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ABSTRACT 

Autonomous vehicles (AV) driving in mixed traffic, comprising human-driven vehicles (HVs) and 

AVs, is notoriously challenging, underscored by complex driving environments and a multitude of 

uncertainties. Further, the AV system involves complex interactions cascading across the interconnected 

modules for perception, planning, and control. An error in the higher chain of these interconnected modules 

can propagate downstream, inducing instability in vehicle control. Such errors can also cascade through 

following vehicles and impact traffic dynamics at a broader level. To overcome these challenges, we 

propose the novel Physics-Enhanced Residual Learning (PERL) framework for AV operations in mixed 

traffic. PERL comprises two components: a physics-based model and residual learning. The physics model 

provides primary outputs, including prediction outputs or control outputs, and then its residuals are learned 

by a learning-based approach as corrections to the physics model to enhance the results. 

This dissertation comprises three major research thrusts: (1) Development of PERL frameworks 

for vehicle trajectory prediction (2) Validate the contribution of PERL-based prediction in AV control, and 

(3) Development of Physics-Enhanced Residual Policy Learning (PERPL) framework for vehicle control.  

The first part proposed the PERL framework and applied it to a vehicle trajectory prediction 

problem with real-world trajectory data of both HV and AV, using an adapted Newell car-following model 

as the physics model, and four kinds of neural networks (GRU, Convolution Long Short-Term Memory 

(CLSTM), VAE and Informer model) as the residual learning model. We compare this PERL model with 

pure physics models, NN models, and other physics-informed neural network (PINN) models. The result 

reveals that the PERL model yields the best prediction with limited training data and it has fast convergence 

during training. Moreover, the PERL model requires fewer parameters to achieve similar predictive 

performance compared to NN and PINN models.  

The second part proposes a PERL-based vehicle control method to mitigate traffic oscillation in 

the mixed traffic environment of connected and autonomous vehicles (CAVs) and HVs. This model 

includes the PERL prediction model and a controller. The PERL-based prediction model precisely predicts 

the behavior of the preceding vehicle, especially downstream speed fluctuations, to allow sufficient time 
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for the driver to respond to these speed fluctuations. For the controller, we employ a Model Predictive 

Control (MPC) model that considers the dynamics of the CAV and its following vehicles, improving safety 

and comfort for the platoon formed including the CAV and following vehicles. The proposed model is 

validated through a Vehicle-in-the-loop (ViL) field test. Results validate the proposed method in damping 

traffic oscillation and enhancing the safety and fuel efficiency of the CAV and the following vehicles in 

mixed traffic with the presence of uncertain vehicle dynamics and actuator lag. 

The third part proposes the Physics-Enhanced Residual Policy Learning (PERPL) framework for 

vehicle control, leveraging the advantages of both physics-based models (data-efficient and interpretable) 

and RL methods (flexible to multiple objectives and fast computing). The physics component provides 

model interpretability and stability and the learning-based Residual Policy adjusts the physics-based policy 

to adapt to the changing environment, thereby refining the decisions of the physics model. This model is 

applied in decentralized control of a mixed traffic platoon of CAVs and HVs using a constant time gap 

(CTG) strategy, with actuator lag and communication delays. Experimental results demonstrate that this 

model has high extrapolation ability, achieving smaller headway errors and better oscillation dampening 

than the linear control model and reinforcement learning (RL) model in artificial extreme scenarios. At the 

macroscopic level, overall traffic oscillations are also reduced as the penetration rate of CAVs employing 

the PERPL-based controller increases. 
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1 INTRODUCTION  

1.1 Background 

Autonomous driving systems are technologies that enable vehicles to operate independently, 

performing driving tasks with varying levels of human intervention, from partial assistance to full 

automation. Autonomous driving systems are typically realized through a sequential integration paradigm, 

where modules (e.g., prediction, planning, control, etc.) are connected in a chain-like manner, with the 

output of one module serving as the input for the next. The complex dynamics of autonomous driving 

systems and the uncertainties therein pose significant challenges in achieving robust and safe autonomous 

vehicle (AV) operations (Le Mero et al., 2022). Uncertainties arise from stochastic human behaviors (Pan 

et al., 2021) and control delays attributed to processing time, signal transmission quality, and inherent 

latency in control signal execution (Chen et al., 2018). These factors contribute to residuals – the 

discrepancies between the predicted and actual vehicle states, which can accumulate through the system, 

impacting an AV's ability to execute precise and timely control actions. 

The risk of incorrect predictions is exemplified in the world’s first fatal accident involving an 

autonomous vehicle. In this incident, an Uber test vehicle detected a pedestrian crossing the street but failed 

to accurately predict her path, resulting in a fatal collision (National Transportation Safety Board, n.d.). 

This tragic case highlights the critical importance of accurate and timely predictions in AV systems. Control 

errors are also critical in AV safety. In an incident involving a Tesla vehicle operating in Autopilot mode, 

the vehicle drifted out of the lane, ultimately leading to the driver’s death (KATU Staff, 2023). According 

to the National Highway Traffic Safety Administration (NHTSA) (National Highway Traffic Safety 

Administration, 2024), 145 out of 467 Tesla Autopilot crashes were caused by roadway departures in low-

traction conditions. Moreover, control response delays, such as actuator lag, further complicate safety. 

AV control has traditionally relied on physics model-based prediction models and classic control 

approaches (Güvenç et al., 2012; Milanés and Shladover, 2014). Despite their interpretability and solid 

theoretical foundation, these methods often oversimplify complex, non-linear dynamics of real-world 
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driving, particularly in mixed-traffic environments. This can lead to large prediction errors that can amplify 

through the downstream modules (e.g., lower-level control) (McAllister et al., 2022). Consequently, the 

final system output may significantly deviate from the ideal scenario of perfect control with perfect 

prediction. A car-following example in Figure 1-1 (a) demonstrates this phenomenon, where physics 

models, Intelligent Driver Model (IDM) prediction (Treiber et al., 2000), and Proportional-Integral-

Derivative (PID) control (Ang et al., 2005), lead to significant position errors compared to the perfect 

prediction and control. Data-driven machine learning methods, such as deep learning models, have emerged 

as powerful alternatives to improve prediction accuracy and control performance, by leveraging their ability 

to learn from data (Di and Shi, 2021). However, their lack of interpretability and reliance on vast amounts 

of high-quality training data (Karniadakis et al., 2021) pose challenges, especially in safety-critical 

applications and rare driving scenarios with limited data. 

 

 

Figure 1-1 Error and trajectory comparison: physics/PIML/PERL-based prediction and control. 

 

Recognizing the shortcomings of both approaches, physics-informed machine learning (PIML) 

attempts to integrate these approaches by leveraging physics models to guide the learning process of data-

driven methods (Karpatne et al., 2017; Raissi et al., 2019); for example, using physics models to generate 
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additional training data (Han et al., 2022; Naing et al., 2022) or as constraints in the loss function (Mo et 

al., 2021; Shi et al., 2022). This PIML approach, however, may introduce biases from the physics models 

and thus limit its adaptability and flexibility (Long et al., 2024b). A PIML method tends to shift the neural 

network (NN) predictions towards the often less accurate physics model when data is limited Figure 1-1 

(b). Moreover, current PIML literature primarily focuses on prediction, leaving the control aspect largely 

unaddressed, as indicated by the question mark in the control module of Figure 1-1 (b). 

To address these shortcomings, we propose a new paradigm that uniquely integrates physics models 

and data-driven approaches. Specifically, the primary objective of the proposed research is to develop a 

Physics-Enhanced Residual Learning (PERL) framework for AV systems operating in mixed traffic (see 

Figure 1-1 (c)). PERL is fundamentally different than PIML in principle. Rather than guiding the learning 

process, the physics model remains a fundamental component for output in PERL. The physics model 

infuses PERL with prior knowledge, and the residual learning model focuses on predicting the residual of 

the physics model as a correction to it. Figure 1-1 (b) and (c) demonstrate the superiority of PERL in 

prediction performance against PIML and control performance against PID. PERL adopts a more intuitive 

and rational approach that minimizes the gap between the limited input data and the ideal state of perfect 

prediction and control, and offers distinctive advantages: (1) lower risk of bias caused by the physics model; 

(2) efficient learning thanks to reduced dimensionality with its focus on residuals; (3) lower data 

requirement; and (4) better interpretability and transparency – important qualities for the autonomous 

driving system. 

1.2 Research Objectives and Scope of Work  

Considering the residuals present in current vehicle trajectory prediction and autonomous vehicle 

control, as well as the gaps identified in existing research, this study aims to enhance the effectiveness of 

prediction and control by proposing a framework that integrates physical models with neural networks: 

(i) Propose a framework that combines physical models and neural networks and apply it to the 

trajectory prediction of both human-driven and autonomous vehicles. 
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(ii) Integrate the PERL framework with model predictive-based control to plan trajectories for 

autonomous vehicles in mixed traffic flows, enhancing overall and fuel efficiency. 

(iii) Utilize vehicle in the loop to validate the proposed solutions in real-world scenarios. 

(iv) Apply the PERL framework to vehicle control to improve model safety and generalizability. 

1.3 Contributions 

Through this study, the following contributions are expected:  

(i) A physics-enhanced residual learning structure is proposed for the prediction problem. 

(ii) The PERL framework is applied in vehicle trajectory prediction, and its predictability and 

interpretability are validated using real-world vehicle trajectory data.  

(iii) The PERL-based trajectory prediction model is integrated into a model predictive control for 

mixed platoons and validated through field tests.  

(iv) A Physics-Enhanced Residual Policy Learning (PERPL) framework is proposed and applied 

to decentralized control of mixed traffic platoons while incorporating actuator and communication delays. 

1.4 Dissertation Overview and Contributions 

To answer the above questions, this dissertation is organized as shown in Figure 1-2: Chapter 2 

reviews the relevant studies on autonomous vehicles (AVs). Chapter 3 presents a PERL-based method for 

vehicle trajectory prediction. Chapter 4 applies this trajectory prediction method to predictive vehicle 

control and validates its performance through field testing. Chapter 5 proposes a PERPL-based vehicle 

control strategy for mixed traffic scenarios. Chapter 6 offers concluding remarks and suggests directions 

for future research. 
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Figure 1-2 Dissertation structure 
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2 LITERATURE REVIEW  

2.1 Prediction model 

The parsimony of physics models was sometimes a compromise when only limited data and 

computational resources were available (Figure 2-1 A). The advent of data science leads to a prolific 

accumulation of data across various fields. Concurrently, neural network (NN) models, along with 

numerous data-driven machine learning methods, have emerged to enhance predictability, as it is shown 

that NN models are capable of approximating any continuous function (Figure 2-1 B) (Hornik et al., 1989). 

NN models have been extensively utilized in domains such as medical forecasting (Gulshan et al., 2016), 

weather forecasting (Salman et al., 2015), and road traffic prediction (Bates et al., 2022; Zhou et al., 2017), 

the third being the focused domain of this study. 

Despite the superior predictability of NN models, they suffer from several limitations in real-world 

applications, including a lack of interpretability, lack of robustness, and dependence on vast data 

(Karniadakis et al., 2021; Li et al., 2022). To overcome these shortcomings, the physics-informed neural 

network (PINN) model (Figure 2-1 C) has emerged (Karniadakis et al., 2021, 2021; Zhang et al., 2024). To 

enhance the interpretability and ensure the stability of models beyond the domains of their training data, 

the PINN model encodes physics prior to NN. The widely adopted PINN for road traffic prediction, such 

as vehicle trajectory prediction, integrates physics priors into the NN's loss function (Long et al., 2024e; 

Mo et al., 2021; Naing et al., 2022; Yao et al., 2023). This approach strikes a balance between the physics 

model and NN by modulating the weight of the deviation from the physics model prediction and that of 

NN's loss function. Despite salient advantages, the deviation correction towards the often less accurate 

physics model prediction may somehow compromise PINN's predictability. Another concern arises from 

unstable training due to different scales and convergence rates between the NN loss and the physics model 

deviation. Thus, tuning the weights of the physics model within the loss function is proven to be challenging 

(Krishnapriyan et al., 2021; Wang et al., 2022, 2021). Furthermore, without sufficient data, PINNs may 
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underperform since the efficacy of PINNs heavily leans toward the relatively inferior predictability of the 

physics model.  

 

 

Figure 2-1 General structure of PERL model and three existing models: Physics model, NN model, PINN 

model. 

 

To harvest the advantages of all these models while circumventing their limitations, we propose a 

novel Physics-Enhanced Residual Learning (PERL) framework (Figure 2-1 D). Instead of a compromise 

between the two models, PERL further improves the prediction of the physics model with a residual term 

learned from the NN model. The physics model component alone can yield a reasonably accurate (albeit 

not the best) prediction with only a parsimonious structure specified by a few parameters. Then, as opposed 

to a pure NN model starting from scratch, the residual learning model component only needs to improve an 

already reasonably accurate prediction to a higher accuracy comparable to the pure NN model, which likely 

takes much less training data and computational resources and thus only needs fewer parameters and less 

training data. Meanwhile, unlike PINN, which may draw the prediction toward relatively less accurate 

physics model prediction, PERL is pushing the prediction away from the physics model prediction to the 

most accurate value that a data-driven model can ever reach. With this, PERL better integrates the merits 

of both physics and NN models to achieve the best and uncompromised predictability and the fastest 
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convergence rate with the fewest parameters and inherited interpretability. While the concept of a residual 

term has been explored in various fields, such as physics systems modeling (Brunton et al., 2016; Kaheman 

et al., 2019), robotic manipulation tasks (Möllerstedt et al., 2022; Silver et al., 2018), and electromagnetic 

modeling (Shan et al., 2023), to the best of the authors' knowledge, residual learning has rarely been 

explored for system state prediction, which motivated us to develop the PERL model. 

2.2 Planning strategy 

Traffic oscillations, commonly referred to as 'stop-and-go' traffic, epitomize the fluctuation 

between slow-moving and fast-moving states in congested traffic, deviating from a steady flow (Li et al., 

2014, 2010). This widespread phenomenon in human driving scenarios precipitates several critical issues. 

Firstly, it exacerbates the risk of accidents by complicating the maintenance of safe vehicle distances, thus 

heightening collision probabilities (Li et al., 2012; Yao et al., 2020). Secondly, it diminishes traffic 

efficiency, inducing congestion and a ripple effect that disrupts numerous vehicles. Moreover, the frequent 

acceleration and deceleration cycles escalate fuel consumption and emissions (Stern et al., 2019), 

detrimentally impacting the environment. 

The evolution of connected and automated vehicles (CAVs) technologies offers a promising 

solution to mitigate traffic oscillations (Ghiasi et al., 2019; He et al., 2024; Larsson et al., 2021; Wang et 

al., 2023). CAVs leverage advanced perception systems and trajectory planning. At the perception part, 

CAVs can perceive information about preceding vehicles, anticipating the traffic oscillations ahead (Zhou 

et al., 2017). In a connected scenario, lead vehicles harness Vehicle-to-Everything (V2X) technology to 

collect and analyze traffic data. Conversely, in non-connected settings, roadside units and monitoring 

systems could gather traffic information for real-time predictions and advisories and send the information 

to the target vehicle through dynamic message signs. This gathered data enables the identification of traffic 

oscillation patterns, facilitating accurate predictions and allowing the vehicle to determine when it might 

be impacted (Yao et al., 2023). Downstream oscillation patterns not only facilitate accurate predictions but 

also inform the strategic planning and control phases of CAV operation (Fang et al., 2024). Researchers 

have captured the formation and ensuing propagation of stop-and-go waves and predicted traffic oscillation 
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using the behavioral car-following model (Chen et al., 2012) and neural network-based models (Zhou et 

al., 2017). By understanding the likely traffic conditions in advance, CAVs can optimize their trajectory 

planning to either avoid or mitigate potential impacts from identified oscillations. This proactive integration 

of prediction and planning enables a more coherent approach to traffic management, ensuring that CAVs 

dynamically adjust their behavior to maintain optimal flow and enhance overall traffic safety. 

For the perception part, most existing CAV controllers mitigate traffic oscillation based on the 

predicted behavior of the preceding vehicle (Hu et al., 2021; Wang et al., 2023) or aggregated information, 

e.g., average vehicle speed (Stern et al., 2019). Relying solely on the predicted behavior of the preceding 

vehicle is insufficient for predictive safety measures. It may raise two main issues. First, traffic oscillation 

originates downstream (Zheng et al., 2022). The wave's fluctuations upstream are hard to perceive if only 

one preceding vehicle is considered. Second, when the fluctuations of the preceding vehicle are detected, 

it's usually too late for the following CAV to respond appropriately, with the consideration of 

communication delay and actuator lag. Therefore, to effectively predict the state of preceding vehicles, 

information from multiple vehicles in front is required as input.  

In the realm of predicting downstream multi-vehicle trajectories, most studies have adopted 

physics-based models to model and predict vehicle trajectories. In this research, "physics model" or 

"physics rules" refers to theoretical or empirical formulations that describe the behavior of physical systems. 

These models are often based on fundamental principles such as conservation laws, equations of motion, 

or thermodynamics, structured to explain and predict the dynamics of systems under various conditions. In 

the context of shockwave modeling. The physics of shockwaves is a fundamental traffic flow characteristic 

that was first studied by the Lighthill-WhithamRichards (LWR) model (Lighthill and Whitham, 1997). 

Shockwaves in congested traffic usually follow “stop-and-go” patterns that could cause adverse 

consequences. These models typically utilize the historical data of the subject vehicle and its immediate 

predecessor to predict future trajectories for a limited number of time steps, which may not suffice for the 

CAV controller. Moreover, physics models may struggle to capture the complex interactions and nonlinear 
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behaviors prevalent in dense traffic conditions (Durrani et al., 2016; Punzo and Montanino, 2020). Recent 

researchers turned to data-driven methods due to their proficiency in detecting intricate patterns and 

adapting to diverse datasets (Yao et al., 2022). However, these learning-based methods often require 

substantial training data (Karniadakis et al., 2021; Li et al., 2022) and lack interpretability. In response to 

these challenges, the Physics-Informed Neural Networks (PINN) method has been utilized to enhance the 

applicability of NN models in scenarios with limited data samples (Mo et al., 2021; She and Ouyang, 

2024). This is achieved by incorporating physical models to augment data and regularize the models to 

prevent overfitting, although this method is contingent on the accuracy of the physical models and can lead 

to unstable training processes (Yao et al., 2023).  

Recognizing the complementary strengths and weaknesses of these methodologies, the Physics-

Enhanced Residual Learning (PERL) framework was proposed to combine the robust interpretability of 

physics models with the adaptive precision of learning-based models (Long et al., 2024b). By focusing on 

the physics model residuals — the differences between the predictions of the physics model and observed 

data — PERL leverages a neural network to refine these predictions. This method enhances the accuracy 

of trajectory forecasts, maintains the model's explainability, and reduces its dependency on extensive 

datasets. Consequently, PERL stands out for its ability to deliver high-precision and stable predictions of 

future vehicle behaviors, offering a balanced synthesis of the theoretical and empirical realms. When 

applied to downstream multi-vehicle scenarios, the PERL method effectively extracts the characteristics of 

downstream oscillation propagation, significantly improving the long-term predictive performance for 

preceding vehicles. This methodology offers a balanced synthesis of theoretical and empirical insights, 

ensuring high-precision and stable predictions of future vehicle behaviors. 

Based on the predictions of preceding vehicles with traffic oscillation, the CAV controller could 

mitigate oscillation amplification and backward propagation, thus enhancing overall traffic stability. 

Meanwhile, it is also crucial to account for the behavior of the following vehicles (Gao et al., 2022). 

Considering the actions of these following vehicles, particularly in mixed traffic scenarios, is essential for 
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designing safer and more efficient trajectories (Mohammadian et al., 2023). This anticipation helps 

minimize the occurrence of sudden driving maneuvers, thereby enhancing the safety and fluidity of traffic 

overall. Given that traffic will likely comprise a mix of autonomous and human-driven vehicles for the 

foreseeable means, this presents distinct challenges and opportunities for trajectory optimization. Human-

driven Vehicles (HVs) tend to display less predictable behavior compared to CAVs. This unpredictability 

increases the complexity of trajectory planning for CAVs, requiring more sophisticated prediction 

algorithms and adaptive control strategies, particularly when a CAV is followed by an HV.  

Reflecting on the identified research gaps, this study aims to introduce a physics-enhanced CAV 

controller. Our approach is developing control strategies specifically tailored for mixed platoons comprising 

both CAVs and HVs based on predicted information of the downstream traffic from the PERL model. In 

particular, we focus on scenarios where a CAV is followed by an HV, effectively addressing the dynamics 

of mixed traffic flows. This strategy incorporates the formulation of a Model Predictive Control (MPC) 

system that considers the formation of both CAVs and HVs within the control objectives (Chen et al., 2018). 

While direct control is exerted only over the CAVs, the states of the HVs are also integrated into the 

optimization objectives, ensuring that the overall strategy accounts for the behavioral patterns of both 

autonomous and human drivers. By employing the advanced predictive PERL model and adaptive control 

strategy, our MPC framework optimizes traffic behavior across different vehicle types, considering the 

interactive dynamics inherent in mixed vehicle streams. 

2.3 Control model 

With the development of Connected and Autonomous Vehicles (CAVs), there arises the necessity 

for effective controllers to navigate CAVs in mixed traffic scenarios of CAVs and Human-driven Vehicles 

(HVs) (Ghiasi et al., 2017; Yao and Li, 2020). Such mixed traffic scenarios are inherently complex and 

dynamic, primarily due to the unpredictable behaviors of HVs and other road users (K. Yang et al., 2023). 

This complexity presents a significant challenge for CAV controllers. Inadequate control strategies for 

CAVs in these environments can result in increased traffic congestion and heightened safety risks.  
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Mainstream methodologies for controlling CAVs can be classified into three primary types: closed-

form controllers, controllers based on Model Predictive Control (MPC), and those utilizing Reinforcement 

Learning (RL). The closed-form linear (Li, 2022) state-feedback CAV controller has been favored due to 

its rapid and straightforward implementation facilitated by its analytical representation. However, despite 

their simplicity, these controllers struggle with constrained optimization frameworks involving multiple 

explicit objectives and constraints, making them less adaptable to the dynamic driving environments found 

in mixed traffic. The MPC-based controller, supported by a flexible framework, addresses this limitation 

by optimizing multiple objectives with constraints in a rolling horizon (Zhou et al., 2019). Nonetheless, 

MPC often necessitates convex problem formulations and imposes a relatively high computational burden, 

hindering high-resolution real-time implementation. Some learning-based MPCs employ neural networks 

to solve problems, which mitigates slow-solving issues. However, these systems still face inherent 

challenges within the MPC framework, as their optimizer is trained through imitation learning based on 

datasets of MPC solutions. This training approach inherently limits their performance to not exceed that of 

the quality of the underlying MPC controller (Sacks et al., 2023). 

In contrast to MPC, RL-based control facilitates fast computing for real-time implementation (He 

et al., 2024; Qu et al., 2020). Furthermore, RL-based controllers can capture the nonlinear and stochastic 

characteristics of complex systems due to the capabilities of neural networks. However, as summarized 

from previous literature, RL encounters several challenges regarding applicability in mixed traffic 

scenarios. In environments where autonomous and human-driven vehicles interact, the unpredictability of 

human behavior adds complexity to the driving context. RL's inherent issues with generalization mean it 

might not reliably interpret or react to the diverse behaviors encountered among different drivers, which 

could lead to safety risks or inefficient traffic flow. Moreover, RL's challenges with safe exploration become 

particularly critical in mixed traffic, as the system should navigate safely without extensive prior exposure 

to every possible driving scenario, potentially leading to unsafe actions in unanticipated situations. These 

limitations underscore the need for robust testing and the integration of safety-oriented strategies within RL 

frameworks before deployment in dynamic, real-world environments. 
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Safe exploration stands out as a significant challenge for RL applications in the domain of 

autonomous vehicle control. The lack of safety assurance poses a major obstacle to RL application in real-

world scenarios, manifesting in two key aspects. First, the generalization ability of RL has long remained 

an unsolved issue. Generalization requires RL models to be robust to variations in their environments and 

able to transfer and adapt to unseen (but similar) environments during deployment. However, current RL 

methods often evaluate the policy in the same environment it was trained in (Kirk et al., 2023). Over-

reliance on data-driven approaches exposes the system to data biases, leading to overfitting of the training 

data. When deployed in the real world, RL and other deep learning models often encounter previously 

unseen categories of samples—out-of-distribution (OOD) data—posing significant challenges. This 

limitation hinders existing autonomous systems from effectively addressing long-tail and cross-domain 

issues, restricting their safety and adaptability in new environments (Li et al., 2023). Second, RL may learn 

behaviors that violate physical laws because it relies on function approximation and representation learning 

(Cao et al., 2024), making it heavily dependent on data quality. This is a common issue for learning-based 

models (Long et al., 2024b). Thus, RL may not learn skills not provided or rare in the demonstration data. 

Moreover, many RL-based vehicle control approaches, such as Adaptive Cruise Control (ACC) and 

Cooperative Adaptive Cruise Control (CACC), address safety by incorporating it into the reward function, 

aka Lagrangian relaxation (Shi et al., 2023; Tang et al., 2024; Chen et al., 2022), converting hard constraints 

into penalty terms within the objective function. Consequently, until the policy converges, we cannot expect 

constraints to be fully considered and met (Chen et al., 2022; Y. Yang et al., 2023; Zhao et al., 2023). 

Ensuring vehicles explore new behaviors under strict safety constraints necessitates strict safety measures 

from the outset of training, which is challenging to implement and requires prior knowledge about the 

environment or task (Yue et al., 2024). 

 



14 

 

 

3 PERL-BASED VEHICLE TRAJECTORY PREDICTION  

This chapter proposes the PERL framework that adjusts a physics model prediction with a 

corrective residual predicted from a residual learning NN model. The integration of the physics model 

preserves interpretability and tremendously reduces the amount of training data compared to pure NN 

models. We apply PERL to a vehicle trajectory prediction problem with real-world trajectory data of both 

HV and AV, using an adapted Newell car-following model as the physics model, and four kinds of neural 

networks (GRU, CLSTM, VAE, and Informer model) as the residual learning model. We compare this 

PERL model with pure physics models, NN models, and other PINN models. The result reveals that PERL 

yields the best prediction when the training data is small. The PERL model has fast convergence during 

training. Moreover, the PERL model requires fewer parameters to achieve similar predictive performance 

compared to NN and PINN models. Sensitivity analysis shows the PERL model consistently outperforms 

other models using different physics and residual learning models. Among these, the PERL model based 

on CLSTM achieved the most accurate predictions. 

This chapter is organized as follows. Section 3.1 describes the prediction problem and the 

methodology employed in the study, including the PERL model framework and the baseline models. 

Section 3.2 presents the use case of vehicle trajectory prediction for the validation of the PERL model. 

Section 3.3 provides an example of the application of the PERL model, including details of the physics and 

residual learning components and the baseline models. Section 3.4 presents the results of the comparative 

analysis, including multi-step prediction comparisons, convergence comparisons, and sensitivity analysis. 

Finally, Section 3.5 concludes the paper with a summary of findings and future research directions. 

3.1 Methodology 

This section describes the prediction problem and the PERL model. Denote the input state (e.g., 

traffic states) space and the output response (e.g., set of longitudinal accelerations of the subject vehicle) 

space of a physics system by 𝒮 and 𝒴, respectively, where 𝑀 and 𝑁 denote the numbers of dimensions of 
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these two spaces, and ℝ is the set of real numbers, respectively. Let 𝑔(⋅): 𝒮 → 𝒴 denote the ground-truth 

system that has response 𝑔(𝑠) for each input state 𝑠 ∈ 𝒮.  

The prediction problem is to construct a prediction function 𝑓(⋅ |𝜃): 𝒮 → 𝒴 such that 𝑓(𝑠|𝜃) is the 

prediction of 𝑔(𝑠), ∀𝑠 ∈ 𝒮, where 𝜃 ∈ Θ represents a tunable parameter vector in a parameter space Θ. The 

predictability of function 𝑓(⋅ |𝜃) is evaluated by the prediction error between 𝑓(𝑠|𝜃) and 𝑔(𝑠), ∀𝑠 ∈ 𝒮, 

e.g., the mean squared error (MSE). Solving a prediction problem is usually to find the optimal 𝜃  to 

minimize the prediction error or maximize its predictability. The interpretability of 𝑓(⋅ |𝜃) is characterized 

by the ability of this function to reflect comprehensible physics rules and relationships, e.g., how elements 

in 𝜃 can be interpreted as certain physics rules and relationships. 

3.1.1 PERL 

Built upon the defined prediction problem, the PERL model can be described as follows. The PERL 

prediction is the combination of a physics model component and a residual learning component, formulated 

as 𝑓PERL(⋅ |𝜃PERL) ≔ 𝑓Phy(𝑆Phy(⋅)|𝜃Phy) + 𝑓RL(⋅ |𝜃RL) . The components of this formulation are 

specified as follows. 𝑓Phy(𝑆Phy(𝑠)|𝜃Phy): 𝒮Phy → 𝒴Phy is the physics model component that makes an 

initial prediction of an input state 𝑠 ∈ 𝒮. Here, 𝑆Phy(𝑠) ∈ 𝒮Phy denote the projection of 𝑠 ∈ 𝒮 to 𝒮Phy as a 

subspace of 𝒮. Note that due to parsimony, the input state to the physics model component 𝑓Phy may not 

include all dimensions in 𝒮 and can be a projection to its subspace 𝒮Phy. 𝜃Phy is the parameter vector for 

𝑓Phy in parameter space ΘPhy, which is often a low-dimensional space due to the parsimony of the physics 

model. 𝒴Phy is the range of component 𝑓Phy with domain 𝒮Phy and shall have the same cardinality as 𝒴 

since 𝑓Phy also predicts 𝑔. 𝑓RL(⋅ |𝜃RL): 𝒮 → 𝒴RL ≔ 𝒴 −𝒴Phy is the residual learning component such 

that 𝑓RL(𝑠|𝜃RL) predicts the residual from the physical model prediction to the ground truth, i.e., 𝑔(𝑠) −

𝑓Phy(𝑆Phy(𝑠)|𝜃Phy), ∀𝑠 ∈ 𝒮 . 𝜃RL  is the parameter vector for the residual learning component 𝑓RL  in 

parameter space ΘRL. With this, the PERL model prediction 𝑓PERL(𝑠|𝜃PERL) ∈ 𝒴 is the summation of the 

physics model prediction 𝑓Phy(𝑆Phy(𝑠)|𝜃Phy) and the residual prediction 𝑓RL(𝑠|𝜃RL), ∀𝑠 ∈ 𝒮, where the 
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parameter vector 𝜃PERL is a simple concatenation of those for the physics and residual learning components, 

i.e., 𝜃PERL ≔ [𝜃Phy, 𝜃RL] ∈ ΘPhy × ΘRL. 

In a real-world application, let ℐ ≔ {1,⋯ , 𝐼} denote the index set of observed samples, where 𝐼 ∈

ℝ+ is the total number of samples. ℐ is randomly divided into three sets, i.e., ℐTrain ∪ ℐVal ∪ ℐTest = ℐ, 

ℐTrain ∩ ℐVal = ∅; ℐTrain ∩ ℐTest = ∅; ℐVal ∩ ℐTest = ∅. Define 𝜔Train and 𝜔Val as the proportion of the 

total dataset allocated for training and validation purposes: |ℐTrain| = ⌊𝜔Train ×  ℐ⌋  and |ℐVal| =

⌊𝜔Val × ℐ⌋  where ⌊⋅⌋  denotes the floor function. The testing set index ℐTest  consists of the remaining 

indexes, calculated as |ℐTest| = |ℐ| − |ℐTrain| − |ℐVal| . 𝜃Phy  is obtained by calibration using a set of 

observed states 𝒮Train ≔ {𝑠𝑖 ∈ 𝒮}𝑖∈ℐTrain: 

𝜃∗Phy ≔ argmin
𝜃Phy∈ΘPhy

∑ (𝑓Phy(𝑆Phy(𝑠)|𝜃Phy) − 𝑔(𝑠))
2

𝑠∈𝒮Train

(31) 

𝜃RL is obtained by training with the training dataset: 

𝜃∗RL = argmin
𝜃RL∈ΘRL

∑ (𝑓RL(𝑠|𝜃RL) − (𝑔(𝑠) − 𝑓Phy(𝑆Phy(𝑠)|𝜃∗Phy)))
2

𝑠∈𝒮Train

(32) 

3.1.2 Baseline models 

For comparative analysis, we also evaluate the performance of a pure neural network (NN) 

prediction model, a pure physics-based prediction model, and a physics-informed neural network (PINN) 

model. The model descriptions are given as follows. 

3.1.2.1 Physics model 

A physics model (e.g., a car following model) is denoted as 𝑓Phy(𝑆Phy(𝑠)|𝜃Phy): 𝒮Phy → 𝒴Phy. 

Here 𝑆Phy(𝑠) ∈ 𝒮Phy  denote the projection of 𝑠 ∈ 𝒮  to 𝒮Phy  as a subspace of 𝒮 . 𝒴Phy  is the range of 

component 𝑓Phy with domain 𝒮Phy and have the same cardinality as 𝒴. 𝜃Phy is the parameter vector for 

𝑓Phy in a low-dimensional parameter space ΘPhy and is determined through calibration as specified in Eq. 

(3-1). 

3.1.2.2 NN model 
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An NN model is denoted as 𝑓NN(𝑠|𝜃NN): 𝒮 → 𝒴NN that makes a prediction of an input state 𝑠 ∈

𝒮. 𝒴NN is the range of component 𝑓NN with domain 𝒮 and have the same cardinality as 𝒴. 𝜃NN is the 

parameter vector for 𝑓NN in parameter space ΘNN and obtained by training using the training dataset: 

𝜃∗NN = argmin
𝜃NN∈ΘNN

∑ (𝑓NN(𝑠|𝜃NN) − 𝑔(𝑠))
2

𝑠∈𝒮Train

(33) 

3.1.2.3 PINN model 

A PINN model denoted as 𝑓PINN(𝑠|𝜃PINN): 𝒮 → 𝒴PINN that predicts an input state 𝑠 ∈ 𝒮. 𝒴PINN 

is the range of component 𝑓PINN with domain 𝒮 and have the same cardinality as 𝒴. In the PINN model, 

the physics model component 𝑓Phy(𝑆Phy(𝑠)|𝜃Phy)  supports the training of the NN component 

𝑓NN(𝑠|𝜃NN). During training, the physics model enhances the loss function of the NN component, aiming 

to align the NN predictions closely with both the physics model predictions and the ground truth. Thus, the 

loss function of the NN component contains two parts LOSS1 and LOSS2: 

LOSS1 ≔ (𝑓NN(𝑠|𝜃NN) − 𝑔(𝑠))
2

(34) 

LOSS2 ≔ (𝑓NN(𝑠|𝜃NN) − 𝑓Phy(𝑆Phy(𝑠)|𝜃Phy))
2

(35) 

𝜃PINN = argmin
𝜃PINN∈ΘPINN

∑ 𝜇 ∙ LOSS1 + (1 − 𝜇) ∙ LOSS2
𝑠∈𝒮Train

(36) 

where 𝜇 is the weight hyperparameters to be tuned. The parameter vector 𝜃PINN ∈ ΘPINN is a concatenation 

of the physics component and NN component, i.e., 𝜃PINN ≔ [𝜃Phy, 𝜃NN] ∈ ΘPhy × ΘNN. 

3.2 PERL Use case: vehicle trajectory prediction 

Section 2 introduced the PERL model methodology. In this section, we apply the PERL model to 

a specific prediction problem: vehicle trajectory prediction, as described below. As shown in Figure 3-1, 

an input state stems from a set of 𝐾 consecutive vehicle trajectories, indexed by 𝑘 ∈ 𝒦 ≔ {1,2,⋯ ,𝐾} from 

the upstream lead vehicle indexed by 1 through the downstream ego vehicle by 𝐾, at 𝑇b historical time 

points 𝒯b ≔ {𝑡0 − (𝑇
b − 1)𝛿,⋯ , 𝑡0 − 𝛿, 𝑡0} separated by time interval 𝛿. The input state is defined as 𝑠 =
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[𝑎𝑘𝑡, 𝑣𝑘𝑡, ∆𝑑𝑘𝑡]∀𝑘∈𝒦,𝑡∈𝒯b  where 𝑎𝑘𝑡 , 𝑣𝑘𝑡 , and ∆𝑑𝑘𝑡  are the acceleration, speed, and spacing (from the 

preceding vehicle) of vehicle 𝑘 at time 𝑡, respectively. With this, |𝒮| = 3|𝒦|𝑇b. The corresponding output 

response 𝑔(𝑠) is the ground-truth trajectory of ego vehicle 𝐾  at future time points 𝒯 f ≔ {𝑡0 + 𝛿, 𝑡0 +

2𝛿,⋯ , 𝑡0 + 𝑇
f𝛿}, i.e., 𝑔(𝑠) = [𝑎𝐾𝑡]𝑡∈𝒯f where 𝑎𝐾𝑡 is the ground-truth acceleration of ego vehicle 𝐾 at a 

future time point 𝑡. With this, |𝒴| = 𝑇f.  

 

 

Figure 3-1 Workflow of the PERL model (example in vehicle trajectory prediction). 

 

In the physics component, 𝑆Phy(⋅) projects 𝑠 to a much lower-dimensional space, i.e., 𝑆Phy(𝑠) =

[𝑎𝑘𝑡𝑘 , 𝑣𝑘𝑡𝑘 , ∆𝑑𝑘𝑡𝑘]𝑘∈𝒦,𝑡𝑘∈[𝑡0−𝜏𝑘,⋯,𝑡0]
 or its subset, where 𝜏𝑘  is a short reaction time depending on the 

specific physics model 𝑡0 − 𝜏𝑘 ∈ 𝒯
b. With this, |ΘPhy| is on the order of |𝑆Phy(𝑠)|, i.e., 𝑂(|𝑆Phy(𝑠)|), and 

thus much smaller than |𝒮| . 𝒴Phy  is the predicted acceleration of vehicle 𝐾 : [�̂�𝐾𝑡
Phy

(𝜃Phy)]
∀𝑡∈𝒯f

=

𝑓Phy(𝑆Phy(𝑠)|𝜃Phy) . Therefore, we get the residual acceleration predicted by the physics model 

𝑟𝐾𝑡(𝜃
Phy) ≔ 𝑔(𝑠) − �̂�𝐾𝑡

Phy
(𝜃Phy), ∀𝑡 ∈ 𝒯 f.  

In the residual learning component, |ΘRL|  is generally polynomial in relation to |𝑠| and the 

architecture of the model, thus |ΘRL| is likely much greater than |ΘPhy|. 𝒴RL is the predicted residual of 



19 

 

vehicle 𝐾 : 𝑟𝐾𝑡 , i.e., [�̂�𝐾𝑡
RL(𝜃RL)]

∀𝑡∈𝒯f
= 𝑓RL(𝑠|𝜃RL) . Therefore, the output of the PERL model is the 

𝑓PERL(𝑠|𝜃PERL) = [�̂�𝐾𝑡
Phy
(𝜃Phy) + �̂�𝐾𝑡

RL(𝜃RL)]
∀𝑡∈𝒯f

. 

3.3 PERL APPLICATION example  

Based on the PERL vehicle trajectory prediction use case, this section gives a detailed example that 

demonstrates the application of the PERL model to vehicle trajectory prediction, including data preparation, 

model components adoption for the physics component and residual learning component, and baseline 

model adoption. 

3.3.1 Data and metrics 

We utilized two types of data in our study. For the validation of the PERL model, we adopted the 

NGSIM US101 data (Dong et al., 2021), focusing on human-driven vehicles (HV). In the sensitivity 

analysis, we employed data on purely autonomous vehicle (AV) platoons from OpenACC (Makridis et al., 

2021) to validate the model's generalizability across different vehicle trajectory types. 

To ensure sufficient training and comprehensive evaluation, we thoroughly prepared the data and 

evaluated methods based on different scenarios. A total of 𝐼 =20,000 samples, 𝛿 = 0.1𝑠, 𝜔Train = 0.6, 

𝜔Val = 0.2. Each sample comprises 𝐾 = 4 consecutive vehicles. We evaluated two typical prediction 

scenarios: one-step and multi-step predictions in this study. For one-step prediction: 𝑇b = 50, 𝑇f = 1; for 

multi-step prediction, 𝑇b = 𝑇f = 50 . The predicted speed of vehicle 𝐾  at time 𝑡  in sample 𝑖 ∈ ℐ  is 

calculated as 𝑣𝑖𝐾𝑡 = 𝑣𝑖𝐾𝑡0 + ∑ �̂�𝑖𝐾𝑡′𝛿
𝑡
𝑡′=𝑡0

, ∀𝑡′ ∈ 𝒯 f. The evaluation for one-step and multi-step prediction 

on the test set ℐtest  includes two metrics: the MSE of acceleration and speed prediction: MSEtest
𝑎 =

1

|ℐTest|𝑇f
∑ (𝑎𝑖𝐾𝑡 − �̂�𝑖𝐾𝑡)

2
𝑖∈ℐTest,𝑡∈𝒯f  and MSEtest

𝑣 =
1

|ℐTest|𝑇f
∑ (𝑣𝑖𝐾𝑡 − 𝑣𝑖𝐾𝑡)

2
𝑖∈ℐTest,𝑡∈𝒯f . The convergence of 

the training process is measured by the change of the MSE of acceleration and speed prediction on the 

validation set: MSEval
𝑎 =

1

|ℐVal|𝑇f
∑ (𝑎𝑖𝐾𝑡 − �̂�𝑖𝐾𝑡)

2
𝑖∈ℐVal,𝑡∈𝒯f  and MSEval

𝑣 =
1

|ℐVal|𝑇f
∑ (𝑣𝑖𝐾𝑡 −𝑖∈ℐVal,𝑡∈𝒯f

𝑣𝑖𝐾𝑡)
2. 

3.3.2 PERL physics component 
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A model adapted from Newell's car-following model is adopted as the physics component of the 

PERL model. Additionally, for sensitivity analysis, IDM and FVD models serve as alternative physics 

components for validation. 

Initially, we utilized an adapted Newell model characterized by a single parameter 𝑤 denoting the 

wave speed, shown in Figure 3-2. The physics model output 𝒴Phy = [�̂�𝑖𝐾𝑡
Phy

(𝜃Phy)]
∀𝑡∈𝒯f,𝑖∈ℐ

 is given by: 

�̂�𝑖𝐾𝑡
Phy

= 𝑎
𝑖𝑘′𝑡−

𝐷
𝑖𝐾𝑘′𝑡
𝑤

, ∀𝑘′ ∈ {1,2,⋯ , 𝐾 − 1}, 𝑡 ∈ 𝒯 f, 𝑖 ∈ ℐ (37) 

where 𝐷𝑖𝐾𝑘’𝑡 represents the position distance between vehicle 𝐾 and vehicle 𝑘′ at time 𝑡 ∈ 𝒯 f in 

sample 𝑖 ∈ ℐ. 

 

 

Figure 3-2 Adapted Newell model for vehicle trajectory prediction. 

 

IDM and FVD models are adopted for sensitivity analysis as alternative physics models. IDM 

model provides a model acceleration function as a continuous function of speed, gap, and speed difference 

and is expressed as follows: 

�̂�𝑖𝐾(𝑡0+1)
Phy

= �̅� [1 − (
𝑣𝑖𝐾𝑡0
𝑣f

)
4

− (
𝑆(𝑣𝑖𝐾𝑡0 , ∆𝑣𝑖𝐾𝑡0)

∆𝑥𝐾𝑡0
)

2

] , ∀𝑖 ∈ ℐ (38) 

𝑆(𝑣𝑖𝐾𝑡0 , ∆𝑣𝑖𝐾𝑡0) = 𝑆0 + 𝑇
g𝑣𝑖𝐾𝑡0 −

𝑣𝑖𝐾𝑡0 ∙ ∆𝑣𝑖𝐾𝑡0

2√�̅��̅�
, ∀𝑖 ∈ ℐ (39) 
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where ∆𝑑𝑖,𝑛,𝑡 is the relative distance between two adjacent vehicles, 𝑆(𝑣𝑖𝐾𝑡0 , ∆𝑣𝑖𝐾𝑡0) is the desired space 

headway function and is calculated from the speed 𝑣𝑛,𝑡  and the relative speed ∆𝑣𝑖𝐾𝑡0 ≔ 𝑣𝑖𝐾𝑡0 −

𝑣𝑖(𝐾−1)𝑡0 , ∀𝑖 ∈ ℐ , 𝑣f  is the free flow speed, �̅�  is the maximum acceleration, �̅�  is the comfortable 

deceleration, 𝑆0 is the minimum space. 𝑇g is the desired time gap. 

The FVD model focuses on the speed difference between vehicles, considering both relative speeds 

and spatial gaps. This model comprehensively represents car-following dynamics, especially in high-

density traffic scenarios where speed differences play a pivotal role. 

�̂�𝑖𝐾(𝑡0+1)
Phy

= 𝜅[𝑉(∆𝑑𝑖𝐾𝑡0) − 𝑣𝑖𝐾𝑡0] + 𝜆∆𝑣𝑖𝐾𝑡0 , ∀𝑖 ∈ ℐ (310) 

𝑉(∆𝑑𝑖𝐾𝑡0) ≔ 𝑉1 + 𝑉2 tanh[𝐶1(∆𝑑𝑖𝐾𝑡0 − 𝑙𝑐) − 𝐶2] , ∀𝑖 ∈ ℐ (311) 

where 𝜅 and 𝜆 are sensitivity parameters and 𝑉(∆𝑑𝑖𝐾𝑡0) is the optimal speed that the drivers prefer. We 

adopted the calibrated parameters for 𝑉(∆𝑑𝑖𝐾𝑡0) as 𝑉1 = 6.75𝑚/𝑠, 𝑉2 = 7.91𝑚/𝑠, 𝐶1 = 0.13𝑚
−1 , and 

𝐶2 = 1.54. 

We employed the Monte Carlo method for physics model calibration, which randomly selected a 

certain number of samples from the dataset. The calibrated parameters of physics models are shown in 

TABLE 3-1. As the training data size increased, the calibration results tended to stabilize, and the calibrated 

parameter was near the value in the literature reference (Duret et al., 2011; Laval and Leclercq, 2010). The 

calibrated parameters of the physics model will be used as initial values in the PINN model and PERL 

model. 
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TABLE 3-1 Calibrated parameters of physics models with different training sample sizes. 

Model Parameters Training sample size 

300 500 1000 2000 5000 10000 12000 

Adapted 

Newell model 

𝑤 (𝑚/𝑠) 4.044 4.15 4.122 4.027 4.03 4.01 4.01 

(variance) 0.088 0.017 0.016 0.018 0.001 0 0 

IDM 𝑣f (m/s) 22.821 22.512 22.084 22.377 22.125 22.125 22.495 

(variance) 0.035 0.095 0.013 0.129 0.003 0.003 0.217 

�̅� (𝑚/𝑠2) 0.682 0.475 0.626 0.54 0.613 0.613 0.911 

(variance) 0.095 0.09 0.175 0.099 0.192 0.192 0 

�̅� (𝑚/𝑠2) 2.562 2.271 2.473 2.262 2.478 2.478 2.859 

(variance) 0.205 0.141 0.246 0.087 0.237 0.237 0.003 

𝑆0 (m) 1.712 1.703 1.627 1.608 1.615 1.615 1.627 

(variance) 0.01 0.021 0.013 0.006 0.01 0.01 0.013 

𝑇g (s) 1.2 1.216 1.23 1.162 1.266 1.266 1.132 

(variance) 0.005 0.002 0 0.02 0.003 0.003 0.017 

FVD 𝑘 0.108 0.073 0.088 0.044 0.108 0.076 0.007 

(variance) 0.003 0.003 0.002 0.003 0.005 0.006 0 

𝜆 0.498 0.397 0.478 0.452 0.445 0.284 0.137 

(variance) 0.019 0.041 0.041 0.076 0.029 0.037 0 

𝑉0 (m/s) 19.779 18.814 19.647 23.034 21.542 22.093 24.158 

(variance) 15.982 10.059 19.536 26.672 17.456 14.257 5 

𝑏 (𝑚/𝑠2) 10.084 10.746 9.637 8.406 10.327 11.243 7.954 

(variance) 4.935 14.088 5.636 10.33 8.447 11.241 4.34 

𝛽 2.561 3.011 2.824 2.449 2.383 2.133 1.724 
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(variance) 1.338 1.6 1.585 0.733 2.388 3.52 0.079 

 

3.3.3 PERL residual learning component 

For the residual learning component, we compared four groups of learning-based models: the RNN 

model, convolution model, generation model, and attention model, to validate the robustness and 

generalization of the PERL model. 

For the RNN model, we chose the Gated Recurrent Unit (GRU) model (Figure 3-3 (a)). GRU 

models are a kind of recurrent NN that allows connections between neurons to form a directed cycle, thus 

making it possible to exhibit dynamic temporal behavior. GRU has also been applied in car-following 

behavior modeling (Wang et al., 2018).  

For the convolution model, we selected CLSTM, a model that combines convolutional layers with 

Long Short-Term Memory (LSTM) (Figure 3-3 (b)) (Lee et al., 2017; Pereira et al., 2022), suitable for 

spatiotemporal data.  

For the generation model, we chose VAE (Variational Autoencoder) (Figure 3-3 (c)), a generative 

model used to learn the latent distribution of data (Ivanovic et al., 2021; Miguel et al., 2022). VAE offers 

two advantages: firstly, it exhibits stable training dynamics, and secondly, its interpretable latent space 

facilitates understanding of the learned representations by the model.  

For the attention model, we opted for the Informer model (Figure 3-3 (d)), which is a transformer-

based architecture (Zhou et al., 2021). It introduces a masking mechanism in the self-attention mechanism 

to ensure that the model only attends to information preceding the current time step, preventing leakage of 

future information when processing sequential data. Additionally, it employs a multi-step input 

representation method to better capture long-term dependencies in time series data. Figure 3-3 illustrates 

the structures of four models, focusing only on the primary model layers; activation layers are omitted for 

clarity. Detailed model configurations and parameters are listed in TABLE 3-2, to TABLE 3-5. The input 

to each model includes 𝑇b time steps of acceleration, speed, and spacing data from 𝐾 consecutive vehicles. 
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(a) GRU model 

 

(b) CLSTM model 

 

(c) VAE model 

 

(d) Informer model 

Figure 3-3 Model structures 
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TABLE 3-2 Model structure and parameter setting in GRU-based models. 

 NN PINN PERL 

GRU layer units=128 units=128 units=96 

Dropout layer 0.3 0.3 0.3 

GRU layer units=128 units=128 units=64 

Dropout layer 0.3 0.3 0.3 

Activation layer relu relu relu 

 

TABLE 3-3 Model structure and parameter setting in CLSTM-based models. 

 NN PINN PERL 

Convolution layer    

LSTM layer units=128 units=128 units=96 

Dropout layer 0.3 0.3 0.3 

LSTM layer units=128 units=128 units=64 

Dropout layer 0.3 0.3 0.3 

Activation layer relu relu relu 

 

TABLE 3-4 Model structure and parameter setting in VAE-based models. 

  NN PINN PERL 

Encoder Convolution layer    

 LSTM layer units=128 units=128 units=96 

 Dropout layer 0.3 0.3 0.3 

 LSTM layer units=128 units=128 units=64 

Latent Space  Demention=20 Demention=20 Demention=20 

Decoder Activation layer relu relu relu 
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TABLE 3-5 Model structure and parameter setting in VAE-based models. 

  NN PINN PERL 

Encoder Self-Attention 

Layer 

n_heads=12 n_heads=8 n_heads=8 

 Convolutional 

Layer 

Down Convolution 

layer kernel_size=3 

activation=ELU 

Down Convolution 

layer kernel_size=3 

activation=ELU 

Down Convolution 

layer kernel_size=3 

activation=ELU 

 Feed-Forward 

Network 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

Decoder Self-Attention 

Layer 

n_heads=12 n_heads=8 n_heads=8 

 Cross-Attention 

Layer 

n_heads=12 n_heads=8 n_heads=8 

 Feed-Forward 

Network 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

Convolutional Layer1 

kernel_size=1 

Convolutional Layer2 

kernel_size=1 

 

3.3.4 Baseline models adoption 

Regarding the three baseline models, the physics model employs the adapted Newell model, 

aligning with the physics component of PERL. The NN model structure aligns with the residual learning 

component of PERL but with more parameters. Its prediction target is not the residuals but the future 
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acceleration of the subject vehicle over 𝑇f steps. The PINN model combines the adapted Newell model for 

its physics component and mirrors the NN model structures in its NN component.  

3.4 Results 

Based on the methodology and application example introduced in the previous sections, this section 

gives a detailed comparative analysis of the multi-step prediction performance using various learning-based 

models, including PERL, NN, PINN, and baseline models, under different training data sizes and conditions. 

3.4.1 Multi-step prediction comparison 

Figure 3-4 compares the prediction performance on acceleration and speed of PERL and baseline 

using different learning-based models in multi-step prediction. For all four groups of learning methods, the 

results show that the PERL model exhibits superior predictability with less training data. In scenarios 

characterized by very limited data availability (e.g., 300 training data size), both the PERL and PINN 

models outperform the NN model in terms of predictability. As the dataset expands beyond 1000 training 

samples, the performance differential between the PERL model and the baseline models, including the NN 

model, becomes markedly less pronounced (as depicted in Figure 2-1 A and B). In this context, all models 

demonstrate remarkable predictability, achieving acceleration prediction errors as low as MSETest
𝑎 =

0.07 𝑚2/𝑠4.  

When comparing the four groups of learning methods with a small training dataset size of 300, 

models based on the Informer architecture (NN, PINN, PERL) performed notably well. This can be 

attributed primarily to two advantages of the Informer model: Firstly, the Informer's outputs are relatively 

stable, ensuring reliable predictions even with limited data. Secondly, unlike traditional recurrent neural 

networks such as CLSTM and GRU, which depend on the output and hidden states of previous time steps, 

the Informer model processes data in a non-sequential manner, reducing the accumulation of prediction 

errors. 

With larger datasets, the models based on CLSTM exhibited the best performance, achieving 

acceleration prediction errors as low as MSETest
𝑎 = 0.056 𝑚2/𝑠4  at a dataset size of 15,000. The 
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convolutional layers preprocess the data, and the LSTM is sufficient for managing the relatively 

straightforward car-following dynamics in our study, whereas the attention mechanism of the Informer is 

more challenging to train and offers limited benefits for this specific scenario. Meanwhile, the GRU-based 

NN model performed worse than the LSTM-based NN model, primarily due to the simpler structure of 

GRU, which struggles with issues like vanishing or exploding gradients, particularly in longer sequences. 

This simplicity may prevent GRU from capturing complex sequence patterns or long-term dependencies as 

effectively as LSTM. Additionally, the GRU-based PERL model (GRU+Adapted Newell) also 

underperformed compared to the LSTM-based PERL (LSTM+Adapted Newell). The VAE model was less 

suited to this prediction task due to the assumption that data is generated from latent variables following a 

Gaussian distribution, which may restrict the model's ability to fit the trajectory data. 

 

 
   

    

(a) GRU model (b) CLSTM (c) VAE (d) Informer 

Figure 3-4 PERL and baseline prediction performance using different learning-based models. 

 

One contributing factor to PERL's superior performance in predicting acceleration residuals, as 

opposed to the NN model's prediction of acceleration, is the different distribution patterns of acceleration 
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residuals and acceleration. The variance in acceleration is greater than that of acceleration residuals across 

all samples, as depicted in Figure 3-4. This difference is further highlighted by comparing the distributions 

of acceleration and acceleration residuals in a single sample, illustrated in Figure 3-5 (a) and (b). The 

observed lesser variance in acceleration residual suggests that in scenarios with limited data, the distribution 

of acceleration residual may more accurately mirror the actual distribution, facilitating better prediction 

outcomes. On the other hand, the higher variance in acceleration might lead to a less accurate representation 

of the true distribution in small sample scenarios, thereby potentially diminishing the prediction accuracy. 

These findings align with the operational principles of the PERL model, which chiefly engages in predicting 

the residual of the physics model, a task seemingly well-suited for situations with restricted data availability. 

This stands in contrast to the PINN model, which aims at the prediction of acceleration, a process that could 

be adversely affected by the noted higher variance, especially in data-scarce conditions. Hence, this visual 

representation further underscores the sample efficiency and effectiveness of the PERL model in 

acceleration prediction, particularly when data resources are limited. 

Figure 3-4 shows that when the training data size is 12000, the prediction accuracy of the PERL, 

PINN, and NN models is comparable, and all of them are superior to the physics model. This is validated 

by the six examples in Figure 3-6. Results indicate that both PINN and NN models can predict the overall 

trend of acceleration changes, but they fail to fit the local acceleration oscillation. The physics model can 

account for local acceleration oscillation based on physical principles, but as the physics model is calibrated 

using multiple vehicle trajectories, its results deviate significantly from real-world values. Only the PERL 

model can predict the overall trend of acceleration change and keep the local acceleration oscillation results 

from its physics model component. 
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(a) (b) (c) 

Figure 3-5 Differences in the distribution of acceleration 𝒂𝒊𝑲𝒕 and acceleration residual 𝒓𝒊𝑲𝒕. (a) Variance 

distribution comparison of acceleration 𝒂𝒊𝑲𝒕 and acceleration residual 𝒓𝒊𝑲𝒕 of all samples. (b) Distribution 

of acceleration 𝒂𝒊𝑲𝒕 in one sample. (c) Distribution of acceleration residual 𝒓𝒊𝑲𝒕 in one sample. 

 

 

Figure 3-6 Comparison of real-word acceleration and predicted result of PERL (Newell+CLSTM) model 

and baseline models using CLSTM. 

 

3.4.2 Convergence comparison 

To ensure a fair comparison of convergence among different models, we aligned the number of 

parameters in the NN, PINN, and PERL models. Specifically, we standardized the LSTM architecture 
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within the NN component of the NN and PINN models and the residual learning component of the PERL 

model, setting both LSTM layers to have 128 and 64 units, respectively. The result shows that PERL 

converges more rapidly than both the NN and PINN models with various training data sizes (Figure 3-7 

and Figure 3-8). In scenarios with limited data (600 training data size), the PINN model converges at 

approximately 80 epochs, and the NN model converges at approximately 140 epochs, whereas the PINN 

model requires a substantially shorter time, around 1000 epochs (Figure 3-7). This unstable training 

behavior of PINN arises because different parts of the loss function dominate the decrease at various times: 

sometimes, it's influenced by the neural network, and other times by the physics rules. This unbalanced 

back-propagated gradient results in an unstable learning process (Wang et al., 2022). The NN model also 

converges slower than PERL despite having a near-identical number of parameters (Figure 3-8). This is 

because the NN model needs to learn all the kinematic rules, while PERL only has to learn the features of 

the residuals. The convergence speed of PINN is also slower than that of the NN model because its objective 

function includes terms from both the neural network and the physics model, making the gradient search 

process more challenging. This result highlights the advantage of the PERL model, which employs the 

same LSTM architecture and nearly identical number of parameters as the NN and PINN models but uses 

a more focused prediction approach that enables faster convergence and more efficient computation using 

fewer parameters. 

 

 

    
(a) GRU model (b) CLSTM (c) VAE (d) Informer 

Figure 3-7 Training processes of the NN, PINN, and PERL models with a sample size of 1000, utilizing 

various learning-based models. 
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(a) GRU model (b) CLSTM (c) VAE (d) Informer 

Figure 3-8 Training processes of the NN, PINN, and PERL models with a sample size of 15000, utilizing 

various learning-based models. 

 

3.4.3 Sensitivity analysis 

In the sensitivity analysis, we first examined the impact of different physics models on the results. 

Subsequently, we validated the model's generalization capabilities across various vehicle types. 

3.4.3.1 Impacts of Physics car-following models 

In single-step prediction tasks, a relatively straightforward task, it's feasible to employ car-

following models that only consider the information of the preceding vehicle, such as the Intelligent Driver 

Model (IDM) (Treiber et al., 2000) and the Full Velocity Difference (FVD) model (Yao et al., 2019). We 

integrated the PERL model with the IDM and FVD models, utilizing them as the physics model, and paired 

them with an LSTM for residual learning. 

PERL (LSTM+IDM) outperforms the physics model, the NN model (LSTM), and the PINN 

(LSTM+IDM) when the training data size is smaller than 10000, as shown in Figure 3-9. This suggests the 

versatility of the PERL model, highlighting its compatibility with the IDM physics model. The IDM model 

effectively captures certain physics laws, and the residuals in acceleration prediction from the IDM model 

can be proficiently learned by the LSTM. The convergence of the IDM-based PERL (LSTM+IDM) is faster 

than both NN (LSTM) and PINN (LSTM+IDM) models, as shown in Figure 3-10. This emphasizes the 

capability of the IDM model to delineate a significant portion of the physics laws. Moreover, the IDM 
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model can learn the acceleration residuals with less data, and its training convergence is faster than directly 

learning the acceleration using the NN model and PINN model. 

 

  

(a) (b) 

Figure 3-9 (LSTM+IDM) and baseline prediction performance. 

 

  

(a) (b) 

Figure 3-10 PERL (LSTM+IDM) and baseline prediction performance. 

 

The performance of PERL (LSTM+FVD) is less effective than PERL (LSTM+IDM) with small 

amounts of data, as shown in Figure 3-11. This mainly results from the poor performance of the FVD model 

as a physical model when calibrated using small amounts of data. However, even though the physical model 

is not predictive, PERL (LSTM+FVD) still has a comparative prediction with the NN model and is better 
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than the PINN model. Results also show the PERL model exhibits quick convergence rates for both small 

and large training data sizes, as shown in Figure 3-12. 

 

  

(a) (b) 

Figure 3-11 PERL (LSTM+IDM) and baseline prediction performance. 

 

  

(a) (b) 

Figure 3-12 PERL (LSTM+IDM) and baseline prediction performance. 

 

3.4.3.2 Prediction results on AV data 

The proposed method is tested on AV data to validate the model's generalization ability. TABLE 

3-6 compares the prediction results for acceleration and speed across different training data sizes using the 

physics model, LSTM-based NN, PINN, and PERL models. We observed that the predictive performance 
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on AV data is generally better than on HV data. One reason for this is that AV behaviors are governed by 

specific control algorithms, making their actions more rational and predictable, whereas HV trajectories 

exhibit many unstable and random behaviors. Another reason is that the range of acceleration distribution 

in AVs is much tighter than in HVs. Figure 3-13 compares the distribution of acceleration in the AV and 

HV trajectory datasets, showing that 50% of accelerations are contained within the range of -0.17 to 0.17. 

This narrower variance in the prediction target makes the prediction task easier. 

 

TABLE 3-6 Comparison prediction performance on HV and AV trajectory using the CLSTM model 

Training 

data size 

Trajectory 

Data 

MSEtest
𝑎  (𝑚2/𝑠4) MSEtest

𝑣  (𝑚2/𝑠2) 

Physics NN PINN PERL Physics NN PINN PERL 

1000 HV data 0.256 0.123 0.130 0.091 0.682 0.530 0.358 0.319 

CAV data 0.195 0.088 0.089 0.086 0.516 0.191 0.217 0.190 

15000 HV data 0.251 0.058 0.059 0.056 0.653 0.201 0.177 0.194 

CAV data 0.194 0.047 0.046 0.047 0.512 0.176 0.176 0.176 

 

 

Figure 3-13 Comparison of the distribution of acceleration in CAV and HV trajectory dataset 

 

3.5 CONCLUSION AND FUTURE WORKS 

This study presented the novel PERL model as a potent tool for trajectory prediction, aiming to 

address inherent limitations found in existing physics models and NN models. The PERL model leverages 
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the power of residual learning, a concept relatively unexplored in the traffic domain, providing the research 

community with a new perspective on traffic modeling and prediction. 

We compared the predictive performance of the PERL model with traditional physics and NN 

models, using both HV and AV trajectory data. The results demonstrated the superiority of the PERL model 

in both one-step and multi-step acceleration prediction tasks. Notably, the PERL model consistently 

outperformed all other tested models across different data sources and vehicle types. PERL also has faster 

initial convergence during the training process than the traditional NN model and PINN. For the sensitivity 

analysis, we assessed PERL's performance using a diverse array of residual learning models: GRU, 

CLSTM, VAE, and Informer models. Each model represents a different neural network approach—GRU 

and CLSTM for temporal dynamics, VAE for generative capabilities, and Informer for attention 

mechanisms—highlighting the versatility of PERL across various data processing contexts. Additionally, 

we integrated various physics-based car-following models, including IDM and FVD, to further validate the 

adaptability and robustness of the PERL framework. 
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4 PERL-BASED VEHICLE PREDICTIVE CONTROL 

This chapter proposes a PERL-based predictive control method to mitigate traffic oscillation in the 

mixed traffic environment of CAVs and HVs. The model introduced includes a prediction model and a 

CAV controller. The PERL-based prediction model precisely predicts the behavior of the preceding vehicle, 

especially speed fluctuations, to allow sufficient time for the vehicle/driver to respond to these speed 

fluctuations. For the CAV controller, we employ a Model Predictive Control (MPC) model that considers 

the dynamics of the CAV and its following vehicles, improving safety and comfort for the entire platoon. 

The proposed model is applied to an autonomous driving vehicle through Vehicle-in-the-loop (ViL) and 

compared with real driving data and three benchmark models. Experimental results validate the proposed 

method in damping traffic oscillation and enhancing the safety and fuel efficiency of the CAV and the 

following vehicles in mixed traffic with the presence of uncertain human-driven vehicle dynamics and 

actuator lag (Long et al., 2024a). 

This chapter is organized as follows. Section 4.1 presents the investigated problem. Section 4.2 

proposes the PERL-based predictive control model. Section 4.3 conducts a ViL experiment to compare the 

proposed model with the existing traffic dataset benchmark. Section 4.4 concludes this chapter. 

4.1 Problem statement 

This study investigates a CAV controller using multi-step real-time downstream vehicle trajectory 

data to assist roadway safety and dampen traffic oscillation in mixed traffic. As shown in Figure 4-1, a 

stream of vehicles operates in a single-lane roadway segment. The subject CAV is indexed by N. The 

preceding vehicles (indexed by 1 to 𝑁 − 1 from downstream to upstream). At time t, the future longitudinal 

behavior of the preceding vehicles is predicted from 𝑡0 to 𝑡0 + 𝑇, based on the historical trajectory from 

𝑡0 − 𝑇 to 𝑡0, where 𝑇 is the observation period. Time is discretized with a small interval δ in this study 

because vehicle trajectory data is discretized in time.  
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The model first predicts the future behavior of vehicle 𝑁 − 1, and then the planning model output 

is the future planned trajectory of vehicle 𝑁 . The main objective here is to leverage the predictive 

capabilities of PERL to better anticipate the situational behavior of vehicles in its vicinity and plan AV 

trajectory accordingly. 

Notice that this research is applicable to mixed traffic. The type of preceding vehicles and the 

following vehicles are not pre-assumed since the heterogeneity of vehicles is considered. We assume that 

the target vehicle could have the information of its preceding 𝑁 − 1 vehicles and the following vehicle. 

The heterogeneity is captured by their trajectory during the observation period. 

The objective is to construct a control model for the target CAV to yield trajectory based on the 

prediction of the preceding vehicle. Detailed methodology is presented in Section 3. 

4.2 Methodology 

Based on the problem statement, this section presents the proposed PERL-based predictive control 

model that aims to mitigate traffic oscillation. As shown in Figure 4-2. 

 

 

Figure 4-1 CAV trajectory planning based on multi-preceding-vehicle prediction. 
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Figure 4-2 PERL-based Predictive Control (PERL-MPC) model. 

 

4.2.1 PERL-based Prediction Model 

This component is designed to forecast the future states of the preceding vehicle, incorporating 

physical laws and residual learning mechanisms to enhance prediction accuracy and stability. By integrating 

physical models with deep learning techniques, the PERL model effectively anticipates traffic oscillations, 

providing a robust foundation for downstream control decisions (Long et al., 2024b). 

As shown in Figure 4-2, an input state stems from a set of 𝐾 consecutive vehicle upstream of the 

subject CAV, indexed by 𝑘 ∈ 𝒦 ≔ {−1,−2,⋯ ,−𝐾}  from the upstream lead vehicle indexed by −1 

through the upstream  vehicle by −𝐾, at 𝑇b historical observation points 𝒯b ≔ {𝑡0 − (𝑇
b − 1)𝛿,⋯ , 𝑡0 −

𝛿, 𝑡0} . The input state is defined as 𝑠 = [𝑎𝑛𝑡, 𝑣𝑛𝑡 , ∆𝑑𝑛𝑡]∀𝑛∈𝒩,𝑡∈𝒯b  where 𝑎𝑘𝑡 , 𝑣𝑘𝑡 , and ∆𝑑𝑘𝑡  are the 

acceleration, speed, and spacing (from the preceding vehicle) of vehicle 𝑘  at time 𝑡  in sample 𝑖 , 

respectively. The prediction output is the trajectory of preceding vehicle −1 at future time points 𝒯 f ≔
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{𝑡0 + 𝛿, 𝑡0 + 2𝛿,⋯ , 𝑡0 + 𝑇
f𝛿} , i.e., �̂�−1

PERL = [�̂�−1𝑡]𝑡∈𝒯f  where �̂�−1𝑡  is the predicted acceleration of 

vehicle −1 at a future time point 𝑡.  

In the physics component, 𝑆Phy(⋅) projects 𝑠 to a much lower-dimensional space, i.e., 𝑆Phy(𝑠) =

[𝑎𝑘𝑡𝑘 , 𝑣𝑘𝑡𝑘 , ∆𝑑𝑘𝑡𝑘]𝑘∈𝒦,𝑡𝑘∈[𝑡0−𝜏𝑘,⋯,𝑡0]
 or its subset where 𝜏𝑘  is a short reaction time depending on the 

specific physics model 𝑡0 − 𝜏𝑘 ∈ 𝒯
b. With this, |ΘPhy| is on the order of |𝑆Phy(𝑠)|, i.e., 𝑂(|𝑆Phy(𝑠)|), and 

thus much smaller than |𝒮| . 𝒴Phy  is the predicted acceleration of vehicle 𝐾 : [�̂�𝐾𝑡
Phy

(𝜃Phy)]
∀𝑡∈𝒯f

=

𝑓Phy(𝑆Phy(𝑠)|𝜃Phy) . Therefore, we get the residual acceleration predicted by the physics model 

𝑟𝐾𝑡(𝜃
Phy) ≔ 𝑔(𝑠) − �̂�𝐾𝑡

Phy
(𝜃Phy), ∀𝑡 ∈ 𝒯 f.  

In the residual learning component, |ΘRL|  is generally polynomial in relation to |𝑠| and the 

architecture of the model, thus |ΘRL| is likely much greater than |ΘPhy|. 𝒴RL is the predicted residual of 

vehicle 𝐾 : 𝑟𝐾𝑡 , i.e., [�̂�𝐾𝑡
RL(𝜃RL)]

∀𝑡∈𝒯f
= 𝑓RL(𝑠|𝜃RL) . Therefore, the output of the PERL model is the 

𝑓PERL(𝑠|𝜃PERL) = [�̂�𝐾𝑡
Phy
(𝜃Phy) + �̂�𝐾𝑡

RL(𝜃RL)]
∀𝑡∈𝒯f

. 

For the physics component, we employ a shockwave-based car-following model. This model 

utilizes shockwave dynamics to predict vehicle behavior based on the movement of surrounding vehicles. 

The predicted future speeds are calculated based on the relative positions and the defined wave speed. This 

model notably expands the scope of traditional car-following models by incorporating the effects of 

multiple vehicles in proximity, not just the one directly ahead, providing a more comprehensive analysis of 

traffic dynamics. 

For the residual learning component, we utilized a Convolution Long Short-Term Memory 

(CLSTM) model to effectively capture the dynamic and sequential nature of vehicle driving behaviors. 

Integrating convolutional layers in the CLSTM model aims to abstract and understand the overall trends 

and variations within the input data (Yao et al., 2023). These convolutional layers are adept at handling 

spatial dependencies and mitigating the impact of minor inaccuracies in the data, which can be crucial for 

maintaining robustness in predictions. The LSTM component of the model aims to capture temporal 
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dependencies and the sequence of events in the vehicle states over time, aligning with the fundamental car-

following rule where vehicles follow each other in sequence from downstream to upstream. This sequence-

sensitive processing allows the model to anticipate future vehicle behaviors based on past and current 

observations, providing a predictive insight that is more aligned with the actual driving behaviors than 

traditional models. 

The proposed CLSTM model structure begins with an input layer that takes in the state of vehicles. 

This data passes through a convolutional layer where initial feature extraction occurs. Subsequent LSTM 

layers delve deeper into these features, analyzing the time-related dependencies and evolving conditions in 

the traffic environment. Dropout layers interspersed among the LSTM layers help prevent overfitting by 

randomly omitting subsets of features during training, which enhances the model's generalizability. This 

sequence concludes with dense layers that consolidate the learned features into outputs that predict vehicle 

behaviors, followed by a final dropout layer to further refine the output by minimizing overfitting. Therefore, 

the CLSTM architecture combines the strengths of convolutional neural networks in feature extraction and 

LSTM networks in sequence modeling, making it particularly suitable for complex, dynamic traffic 

scenarios. 

4.2.2 Mix-platoon MPC Model  

Building on the predictions generated by the PERL model, the MPC component optimizes the 

trajectory of the controlled vehicle in real-time. It considers the dynamic constraints of the traffic 

environment and the vehicle's operational limitations, aiming to minimize the impact of traffic oscillations 

on the controlled vehicle and, by extension, the surrounding traffic flow. The MPC model's primary 

objective is to improve traffic efficiency and safety by adjusting the vehicle's speed and position in a 

predictive manner. 

4.2.2.1 Single CAV dynamic model 

We introduce a longitudinal dynamics model for a single CAV first. Its nonlinear longitudinal 

dynamic model can be described as: 
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{
 
 

 
 

𝑑𝑠

𝑑𝑡
= 𝑣

𝑑𝑣

𝑑𝑡
= 𝑎

𝑑𝑎

𝑑𝑡
= 𝑓(𝑣, 𝑎) + 𝑔(𝑣)𝜂

(41) 

where 𝑠, 𝑣, 𝑎 are the position, velocity, and acceleration of the vehicle respectively, and η is the engine 

input. Functions 𝑓 and 𝑔 are given by 

𝑓(𝑣, 𝑎) = −
2𝐾𝑑
𝑚

𝑣𝑎 −
1

𝜏𝑛
𝐴 [𝑎 +

𝐾𝑑
𝑚
𝑣2 +

𝑑𝑚
𝑚
] (42) 

𝑔(𝑣) =
1

𝑚𝜏𝑛
𝐴 (43) 

where 𝐾𝑑 represents the aerodynamic drag coefficient, m the vehicle mass, 𝜏𝑛
𝐴 is the actuator lag, and 𝑑𝑚 

is the mechanical drag. In this paper, we focus on the longitudinal kinematics of vehicles. Assuming the 

parameters in (4) (5) are priori known, we adopt the following control law structure to implement feedback 

linearization:  

𝜂 = 𝑚𝑢 + 𝐾𝑑𝑣
2 + 𝑑𝑚 + 2𝜏𝑛

𝐴𝐾𝑑𝑣𝑎 (44) 

where 𝑢 is the desired acceleration, determined by the upper controller. 

Substitute equations (4-2)-(4-4) into (4-1), the differential equation of acceleration can be rewritten 

as 

𝑎�̇� =
𝑢𝑛 − 𝑎𝑛

𝜏𝑛
𝐴 (45) 

The objectives of CAV planning are following its preceding vehicle with a desired spacing distance 

and ensuring safety. Therefore, a constant time headway (CTH) spacing strategy was applied. The desired 

spacing distance of vehicle 𝑛 is 𝑠𝑛
𝑑 = ℎ𝑣𝑛 + 𝑑, ℎ and 𝑑 are the desired constant headway and space at a 

standstill. Based on the CTH rule, the position error ∆𝑠 with respect to a desired distance from the preceding 

vehicle ∆𝑠 = 𝑠𝑛−1 − 𝑠𝑛 − 𝑙𝑛−1 − 𝑠𝑛
𝑑 and 𝑙𝑛−1 is the length of the preceding vehicle. 

Given the system state 𝐱 = [∆𝑠, ∆𝑣, 𝑎]𝑇, ∆𝑣 is the velocity error between the ego and the preceding 

vehicle: ∆𝑣 = 𝑣𝑛−1 − 𝑣𝑛. The control variable 𝐮 = 𝑢𝑛, where 𝑢𝑛 is the desired acceleration, the outside 
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disturbance is the acceleration of the preceding vehicle 𝐝 = 𝑎𝑛−1, the longitudinal dynamics state-space 

model of CAV is: 

𝑑

𝑑𝑡
𝐱 =

𝑑

𝑑𝑡
(
∆𝑠
∆𝑣
𝑎
) =

𝑑

𝑑𝑡
(
𝑠𝑛−1 − 𝑠𝑛 − 𝑙𝑛 − 𝑠𝑛

𝑑

𝑣𝑛−1 − 𝑣𝑛
𝑎𝑛

) = (
𝑣𝑛−1 − 𝑣𝑛 − 𝑙𝑛 − 𝑠𝑛

𝑑

𝑎𝑛−1 − 𝑎𝑛
(𝑢𝑛 − 𝑎𝑛) 𝜏𝑛

𝐴⁄
) = 𝐴𝐱 + B𝐮 + C𝐝 (46) 

where 

𝐴 = [

0 1 −ℎ

0 0 −1

0 0 −
1

𝜏𝑛
𝐴

] , 𝐵 = [

0
0
1

𝜏𝑛
𝐴

] , 𝐶 = [
0
1
0
] (47) 

4.2.2.2 Car-following behavior of HV 

In this paper, we use the IDM as the CF model. The IDM is widely used and studied in the literature 

as it can successfully produce stop-and-go oscillations in congested traffic. IDM model provides a model 

acceleration function as a continuous function of velocity, gap, and velocity difference and is expressed as 

follows: 

{
 
 

 
 

𝑑𝑠

𝑑𝑡
= 𝑣

𝑑𝑣

𝑑𝑡
= �̅� [1 − (

𝑣𝑡
𝑛

𝑣𝑓
)

4

− (
𝑆∗(𝑣𝑡

𝑛, ∆𝑣𝑡
𝑛)

∆𝑥𝑡
𝑛 )

2

]
(48) 

𝑆∗(𝑣𝑡
𝑛, ∆𝑣𝑡

𝑛) = 𝑆0 + 𝑡0𝑣𝑡
𝑛 −

𝑣𝑡
𝑛 ∙ ∆𝑣𝑡

𝑛

2√�̅��̅�
(49) 

where �̅�  is the maximum acceleration of the vehicle, �̅�  is the comfortable deceleration, 𝑆0  and 𝑡0  are 

parameters representing the minimum desired distance to the car in front and the time headway, 

respectively. 𝑣𝑓 is the desired speed. 

4.2.2.3 Heterogeneous Platoon Dynamics Model 

Consider one CAV with several HVs driving following it; here, we consider the most simple 

situation, with only one HV following it, as shown in Figure 4-3. For this platoon, the state and control 

variables can be defined as 𝐱H = (𝛥𝑠0, 𝛥𝑣0, 𝑎0, 𝛥𝑠1, 𝛥𝑠1)
𝑇  and 𝐮H = (𝑢0)

𝑇 , and the exogeneous 

disturbance is 𝐰H = (𝑎−1, 𝑎1). 
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Figure 4-3 Heterogeneous Platoon of a CAV followed by an HV. 

 

Here is the longitudinal dynamics model for the platoon formed by a leading CAV and the 

following HV: 

𝑑

𝑑𝑡
𝐱𝐻 =

𝑑

𝑑𝑡
(𝛥𝑠0, 𝛥𝑣0, 𝑎0, 𝛥𝑠1, 𝛥𝑣1)

𝑇 = AH𝐱𝐇 + BH𝐮𝐇 + CH𝐰𝐇 (410) 

where 

𝐴𝐻 = [
𝐴𝑛=1 03×2

02×2 𝐷2×3
] , 𝐵𝐻 = [

0
0
1

𝜏𝑛
𝐴

] , 𝐶𝐻 = [ 𝐶 03×1

02×1 𝐸
] , 𝐷2×3 = [

0 0 1
1 0 0

] , 𝐸 = [
−𝑇
−1

] (411) 

4.2.2.4 Model Predictive Control (MPC) Algorithm 

Consider a linear discrete-time state-space model given in the following form: 

xt+1 = 𝐴xt + 𝐵1𝑢𝑡 + 𝐵2𝑤𝑡 (412) 

yt+1 = 𝐶xt (413) 

where xt+1 ∈ 𝑅
𝑛

 is the system state; yt+1 ∈ 𝑅
𝑚

 is the measured output; 𝑢𝑡 ∈ 𝑅
𝑝
 is the control input, and 𝑤𝑡  is 

the disturbance input. We assume that the state and the disturbance vectors can be measured in every 

sampling period. The designed controller regulates platoon desired accelerations over a time horizon 

[𝑡0, 𝑡0 +𝑁𝑐]  to minimize a cost function 𝐽  representing driving safety, efficiency, and ride comfort. 

Considering that the strict constraints of MPC may make the optimization problem infeasible, a slack 

variable is introduced here to soften the constraints. We add the slack variable into the optimization 

problem: 

min
∆𝒖[𝑡0,𝑡0+𝑁𝑐]

𝐽 = ∑‖∆𝑠𝑡+𝑗|𝑡‖𝑄
2

𝑁−1

𝑗=0

+ ∑ ‖∆𝑢𝑘+𝑗|𝑘‖𝑅
2

𝑁𝑐−1

𝑗=0

+ 𝜀𝑇𝜌𝜀 (414) 
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where 𝑁 the predictive horizon length, and 𝑁𝑐 the control horizon length. 𝑄, 𝑅 are the weight matrix of 

error and input, respectively. ε is the slack vector, and ρ its weight. The optimization objective is subjected 

to the following constraints, with 𝜎min
𝑦
, 𝜎max

𝑦
 are specific scaling factors applied to constraints: 

∆𝑠min + 𝜀𝜎min
𝑦

≤ 𝑠𝑡+𝑗|𝑡 ≤ ∆𝑠max + 𝜀𝜎max
𝑦

(415) 

𝑣min + 𝜀𝜎min
𝑣 ≤ 𝑣𝑡+𝑗|𝑡 ≤ 𝑣max + 𝜀𝜎max

𝑣 (416) 

𝑢min + 𝜀𝜎min
𝑢 ≤ 𝑢𝑡+𝑗|𝑡 ≤ 𝑢max + 𝜀𝜎max

𝑢 (417) 

4.3 Experiments 

4.3.1 Experiment settings 

We conducted a series of experiments to validate the above-proposed methodology. For the 

experiment, this section introduced the setting of the ViL experiment, including the data preparation, the 

researched CAV, the ViL testing environment, and the baseline controllers. 

4.3.1.1 Data preparation 

In the field experiment, the proposed PERL-based controller is validated using the widely applied 

Next-Generation Simulation (NGSIM) dataset (NGSIM, 2007). The trajectory of consecutive 6 vehicles is 

extracted as the result of Baseline 1; For other baseline situations and the proposed situation, the preceding 

4 vehicles of the 6 vehicles are used as the trajectory of Vehicle −1 to Vehicle −𝐾, 𝐾 = 4. 

Six sample trips were chosen for the experiments, which included two sets from acceleration trips, 

two from deceleration trips, and two from cruising trips. These trips are labeled as Trip 1 through Trip 5, 

each with a duration of 20 seconds. Considering the heterogeneity of the traffic flow, the headway ℎ𝑑 for 

each vehicle was calibrated based on their trajectories (Long et al., 2024c). 

4.3.1.2 ViL environment 

This study employs a ViL approach with the experimental setup illustrated in Figure 4-4 and 

experimental parameters presented in TABLE 4-1. In this setting, our algorithm sets a maximum speed 

limit of 15 m/s to ensure safety, considering the constraints of the test track environment. The experimental 

environment comprises two parts: simulation and field experiment. Six vehicles are simulated in the 
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simulation, where the trajectories of the first four vehicles are extracted from the total NGSIM dataset. The 

fifth vehicle is a controlled CAV, and the sixth vehicle is an HV. During the experiment, the trajectories of 

the preceding vehicles are transmitted to the physical CAV as inputs to the control model. Subsequently, 

the onboard computer applies PERL-based predictive control to derive the longitudinal target speed, relayed 

to the vehicle's lower-level actuation system. The vehicle's actual position on the test track is fed back into 

the simulation environment for updates. 

In the field experiment segment, the physical CAV is Lincoln MKZs 2016. The vehicle's lower-

level control contains longitudinal and lateral dynamics, where the longitudinal behavior is governed by 

piece-wise PID control, and an MPC controller manages the lateral behavior.  

The field experiments are conducted at the test track in Madison, WI, USA. Figure 4-4 shows the 

satellite picture of the test track. We conduct experiments on an approximate 300-meter straight road 

segment. There are two lanes on the road; each lane is 3.5 meters in width, with shoulders on the boundary 

of the road segment. Moreover, the road segment is level without super-elevation or grades. Figure 4-5 

shows the interior view of the experimental vehicle during the experiment. A safety operator is responsible 

for driving the vehicle to the starting point of the test track and then initiating the program that allows the 

vehicle's computer to control the vehicle. The safety operator does not operate the accelerator pedal or the 

steering wheel. In case of emergency situations (e.g., unexpected obstacles), the safety operator will take 

over the vehicle control to ensure safety. Another individual, the data collector, is responsible for operations 

related to data collection. 
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TABLE 4-1 Experiment Parameters 

Parameters Value 

Number of Vehicles 6 

Time interval 0.1 s 

Vehicle length 𝐿 4.5 m 

Safety distance 𝑆0 1.5 m 

Actuation time lag 𝜏 0.1 

Communication time lag 𝜏ℎ 0.2 

Acceleration boundary [−4 𝑚/𝑠2, 4 𝑚/𝑠2] 

Speed boundary [0 𝑚/𝑠, 15 𝑚/𝑠] 

 

 

Figure 4-4 Vehicle-in-the-loop (ViL) environment. 

 



48 

 

 

 

Figure 4-5 Interior view of the experimental vehicle. 

 

4.3.1.3 Baseline methods 

To validate the effectiveness of the two components in our proposed method in mitigating traffic 

oscillation, we compared it with different model components. We set up three baseline methods compared 

to the proposed control method: 

Baseline 1: No prediction and control. All the vehicles are HVs without control. This baseline is 

extracted from the original NGSIM dataset.  

Baseline 2: MPC applied to CAV with PERL-based prediction. The following HV is not 

considered in the MPC control model. 

Baseline 3: MPC applied to CAV with CLSTM-based prediction using preceding vehicle 

information. The following HV is not considered in the MPC control model. 

Proposed controller: MPC applied to the mixed platoon of CAV and HV with PERL-based 

prediction. The first four vehicles are called preceding vehicles with a designed trajectory from the dataset; 

the fifth vehicle is a CAV, and the sixth vehicle is an HV. The physics model utilized the shockwave-based 

Newell's car-following model, augmented with the terminal state connection process in section 3.2. For the 

NN model, we chose a CLSTM model, the same as the NN component in the PINN model. 
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(a) Baseline 1: No prediction and control 

 

(b) Baseline 2: MPC applied to CAV with PERL-based prediction 

 

(c) Baseline 3: MPC applied to CAV with NN-based prediction 

 

(d) Proposed: MPC applied to the mixed platoon of CAV and HV with PERL-based prediction 

Figure 4-6 Researched scenarios. 

 

4.3.1.4 Measurements 

To comprehensively evaluate the proposed method, our measurements encompass three aspects: 

safety, oscillation propagation, and fuel consumption. Safety is the foundational premise of the proposed 

approach, while oscillation mitigation and fuel efficiency are the primary objectives of our optimization 

efforts. 

Safety metric: This study chooses a widely employed safety evaluation metric in traffic: Time-to-

Collision (TTC) to evaluate safety (Kiefer et al., 2005). 

TTCt =
∆𝑑𝑛

𝑣𝑛 − 𝑣𝑛−1
(418) 
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with 𝑣𝑛 and 𝑣𝑛−1 denoting the instantaneous velocities of the following and leading vehicle respectively, 

and ∆𝑑𝑛 representing the spacing between them. A decreased TTC value signifies a higher risk of collision, 

correlating to scenarios where the following vehicle is approaching the leading vehicle at a faster rate 

relative to their spacing. 

Traffic oscillation metric: Oscillation is evaluated at the platoon level using the damping ratio, 

denoted as𝑑𝑖, is used to evaluate the oscillation-dampening performance of a controller over a finite horizon, 

adapting the concept of acceleration L2 norm string stability typically assessed over an infinite horizon. 

This ratio is calculated as the square root of the sum of squared accelerations for vehicle 𝑛 over 𝑇 time 

steps, normalized by the square root of the sum of squared accelerations for the lead vehicle at time zero, a 

smaller damping ratio indicates a greater reduction in oscillation magnitude, signifying enhanced controller 

performance (Ploeg et al., 2014a).  

𝑑𝑖 = √∑ ‖𝑎𝑛𝑡‖
2

𝑇

𝑡=0
√∑ ‖𝑎0𝑡‖

2
𝑇

𝑡=0
⁄ (419) 

Fuel consumption metric: The extensively applied VT-Micro model (Ahn et al., 2002) is chosen 

for fuel consumption evaluation. This methodology allows for modifications to the running cost function 

to accommodate alternative methods of estimating instantaneous fuel consumption. 

𝑀𝑂𝐸𝑒(𝑣𝑛,𝑡
𝑠𝑖𝑚, 𝑎𝑛,𝑡

𝑠𝑖𝑚) = {
𝑒
∑ ∑ (𝐿𝑚,𝑝

𝑒 ∙𝑣𝑛,𝑡
𝑠𝑖𝑚𝑚

∙𝑎𝑛,𝑡
𝑠𝑖𝑚𝑝

)3
𝑝=0

3
𝑚=0 , 𝑎𝑛,𝑡

𝑠𝑖𝑚 ≥ 0

𝑒
∑ ∑ (𝑀𝑚,𝑝

𝑒 ∙𝑣𝑛,𝑡
𝑠𝑖𝑚𝑚

∙𝑎𝑛,𝑡
𝑠𝑖𝑚𝑝

)3
𝑝=0

3
𝑚=3 , 𝑎𝑛,𝑡

𝑠𝑖𝑚 < 0
(420) 

𝑒𝑛
𝑠𝑖𝑚 = (

∑ 𝑀𝑂𝐸𝑒(𝑣𝑛,𝑡
𝑠𝑖𝑚, 𝑎𝑛,𝑡

𝑠𝑖𝑚)𝑡∈𝒯 × 3600

∑ 𝑣𝑛,𝑡
𝑠𝑖𝑚

𝑡∈𝒯 × 1000
) ÷ 0.75 (421) 

where 𝑀𝑂𝐸𝑒(𝑣𝑛,𝑡
𝑠𝑖𝑚, 𝑎𝑛,𝑡

𝑠𝑖𝑚) is the instantaneous fuel consumption or emission rate (mg/s). 𝐿𝑚,𝑝
𝑒  and 

𝑀𝑚,𝑝
𝑒  represent the model regression coefficients. 𝑚 and 𝑝 are power degrees. 𝑒𝑛

𝑠𝑖𝑚 is the fuel consumption 

(L/100km). 

4.3.2 Control performance and data process 
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After the experiments concluded, we processed the data collected from the vehicles, primarily 

focusing on speed and positional information for the analysis phase. The vehicle's speed and position data 

are sourced from two systems: one is the vehicle-mounted LiDAR positioning data, which is recorded via 

the CAN bus. This data is derived from the vehicle's location and tends to be unstable with significant 

fluctuations, affected by the vehicle's lateral movements. The other source is the On-Board Diagnostics 

(OBD), which measures the fuel injector's operation frequency and throttle position. From this, the Engine 

Control Unit (ECU) can estimate the vehicle's speed. This recorded speed is relatively stable but exhibits 

larger errors at lower speeds.  

Figure 4-7 compares the expected trajectories with the raw trajectories recorded by OBD and 

LiDAR across three experiments. Trajectories 1 and 3 represent vehicle movements from south to north, 

while trajectory 2 depicts movement from north to south. The results demonstrate that the speed 

measurements from both OBD and LiDAR sources are very similar, with discrepancies primarily due to 

data noise and the precision limitations of the vehicles. 

When comparing the actual vehicle trajectories with the expected ones, it is observed that during 

the acceleration and cruising phases, the vehicles closely follow the desired speeds. However, performance 

is slightly less effective during the deceleration phase, exhibiting considerable delays. Vehicles tend to 

decelerate abruptly to match the reduced target speeds only after a delay. To effectively integrate the speed 

data from both sources, we employ a Kalman filter for smoothing, followed by taking a weighted average 

of the filtered results. 

 

Figure 4-7 The expected trajectories with the raw trajectories recorded by OBD and LiDAR across three 

experiments. 
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4.3.3 Field Experiment Results 

This section first verifies the predictive capability of the proposed PERL-based prediction model 

for the leading vehicles of CAVs across five selected trips. It then compares the performance of the actual 

vehicle trajectories following the implementation of the proposed Mixed-platoon controller with other 

control strategies over the same five trips. 

4.3.3.1 Prediction results 

In Section 4.3, four scenarios are discussed: Baseline 1 represents a purely HV environment without 

predictive capabilities for the preceding vehicle. Both Baseline2 and the Proposed method use the same 

prediction strategy, leveraging information from the four preceding vehicles fed into the PERL model for 

prediction. Conversely, Baseline3 utilizes data from only the leading vehicle input into a CLSTM model 

for prediction. TABLE 4-2 shows that the PERL-based prediction model has a significantly lower average 

error than the CLSTM model, demonstrating the necessity of the PERL model considering multiple 

preceding vehicles to capture the downstream oscillation characters. 

 

 

TABLE 4-2 Preceding vehicle speed prediction RMSE (m/s) of CLSTM-based and PERL-based prediction 

model 

Trips CLSTM-based prediction model 

(applied in Baseline3) 

PERL-based prediction model 

(applied in Baseline2, Proposed) 

1 0.157 0.096 

2 0.423 0.277 

3 0.653 0.408 

4 0.461 0.311 

5 0.921 0.459 

Avg 0.523 0.310 
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4.3.3.2 Safety results 

TABLE 4-3 compares the minimum TTC during the trip under the proposed method and baseline 

methods. The TTC remains in a safe range (TTC>3 seconds) (Das and Maurya, 2020) under the Baseline2, 

Baseline3, and proposed method, indicating that all these three methods could guarantee safety. It is 

important to note that the goal of this research is not to increase or decrease TTC, but rather to reduce 

oscillation while ensuring safety. Figure 4-8, Figure 4-9, and Figure 4-10 show representative trajectories 

of acceleration, speed, and position for three scenarios: acceleration, cruising, and deceleration. It is evident 

that in all these scenarios, the CAV maintains a stable trajectory and ensures a safe distance from the 

preceding vehicle. 

A noteworthy observation is that in case 5, an unsafe scenario occurred: TTC dropped to 2.29 

seconds due to the leading vehicle's sudden deceleration and the following vehicle's delayed response, as 

shown in Figure 4-10. Under Baseline2, Baseline3, and the proposed method, such unsafe situations are 

effectively avoided, ensuring that the TTC remains above 2.5 seconds. 

 

TABLE 4-3 Minimum TTC (s) result of three baseline methods and the proposed method. 

 

 

Trips Vehicle 0 Vehicle 1 

Baseline1 Baseline2 Baseline3 Proposed Baseline1 Baseline2 Baseline3 Proposed 

1 13.98 8.96 9.69 9.12 7.96 9.21 8.28 8.65 

2 6.75 9.74 8.42 9.76 8.54 11.37 16.23 16.34 

3 9.05 72.98 141.71 87.09 11.57 71.58 147.68 88.64 

4 17.54 56.31 21.32 31.26 23.43 62.01 21.81 35.33 

5 2.29 5.39 4.37 5.42 6.20 7.73 10.83 7.95 
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Figure 4-8 Vehicle trajectory of Trip 1 (acceleration scenario) under three baseline methods and 

the proposed method. 

 

 

 

Figure 4-9 Vehicle trajectory of Trip 2 (cruising scenario) under three baseline methods and the 

proposed method. 

 

 



55 

 

 

 

 

Figure 4-10 Vehicle trajectory of Trip 5 (deceleration scenario) under three baseline methods and the 

proposed method. 

 

4.3.3.3 Oscillation results 

TABLE 4-4 compares the damping ratios of Vehicle 0 and Vehicle 1 relative to Vehicle -1 under 

both proposed and baseline methods. In Baseline1, the average damping ratio for Vehicle 0 across five 

trajectories is 1.062, indicating that in a 100% HV scenario, the speed fluctuations of Vehicle 0 and Vehicle 

1 are greater than those of Vehicle -1, leading to the amplification and backward propagation of oscillations. 

In contrast, the average damping ratios are reduced with the control strategies applied in Baseline 2, 

Baseline 3, and the proposed method. Compared to the baseline controllers, the proposed method achieves 

the lowest average damping ratios for Vehicles 0 and 1 for two main reasons. First, the use of downstream 

multi-vehicle information enables the PERL-based prediction model to make more accurate predictions of 

the preceding vehicle, particularly in capturing oscillation characteristics. This enhances the prediction of 

oscillation behaviors, facilitating the trajectory planning process of target CAV. Second, incorporating the 

behavior of the following vehicle into the trajectory planning optimization contributes to stable driving in 

mixed traffic conditions and helps prevent the propagation of oscillations. 
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TABLE 4-4 Damping ratio result of three baseline methods and the proposed method. 

 

4.3.3.4 Fuel consumption results 

TABLE 4-5 compares the fuel consumption throughout the entire trip using the proposed method 

and baseline methods. In four out of the five scenarios, the proposed method resulted in lower fuel 

consumption. The improved efficiency can be attributed primarily to the reduced damping ratios achieved 

under the proposed method, which signify less oscillation and, thus, smoother vehicle dynamics. In trip 5, 

there was an observed increase in fuel consumption. This anomaly was due to the vehicle needing to 

decelerate earlier than usual to preemptively address potential safety concerns. The early deceleration led 

to increased speed variations, resulting in greater fuel usage. This scenario highlights a crucial aspect of 

vehicle dynamics where safety measures, although necessary, might lead to less efficient fuel usage due to 

the required changes in driving patterns. 

 

 

 

 

Trip Vehicle 0 Vehicle 1 

Baseline1 Baseline2 Baseline3 Proposed Baseline1 Baseline2 Baseline3 Proposed 

1 0.96 0.83 0.83 0.81 1.01 1.02 0.88 0.86 

2 1.16 0.81 0.77 0.77 1.27 1.04 0.77 0.79 

3 1.23 0.70 0.74 0.71 1.33 0.90 0.73 0.78 

4 0.95 0.79 0.69 0.72 1.03 0.88 0.73 0.79 

5 1.01 0.87 0.98 0.89 1.09 0.91 1.23 1.04 

Avg 1.062 0.8 0.80 0.78 1.14 0.95 0.87 0.85 
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TABLE 4-5 Fuel consumption (L/100km) results of three baseline methods and the proposed method. 

 

4.3.4 Sensitivity analysis 

Besides the field test, this study utilizes simulation analysis to apply the proposed framework on a 

larger scale platoon. We consider a mixed platoon consisting of 30 vehicles, with the lead vehicle's 

trajectory derived from the NGSIM dataset. This simulation investigates the impact of penetration rates on 

the framework's effectiveness. The trajectories obtained from the simulation were analyzed, focusing on 

oscillation and fuel consumption characteristics. Simulation results indicate that with an increase in the 

penetration rate of proposed method-equipped CAVs, the lead vehicle's speed fluctuations dissipate more 

readily. Figure 4-11 compares vehicle trajectories under different CAV penetration rates, revealing that at 

a 0% penetration rate, shockwaves continuously propagate backward without mitigation. However, as CAV 

penetration increases, upstream vehicles no longer experience a complete stop, and the magnitude of speed 

oscillation is reduced. TABLE 4-6 contrasts the average damping ratio and fuel consumption across 30 

vehicles under varying CAV penetration rates, showing that higher CAV penetration leads to lower average 

damping ratios—indicating smoother traffic flow and improved fuel efficiency. 

 

 

Trips Vehicle 0 Vehicle 1 

Baseline1 Baseline2 Baseline3 Proposed Baseline1 Baseline2 Baseline3 Proposed 

1 6.779 6.174 6.005 6.025 7.097 7.572 6.31 6.366 

2 5.398 5.14 5.13 5.086 5.827 6.557 5.404 4.929 

3 7.28 7.127 7.017 7.129 7.86 9.125 6.963 7.927 

4 6.664 6.789 6.75 6.387 7.194 7.472 7.083 6.78 

5 8.781 8.791 8.926 8.993 9.389 9.172 11.13 10.224 

Avg 6.98 6.804 6.766 6.724 7.473 7.98 7.378 7.285 
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TABLE 4-6 Average damping ratio and fuel consumption of the platoon of 30 vehicles. 

CAV penetration rate (%) Average damping ratio Average fuel consumption (L/100km) 

0 0.581 7.882 

30 0.498 6.534 

60 0.455 5.890 

90 0.415 5.414 

 

  

(a) 0% (b) 30% 

  

(c) 60% (d) 90% 

Figure 4-11 Trajectory of 30 vehicles using the proposed method under different CAV penetration rates. 

 

4.4 Conclusion  

This study proposes a PERL-based predictive control model for CAVs to mitigate traffic oscillation. 

The model introduced includes two parts: a PERL-based prediction model and an MPC-based mixed-

platoon controller. The prediction model forecasts the future behavior of the preceding vehicle by 



59 

 

combining physical shockwave information with neural network techniques. This approach enables precise 

predictions of speed fluctuations, providing sufficient time for the vehicle or driver to respond effectively. 

For the PERL-based predictive control model, the dynamics of CAV and its following vehicles are 

platooned, achieving an improvement in safety and comfort for the entire platoon. In this paper, the 

proposed mix-platoon MPC controller is applied to a mix platoon of CAV and HV through ViL and 

compared with real trajectory data and three benchmark models. Experimental results validate the proposed 

method in damping traffic oscillation and enhancing the safety and fuel efficiency of the CAV and the 

following HV in mixed traffic.  
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5 PERPL-BASED VEHICLE CONTROL  

proposes the Physics-Enhanced Residual Policy Learning (PERPL) framework for vehicle control, 

leveraging the advantages of both physics-based models (data-efficient and interpretable) and RL methods 

(flexible to multiple objectives and fast computing). The physics component provides model interpretability 

and stability and the learning-based Residual Policy adjusts the physics-based policy to adapt to the 

changing environment, thereby refining the decisions of the physics model. This model is applied in the 

decentralized control of a mixed traffic platoon of CAVs and HVs using a constant time gap (CTG) strategy, 

with actuator lag and communication delays. Experimental results demonstrate that this model has high 

extrapolation ability, achieving smaller headway errors and better oscillation dampening than the linear 

control model and reinforcement learning (RL) model in artificial extreme scenarios. At the macroscopic 

level, overall traffic oscillations are also reduced as the penetration rate of CAVs employing the PERPL-

based controller increases (Long et al., 2024d). 

This Section is organized as follows. Section 5.1 outlines the investigated problem. Section 5.2 

introduces the proposed PERPL controller. Section 5.3 presents the experiments conducted to compare the 

proposed model with baseline models. Finally, Section 5.4 provides the conclusion and discusses directions 

for future research. 

5.1 Problem Statement 

5.1.1 Environment Setting 

This research focuses on the longitudinal control of CAVs in mixed traffic of CAVs and HVs. We 

consider the car following process without lateral movement on the highway. We denote 𝒩 as the set of 

vehicle index, 𝒩 = {𝒩CAV,𝒩HV}, where 𝒩CAV is the set of CAVs and 𝒩HV is the set of HVs. CAVs 

broadcast their state information (e.g., speed, position) to other vehicles in the platoon via Vehicle-to-

Vehicle (V2V) communications, subject to a constant communication delay. They can also access real-time 

data about their own state. HVs lack autonomous driving capability and do not receive digital information 

from other vehicles, but HVs could broadcast information to CAVs within communication range.  
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This research considers a communication delay 𝜏c during receiving preceding vehicle data, which 

includes both the signal propagation time and the processing time once the data is received. Moreover, 

when executing decisions derived from the PERPL framework, the vehicles experience actuator delay 𝜏𝐴, 

which refers to the time lag between the issuance of commands by the control system and the actual 

response by the vehicle's actuators. The related notations are defined in TABLE 5-1. 

5.1.2 Distributed Platoon Control Scheme 

In this section, we proposed a distributed CAV longitudinal control for distributed platooning, 

whose framework is presented in Figure 5-1. Any CAV, 𝑛 ∈ 𝒩CAV, can obtain its own state at time 𝑡: 

𝒔𝑛𝑡, 𝑛 ∈ 𝒩
CAV, 𝑡 ∈ 𝒯, where 𝒯 denotes the set of all time stamps. each CAV can access the states of up to 

three preceding vehicles within the communication range. The states of these vehicles are represented as 

{𝒔(𝑛−𝑘)(𝑡−𝜏C)}
𝑘∈[1,2,3]

, 𝑛 ∈ 𝒩CAV, where 𝜏C is the communication time delay. If fewer than three vehicles 

precede any CAV or if there are no preceding vehicles at all, the number of vehicles considered adjusts 

accordingly to zero, one, or two based on availability. This approach ensures that each vehicle can 

dynamically adjust its behavior based on the immediate traffic conditions, enhancing both the 

responsiveness and safety of the platoon. 

Vehicle state 𝒔𝑛𝑡 including three parts: position error ∆𝑑𝑛𝑡, speed difference ∆𝑣𝑛𝑡 and acceleration 

𝑎𝑛𝑡: 𝒔𝑛𝑡 = [∆𝑑𝑛𝑡, ∆𝑣𝑛𝑡, 𝑎𝑛𝑡]
𝑇 , 𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯. Definitions for these components are as follows: 

CAVs apply a constant time headway (CTH) spacing strategy, which follows its preceding vehicle 

with a desired spacing distance and ensures safety. Thus, the desired spacing distance of vehicle 𝑛 at time 

𝑡 is ℎ𝑑𝑣𝑛𝑡 + 𝑑0 , where ℎ𝑑  and 𝑑0  are the desired constant headway and standstill space, respectively. 

Based on the CTH rule, the position error of Vehicle 𝑛 with respect to a desired distance from the preceding 

vehicle (𝑛 − 1) was denoted by ∆𝑑𝑛𝑡: 

∆𝑑𝑛𝑡 = 𝑑(𝑛−1)(𝑡−𝜏C) − 𝑑𝑛𝑡 − 𝑑0 − ℎ
𝑑𝑣𝑛, 𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯 (51) 

The speed difference between the ego and the preceding vehicle is: 

∆𝑣𝑛𝑡 = 𝑣(𝑛−1)(𝑡−𝜏C) − 𝑣𝑛𝑡, 𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯 (52) 
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The control variable is 𝑢𝑛𝑡. Given the assumptions and communication environment, the vehicle 

dynamics are modeled by linearized dynamics with the consideration of time delay 𝜏𝐴:  

𝑎𝑛𝑡̇ =
𝑢𝑛𝑡 − 𝑎𝑛𝑡

𝜏𝐴
, 𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯 (53) 

 

 

Figure 5-1 Distributed control scheme for vehicular platoon. 

 

TABLE 5-1 Key notation 

Notation Description 

𝒩 Set of vehicle trajectories 

𝑛 Index of trajectory. 𝑛 ∈ 𝒩 

𝒯 Set of all time stamps 

𝑡 Index of time 𝑡 ∈ 𝒯 

𝑑𝑛𝑡 Longitudinal position of Vehicle 𝑛 at time 𝑡 (𝑚) 

𝑣𝑛𝑡 speed of Vehicle 𝑛 at time 𝑡 (𝑚/𝑠) 

𝑎𝑛𝑡 Acceleration of Vehicle 𝑛 at time 𝑡 (𝑚/𝑠2) 

ℎ𝑑 Desired headway (𝑠) 

𝑑0 desired space at a standstill (m) 



63 

 

∆𝑑𝑛𝑡 Distance error of vehicle 𝑛 under CTH spacing strategy at time 𝑡 (𝑚) 

∆𝑣𝑛𝑡 speed difference of Vehicle 𝑛 at time 𝑡 (m/s) ∆𝑣 ≔ 𝑣𝑛−1 − 𝑣𝑛 

𝒔𝑛𝑡 state of Vehicle 𝑛 at time 𝑡, 𝒔𝑛𝑡 ≔ [∆𝑑𝑛𝑡, ∆𝑣𝑛𝑡, 𝑎𝑛𝑡]
𝑇 

𝜏A Actuator time delay (𝑠) 

𝜏C Communication time delay (𝑠) 

𝓐 Feasible set of 𝑎𝑛𝑡. 

𝒂𝑛𝑡
phy

 Action given by physics model-based action policy 

𝒂𝑛𝑡
RL Action given by RL-based residual action policy 

𝑓SAG Physics-based safety action barrier 

𝑑𝑛 Damping ratio of vehicle 𝑛 

 

5.2 PERPL controller 

5.2.1 Framework 

Our proposed control framework encompasses two parallel controllers: a linear controller that 

focuses on ensuring local and string stability using a non-linear programming formulation and a DRL 

controller that specifically targets handling traffic disturbances and time delays. By integrating these two 

controllers, our framework aims to effectively address the challenges associated with car-following control 

in CAV environments. A safety barrier is added to guarantee safety. As shown in Figure 5-2, the control 

action 𝒂𝑛𝑡
PERPL from PERPL framework is: 

𝒂𝑛𝑡
PERPL = 𝑓SG (𝒂𝑛𝑡

phy
+ 𝒂𝑛𝑡

RL) (54) 

where 𝒂𝑛𝑡
phy

 is the output action of physics-based policy, 𝒂𝑛𝑡
RL is the output action of residual policy. 

𝑓SG is the safety barrier that projects the combined output 𝒂𝑛𝑡
phy

+ 𝒂𝑛𝑡
RL to a safety range to guarantee safety 

(Ames et al., 2017). The details of each component are given in the following subsections. 
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Figure 5-2 PERPL Framework. 

 

5.2.2 Model-based Policy 

A linear control model is employed to manage the behavior of a following vehicle within a platoon, 

emphasizing maintaining constant headway and minimizing the deviation from the lead vehicle's trajectory. 

The model is based on principles of classical control theory. The control input from the linear controller is: 

𝒂𝑛𝑡
phy

= 𝐾 ∙ 𝒔𝑛𝑡 (55) 

where 𝐾 = [𝐾𝑑 , 𝐾𝑣 , 0] is a vector of feedback gained forming a closed loop of the controller, where 

𝐾𝑑, 𝐾𝑣 are the feedback coefficients for ∆𝑑𝑛𝑡 and ∆𝑣𝑛𝑡.  

5.2.3 Residual Policy 

The residual action policy is constructed using the Proximal Policy Optimization (PPO) method 

(Schulman et al., 2017). Unlike other reinforcement learning methods that use the sum of discounted 

rewards to estimate future returns, the PPO method employs a policy gradient method that focuses on 

optimizing an objective function. This function is not solely based on the sum of returns but also involves 

the concept of probability ratios of policies and advantage functions, which facilitates learning and 

exploration on top of the existing policy. Therefore, PPO attempts to maintain training stability by limiting 

the extent of policy updates, thereby preventing excessively large updates during training. 
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The PPO is based on the Actor-Critic structure, with an actor (policy) and critic (value) network. 

This dual network structure facilitates efficient exploration of the action space while stabilizing the learning 

updates through the critic's value estimates. 

5.2.3.1 Actor Network 

The Actor network is responsible for defining the policy 𝜋 with parameter 𝜃. It takes the DRL state 

as input and outputs a probability distribution over actions. The control signal 𝒂 is then sampled from this 

distribution. The Actor network is updated by maximizing the objective function 𝐿(𝒔, 𝒂, 𝜃𝑡 , 𝜃), which is 

defined as: 

𝐿(𝒔, 𝒂, 𝜃𝑡, 𝜃) = min(𝑟𝑡(𝜃)�̂�𝑡, clip(𝑟𝑡(𝜃), 1 − 𝜖, 1 + 𝜖)𝐴𝑡) (56) 

where 𝑟𝑡(𝜃) is the probability ratio 𝑟𝑡(𝜃) = 𝜋𝜃(𝑎|𝑠) 𝜋𝜃𝑡(𝑎|𝑠)⁄ , clip(∙) is a clipping function to 

remove incentives for the new policy to get far from the old policy, which prevents large updates that could 

destabilize the training process. 𝜖 is a small hyperparameter, which determines how much the ratio can 

differ from 1 before it is clipped. �̂�𝑡 is the advantage estimate at time 𝑡, calculated by: 

�̂�𝑡 = 𝑅𝑡 − 𝑉(𝑠𝑡) (57) 

where 𝑉(𝑠𝑡) is the value estimated by the Critic network; 𝑅𝑡 denotes the discounted sum of rewards 

over T steps at state 𝑠𝑡: 

𝑅𝑡 = 𝑟𝑡 + 𝛾𝑟𝑡+1 +⋯+ 𝛾
𝑇−𝑡+1𝑟𝑇−1 + 𝑉

𝑇−𝑡(𝑠𝑇) (58) 

Therefore, the parameter 𝜃 of the Actor network is updated based on the gradient of 𝐿(𝒔, 𝒂, 𝜃𝑡, 𝜃) 

with a learning rate 𝛼𝜃. This update method effectively balances policy improvement with training stability, 

using a clipping mechanism to prevent excessively aggressive policy updates in certain situations, which 

could otherwise lead to performance deterioration. 

𝜃 = 𝜃 − 𝛼𝜃 ∙ ∇𝐿(𝒔, 𝒂, 𝜃𝑡 , 𝜃) (59) 

𝜃𝑡+1 = argmax
𝜃
𝔼𝑠,𝑎~𝜋𝜃𝑡

[𝐿(𝒔, 𝒂, 𝜃𝑡 , 𝜃)] (510) 

5.2.3.2 Critic Network 
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The Critic network evaluates the decision output by the Actor network. The Critic network receives 

the DRL state 𝒔 as input and outputs the estimated state value 𝑉(𝑠𝑡). The network structure also includes 

one hidden layer with 100 neurons, and the ReLU function is used as the activation function for the output. 

The Critic network is updated by minimizing the critic loss function: 

𝐿𝑐(Φ) = �̂�𝑡[(𝑉(𝑠𝑡) − 𝑅𝑡)
2] (511) 

The parameter Φ is iteratively optimized based on the gradient 𝐿𝑐(Φ)with learning rate 𝛼Φ: 

Φ = Φ− 𝛼Φ ∙ ∇𝐿𝑐(Φ) (512) 

The residual action policy pseudocode is shown in TABLE 5-2. 

 

TABLE 5-2 Pseudocode 

 

5.2.4 Physics-based Safety Barrier 

Algorithm 1: Training process of Residual action policy algorithm for Longitudinal cruising control 

Inputs: state information, action information 

Initialize agent network with critic and actor networks, environment, actor policy μ: S → 𝑅𝑚+1 and σ: 

S → diag(σ1, σ2, ..., σm+1) 

for iteration=1,2,… do 

for actor=1,2,…N do 

Run policy 𝜋𝜃𝑡 in the environment for 𝑇 timesteps and collect (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡) 

Compute advantages estimates �̂�1, … , �̂�𝑇 with discount along the time  

end for 

Optimize surrogate objective 𝐿 with respect to 𝜃, with 𝐾 epochs and minibatch size 𝑀 ≤ 𝑁𝑇 

Update critic 𝜃𝑡 ← 𝜃𝑡+1  

end for 
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The safety barrier projects the action into the safety region based on the safety requirement on 

headway. The safety barrier adjusts the control action by taking the combined output of the physics-based 

and RL policies, 𝒂𝑛𝑡
phy

+ 𝒂𝑛𝑡
RPL, which may not inherently satisfy safety requirements. It then computes the 

adjusted action 𝒂𝑛𝑡
PERPL that minimizes the deviation from this combined action while ensuring it adheres 

to safety constraints, formalized as: 

𝒂𝑛𝑡
PERPL = 𝑓SG (𝒂𝑛𝑡

phy
+ 𝒂𝑛𝑡

RPL) = arg min
𝒂𝑛𝑡∈𝓐

‖𝒂𝑛𝑡 − (𝒂𝑛𝑡
phy

+ 𝒂𝑛𝑡
RPL)‖

2
(513) 

subject to the constraint ensures that the resulting state transition remains within a safe state 𝒔𝑛(𝑡+1)
safe : 

𝐴𝒔𝑛𝑡 + 𝐵𝒂𝑛𝑡 + 𝐶𝐰𝑛𝑡 ∈ 𝒔𝑛(𝑡+1)
safe (514) 

where 𝒔𝑛(𝑡+1)
safe  is the set of safety states where the headway between Vehicle 𝑛 and Vehicle (𝑛 − 1) 

is kept within safe limits, typically between 1s and 3s. The lower limit is to guarantee safety (Vogel, 2003), 

and the upper limit is to avoid overlarge headway causing unstable inside the platoon. 𝓐 is the feasible set 

of 𝒂𝑛𝑡. 

Importantly, the safety barrier is not activated under normal safe control scenarios and does not 

compromise the control effectiveness of the model. While the safety barrier is not inherently a part of the 

PERPL framework, it is included for two main reasons: firstly, safety barriers are a common mechanism 

currently implemented in RL-based models in practical applications. Secondly, it helps account for physical 

constraints in real-world scenarios. In reality, a collision will occur if the following vehicle is too close to 

the leading vehicle. However, in simulation environments, the following vehicle may even pass the leading 

vehicle without any constraint. The safety barrier has been implemented to prevent such unrealistic 

scenarios. Although actual accidents might be mitigated, the frequency of activation of the safety barrier 

still serves as an important safety metric. 

5.3 Experiments 

5.3.1 Experiment settings 
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This section details the design philosophy of the experiment, evaluation metrics, simulation 

methods for HVs in mixed traffic, and baseline models. 

5.3.1.1 Experiment Overview 

Our analysis spans two dimensions: 1) Single Vehicle Cruising: We conducted training and testing 

using both artificially designed and real-world leading vehicle trajectories. The artificially designed 

trajectories were designed to create extreme danger scenarios (rapid acceleration and deceleration) to 

evaluate the model's generalization capabilities. Real-world trajectories were used to align more closely 

with practical conditions. 2) Mixed Traffic Platooning: We assessed the performance of multiple vehicles 

and conducted a macro-level analysis. 

Communication delay 𝜏𝑛
𝐶  was set at 0.3 seconds, based on empirical results, which lends a 

reasonable degree of reliability (Liang et al., 2024). The safety headway interval is defined between 1 and 

3 seconds. The lower limit of headway prevents collisions, while the upper limit ensures vehicles do not 

lag too far behind the lead vehicle, thereby affecting subsequent vehicles. The safety barrier utilizes this 

range; if a pending action is detected that would cause the headway to exceed these bounds, the safety 

barrier projects the action to bring the headway back within a safe range. The desired constant headway 𝑡𝑑 

and the safety headway set can be adjusted based on practical applications. Other parameters are listed in 

TABLE 5-3. 
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TABLE 5-3 Experiment parameters. 

 Parameters Value 

Experiment parameters Vehicle length 4 m 

Update interval ∆𝑡 0.1s 

Desired constant headway ℎ𝑑 2s 

The range of the safety headway [1,3] s 

Desired standstill space 𝑑0 4 m 

Actuator delay 𝜏𝐴 0.2 s 

Communication delay 𝜏𝐶 0.3 s 

HV modeling parameters Desired velocity 𝑉0 20.3 m/s 

Safe time headway 𝑇 1.2 s 

Maximum acceleration 𝑎 1.9 m/s² 

Comfortable Deceleration 𝑏 3.9 m/s² 

Acceleration exponent 𝜎 4 

Minimum distance 𝑆₀ 2.0 m 

 

5.3.1.2 Evaluation metrics 

To systematically evaluate the proposed framework, three performance indicators to quantitatively 

assess the control performance: driving comfort. 

Headway Error: To assess the stability and safety of vehicle operation, it is crucial that the 

headway—the distance between vehicles—remains consistent at the designated desired headway. The 

headway error reflects the vehicle's adherence to the Constant Time Gap (CTG) rule as well as its safety 

characteristics. For this purpose, we employ the headway's Root Mean Square Error (RMSE) to quantify 

deviations from the desired values. 
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RMSEℎ = √∑(
𝑑(𝑛−1)𝑡 − 𝑑𝑛𝑡 − 𝑑0

𝑣𝑛𝑡
− ℎ𝑑)

2

|𝒯|⁄

𝑡∈𝒯

(515) 

Damping Ratio: The cumulative damping ratio (di) is a measure of the CAV controller's ability to 

dampen traffic oscillations, which quantifies the empirical string stability (Ploeg et al., 2014b). When the 

traffic passes through a string-stable CAV, the magnitude of traffic oscillations is either reduced or remains 

unchanged. The 𝑙2-norm acceleration damping ratio 𝑑𝑛 can be formulated as follows: 

𝑑𝑛 =
‖𝑎𝑛‖2
‖𝑎0‖2

= (
∑ |𝑎𝑛𝑡|

2
𝑡∈𝒯

∑ |𝑎0𝑡|
2

𝑡∈𝒯
)

1 2⁄

(516) 

Comfort level: the driving cost function 𝑐𝑛𝑡 aims to evaluate the eco-driving performance and 

empirical string stability, which is defined as: 

𝑐𝑛𝑡 = 𝛼𝑖(𝑎𝑛𝑡)
2 (517) 

5.3.1.3 HV Modeling Method 

To ensure the simulation reflects realistic mixed traffic conditions, this study employs the 

Intelligent Driver Model (IDM), which is calibrated to depict the string instability characteristic often 

observed in HVs. This approach allows for a more convincing representation of HV behaviors within our 

experiments with parameters listed in TABLE 5-3. 

5.3.1.4 Baseline models 

To analyze the performance and influence of the PERPL framework in a mixed traffic environment, 

the Linear control and RL models are employed as a baseline for comparison. The Linear control model, 

similar to a model-based action policy, is calibrated on the training set with parameters set at 𝐾𝑑 = 0.62 

and 𝐾𝑣 = 0.37. The RL (PPO) model shares a similar structural setup with the residual action policy used 

in the PERPL framework. These comparisons highlight the distinct advantages of integrating physical 

principles with RL techniques in managing complex traffic dynamics. Other training settings are listed in 

TABLE 5-4. 
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TABLE 5-4 Hyper Parameters of the PPO training 

Parameter Value 

Initial learning rate 2e-4 

Discount factor 𝛾 0.9 

gae_𝜆 0.95 

Update epochs 10 

Clip ratio 𝜖 0.2 

Learning rate for value function optimizer 0.5 

max_grad_norm 0.5 

 

5.3.2 Results of Single vehicle cruising 

In this section, we compared three different control approaches for a single vehicle following. This 

setup helped us evaluate the accuracy and generalization capabilities of the PERPL model, compared to 

two baseline models: RL (PPO), and PERPL (Linear+PPO).  

5.3.2.1 Data 

In the single-vehicle cruising scenario, the data comprises a mix of real-world trajectories from 

NGSIM (NGSIM, 2007) and a subset of artificially designed trajectories. Trajectories are divided into three 

sets: training set, test set, and extrapolation set, with each set containing 100 trajectories, containing 500 

timesteps with a 0.1𝑠 time interval. Each controller is trained on each trajectory for 3000 episodes. 

Training set and Test set: These are derived from NGSIM trajectories, with acceleration 

magnitudes limited to within ±3 𝑚/𝑠², as shown in Figure 5-3 (a) (b). The datasets are randomly split into 

training and testing subsets. 

Extrapolation set: This set includes trajectories from NGSIM, modified to incorporate extreme 

acceleration and deceleration events beyond ±3 𝑚/𝑠² . This arrangement allows for a comparative 

assessment of the generalization capabilities of various methods beyond their training datasets. Notice that 
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the notably darker lines at 𝑎 = −4𝑚/𝑠2  and 𝑎 = 3𝑚/𝑠2 , as shown in Figure 5-3 (c). These were 

intentionally set to simulate extreme scenarios by artificially enhancing the acceleration and deceleration 

behaviors based on real driving trajectories. This approach is used to test the model's stability under 

challenging conditions. 

 

   

(a) Training Set (b) Test Set (c) Extrapolation Set 

Figure 5-3 Distribution of acceleration and speed in three preceding vehicle trajectory sets. 

 

5.3.2.2 Control Performance Evaluation 

As shown in TABLE 5-5, both RL and PERPL achieved lower headway errors than the Linear 

controller in both training and test sets. In the extrapolation set, PERPL significantly outperformed the other 

methods, with headway errors much smaller than those of RL, which were six times higher than those of 

PERPL. An analysis of the Safety Barrier activation revealed that both PERPL and the Linear controller 

did not activate the Safety Barrier in any of the scenarios, demonstrating their robustness and consistent 

achievement of constant headway across all domains. However, the RL approach showed instability in the 

extrapolation set, with the Safety Barrier being activated 7.92% of the time, indicating that the RL model's 

control outputs occasionally pushed the state beyond safe limits. Figure 5-5 illustrates the vehicle following 

behavior under the three control models for a trajectory from the extrapolation set. Around the 130s mark, 

when the lead vehicle abruptly decelerated to -2.7, both Linear and PERPL managed to prompt rapid 

deceleration in the following vehicle, reaching about -3, whereas the RL controller only achieved a 

deceleration of around -1.7. This lesser response gradually increased headway error until the safety 
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headway limit of 1s was breached around the 170s mark, triggering the Safety Barrier. This forced the 

vehicle to adopt an extremely sharp deceleration of -12.1 m/s² to exit the unsafe condition, preventing a 

potential collision and resulting in a greater average Headway RMSE. 

 

TABLE 5-5 Single-vehicle following performance artificially designed preceding trajectory. 

 Average Headway RMSE 

RMSEℎ (𝑠) 

Proportion of time Safety barrier 

is activated (%) 

Training 

set 

Test 

set 

Extrapolation 

set 

Training 

set 

Test 

set 

Extrapolation 

set 

Linear 0.326 0.372 1.726 0 0 0 

RL (PPO) 0.169 0.172 2.429 0 0 7.92 

PERPL (Linear+PPO) 0.098 0.149 0.419 0 0 0 

 

   

(a) Linear (b) RL (PPO) (c) PERPL (Linear+PPO) 

Figure 5-4 Single vehicle following result of one example from the test set. 
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(a) Linear (b) RL (PPO) (c) PERPL (Linear+PPO) 

Figure 5-5 Single vehicle following result of one example from the extrapolation set. 

 

To provide a clearer comparison of the behavior of the three actors in a wider range of scenarios, 

Figure 5-6 displays the action outcomes for each method under assumed conditions of zero acceleration 

with position error ∆𝒅𝒏𝒕 ranging from -5 to 5 and speed difference ∆𝒗𝒏𝒕 also ranging from -5 to 5. As 

depicted in Figure 5-6 (a), the Linear model's acceleration responses are proportional to changes in ∆d_nt 

and ∆v_nt, indicating predictable behavior even under extreme conditions. Figure 5-6 (b) shows that the 

RL model's responses are not linear; it behaves similarly to the Linear model when ∆𝒅𝒏𝒕 and ∆𝒗𝒏𝒕 are small 

but adopts minimal absolute acceleration values under small ∆𝒅𝒏𝒕 and ∆𝒗𝒏𝒕, indicating a lack of aggressive 

response in critical situations. Conversely, the PERPL model in Figure 5-6 (c) exhibits behavior similar to 

the Linear model when ∆𝑑𝑛𝑡  and ∆𝑣𝑛𝑡  are within [-1,1] and adopts accelerations greater than 4 or 

decelerations less than -4 when the absolute values of ∆𝑑𝑛𝑡 and ∆𝑣𝑛𝑡 exceed 3, demonstrating its ability to 

respond assertively under extreme conditions. 
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Consider an extreme scenario where ∆𝑑𝑛𝑡 = 5 and ∆𝑣𝑛𝑡 = 5, indicating a situation where, if the 

lead vehicle's speed is 10𝑚/𝑠 and the following vehicle's speed is 15𝑚/𝑠, to maintain a 2s headway, the 

required distance would be 30 𝑚. However, the actual distance is only 27 𝑚, resulting in a headway of 

approximately 1.53 s and a Time-to-Collision (TTC) of 5.4 𝑠, clearly necessitating rapid deceleration. Here, 

the RL model's deceleration rate is −2.1 𝑚/𝑠², whereas the Linear model and PERPL achieve deceleration 

rates of approximately 4 𝑚/𝑠² and 5.3 m/s², respectively, highlighting the enhanced responsiveness of the 

PERPL model under critical conditions.  

 

   

(a) Linear (b) RL (PPO) (c) PERPL (Linear+PPO) 

Figure 5-6 Comparison of control policy trained on the training set. 

 

To further clarify the differences in policy between RL and PERPL, Figure 5-7 shows how the 

control policies of these two models evolved during training. The training process of PPO is less stable than 

PERPL. In the first 3000 epochs, PPO incurred a higher loss (i.e., lower reward) compared to PERPL. From 

3000 to 6000 epochs, after changing the leading vehicle data, PPO's performance significantly deteriorated 

relative to PERPL on the new data. 

Figure 5-8 further illustrates the control policies learned by PPO and PERPL across different 

epochs. PERPL controller starts with a linear pattern and gradually learns a non-linear policy. During 

training with various trajectories, only the results in the second quadrant (∆𝑣 >  0 𝑎𝑛𝑑 ∆𝑑 <  0) and the 
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fourth quadrant (∆𝑣 <  0 𝑎𝑛𝑑 ∆𝑑 >  0) change slightly. Meanwhile, results in the first quadrant (∆𝑣 >

 0 𝑎𝑛𝑑 ∆𝑑 >  0) and the third quadrant (∆𝑣 <  0 𝑎𝑛𝑑 ∆𝑑 <  0) remain largely consistent. 

 

 

Figure 5-7 Total loss (Negative of rewards) during training. 

 

Figure 5-8. Control policy of RL and PERPL model during training process 

 

(a) RL (PPO) 

 

(b) PERPL (Linear+PPO) 
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5.3.3 Results of Mixed-traffic platooning 

5.3.3.1 Data 

Experiments utilizing real-world trajectory datasets are conducted to evaluate the Distributed 

Reinforcement Learning (DRL)-based control strategy. We constructed a platoon consisting of ten vehicles, 

labeled from upstream to downstream as 0, 2, 3, 4, 6, 7, and 9 as HVs and the remaining as CAVs. The 

trajectories for vehicle 0 on I-80 from 4:00 p.m. to 4:15 p.m., a period noted for frequent traffic oscillations, 

were selected for these experiments. To ensure consistency across trials, each vehicle in the experiment 

starts from an initial equilibrium state. 

5.3.3.2 Mixed platoon control performance 

Results illustrated in TABLE 5-6 and Figure 5-9 of the section reveal that the PERPL model 

outperformed the other models in terms of headway maintenance, with a lower RMSE, suggesting better 

precision in following distances. Additionally, the PERPL model showed improved damping ratios and 

comfort scores, indicating enhanced overall platoon stability and passenger comfort compared to the Linear 

and standalone RL models. These findings underscore the potential of integrating physics-based control 

with RL techniques to enhance automated driving systems in complex traffic environments. 

As an illustrative example, Figure 5-10 shows the ten-vehicle platoon trajectories of the field data 

and simulated results using the proposed PERPL and baseline models. It can be seen that under linear 

control, the following vehicles are most affected by the lead vehicle's stop, with nearly all following 

vehicles coming to a stop after the lead vehicle stops. 
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TABLE 5-6 Mix-platoon performance. 

 

   

(a) Headway RMSE (b) Damping Ratio (c) Comfort Score 

Figure 5-9 the metric results of each vehicle in the mixed platoon. 

 

 

   

(a) Linear (b) RL (PPO) (c) PERPL (Linear+PPO) 

Figure 5-10 The position, velocity, and realized acceleration results of the mixed platoon. 

 

 Headway RMSE (𝑠)  Damping Ratio Comfort Score 

Linear 0.439 0.616 0.301 

RL (PPO) 0.233 0.575 0.263 

PERPL (Linear+PPO) 0.204 0.558 0.249 
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5.3.3.3 Mixed platoons with different penetration rates 

To visually demonstrate the dampening effectiveness of the proposed control strategy, we applied 

the proposed method in a 40-follower mixed platoon with different penetration rates (0%, 20%, 40%, 60%, 

80%, 100%). In these scenarios, the CAVs were randomly distributed throughout the mixed traffic. As 

shown in Figure 5-11, with higher CAV penetration rates, the fluctuations in traffic flow become 

progressively smoother. This indicates that as the penetration rate of CAVs increases, their control strategy 

contributes to stabilizing the traffic flow and reducing velocity fluctuations across the platoon. 

 

Figure 5-11 Velocity heatmap of the mixed platoon with various penetration rates. 

 

5.4 Conclusion  

This section presents a control framework based on PERPL for decentralized platoon control. It 

harnesses the interpretability and robustness of linear control policies alongside the flexible, multi-objective 

learning capabilities of reinforcement control policies. As such, this model exhibits high control precision, 

achieving stable headway and reduced traffic oscillation, and it demonstrates strong generalization 

   

(a) CAV 0% (b) CAV 20% (c) CAV 40% 

   

(d) CAV 60% (e) CAV 80% (f) CAV 100% 
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capabilities, maintaining stability and safety in unseen domains. We applied our proposed model to 

decentralized control at the mixed traffic platoon level, utilizing CTG for cruising while considering 

actuator and communication delays. The model's performance was validated through artificially generated 

extreme scenarios and real-world trajectories. Experimental findings indicate that, both under artificial 

extreme conditions and with actual vehicle trajectories, our approach yields smaller headway errors and 

superior oscillation control compared to traditional linear and standalone RL methods. On a macroscopic 

traffic scale, traffic oscillations diminish as more CAVs adopt the PERPL framework, enhancing overall 

traffic dynamics. 

For future research, we plan to leverage the safety features of the proposed method by testing it on 

both small-scale laboratory vehicles and larger vehicles. This approach will allow for a more realistic 

consideration of the cumulative effects of errors in perception, communication, and control systems that 

are commonly encountered in practical deployments. Moreover, we aim to enhance the capabilities of our 

framework by integrating it with advanced predictive models. This integration seeks to establish an end-to-

end control system that reacts to immediate environmental inputs and anticipates future states. By 

combining real-time control adjustments with foresighted planning, the system could dynamically adapt to 

changes in traffic conditions, road layouts, and vehicle behaviors, significantly boosting its effectiveness in 

complex traffic scenarios. 
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6 CONCLUSION  

6.1 Summary of Chapters 

Chapter 1 introduces the background of CAV control in mixed traffic environment. Identifying the 

research objectives and scope of work. 

Chapter 2 reviews the existing literature on CAVs in trajectory prediction, trajectory planning, and 

vehicle control. It analyzes previous studies that have sought to mitigate residuals in prediction and control, 

discussing their advantages and limitations, and highlighting the research gaps. 

Chapter 3 presents a PERL-based method for vehicle trajectory prediction. It is validated using 

real-world trajectory data and the result reveals that i) the PERL model yields the best prediction when the 

training data is small with fewer model parameters; ii) the PERL model has faster convergence during 

training than NN and PINN models; iii) the PERL model consistently outperforms other models using the 

different physics and residual learning models. This chapter underscores the advance of the PERL structure 

for precise trajectory prediction, laying the groundwork for future research in combining physics priors 

with learning-based methods. 

Chapter 4 applies this trajectory prediction method in predictive vehicle control to mitigate traffic 

oscillations in a mixed traffic environment. The PERL-based trajectory prediction method captures the 

characteristics of downstream oscillation propagation from the historical trajectories of multiple preceding 

vehicles. This comprehensive approach enhances the management and performance of mixed platoons. The 

performance of the proposed method is validated through ViL experiment. Results demonstrate the 

effectiveness of the proposed method in damping traffic oscillations and improving the safety and fuel 

efficiency of CAVs and following vehicles in mixed traffic, despite the presence of uncertain human-driven 

vehicle dynamics and actuator lag. 

Chapter 5 proposes a PERPL-based vehicle control strategy for decentralized vehicle control to 

mixed traffic platoons. Experimental results demonstrate that our method achieves smaller headway errors 

and better oscillation dampening than linear models and RL alone in scenarios with artificially extreme 
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conditions and real preceding vehicle trajectories. At the macroscopic level, overall traffic oscillations are 

also reduced as the penetration rate of CAVs employing the PERPL scheme increases. 

6.2 Future research Directions 

The proposed control framework can be enhanced in several ways in the future. 

First, field tests in real-world environments are essential for demonstrating and validating the 

effectiveness of the PERL framework. The field tests in this dissertation were limited by the number of 

experimental vehicles, precluding large-scale platoon experiments. Future research will aim to deploy the 

framework on a fleet of AVs developed at UW-Madison, which includes both Internal Combustion Engine 

(ICE)-based passenger cars and an Electric Motor (EM)-based van. We plan to evaluate its performance 

under various scenarios by first collecting comprehensive data on vehicular and system dynamics, 

environmental conditions, and other relevant metrics. This data will be used to assess the framework’s 

ability to reduce error propagation and compare it against baseline methods. The field data will also support 

the fine-tuning of the residual learning component in PERL. This iterative process will bridge the gap 

between theoretical research and practical applications, ensuring the PERL framework evolves to meet real-

world demands. 

Second, expanding the application scope of the PERL framework is a crucial direction. This 

dissertation has applied the framework to vehicle trajectory prediction and control scenarios, demonstrating 

its effectiveness as a hybrid approach integrating physical priors with machine learning techniques. Future 

research should explore its performance across a broader range of problems. By comparing PERL with 

baseline models in diverse tasks, researchers can develop more comprehensive guidelines for determining 

when to use PERL, PINN, or a combination of both. Such guidelines will provide clarity on the integration 

of physical priors with machine learning in both prediction and control tasks. 

Third, exploring the adaptability of the PERL framework with other AI methods and prior 

knowledge represents an exciting future avenue. The PERL framework can be extended to other AI 

techniques, depending on the characteristics of the AI method and the prior knowledge involved. For 

instance, future research could investigate the application of large language models (LLMs) in autonomous 
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driving. LLMs, while powerful in reasoning, face challenges such as hallucinations and probabilistic 

outputs, which hinder their application in safety-critical tasks like autonomous driving. A promising 

direction could involve using LLMs for high-level planning and reasoning while relying on stable, widely 

applied physical models for low-level control. This structure could combine the strengths of both LLMs 

and physics models, leading to safer and more stable control performance. 
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