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Computational Modeling of Heterogeneous Catalysis for
Molecular and Kinetic Understanding of Aerobic Oxidation

and Electrocatalytic Oxygen Reduction

Abstract

Rational design of heterogeneous catalysts is of utmost importance to improve the effi-
ciency of industrial chemical synthesis. In this thesis, we investigate two chemical reactions
catalyzed by heterogeneous catalysts through theoretical modeling, the aerobic esterification of
primary alcohols and the two electron oxygen reduction reaction. First, we develop a microki-
netic modeling code, Micki, that both provides an easy-to-use interface for standard statistical
mechanical methods for microkinetic modeling as well as novel ways to incorporate complex
physics that influence the liquid-solid interface. Then we use Micki to determine the role of P
block promoters for the aerobic esterification of alcohols. Tellurium atoms modify the elec-
tronic structure of the catalyst which reduces the barrier of the rate limiting step, C-H bond
scission, as well as providing lower energy pathways for O2 reduction. Next, we develop a the-
oretical framework to evaluate the performance of cobalt dichalcogenides based on density
functional theory calculations. Together with experimental collaborators, we discover the best
2e− ORR catalysts in acidic media to date as well as transferable physical principles. We ap-
ply these physical principles to nickel dichalcogenides and cobalt nickel dichalcogen alloys.
We conclude that while nickel dichalcogenides show great promise for 2e− ORR, the alloy
does not as neighboring metal centers have little electronic influence on each other. Finally we
use Micki to develop an electrochemical microkinetic model of 2e− ORR on cobalt dichalco-
genide catalysts and compare results to bulk electrolysis experiments. While significant work
must be done to reach quantitative accuracy for electrochemical kinetic models, our results in-
dicate qualitative trends are properly modeled and electrochemical kinetic models can be used
to predict catalyst performance.
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0
Introduction

0.1 Importance of Heterogeneous Catalysis

Modern life has been shaped by chemical processes. Indeed, without the Haber-Bosch synthe-

sis of ammonia, the first heterogeneous catalytic system in the chemical industry150, only 40%

of the global population could be fed.164 85-90% of all synthetic chemical products produced

rely on catalysis at some point.149 Catalytic processes themselves account for 25% of indus-
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trial energy use.36 The most energy intensive of these catalytic processes use heterogeneous

catalysts. Most viable renewable energy sources, such as water splitting, rely on heterogeneous

catalysis. Improving and rationally designing heterogeneous catalysts is crucial to fighting a

major threat facing society today, climate change. Not only does improving current heteroge-

neous catalysts lower energy use, but developing new heterogeneous catalysts offers opportuni-

ties for development of sustainable, renewable resources.

While historically improvements of heterogeneous catalysts were made through trial and er-

ror, advancements in experimental36 and theoretical techniques124,185 have allowed for highly

controlled, rationally designed processes. However, heterogeneous catalysis involves complex

chemical and physical phenomena; therefore significant work is still needed to identify key

parameters that control results such as selectivity, activity and stability. At its core, catalysis

involves a material or chemical species interacting with chemical reactants and intermediates

to reduce the energy barrier for the reaction to occur without the catalyst being consumed. For

example, the water gas shift (WGS), an important source of H2(g) involves the reaction of CO

and H2O to form CO2 and H2 and is important for the growing shift towards a renewable hy-

drogen economy.166 This reaction traditionally occurs over iron-chromium or coppper-zinc

catalysts. CO and H2O adsorb to the catalyst surface where H-O bonds are broken and H-H

and C-O bonds are formed and then the products H2O and H2 desorb.132

Catalysts can be homogeneous, where catalyst and reactants are the same phase, or hetero-

geneous, where catalyst and reactants are different phases. While homogeneous catalysts can

play an important role in industrial production of chemicals (for example, in the production of

low-volume, high-value chemicals from biomass)8 and offer many benefits over heterogeneous

catalysts, they have one major disadvantage: the catalyst must be separated from the product,

which is expensive, time consuming and often energy intensive.24 By contrast, as long as a

heterogeneous catalyst does not suffer from serious degradation (an important concern), the
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product desborbs from the catalyst surface and is easily filtered from the reactor.

There are myriad number of metrics from which to evaluate a successful catalyst. From

a business perspective, catalysts should be cheap and long-lasting. Environmentally green

catalysts should operate at low temperatures and pressures to reduce energy use, utilize non-

hazardous chemicals (i.e. not mercury) and be stable so as not to leach into the environment.

Chemically, catalysts are evaluated on selectivity (do they produce the desired product at

higher rates than undesired side-products?) and activity (how much of the product does the

catalysts produce per amount of catalyst per unit time?) Other factors arise from the reactor

design. For example, the catalyst needs to to be exposed to the reactant to catalyze the reac-

tion. If the catalyst has a low active surface area, catalyst activity will decrease.11 However, a

rougher catalyst surface complicates surface characterization efforts.

Fully understanding and evaluating a working catalyst is a multi-scale problem. Catalytic

performance is not only defined by the atomic level molecular processes taking place on active

sites, but also by macroscopic scale factors such as reaction conditions and the design of the

reactor. These complicated processes, occurring at multiple lengths and time scales are a chal-

lenge to investigate and understand in situ. As a result, fundamental physical chemistry can be

exploited to experimentally and theoretically investigate catalyst surfaces for rational design.

0.2 Theoretical Questions for Catalyst Surfaces

While scientists who investigate working catalysts in situ have the task of analyzing a com-

plex, multi-scale process and trying to disentangle interweavings of various physical and

chemical processes, fundamental physical chemists (both experimental and theoretical) have

the opposite problem. Given the simplest version of the system, we must build into our models

the most necessary physics and chemistry and extrapolate principles to the working system.
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Connecting the simplified model to the actual reactor system has been referred to as bridging

the ”materials gap” or the ”pressure gap.” These terms come from the limitations of many ex-

perimental characterization methods that require simplified versions of the working catalyst,

such as single-crystal surface models instead of the more structurally complex catalysts re-

quired for efficient heterogeneous catalysis144 or from the low pressures needed for ultra-high

vacuum (UHV) experiments.171

These same type of gaps between model systems and working catalyst reactors exist for the-

oretical models. While significant advances in both speed and robustness of computational

methodology as well as increased access to supercomputing has greatly increased the fea-

sibility of complex computational heterogeneous modeling, current modeling methods still

must make significant simplifications. Most heterogeneous catalysis studies rely on density

functional theory (DFT), which uses the electron density, a function of three spatial variables,

instead of the electronic wavefunction, which is a function of 3N spatial variables,82 where

N is is the number of electrons (which is a very large number for most solids). In order to im-

plement DFT, one must approximate the exchange-correlation potential. Many approaches

for approximating the exchange-correlation potential have been attempted. These correlation-

exchange functionals have been benchmarked against a variety of metrics and depending on

the exact system and computational effort, qualitative and sometimes even quantitative insight

can be obtained. Currently, within DFT, bond lengths are reproduced within ± 0.02 Å, vibra-

tional frequencies within 5%-10% and adsorption energies within 0.1-0.2 eV.149 While these

approaches do not ensure chemical accuracy, they can prove insightful and, as approximations

generally show systematic deviations. often reproduce trends with greater precision.

Technically, DFT results strictly describe T=0 and P=0. However, these effects can be added

posteriori through statistical mechanics. In the isothermal-isobaric (NpT) ensemble the free
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energy is

G(T) = H(T)− TS(T) = E(0) + EZPE + pΔV − TS(T) (1)

where G is the Gibbs free energy of a species, H is the enthalpy of a species, T is the tem-

perature, S is the entropy of a species, E0 is the DFT calculated potential energy of the species,

EZPE is the zero point energy correction, p is the pressure and V is the volume. ZPE and en-

tropy can be approximated using statistical mechanics. Gas and solution phase entropies are

calculated using the ideal gas partition function. For surface bound species, all degrees of free-

dom are usually treated as vibrational degrees of freedom and calculated using the harmonic

approximation and ideal gas vibrational partition function. This approximation is more accu-

rate in the limit of strongly bound species. More complex entropy models are necessary as a

weakly adsorbed species approaches the limit of an adsorbed 2D gas.

Reaction barriers can be calculated using transition state theory (TST). Assuming that the

energy of the reactant region is Boltzman distributed, the reaction is adiabatic, no tunneling

occurs and no recrossing from the product to reactant state occur. Then the rate constant kTST

is

kTST =
kT
h

exp(
−ΔGTS

kT
) (2)

where k is the Boltzman constant, h is planck’s constant, T is the temperature and ΔGTS is

ΔGTS = GTS − GIS (3)

where GTS and GIS are the free energies of the transition state and initial state respectively

and calculated using Equation 1.
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While working catalysts are usually large, rough and irregular solid materials, in silico mod-

els are usually small unit cells of perfect crystal facets for computational efficiency. Then peri-

odic DFT repeats the unit cell in three dimensions to create a perfect, infinite surface for catal-

ysis. Choosing the correct facet to study is of utmost importance for computational modeling.

If the active site is a kink or corner and the computational model is a flat surface, the idealized

model will not reproduce the catalyst chemistry property. Generally, no systematic ways to

predict the active site for a reaction on a metal surface exist.149 Many periodic DFT models

lack realistic solvation effects. Full treatment of solvent effects requires consideration of all

solvent electronic degrees of freedom and appropriate sampling of solvent nuclear degrees of

freedom, which is currently prohibitively expensive on all but the simplest systems. Methods

to capture the largest solvent effects, through schemes such as implicit solvent, however are

now computationally feasible.

More complications arise when in silico models attempt to model electrochemical reac-

tions. Traditional DFT calculations occur at constant number of electrons while electrochem-

ical experiments are performed at constant potential. Accurate models of the complex dou-

ble layer created at the catalyst surface are still quite crude. Proton coupled electron transfer

(PCET) reactions are poorly described by the traditional transition state theory framework.

Nevertheless, despite all the difficulties representing the complex nature of the working

catalyst in silico, computational models have provided significant knowledge for screening

catalysts for a given reaction as well as creating transferable physical principles to understand

catalyst activity. Adsorption energies on a catalyst surface are linearly correlated to each other.

For example the binding energy of CH, CH2 and CH3 are all linearly correlated to the binding

energy of C on surface.1 These types of correlations also occur between catalyst surfaces. One

example is the use of the Nitrogen binding energy to form a so-called volcano plot for the am-

monia synthesis reaction to predict the surfaces with the most optimal binding energy.95 These
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linear correlations mean that DFT errors will be systematic, meaning differences in adsorption

energies are fairly accurate. Additionally, a significant amount of the complex physical pro-

cesses occurring in the working catalyst will affect the adsorption energy of species in similar

ways. While in silico modeling cannot yet reach quantitative, chemical accuracy, it can ac-

curately compare trends across species and catalyst surfaces and prove predictive in catalytic

design..

The objective of this research is to create transferable physical principles of catalyst perfor-

mance and predict new catalysts in collaboration with experimental results, all with the goal

of furthering rational catalyst design. We do this by utilizing state-of-the-art DFT methodolo-

gies, leveraging correlations between energetics and determining methods to model the most

relevant physics for catalysis.

0.3 Overview

In Chapter 1, I present the microkinetic modeling code Micki. Not only does this code create

an easy-to-use interface for the traditional framework used in microkinetic modeling, it also

offers new ways of modeling important physical processes that are often missing from mi-

crokinetic models, such as mass transport limited adsorption, lateral surface interactions and

multidentate binding. In Chapter 2, Micki is used to build microkinetic models of the aerobic

esterification of primary alcohols on both Pd(111) surfaces and a PdTe(111) system. Compar-

isons between the models establish the role of Te atoms in the promotion of the reaction.

Chapter 3 details the analysis of 2e− oxygen reduction (ORR) catalysts for the electrochem-

ical synthesis of H2O2. By developing computational descriptors to assess the activity, selec-

tivity and stability of a catalyst, we compare the performance of three cobalt dichalcogenides

catalysts. In tandem with experimental collaborators, this work led to the discovery of the best
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two electron ORR catalysts in acidic media to date. Chapter 4 employs the framework devel-

oped in chapter 3 to investigate nickel dichalogenides and nickle cobalt alloy dichalcogenides

for 2e− ORR to identify potential avenues of future experimental investigation. Finally, in

Chapter 5, we modify Micki to model electrochemical reactions and build microkinetic mod-

els of two cobalt dichalcogenide catalysts for two electron ORR with experimental validation.



9

1
Micki: A Python-Based Object-Oriented

Microkinetic Modeling Code
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Reproduced in part with permission from Hermes, E. D.; Janes, A. N.; Schmidt, J.R. Micki:

A python-based object-oriented microkinetic modeling code. J. Chem. Phys. 2019, 1(151),

014112.61

EDH wrote the initial draft of the Micki code and performed electronic structure calcua-

tions for the water gas shift model. ANJ prepared the manuscript and addressed reviewer com-

ments, completed the working example of the water gas shift microkinetic model, and derived

the mathematical description of the plug flow reactor. Additionally, as the first user of Micki,

ANJ contributed towards testing and refining the code for both accuracy and usability.

1.1 Introduction

Kinetic modeling is a powerful tool for simulating and interrogating complex reaction net-

works. It can be used to extrapolate experimental data to alternative reaction conditions or pre-

dict the behavior of a complex reaction network from first-principles electronic structure data.

Perhaps most importantly, the resulting kinetic models also provide insight into the ways in

which a catalytic process can be optimized by identifying rate-limiting steps or rate-inhibiting

side-pathways.

Atomically-detailed kinetic models (e.g. kinetic Monte Carlo) of heterogeneous catalytic

reaction networks are impractical for all but the simplest systems, necessitating several com-

mon approximations to make progress. One such approximation is the mean field approxi-

mation, where the local surface occupation of a species is represented by a single (average)

concentration. This is the approach used in microkinetic modeling, in which a reaction net-

work is expressed as a system of differential algebraic expressions that are amenable to nu-

merical solution.27 Currently, most microkinetic modeling packages are not open source (e.g.

CHEMKIN142) or are designed with a particular application in mind (such as descriptor-based
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catalyst screening or gas-phase combustion) and are therefore insufficiently general for the

purpose of modeling arbitrarily-complex reaction networks.40,44,112 For example, Cantera44

is software suite written in C++ for solving systems of chemical kinetics equations and was

designed primarily to model gas-phase kinetics and with mass/heat transport. The package

requires manual declaration of rate equations and appears to be limited to Arrhenius rate ex-

pressions. CatMAP is another popular microkinetic modeling package,112 but is designed

mainly to perform catalysis screening using scaling relations and scanning over a variety of

user-specified descriptors. Given the focus on catalyst screening, CatMAP lacks the flexi-

bility to model various reactor types (e.g. batch reactor vs. plug flow) and lacks integration

with a fully featured high-performance differential equation solver (e.g. Sundials). Many stud-

ies forego the use of microkinetic modeling packages altogether, instead relying on custom-

written scripts (often in Matlab or Python) which explicitly invoke the underlying differential

equation solver.46,76,7,170,20 This approach, while mathematically sound, fails to create a clear

distinction between the high-level view of a microkinetic model (as a web of reactions be-

tween chemical species) and the low level view (as a system of differential equations). This

greatly increases the difficulty in developing, using, modifying and teaching microkinetic

modeling and thus limits the growth of the scientific field.

This motivated us to develop our own code: Micki. Micki utilizes a modern, object-oriented,

modular design that exploits analogies familiar to chemists (reactants, reactions, energies,

entropies...) and interfaces with common electronic structure codes (such as VASP) via the

Atomic Simulation Environment (ASE)90. Because Micki uses symbolic expressions to rep-

resent reaction rates, it is possible to introduce lateral interactions and other modifications to

model parameters of arbitrary functional form. It is also fast and thus capable of performing

many simulations under varying initial conditions or differing model parameters. This enables

Micki to perform sensitivity analysis and/or to fit the model parameters to prior experimental
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observations.

In the following sections, we first derive the thermodynamic and kinetic parameters neces-

sary for first-principles microkinetic modeling, including aspects that are typically neglected

in other rigorous derivations (lateral interactions, multi-dentate binding). Next, we detail the

novel functionality present in Micki, which allows the package to account for diffusion lim-

ited reactions, thermodynamically consistent lateral interactions and Brønsted–Evans–Polanyi

(BEP) estimates of changes in barrier height. Third, we explain the basic structure of the code,

including sample input and output. Finally, we provide an example application of Micki to

model the water gas shift (WGS) reaction on Pt(111) and compare our results to prior experi-

mental and microkinetic modeling results of Grabow et al.46

1.2 Thermodynamic and Kinetic Parameters

Within standard microkinetic models, the catalytic system of interest is divided into two phases:

the vapor or fluid phase, which contains reactants and products, and the catalyst surface. The

fluid phase is treated as a mean field, meaning that species are characterized by a homoge-

neous concentration. Adsorption of species from the fluid phase onto the surface is governed

by the rate of their collisions with the catalyst surface. The surface is represented as a lattice,

where each site can be occupied by at most one adsorbate at a time. Each adsorbate on the

catalyst surface is represented by a mean-field coverage.

A microkinetic model requires, as input, a list of all plausible catalytic elementary reac-

tion steps. The thermodynamic and kinetic parameters of the model are then calculated using

quantum chemistry and statistical thermodynamics or fit to experimental measurements; these

approaches can also be combined, where experimental data is used to refine parameters that

have been estimated from first principles, as will be shown later.
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Given a set of elementary reactions, {ri}, Micki constructs an expression for the overall flux

of each species Ci

dCi
dt

=

Ni∑
n=1

rn −
Mi∑

m=1
rm (1.1)

where rn is a reaction that forms Ci and rm is a reaction that consumes Ci. This set of {dCi
dt }

for all species i in the system form the set of differential equations that must be solved numeri-

cally.

1.2.1 Partition functions

Microkinetic models require estimates of rate constants and related equilibrium constants for

each elementary step. We calculate these quantities using the ideal gas partition function for

the fluid phase (corrected for solvation, if required) and the mean field lattice partition function

for the catalyst surface. The partition function for the full system is therefore a product of these

two subsystems.

Ideal Gas

The fluid phase is frequently treated as an ideal gas mixture, whose partition function is given

by the standard form

Qideal gas({Ni}) =
∏

i

qNi
i

Ni!
, (1.2)

where qi is the one-particle partition function for species i. This one-particle partition function

can be decomposed into translational, rotational, vibrational, and electronic contributions

qfluid
i = qtrans

i qrot
i qvib

i qelec
i , (1.3)
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as defined in McQuarrie.111

Solvated Species

For solvated species, we correct the ideal gas partition function by modifying qfluid
i to include

solvation effects via estimates of ΔGsolv, a free energy of solvation. Possible approaches for

estimatating ΔGsolv include computational estimates calculated using a polarizable continuum

model (as in our prior work60) or obtained using prior experimental data (e.g. Henry’s law

constants).

Lattice

Figure 1.1: Graphical representaধon of a fcc(111) surface with hexagonal geometry with laষce constant a. Each
atom has 6 nearest neighbors

The lattice is characterized by its geometry (e.g. hexagonal, square) and the characteristic

area of each site. For example, the (111) surface of an FCC metal has a hexagonal geometry,

with each site adjacent to 6 other sites, and the area of each site given by
√

3
4 a2, where a is
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the lattice constant of that metal. This is illustrated in figure 1.1. Given a lattice of M sites,

occupied by Ni of adsorbate i, and assuming each adsorbate occupies only a single site, the full

partition function for the lattice is

Qlatt({Ni}) =
∏

i

Ni∏
n=1

(
M −

∑
j<i Nj − (n − 1)

)
n

qi (1.4)

=
M!

(M −
∑

i Ni)!

∏
i

qNi
i

Ni!
(1.5)

=
M!

N∗!

∏
i

qNi
i

Ni!
, (1.6)

where we have defined N∗ ≡ M −
∑

i siNi to be the number of vacant sites on the lattice. The

one-particle partition function qi can be written as

qadsorbate
i = qhind−trans

i qhind−rot
i qvib

i qelec
i . (1.7)

qvib
i and qelec

i have the same form as for the ideal gas, while qhind−trans
i and qhind−rot

i correspond

to hindered translation and hindered rotation on the surface. There are a number of ways to

account for these hindered motions, but herein we shall treat all molecular degrees of freedom

as vibrations. Note that Qlatt is very similar to Qideal gas, with the exception of the first term,
M!
N∗!

. This term enforces the indistinguishability of vacant sites, such that Q({Ni = 0}) =

1. While this derivation specifically refers to the catalyst surface as a lattice (i.e. fcc(111)),

this derivation and resulting code implementation are general and can be used to model any

arrangement of catalyst active sites (e.g. metal oxides or zeolites).
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1.2.2 Multidentate Binding

The above expressions are standard results utilized in nearly all microkinetic models and are

appropriate for describing heterogeneous catalytic reaction networks involving small adsor-

bates at low coverage. To better account for larger adsorbates, we now extend these results to

account for multidentate binding of an adsorbate to the surface.

For a lattice containing adsorbates that bind simultaneously to two or more lattice sites, the

partition function depends on the number of possible orientations for such an adsorbate on the

lattice. If the lattice sites required to bind a multidentate adsorbate are assigned one at a time,

then while the first site can be any of the N∗ vacant sites, subsequent sites must be adjacent to

the previously assigned site. For any given binding site, within the mean field approximation,

the probability that the site is unoccupied and thus counts towards a possible binding geometry

is

p =
M − N∗

M
. (1.8)

For an adsorbate that occupies multiple sites, given that we have assigned the first site, the

number of possible choices for the second site is

σ∑
m=1

m

σ

m

 pm(1 − p)σ−m = σp, (1.9)

where σ is the number of nearest neighbors for each lattice site.

In the mean field approximation, the probability p that a given site is free will be the same

for all sites. For example, if we are considering the number of orientations available for the

second site of a bidentate adsorbate, and we have already assigned Nx sites for other adsor-
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bates, then in the mean field approximation, p will be

p =
M − Nx − 1

M
. (1.10)

The 1 in the numerator accounts for the site already occupied by the first part of the adsorbate.

For species occupying three or more sites, we can reuse the expression in Eq. 1.9 and re-

place σ with the number of possible orientations for the third and any subsequent binding site.

We define σ i,k to be the number of different possible orientations for the kth site of species i,

given that all sites ≤ k have already been assigned. In general, we can write the partition func-

tion as

Qlatt =
∏

i

Ni∏
n=1

[
qi

(
M −

∑
j<i sjNj − si (n − 1)

n

)
×

si∏
k=2

σ i,k

(
M −

∑
j<i sjNj − si (n − 1)− k + 1

M

)]
(1.11)

=
M!

N∗!

∏
i

( σ iqi
Msi−1

)Ni 1
Ni!

, (1.12)

where si is the number of sites to which species i binds, σ i,k is the number of possible orienta-

tions for the kth site of species i, and

σ i =

si∏
k=2

σ i,k (1.13)

is the the “symmetry number” for adsorbate i. Note that in this formalism, σ i,2 = σ
2 if the ad-

sorbate has end-to-end symmetry, and σ i,2 = σ if it does not. This eliminates double-counting

arising from the indistinguishability between orientations of a molecule when it is flipped end-

to-end.

Thus, the full partition function for a system comprising a fluid and a lattice can be written
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as

Q =
M!

N∗!

fluid∏
i

qNi
i

Ni!

adsorbate∏
j

( σ jqj

Msj−1

)Nj 1
Nj!

. (1.14)

1.2.3 Equilibrium and rate constants

Equilibrium constants

Using standard expressions, the equilibrium constant Keq for a fluid phase reaction is

K
−◦
eq =

ρC/ρ
−◦

C(
ρA/ρ

−◦
A
) (

ρB/ρ
−◦
B
) =

q−◦
C

q−◦
Aq−◦

B
= exp

[
−ΔG−◦

rxn
kBT

]
, (1.15)

where q−◦ is the partition function evaluated at the volume corresponding to the reference

system concentration. We have also defined the free energy of reaction ΔG−◦
rxn in a particular

choice of reference state such that

ΔG
−◦
rxn = μ−◦

C − μ−◦

A − μ−◦

B (1.16)

μ−◦

X = −kBT ln
[
q
−◦
X

]
, (1.17)

which is the standard definition for the chemical potential of a given species.

The chemical potential of a species in the lattice is easily obtained from Eq. 1.14,

μi = −kBT ln
[
θsi
∗ σ iqi
θ i

]
. (1.18)

where θ∗ is the fraction of empty lattice sites, N∗/M, and θ i is the fraction of lattice sites occu-

pied by species i, Ni/M.
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For example, the equilibrium condition for the on-lattice reaction

A ∗+B ∗ C ∗ ∗ (1.19)

is

K
−◦
eq =

θC
θAθB

=
σCqC

σAqAσBqB
= exp

[
−ΔG−◦

rxn
kBT

]
. (1.20)

This is the standard expression for the equilibrium constant for an on-surface reaction with the

exception of the σX terms. In general, σX = 1 for adsorbates occupying only a single site. The

free energy of this reaction is

ΔG
−◦
rxn = μ−◦

C − μ−◦

A − μ−◦

B (1.21)

μ−◦

X = −kBT ln [σXqX] (1.22)

= −kBT ln [qX]− kBT ln [σX] , (1.23)

where the last term in Eq. 1.23 corresponds to the configurational contribution to the free en-

ergy.

If the number of sites occupied by the reactants is different from the number of sites occu-

pied by the products, the equilibrium condition changes slightly. For example, for a reaction of

the form

A ∗+B ∗ C ∗+∗, (1.24)

the equilibrium constant is given by

K
−◦
eq =

θCθ∗
θAθB

=
σCqC

σAqAσBqB
= exp

[
−ΔG−◦

rxn
kBT

]
. (1.25)



20

Generalizations of these expressions to other reaction stoichiometries are self-evident.

For an adsorption reaction of the form

A ∗+ ∗ A∗, (1.26)

the equilibrium constant is

K
−◦
eq =

θA(
ρA/ρ

−◦
A
)
θ∗

=
σAqads

A

qfluid,−◦
A

= exp

[
−ΔG−◦

rxn
kBT

]
(1.27)

where qads is the partition function for the adsorbate and qfluid is the partition function for the

fluid-phase species. The free energy of reaction is

ΔG
−◦
rxn = μads,−◦

A − μfluid,−◦
A , (1.28)

where the free energy of fluids is described by Eq. 1.17 and the free energy of adsorbates is

described by Eq. 1.23.

Rate constants

The standard transition state theory rate expression can also be equivalently generalized to

account for multidentate adsorption of reactants, products, and transition states. For an on-

lattice reaction of the form

A ∗+B ∗ AB‡ ∗ ∗ C ∗ ∗, (1.29)
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where AB‡ is the transition state connecting the reactants A + B to the product C, the rate

expression is given by

r = kforθAθB − krevθC. (1.30)

The transition state theory rate constants are then given by

kfor =
kBT
h

σAB‡q′AB‡

σAqAσBqB
=

kBT
h

exp

[
−
ΔG‡

for
kBT

]
(1.31)

krev =
kBT
h

σAB‡q′AB‡

σCqC
=

kBT
h

exp

[
−ΔG‡

rev

kBT

]
, (1.32)

where q′AB‡ is the partition function for the transition state with the mode perpendicular to the

transition state dividing surface removed. ΔG‡ is defined analogously to the previous section,

where the transition state is considered to be the product species. The free energy of the tran-

sition state is calculated in exactly the same way as the free energy of any other species in the

model, except that the imaginary-frequency vibrational mode corresponding to the reaction

coordinate is excluded from the species degrees of freedom. These expressions for the rate

constant are valid regardless of the number of lattice sites occupied by species A, B, AB‡, or

C, and are trivially generalized to other reaction stoichiometries.

For adsorption reactions of gas-phase species of the form,

A + ∗ A∗, (1.33)
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the rate constant is described by collision theory,

r = kadsρAθ∗ − kdesθA (1.34)

kads = S0NavAsite

√
kBT

2πmA
(1.35)

kdes =
kads
Keq

, (1.36)

where S0 is the sticking coefficient, Nav is Avogadro’s number, Asite is the area of a single ad-

sorption site on the lattice, and mA is the mass of species A. This expression can be derived

both from the kinetic theory of gasses and from transition state theory, in which the transition

state is considered to be the gas-phase reactant confined to a two-dimensional box with area

Asite.

1.3 Mass Transport

Many heterogeneously catalyzed reactions occur in the presence of solvent rather than in

the vapor phase. In order to accurately model kinetics of reactions of species in the fluid

phase and adsorption/desorption kinetics from the surface, we must account for diffusion and

mass transport limitations. Here, we present expressions that are used by Micki to account

for diffusion-limited fluid-phase reactions as well adsorption from (or desorption to) the fluid

phase.

Fluid Phase Reaction

For a diffusion-controlled reaction in the solution phase of the form

A + B C, (1.37)
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the rate expression is

r = kforρAρB − krevρC, (1.38)

where

kfor = 4πDR (1.39)

krev =
kfor
Keq

, (1.40)

where D = DA + DB is the relative diffusion constant between species A and B and R =

RA + RB is the sum of the effective radii of species A and B123. This expression assumes that

the reaction is fast and barrierless upon collision of species A with B.

Mass-Transport Limited Adsorption

Adsorption of solution-phase species does not obey collision theory kinetics, as mass transport

occurs through much slower diffusive, rather than ballistic, motion. One can assume that the

layer of solution that is in direct contact with the lattice surface will be in equilibrium with

the surface adsorbates, but adsorption of species from the bulk liquid or desorption of species

into the bulk liquid will be much slower and limited by diffusive transport. To model this, we

construct an equilibrium-diffusion model for adsorption of solution-phase species. For such a

model, the rate constants for adsorption and desorption are

kads =
DAAsite

θ∗L
(1.41)

kdes =
kfor
Keq

, (1.42)
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Figure 1.2: Schemaধc illustraধon of diffusion-limited adsorpধon model. Species A is represented by orange, and sol-
vent (i.e. methanol) is represented by blue. L is the diffusive layer thickness, ρA(∞) is the concentraধon of species
A in the bulk soluধon, ρA(0) is the concentraধon of species A in the soluধon in direct contact with the catalyst sur-
face, J is the net flux of species A towards the catalyst surface, Keq is the equilibrium constant for the adsorpধon
of species A to the catalyst surface, θA is the coverage of species A on the catalyst surface, and θ∗ is the fracধonal
number of unoccupied sites on the catalyst surface. Reprinted with permission from ref. 60. Copyright 2018 Ameri-
can Chemical Society.
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where DA is the diffusion constant for species A, Asite is the area of a single adsorption site,

θ∗ is the fraction of vacant sites on the lattice, and L is the diffusion length separating the

well-mixed bulk liquid from the lattice surface. A detailed derivation of these rate constants

is given by Hermes et al.60

1.4 Lateral Interactions

The binding energy of a species is highly dependent on the surface coverage. We derive a

thermodynamically consistent method to account for the interactions of species on the sur-

face. This interaction is not only limited to intermediates but also affects the energy of tran-

sition states. Therefore, we use Brønsted–Evans–Polanyi relations to estimate how coverage-

dependant interactions will modify the energy of transition states.

1.4.1 Adsorbate-Adsorbate Interactions

The mean field approximation often fails to accurately represent realistic catalyst surfaces due

to the lack of any interactions between adsorbates. It is therefore common to include an effec-

tive description of these lateral interactions to supplement the mean field approximation.

Our approach to lateral interactions considers the total (free) energy of the catalyst surface

as a many body expansion in terms of the number of adsorbed surface species,

G ≈ G0 +
adsorbates∑

i
Niμ0

i +
adsorbates∑

i,j

NiNj

M
Eij + . . . . (1.43)

Here, G is the total free energy of the catalyst, G0 is the free energy of the bare catalyst, μ0
i

is the chemical potential of species i on the catalyst at infinite dilution (i.e. in the absence of

any adsorbate-adsorbate interactions), and Eij is the second-order lateral interaction energy
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between species i and j. Note that this expression is not consistent with the partition func-

tion described by Eq. 1.14, which contains no energetic cross-terms between adsorbates. To

include these cross-terms in the partition function, we introduce corresponding terms in the

many body expansion of the free energy,

qij... = exp
[
−

Eij...

kBT

]
. (1.44)

This allows us to write the partition function as

Q =
M!

N∗!

(fluid∏
i

qNi
i

Ni!

)(adsorbate∏
i

( σ iqi
Msi−1

)Ni 1
Ni!

)adsorbate∏
i,j

qNiNj/M
ij

 . . . (1.45)

From this, we can obtain the chemical potential for each species,

μi = −kBT
d lnQ
dNi

= −kBT ln
(
θsi
∗ σ iqi
θ i

)
+ 2θ iEii +

adsorbates∑
j ̸=i

θ jEij + . . . , (1.46)

where we have defined θ i ≡ Ni/M. This expression is consistent with Eq. 1.43, as the chemi-

cal potential is also defined as

μi =
dG
dNi

= μ0
i + 2θ iEii +

adsorbates∑
j ̸=i

θ jEij + . . . , (1.47)

where we can see that

μ0
i = −kBT ln

(
θsi
∗ σ iqi
θ i

)
. (1.48)

One important implication of this result is that lateral interactions must be symmetric to
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ensure thermodynamic consistency. For example, if species i is destabilized by species j,

Ei = E0
i + θ jEij, (1.49)

then species j must also be destabilized by species i,

Ej = E0
j + θ iEij. (1.50)

Note that this relation is often violated in other (ad hoc) treatments of lateral interactions. In

practice, only a few species will typically dominate the bulk of the catalyst surface, so binding

energy dependence on the coverage of minority species can be ignored.

1.4.2 Coverage-dependent transition state energies

These coverage-dependent interaction energies, Eij, can be obtained from a series of calcula-

tions at varying coverages of the coadsorbates. However, this approach is often not feasible for

transition states due to the computational effort involved with the optimization of saddle points

and the large number of calculations that must be performed to calculate lateral interaction

energies. An alternative approach is to determine the lateral interaction energies of transition

states using the Brønsted-Evans-Polanyi (BEP) principle to estimate the influence of lateral in-

teractions of the transition state from the lateral interactions of the minima it connects. Using

standard linear free energy relationship, the free energy barrier of a class of similar reactions is

related to the free energy of the reaction,

ΔG‡ = αΔG + β, (1.51)
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where ΔG‡ is the reaction activation free energy, α is a parameter that characterizes the late-

ness of the reaction, and β is the activation free energy corresponding to a thermoneutral re-

action.115,97,30,14 If α is known, it can be used to approximate the change in free energy of the

transition state due to lateral interactions as a linear combination of the reactant and product

lateral interactions,

ΔG‡ ≈ ΔE‡ = (1 − α)ΔER + αΔEP, (1.52)

where ΔEi is the correction to the energy of species i, including lateral interactions.

We estimate α by the forward and reverse activation free energy barriers,

α ≈
ΔG‡

for

ΔG‡
for + ΔG‡

rev
. (1.53)

where ΔG‡ is the forward or reverse energy barrier at zero coverage.

If a species includes a constant correction to the free energy (such as adsorbed CO to match

experimental values), Equations 1.52 and 1.53 include those corrections.

1.5 Micki

Micki incorporates the above formalism into an efficient, user-friendly, general purpose mean-

field microkinetic modeling code. The code is modular, Python-based, and object oriented,

employing paradigms that are familiar to chemists (Gas, Adsorbate, Reaction...). Because

Micki represents reaction rate expressions symbolically, it is straightforward to introduce

lateral interactions and/or reaction parameters of arbitrary functional form. These symbolic

expressions are passed to Fortran, where the model is efficiently solved. This allows for sensi-

tivity analysis and/or model optimization to prior experimental observations. The remainder of

this section outlines the required input, the generated output, and describes the various reactor
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types that can be modeled using Micki. The examples employed in this section correspond to

the water-gas shift (WGS) reaction, which is analyzed in more detail in a subsequent section.

1.5.1 Input file

Micki is primarily intended for first-principles microkinetic modeling, and as such expects the

user to have prepared electronic structure calculations and vibrational frequency analysis for

all minima and transition states. Currently, Micki is only capable of reading the vasprun.xml

or OUTCAR files generated by VASP. However, since Micki utilizes the Python environment

ASE90 to read and store the results of electronic structure theory calculations, Micki can triv-

ially be extended to any code supported by ASE.



30

1 #!/usr/bin/env python
2

3 from micki import Adsorbate, Gas
4 from ase.io import read
5 from ase.db import connect
6

7 sp = {} #create dictionary of all species
8 sp[’co_g’] = Gas(’co_g/freq/vasprun.xml’,
9 label=’co_g’,

10 freqs=None,
11 symm=1,
12 spin=0.,
13 eref=None,
14 rhoref=1.,
15 dE=0.)
16 sp[’h2o_g’] = Gas(’h2o_g/freq/vasprun.xml’,
17 label=’h2o_g’,
18 symm=2)
19

20 sp[’slab’] = Adsorbate(read(’pt/vasprun.xml’),
21 label=’slab’,
22 freqs=[],
23 ts=False,
24 spin=0.,
25 sites=[],
26 lattice=None,
27 eref=None,
28 dE=0.,
29 symm=1)
30 sp[’co’] = Adsorbate(’co/freq/vasprun.xml’,
31 label=’co’,
32 freqs=None,
33 ts=False,
34 spin=0.,
35 sites=[sp[’slab’]],
36 lattice=None,
37 eref=None,
38 dE=0.,
39 symm=1)
40 sp[’cooh’] = Adsorbate(’cooh/freq/vasprun.xml’,
41 label=’cooh’,
42 sites=[sp[’slab’]])
43

44 sp[’ho-h’] = Adsorbate(’ho-h/freq/vasprun.xml’,
45 label=’ho-h’,
46 sites=[sp[’slab’], sp[’slab’]],
47 symm=2,
48 ts=True)
49

50 with connect(’my_micki_db.json’) as con:
51 for name, species in sp.items():
52 species.save_to_db(con)

Lisধng 1: An example of how to read in the output files from VASP frequency calculaধons.
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Listing 1 illustrates how to read in the output from VASP frequency calculations. Line 15

illustrates all options available to the Gas class, which calculates the free energy of a species

under the ideal gas approximation. For lines 16 through 18, arguments corresponding to the

default settings have been omitted. Rather than explicitly passing the vibrational frequencies to

the Gas class, these vibrational frequencies are automatically determined by diagonalizing the

Hessian matrix contained within the vasprun.xml output file.

Beginning on line 29, species corresponding to adsorbates on the surface are read, starting

with the bare slab itself. The Adsorbate class treats all adsorbate degrees of freedom under the

harmonic oscillator approximation. For the bare slab, we use the read method from ASE and

explicitly pass an empty list of frequencies, as we do not consider the motion of metal atoms in

our vibrational frequency analysis. The Adsorbate class takes an additional argument, sites,

which is used to ensure proper site balancing when writing reactions by specifying the ob-

ject(s) corresponding to the bare site(s) to which the adsorbate is bound. The ”sites” argument

is also the means by which the user can specify that an adsorbate exhibits multidentate bind-

ing, or to distinguish between different kinds of adsorbates sites (e.g. step vs. terrace). For

lines 30 through 39, all arguments for a species in the Adsorbate class, including defaults, are

explicitly shown. For lines 39 through 42, all default arguments have been omitted. Line 48

shows an example of reading the transition states frequencies; other than the ts=True argu-

ment, this is identical to the case of reaction intermediates.

On lines 50 through 52, the newly created thermodynamic objects are saved to an ASE

database file. The database file can be read in with a later script that runs the microkinetic

model. With the exception of the dE argument (an optional empirical shift to the binding

energy), all other settings are saved in the data field of the ASE database. Using an ASE

database to store the species of a microkinetic model not only speeds up the process of run-

ning the microkinetic model itself, but also allows one to quickly inspect and analyze the
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species using normal ASE utilities.

1 #!/usr/bin/env python
2

3 from micki.db import read_from_db
4 from micki import Reaction, Model
5 from ase.units import m, _k, _Nav
6

7 sp = read_from_db(’my_micki_db.json’, eref=[’slab’, ’co_g’, ’h2o_g’, ’h2_g’])
8

9 sp[’co’].dE = 0.09496182099234107 # Shift to match experiment binding enthalpy
10 sp[’oh’].dE = -0.217133501 # Shift to match experimental TOFs
11

12 sp[’co’].lateral = 2*0.784423808 * sp[’co’].symbol
13

14 sp[’o’].lateral = 1.147079243 * sp[’co’].symbol + 2*1.11913902 * sp[’o’].symbol
15 sp[’co’].lateral += 1.147079243 * sp[’o’].symbol
16

17 sp[’h’].lateral = 0.237728186 * sp[’co’].symbol
18 sp[’co’].lateral += 0.237728186 * sp[’h’].symbol

Lisধng 2: An example script showing how to read in the database and set lateral interacধon parameters.

Listing 2 illustrates the beginning of a new script in which the previously-created database

is read. On line 7, a dictionary of thermodynamic objects is recreated from the database, and

the energies of all species are shifted so as to set the energies of the defined species to 0 while

maintaining all relative energies. The eref argument must have as many species as there are

unique elements and every element must appear at least once in this set of species. If eref is

passed the elemental form of each atom (e.g. graphite for carbon, dioxygen gas for oxygen,

etc.), then the energy of each species in sp is its formation energy. eref is also necessary to

accurately account for the correct number of catalyst atoms on both sides of a chemical equa-

tion for reactions that involve multidentate binding.

On lines 9 and 10, the energy of adsorbed CO and OH are shifted to match experimental re-

sults. Starting on line 12, the lateral interaction energies between adsorbates are defined. Each
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thermodynamic object has a corresponding symbol attribute, which is a sympy symbol object

corresponding to the coverage of that species in the model. Lateral interactions are defined

as symbolic expressions which modulate the energy according to the instantaneous coverage

of the species in the model. Here, lateral interactions are taken as linear functions of species

coverages, but in general this can be any well-behaved expression. Thermodynamic balance is

ensured by making all lateral interactions symmetric between species (for example, compare

lines 17 and 18).

1 rxns = {’co_ads’: Reaction(sp[’co_g’],
2 sp[’co’],
3 method=’STICK’),
4 ’ho-h’: Reaction(sp[’h2o’],
5 sp[’oh’] + sp[’h’],
6 ts=sp[’ho-h’]),
7 ’o-h-oh’: Reaction(2*sp[’oh’],
8 sp[’o’] + sp[’h2o’],
9 method=’DIEQUIL’),

10 ’oco-h-oh’: Reaction(sp[’cooh’] + sp[’oh’],
11 sp[’co2_g’] + sp[’h2o’],
12 method=’EQUIL’)}
13

14 Asite = np.sqrt(3) * 3.8966**2 / (4 * m**2) # area per site, in m^2
15 T = 548 # temperature, in Kelvin
16 atm2molar = 101325 / _k / T / _Nav / 1000.
17

18 model = Model(T, Asite, reactor=’CSTR’)
19 model.lattice = {sp[’slab’]: {sp[’slab’]: 6}}
20 model.add_reactions(rxns)
21 model.set_fixed([’co_g’, ’h2o_g’, ’h2_g’, ’co2_g’])
22

23 U0 = {’co_g’: 0.145 * atm2molar,
24 ’h2o_g’: 0.208 * atm2molar}
25

26 model.set_initial_conditions(U0)
27 t1, U1, r1 = model.find_steady_state()

Lisধng 3: An example script illustraধng how to set up and run a simple CSTR reactor model.
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Listing 3 contains the second half of the script that began with listing 2. It starts by defining

reactions considered in this model. The rate of adsorption reactions are approximated using

collision theory, which is selected with the method=’STICK’ flag. The rates of reactions with

a known transition state are approximated using transition state theory, which is selected by

passing the thermodynamic object corresponding to the transition state to the Reaction class.

For (barrierless) reactions that do not have a transition state, the argument method=’EQUIL’

will cause Micki to approximate the rate constant in the exothermic direction as (βh)−1, which

is equivalent to transition state theory with an activation energy barrier of zero. For some reac-

tions, however, lateral interactions may cause the reaction to oscillate between exothermic and

endothermic depending on reaction conditions. This can cause unphysically fast rate constants.

In these cases method=’DIEQUIL’ can be used, which estimates the rate constants as

kfor =
1
βh

(
Keq

1 + Keq

)
krev =

1
βh

(
1

1 + Keq

)
.

When Keq ≪ 1 or Keq ≫ 1, this expression reduces to the same approximation as used with

method=’EQUIL’.

On lines 14 and 15, some model parameters are defined. The area per adsorption site is

necessary to determine the rate of adsorption under collision theory, while the temperature is

needed to calculate equilibrium constants and rate constants. The model is created on line 18.

On line 19, the geometry of the catalyst surface is defined by specifying the number of nearest

neighbors for each kind of site included in the model. The first sp[’slab’] term identifies

the site whose neighbors we are specifying, while the second sp[’slab’] indicates the type

of sites that are neighboring the initial site. Since this example considers a simple FCC(111)

surface, there is only one type of site, each of which has 6 nearest neighbors. The reactions are
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added to the model on line 20, and the concentrations of gas-phase species are fixed on line 21

in order to model a simplified continuous stirred tank reactor (CSTR).

The initial conditions of the reactor are defined on line 23. Any species whose initial con-

centration is not specified are assumed to have an initial concentration of 0, with the exception

of empty lattice sites, which is defined such that the sum of all adsorbates and empty sites is

equal to 1. Upon setting the initial conditions in line 26, Micki sets up, compiles, and imports

the Fortran module for solving the differential equations. The find_steady_state method

called on line 27 then runs this code in order to find the steady state concentrations. It returns

three results, t1, U1, and r1, corresponding to the approximate time to reach steady state, the

steady state concentrations (in M, fluid phase) or coverages (fractional, adsorbates), and the

steady state rates, respectively.

In addition to the find_steady_state method, Micki provides a solve method for explicitly

integrating the microkinetic model for a specified time range. This method returns a list of

concentrations and reaction rates at the requested number of time points over the requested

time range. Given these converged results, Micki can perform a variety of analyses to probe

the reaction network.

1.5.2 Sensitivity Analysis

Sensitivity analysis provides an important tool to identify model parameters that are most im-

portant to a particular property of interest, such as turnover frequency or selectivity.15,170,16

The degree of rate control is a metric originally formulated by Campbell that measures the

sensitivity of some output parameter to the rate constants of a particular reaction step,

χRC,i =
ki
P

dP
dki

∣∣∣∣
kj̸=i,Keq

, (1.54)
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where P is some output of the model such as a turnover frequency, and ki refers to both the

forwards and reverse rate constants for step i. Similarly, the degree of thermodynamic rate

control measures the sensitivity of some model output to the energy of a particular reaction

intermediate,

χTRC,n = − 1
βP

dP
dG◦

n

∣∣∣∣
G◦

m ̸=n,G
‡◦
i

, (1.55)

where G◦
n is the free energy of species n, and G‡◦

i refers to the free energy of the transition

state corresponding to reaction step i.

Micki allows the user to explicitly perturb the binding energies of reaction intermediates

and transition states. Furthermore, Micki provides an interface for scaling the rates of individ-

ual reaction steps and the energy, entropy, or free energy of intermediates and transition states

by a constant factor. This flexibility allows the user to quickly and easily perform the numeri-

cal derivatives necessary to calculates χRC or χTRC.
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1 chi_rc = {}
2 rmid = r1[’co_ads’] # as a proxy for CO2 production
3 scale = 0.001
4 for rname, rxn in rxns.items():
5 rxn.set_scale(’kfor’, 1 - scale)
6 rxn.set_scale(’krev’, 1 - scale)
7 model.set_initial_conditions(U1)
8 t2, U2, r2 = model.find_steady_state()
9 rlow = r2[’co_ads’]

10

11 rxn.set_scale(’kfor’, 1 + scale)
12 rxn.set_scale(’krev’, 1 + scale)
13 model.set_initial_conditions(U1)
14 t3, U3, r3 = model.find_steady_state()
15 rhigh = r3[’co_ads’]
16

17 rxn.set_scale(’kfor’, 1)
18 rxn.set_scale(’krev’, 1)
19

20 chi_rc[rname] = (rhigh - rlow) / (2 * scale * rmid)

Lisধng 4: An example script illustraধng how to calculate Campbell’s degree of rate control. This method is included in
the module analysis.py. We use adsorpধon of CO as a proxy for the producধon of CO2. In our reacধon network, all
net adsorpধon of CO must necessarily result in formaধon of CO2. Due to the presence of mulধple CO2-producing
elementary steps, it is easier to measure the net producধon of CO2 by inspecধng the net adsorpধon of CO.
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1 from ase.units import kB
2 from micki import Adsorbate
3

4 chi_trc = {}
5 rmid = r1[’co_ads’] # as a proxy for CO2 production
6 scale = 0.001
7 dE = scale * kB * T
8 for name, species in sp.items()
9 # only calculate chi_trc for adsorbed minima

10 if (not isinstance(species, Adsorbate)
11 or species.ts
12 or name == ’slab’):
13 continue
14

15 species.dE -= dE
16 for _, rxn in rxns.items():
17 rxn.update(T=T, Asite=Asite, force=True)
18 model.set_initial_conditions(U1)
19 t2, U2, r2 = model.find_steady_state()
20 rlow = r2[’co_ads’]
21

22 species.dE += 2*dE
23 for _, rxn in rxns.items():
24 rxn.update(T=T, Asite=Asite, force=True)
25 model.set_initial_conditions(U1)
26 t3, U3, r3 = model.find_steady_state()
27 rhigh = r3[’co_ads’]
28

29 species.dE -= dE
30

31 chi_trc[name] = (rlow - rhigh) / (rmid * scale)

Lisধng 5: An example script illustraধng how to calculate Campbell’s degree of thermodynamic rate control. This
method is included in the module analysis.py.

As an example, consider the target property of interest to be the rate of formation of CO2

under steady state conditions in the water–gas shift reaction we have used as an example. The

degree of rate control for each reaction can be easily calculated, as illustrated in listing 4. Sim-

ilarly, a script illustrating how to calculate the degree of thermodynamic rate control for each

species in the model is illustrated in listing 5.
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Note that as implemented in listing 5, the degree of thermodynamic rate control that is cal-

culated is not identical to its original definition as formulated by Campbell.170 Specifically,

Micki explicitly accounts for the correlation between the energy of a transition state with its

adjoining minima through an approximate Brønsted–Evans–Polanyi-type relationship as out-

lined above. Consequently, perturbations to adsorbate energies will also affect the binding

energy of transition states, and thereby the forward and reverse rates of reactions involving that

adsorbate.

1 rate_order = {}
2 rmid = r1[’co_ads’] # as a proxy for CO2 production
3 drho = 5e-5
4 for name in [’co_g’, ’h2o_g’]:
5 species = sp[name]
6 rhomid = U0[name]
7

8 U0_new = U0.copy()
9 U0_new[name] -= drho

10 model.set_initial_conditions(U0_new)
11 t2, U2, r2 = model.find_steady_state()
12 rlow = r2[’co_ads’]
13

14 U0_new[name] += 2*drho
15 model.set_initial_conditions(U0_new)
16 t3, U3, r3 = model.find_steady_state()
17 rhigh = r3[’co_ads’]
18

19 rate_order[name] = rhomid * (rhigh - rlow) / (2 * drho * rmid)

Lisধng 6: An example script illustraধng how to calculate the rate order of reactants. This method is included in the
module analysis.py.
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1 from ase.units import kB
2

3 rmid = r1[’co_ads’] # as a proxy for CO2 production
4 dT = 0.01
5

6 model.T = T - dT
7 model.set_initial_conditions(U1)
8 t2, U2, r2 = model.find_steady_state()
9 rlow = r2[’co_ads’]

10

11 model.T = T + dT
12 model.set_initial_conditions(U1)
13 t3, U3, r3 = model.find_steady_state()
14 rhigh = r3[’co_ads’]
15

16 model.T = T
17 Ea = kB * T**2 * (rhigh - rlow) / (2 * rmid * dT)

Lisধng 7: An example script illustraধng how to calculate the effecধve acধvaধon energy of a model. This method is
included in the module analysis.py.

It is also simple to calculate the rate order of a particular reactant by numerically perturbing

its initial concentration. An example script illustrating how this can be done is presented in

listing 6. As a final example, the effective activation energy for the formation of a particular

product can be calculated by numerically perturbing the temperature of the model, as illus-

trated in listing 7.

1.5.3 Performance

Given the high-performance SUNDIALS differential equation solver, this whole array of sen-

sitivity analysis can be accomplished very rapidly. For example, the water gas shift example

(presented below) contains 11 reactions and is solved using a complex plug-flow reactor in less

than 6 s on a single core. A more extensive reaction example is given by the esterification of

1-propanol to methyl propionate on a Pd(111) surface.60 This model, with 47 reactions and 75
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species (including transition states), is solved in only 12 s; including full sensitivity analysis

for all 75 species, the time increases to approximately 10 min.

1.5.4 Reactor Models

Micki is fully scriptable and as such can be used to simulate a wide variety of reaction condi-

tions and reactor models. Batch reactors can be simulated by analyzing initial rates and con-

centration as the reaction approaches equilibrium. A (simplified) continuous stir tank reactor

(CSTR) is simulated by fixing the concentrations of a subset of reactants/products and then

solving the resulting system to steady-state, effectively modeling the reaction at infinitely fast

flow. A CSTR is the most common reactor method simulated with microkinetic models.

It is also possible to simulate a steady-state plug flow reactor (PFR). A steady-state PFR is

assumed to be perfectly mixed radially across the plug and (at steady-state) does not change

concentrations in time, but the concentrations do evolve along the length of the reactor. Un-

der such assumptions, we can reduce the set of two-dimensional PFR differential equations

involving both time and space to a one dimensional system of differential algebraic equations

(DAEs) involving the space-time along the reactor tube.43 Fluid phase species evolve over the

length of the reactor by obeying the PFR mass balance equations given by

∂([Ci]A)
∂t

= −Q
∂[Ci]

∂z
+ f({[C], θC})A (1.56)

∂[Ci]

∂t
= −Q

A
∂[Ci]

∂z
+ f({[C], θC}) (1.57)

where Q is the flow rate, A is the cross sectional area of the reactor column and f({[C], θC})

represents the rates of reaction processes that form and consume fluid-phase species Ci. The

first term on the right hand side represents the flow of Ci out of a region of the reactor, while
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the second term represents the generation / consumption of the species due to reactions.

At steady state, the left hand side of the equation is zero and therefore

Q
A

d[Ci]

dz
= f({[C], θC}). (1.58)

Changing variables, dz can be transformed into the space-time dτ,

dτ =
dV
Q

=
Adz
Q

, (1.59)

yielding
d[C]
dτ = f({[C], θC}). (1.60)

For a surface species, θCi , the above derivation is the same, however since surface adsorbed

species are not subject to flow equation 1.58 simplifies to

0 = g({[C], θC}) (1.61)

where g({[C], θC}) represent the possible rates that form and consume surface species C.

The space-time, τ, depends on the number of active sites and the flow rate,

τ =
V
Q
, (1.62)

where Q is the volumetric flow rate. We can express the volume of the reactor as

V =
M
ρ∗

(1.63)

where M is the number of active sites and ρ∗ is the concentration of active sites. This yields a



43

total integration time of

τ =
M

Qρ∗
. (1.64)

The form of Eq. 1.60 is identical to that of a CSTR, but involving space-time along the

reactor (rather than time). Nonetheless, the equation can be numerically integrated using an

identical approach. The initial starting coverages are provided from the CSTR surface con-

centrations at the input fluid concentrations. We calculate the evolution of the PFR along the

reactor length by numerical integration of the DAEs by Δτ (perhaps on a non-uniform grid),

as show in figure 1.3. Numerical integration is performed using the SUNDIALS package.65

Figure 1.3: Graphical representaধon of a PFR. A PFR can be conceptualized as a series of stacked CSTRs with evolv-
ing fluid-phase concentraধons. We solve for the evoluধon of species along the length of the reactor by numerically
integraধng Eqs. 1.60 and 1.61.

The overall conversion of reactants into products is determined by species emerging from

the end of the PFR, i.e. the concentration of the fluid-phase species at τf. The following sec-

tion will utilize Micki’s description of a PFR to model the Water-Gas-Shift reaction on Pt(111).
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1.5.5 Extensions of Micki

The primary focus of Micki is on first-principles microkinetic model generation. An intrinsic

limitation of this first-principles approach is that it requires the identification and enumeration

of all plausible elementary steps, along with calculations of the associated reactants, transi-

tions states, and products. In order to circumvent the need to manually enumerate all possible

reaction pathways, the modular nature of Micki would allow for straightforward integration

with existing automated reaction pathway generators.40

Nonetheless, extension of this purely first-principles approach to extremely large and/or

complex reaction networks will likely be hindered by the computational burden of these nume-

rious species. To mitigate this challenge, it should be possible to extend Micki to incorporate

additional semi-empirical approaches (e.g. group additivity, scaling relations) or experimen-

tal data (e.g. measured binding energies) to supplement ab initio data by providing additional

arguments to the constructors for the Species or Reaction objects.

1.6 Water-gas shift reaction

We use Micki to build a microkinetic model for the water-gas shift (WGS) reaction catalyzed

by Pt(111) in a plug-flow reactor. Grabow et al. previously investigated this reaction under 21

different experimental reaction conditions, while also developing a parallel (first-principles)

microkinetic model whose parameters were subsequently optimized to better match the corre-

sponding experimental results.46 Below, using Micki, we show that the use of self-consistent

lateral interactions, coverage-dependent transition state energies, and dispersion-corrected

DFT yields a microkinetic model that yields qualitatively comparable results even without

parameter optimization, and quantitative results with fewer and smaller adjustments (within

accepted DFT error) as compared with previous first-principles microkinetic models.
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Briefly, Grabow et. al studied the WGS reaction over a 3 wt% Pt/Al2O3 catalyst and 21 dif-

ferent temperatures and/or partial pressures. Using DFT, they parameterized a microkinetic

model whose parameters were subsequently refined to reproduce the experimentally-observed

TOF and to elucidate the dominant reaction mechanism. Notably, they reduced the binding en-

ergy of key surface intermediates OH* and COOH* by 1.09 and 0.9 eV, respectively. We note

that they hypothesize one reason these binding energies must be changed so significantly is

that OH* and COOH* may be bound to step sites or defects (although our analysis did not find

evidence of this). They also independently fit the transition state energies by modifying the

lateness of the transition state via a parameter ω. ω is conceptually analogous to our α param-

eter, but the latter is calculated self-consistently based on the reactant and product energetics

via a BEP relationships (rather than as an independent parameter). They also account for CO

coverage effects of CO via coverage-dependent binding energies that depend exponentially

on the CO coverage (as opposed to the linear dependence that we use as described above). A

summary of their optimized parameters optimized can be found in Grabow et al.46 All subse-

quent comparisons are for Grabow et al.’s condition 7, T=548 K, y(CO)=0.145, y(H2O)=0.208.

We consider only the reactions shown in Table 1.1. Grabow et al. also consider additional

reactions involving formyl and formate, but found that they do not contribute to the overall

activity of the catalyst. Although we initially included them in our reaction network, we also

found that these species do not contribute to the reaction flux and thus removed them from

the reaction network for simplicity. Additionally, we assume that any CO2 formed desorbs

from the catalyst immediately, ignoring the presence of any physisorbed CO2 intermediate;

we validated that at reaction temperatures, CO2 is weakly bound and does not appreciably

accumulate on the surface.
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1.6.1 Methods

All calculations were performed in VASP with the PBE-D3(ABC) dispersion-corrected exchange-

correlation functional and a plane wave basis set.85,86,83,84,135,136,116,10,87 The catalyst surface

was represented by a 3x3 primitive Pt(111) surface with four layers. The bottom two layers

of the slab were fixed to the geometry of the bulk crystal as determined by PBE-D3(ABC),

while the top two layers and adsorbates were relaxed.116 All calculations used a 450 eV plane-

wave cutoff with second-order Methfessel-Paxton smearing with a width of 0.05 eV.113 The

Brillouin zone was sampled by a 3x3x1 Monkhorst-Pack k-point mesh for all calculations in-

volving the catalyst surface. Gas-phase species were calculated in large orthorhombic unit

cells with side length at least 20 Å, and the Brillouin zone was sampled only at the Γ point.131

Geometries were optimized until all forces were less than 0.005 eVÅ−1. The vibrational fre-

quencies of adsorbates were determined by diagonalizing the partial Hessian comprising only

adsorbate degrees of freedom.

The translational and rotational degrees of freedom of gas-phase species were treated un-

der the ideal gas approximation and the rigid rotor approximation, respectively. Vibrational

degrees of freedom were treated under the harmonic oscillator approximation. All adsorbate

degrees of freedom were considered to be vibrational in nature.

The lateral interactions of all adsorbates with CO were considered, as well as the lateral

self-interactions of O.

1.6.2 Optimization

In addition to a purely first-principles microkinetic model, we also considered a model where

several crucial model parameters were slightly optimized in order to quantitatively reproduce

experimental results. Prior to such such refinement, CO, COOH, H and OH all had thermo-
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dynamic degrees of rate control above 0.25 while H2O and O had thermodynamic degrees of

rate control below 0.05. As such, we chose to modify only the binding energies of the first

four species (CO, H, COOH and OH). The binding energy of CO and H on Pt(111) has been

measured experimentally; therefore, we modified the binding energy of adsorbed CO and the

energy of adsorbed H by 0.095 and 0.118 eV, respectively, to match the experimental binding

enthalpy.162 Since the binding energies of OH and COOH are not known experimentally, we

treated their binding energies as free parameters. These parameters were fit by optimizing the

TOF across all experimental conditions using a BFGS optimizer as implemented in SciPy.73

The optimized binding energies of OH and COOH were modified by -0.217 and -0.052 eV,

respectively. Note that, in contrast to Grabow et al., no transition state energies were fit explic-

itly. Rather, these binding energy modifications are propagated self-consistently to the transi-

tion state energies through the α parameter. All four energy modifications are modest and well

within accepted errors of DFT/GGA, and are significantly smaller (and fewer in number) than

those employed by Grabow et al. to match the same data set.

1.6.3 Results

In general, the underlying DFT data agrees fairly well with the prior results of Grabow et al.,

despite the methodological differences (dispersion-corrected PBE-D3(ABC) functional vs the

non-dispersion-corrected PW91 functional; see Table 1.1). These differences occur primarily

in reactions involving adsorbed O and gas-phase CO2. We also see more substantial differ-

ences in the steady-state enthalpies, presumably due to a combination of how the models are

parameterized/optimized to experiment and due to differing treatments of CO coverage effects.

We find a steady state coverage of CO of 43% while Grabow et al. see coverages ranging from

65 to 69% for the various conditions. Note that both models also account for coverage effects

differently. Our model uses a linear interpolation of coverage effects based on DFT calcula-
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Table 1.1: Reacধon enthalpies and enthalpies of acধvaধon for all reacধons considered in this model. All enthalpies
correspond to the steady-state catalyst coverage (including lateral interacধons) observed for the beginning of the
PFR reactor in condiধon 7 and includes all parameter opধmizaধon. In parenthesis are un-opধmized zero coverage
reacধon potenধal energies and potenধal energies of acধvaধon at zero kelvin. Includes zero point energy. All energies
are in eV.

Grabow et. al. This work

Reaction ΔHss (ΔE0) ΔH‡
ss (ΔE‡

0) ΔHss (ΔE0) ΔH‡
ss (ΔE‡

0)

H2O(g) + ∗ H2O∗ -0.19 (-0.19) -0.25 (-0.37)

CO(g) + ∗ CO∗ -1.08 (-1.78) -0.92 (-1.83)

H2(g) + 2∗ 2 H∗ -0.05 (-0.84) -0.53 (-0.94)

H2O∗ + ∗ OH∗ + H∗ 0.21 (0.52) 0.48 (0.75) 0.66 (0.60) 0.82 (0.82)

OH∗ + ∗ O∗ + H∗ 2.76 (0.15) 2.76 (0.97) 0.76 (-0.16) 1.36 (0.90)

2 OH∗ O∗ + H2O∗ 2.55 (-0.37) 2.55 (0.00) 0.09 (-0.76) 0.00 (0.00)

CO∗ + O∗ CO2(g) + 2∗ -2.15 (-0.65) 0.98 (0.98) -1.61 (-0.04) 0.48 (1.10)

CO∗ + OH∗ COOH∗ + ∗ 0.10 (-0.32) 0.46 (0.46) -0.39 (-0.35) 0.18 (0.30)

COOH∗ + ∗ CO2(g) + H∗ 0.51 (-0.18) 0.69 (0.59) -0.47 (0.15) 0.32 (0.54)

COOH∗ + O∗ CO2(g) + OH∗ -2.25 (-0.33) 0.00 (0.23) -1.22 (0.30) 0.00 (0.33)

COOH∗ + OH∗ CO2(g) + H2O∗ 0.30 (-0.70) 0.29 (0.12) -1.13 (-0.45) 0.00 (0.00)

tions while Grabow et al. parameterize an exponential functional form.

Despite the differences between the two models due to differing input energetics, model

assumptions, and optimization strategies, both models predict the same dominant reaction

pathway, reproduce TOFs across a range of conditions and accurately predict rate orders and

activation energies. Additionally, both models indicate the same rate limiting behavior (using

Campbell’s degree of rate control ).15

The dominant reaction pathway begins by adsorbing CO(g) and H2O(g). Subsequently

H2O* splits to form O* and OH*. OH* then reacts with CO* to form COOH*, which de-
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composes to evolve CO2(g) and and form H*. Surface H* then recombines to form H2(g). We

find that essentially 100% of the COOH* undergoes decomposition vs. oxygen- or hydroxyl-

assisted hydrogen abstraction. In contrast, Grabow et al. find that only 87 % of COOH* under-

goes the decomposition reaction.

We also analyzed the results of the microkinetic model without further refinement vs. ex-

periment. We find that while the predicted TOF is approximately two orders of magnitude too

low across all conditions, the mechanism remains unchanged. As such, the mechanism appears

to be robust with respect to small uncertainties in the model parameters.

Figure 1.4: Predicted TOF versus experimental TOF for this work (red) and Grabow et al. (blue).

Both microkinetic models were optimized to reproduce the experimental TOF across a
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Table 1.2: Experimental condiধons and TOF for experiment, Grabow et. al. model and our model for all 21 condi-
ধons. Condiধon 7 is the condiধon referenced in the paper. Temperature is in units of Kelvin, flow rate is in cm3/min
and TOF are in units of [min-1] and

Id # Temp y(CO) y(H2O) y(CO2) y(H2) Flowrate exp. TOF Grabow TOF Micki TOF
1 523 0.154 0.208 0 0 102.9 3.68 3.38 3.44
2 548 0.055 0.208 0 0 85.9 8.56 10.01 7.98
3 548 0.105 0.208 0 0 97.4 8.06 7.51 7.37
4 548 0.137 0.062 0 0 118 3.63 2.93 2.89
5 548 0.144 0.104 0 0 114.8 4.81 4.36 4.28
6 548 0.148 0.145 0 0 108.4 5.56 5.31 5.43
7 548 0.145 0.208 0 0 101.4 7.27 6.87 7.06
8 548 0.106 0.208 0.068 0 106.9 6.05 7.65 7.55
9 548 0.104 0.208 0.109 0 105.6 5.59 7.63 7.55
10 548 0.14 0.208 0.151 0 110.1 6.12 7.01 7.27
11 548 0.102 0.208 0.192 0 109.1 6.03 7.67 7.64
12 548 0.134 0.208 0 0.037 103.5 4.13 4.94 4.20
13 548 0.156 0.208 0 0.037 102.1 2.77 3.21 4.08
14 548 0.13 0.208 0 0.123 105.9 2.67 3.1 2.72
15 548 0.134 0.208 0.177 0.123 95.7 2.67 2.95 2.69
16 548 0.132 0.208 0 0.173 103.8 2.55 2.91 2.35
17 548 0.145 0.208 0 0.191 94.4 2.28 2.38 2.22
18 548 0.159 0.208 0 0.208 101.1 2.29 2.54 2.11
19 548 0.198 0.208 0 0 102.6 7.29 6.31 6.74
20 548 0.223 0.208 0 0 88.3 7.09 5.76 6.34
21 573 0.15 0.208 0 0 103.4 15.44 13.2 13.16
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range of conditions. As can be seen in figure 1.4 and 1.2, our model reproduces the experi-

mental TOFs modestly better than Grabow et al., but with significantly less required refine-

ment. In Table 1.3, we find that we can reasonably reproduce experimental rate orders and

activation energy, quantities that the model is not directly parameterized to reproduce. The

CO(g) rate order is much closer to experimental value than that of Grabow et al. Both our

model and Grabow et al. predict a rate order of H2O(g) that is too large, although our model

is further from the experimental value. Note that the binding energy of H2O(g) was not re-

fined and such refinement may allow for some improvement. The apparent activation energy

is slightly higher than the experimentally observed value, but is only 1.1 kJ/mol outside the

stated experimental error.

Table 1.3: Reacধon orders and apparent acধvaধon energy, with their respecধve error bars, as derived from: (i) exper-
iments based on averaged TOF values for each condiধon, (ii) microkineধc model from Grabow et al. and (iii) microki-
neধc model from this work

Experiment Grabow et al. This work
H2O 0.56 ± 0.05 0.70 0.85
CO -0.14 ± 0.05 -0.37 -0.17
H2 -0.33 ± 0.04 -0.39 -0.39

CO2 0.02 ± 0.09 -0.03 0.00
Ea 71.4 ± 5.2 kJ/mol 67.8 kJ/mol 77.8 kJ/mol

Using Campbell’s degree of rate control, Grabow et al. found that the splitting of water had

a χRC of 0.08, the formation of CO2(g) from decomposition of COOH* and from O* assisted

decomposition of COOH* had χRC values of 0.55 and 0.03 respectively.15 Although OH*

assisted decomposition has a much lower barrier (almost spontaneous) than these other two

decomposition pathways, this pathway is limited by the lack of OH* on the surface. This is

how Grabow et al. explain the promotional effects of H2O.

We find that water splitting as a χRC of 0.23 and the formation of COOH* from CO* and

OH* has a χRC of 0.49. Since the formation of CO2(g) does not proceed through the O* as-
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sisted pathways in our model, we find that those steps have zero rate control. Although we see

the degree of rate control primarily in the formation of COOH* instead of the consumption

of COOH*, this is still consistent with the experimental observation with the promotional ef-

fects of H2O(g). An increase in H2O(g) would lead to more H2O* and therefore more OH*,

thus increasing that rate of formation of COOH*, which is the rate limiting step. Overall, both

our microkinetic model and Grabow’s microkinetic model conclude that the WGS reaction is

limited by the low concentration of OH* on the surface.

1.7 Conclusion

We have developed a general-purpose, Python-based microkinetic modeling code (Micki) that

enables the rapid development and solution of first-principles microkinetic models. Micki in-

corporates several key methodological advancements, including: accounting for multi-dentate

adsorbates; thermodynamically-consistent lateral interactions; coverage-dependent transition

state energies; and treatment of mass transport under solution-phase conditions.

Micki can currently model a wide variety of common reactors, including batch reactors,

CSTRs and PFRs, and is easily extensible to alternative reactors. The code also features built-

in support for various analyses,including χRC and TRC, allow for determination of the domi-

nant reaction mechanism(s), and the rate-/selectivity-determining step(s).

We have also demonstrated a concrete application of Micki to the case of Pt-catalyzed

water-gas shift (WGS). We find that the resulting microkinetic model is able to quantitatively

reproduce prior experimental TOF for this reaction with minimal empirical refinement, and

that the observed mechanism is stable with respect to the expected uncertainty in the DFT-

calculated parameters. The resulting microkinetic model is also in good accord with other key

experimental observables such as rate orders and the apparent activation energy. We antici-
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pate that Micki will dramatically reduce the barriers to the derivation and application of future

first-principles-based microkinetic models for related heterogeneously catalyzed processes.

Micki is an open source software distributed via a GNU Lesser General Public License

v3.0. Micki requires Python 2, Atomic Simulation Environment (ASE), NumPy, SymPy and

Sundials (a C ODE library)90,129,114,65 and should be compatible with any modern operating

system via a Fortran and C compiler. A link to the Micki code and further documentation can

be found on our website, http://schmidt.chem.wisc.edu.

http://schmidt.chem.wisc.edu
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2
The Role of Tellurium Dopants in the

Palladium Catalyzed Esterification of

Primary Alcohols
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Reproduced with permission from Hermes, E. D.; Janes, A. N.; Schmidt, J.R. Mechanistic

Insights into Solution-Phase Oxidative Esterification of Primary Alcohols on Pd(111) from

First-Principles Microkinetic Modeling. ACS Catal. 2018, 8, 272–282.

EDH performed electronic structure calculations for all species on Pd(111) from the reac-

tants to the aldehyde intermediate. All other electronic strcuture calculations were performed

by ANJ. All microkinetic models discussed in detail in this section were created by ANJ.

2.1 Introduction

Solution phase selective oxidation of alcohols to carbonyls is a crucial industrial process for a

variety of synthetic applications from pharmaceuticals to industrial bulk chemicals.160 Aldey-

hdes and esters are of particular interest for the fine chemical industry.182,9,154 These com-

pounds are often synthesized through oxidation of their alcohol analogue, using stoichiometric

amounts of toxic molecular reagents.155 This process is both inefficient and generates sub-

stantial amounts of byproducts.133 Alternatively, these compounds can be selectively oxidized

with environmentally benign molecular oxygen using a heterogeneous catalyst.99 Tradition-

ally, these heterogeneously catalyzed aerobic processes occur over a platinum-group metal

(PGM) such as Pt or Pd155 with activity and selectivity increased by the inclusion of P-block

promoters such as Bi, Te or Pb.33,104,100,99

Te, along with Bi, has been shown to have strong promoting abilities.190,55,140,93 While Bi

is insoluble and likely forms adatoms on the PGM surface128, Te is soluble in Pd and yields

a disordered alloy up to 0.125 mole fraction Te.45,18 Therefore, we predict that Te is likely

incorporated in the catalyst surface, forming a Pd-Te alloy, instead of the adatom model com-

monly used for Bi117,118 and alkali promotion.70 One of the most prominent examples of Te

promotion in industry is the production of tetrahydrofuran, where a Pd-Te intermetallic com-
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pound catalyzes the oxidative diacetoxylation of butadiene (patented by the Mitsubishi corpo-

ration).175,130 Pyruvate can also be formed effectively by oxidizing lactate over a Pd-Te alloy,

although the formation of a Pd-rich intermetallic phase was found to kill catalytic activity.55

The mechanism for oxidative esterification of primary alcohols over PGMs remains unre-

solved. While for some alcohols (such as benzyl alcohol), an aldehyde intermediate can be

measured, for primary alcohols (specifically 1-octanol), no aldehyde intermediate has been

detected.104 Assuming an aldehyde forms but reacts too rapidly for detection, there are sev-

eral proposed mechanisms for aldehyde formation. Under basic conditions, the alcohol can be

deprotonated in solution and then undergo hydride elimination on the surface to form the alde-

hyde.26 However, the reaction has been known to happen in acidic conditions as well, prompt-

ing authors to propose that the alkoxide forms on the surface.25,151 Some have proposed that

instead of breaking the O-H bond in the alcohol, the C-H bond is broken first.180,139

Further oxidation of the aldehyde to form the desired ester has several proposed mecha-

nisms. The aldehyde could undergo oxidation on the surface, which would explain why no

aldehyde intermediate can be measured experimentally.140 Or, the aldehyde could desorb

from the surface and react with an alcohol in solution to form a hemiacetal which subsequently

forms the desired ester product.2,91,110

Experimental measurements of the Pt metal catalyst working potentials indicate that the

alcohol substrate-exposed working catalyst is reduced relative to the oxidized air-exposed rest-

ing catalyst.101,66 However, further surface characterization is limited by the complexity of

performing in situ measurements of liquid-phase heterogeneous catalysts.

Recently, Te along with Bi has been found to promote a Pd catlayst for primary alcohol

oxidation.140,104 The inclusion of both Te and Bi yields better conversion than either indepen-

dently and thus it is likely they promote the catalyst through unique mechanisms.

A number of mechanisms for promotion have been hypothesized. (1) promoter atoms could
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block ensembles of active sites necessary for unwanted side reactions that lead to catalyst poi-

soning32,118,81 such as decarbonylation of the alcohol.153 (2) they could create unique cat-

alytic centers, creating a simultaneous interaction of the adsorbate with both the promoter

and the Pd/Pt atom.189,167 (3) the creation of a bi-functional catalyst, where different reac-

tants/reactions are catalyzed by different surface materials.100,102 Bi-functional catalysts are

often proposed where there is evidence of distinct spatial domains of the PGM catalyst and

promoter (often an oxide). (4) the formation of an alloy or intermetallic, changing the elec-

tronic nature of the surface of the catalyst and creating unique catalytic centers.190,134,55

In order to understand the mechanism of oxidative esterification of primary alcohols with-

out promoters, we use Pd(111)-catalyzed esterifcation of 1-propanol to methyl propionate un-

der basic conditions as a model of aliphatic primary alcohol esterifcation to understand the

reaction pathways. We utilize first-principles microkinetic modeling informed by density

functional theory (DFT) calculations of the catalyst surface and the solution-phase species.

Microkinetic analysis of the reaction network allows us to identify the dominant reaction path-

ways that contribute to the catalytic activity from the large number of possible routes from

propanol to the final ester product. It also facilitates a direct examination of the state of the

catalyst under working conditions and the role of various reactants and reactions. In our work,

We build microkinetic models of both the unpromoted Pd(111) surface and a Te promoted

Pd(111) surface and contrast the results to elucidate that the role of Te promoters is mainly an

electronic effect. Finally, we build a modified unpromoted model that confirms our prediction

of an electronic promotion effect.
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2.2 Theoretical Methods

All calculations were performed at the same level of theory as in Hermes et al.60 Calcula-

tions were performed using the periodic density functional code VASP83,85,86,84. Projector

Augmented Wave (PAW) pseudopotentials were used with a cutoff of 450 eV.10 All calcu-

lations were run using the Python environment ASE.90 Geometry optimizations and vibra-

tional frequency calculations were performed with the PDE-D3(ABC) dispersion-corrected

density functional method and single-point energies were evaluated with the range-separated

HSE06-D3(BJ,ABC) method at the PBE-D3(ABC) geometries.135,136,63,62,68,186,49,50,116 Al-

though more computationally intensive than typical semilocal functionals, the inclusion of

exact exchange has substantial effect on reaction barrier heights and intermediate binding en-

ergies.42,197,201 PBE-D3(ABC) yields a bulk lattice constant of 3.90 Å, which compares favor-

ably to the experimental lattice constant of 3.89 Å.39 The Pd(111) surface was modeled as a 4-

layer 3x3 slab with a 15 Å vacuum gap where the bottom 2 layers were fixed while the top two

layers were allowed to relax. The Brillouin zone was sampled with a 3x3x1 Monkhorst-Pack

k-point mesh.131 Solvation effects on the catalyst surface and adsorbed intermediates were

included through the use of single point GLSSA13 continuum solvation model calculations

using VASPsol with methanol as the solvent at the PBE-D3(ABC) level of theory.? 107,108

Transition states were located using the nudged elastic band method159,58 and were optimized

using the dimer method.64,57,77 All transition states have exactly one imaginary vibrational

frequency corresponding to the reaction coordinate.

Solution phase species were optimized in Gaussian 0937 with the PBE-D3(ABC) method

using the aug-cc-pVTZ basis set28 and the SMD continuum model105 with methanol as the

solvent. SMD was chosen since it was parametrized to reproduce experimental total free en-

ergies of solvation, including the cavitation energy. It should be noted that for periodic cal-
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culations involving the catalyst surface, the GLSSA13 PCM was used instead of SMD. This

was done because SMD is parametrized to reproduce experimental free energies of solvation,

which include contributions arising from the loss of translational entropy of gas-phase species.

This is not relevant for immobile systems, such as adsorbates on the catalyst surface. Simi-

larly, GLSSA13 would predict inaccurate solvation free energies of species in solution because

of its neglect of translational entropy loss. Single-point calculations were performed with and

without solvation correction to determine the free energy of solvation, which was used to cor-

rect the energy of the gas-phase species as determined in VASP (see Figure 2.1). Additionally,

the energy of each species carrying a formal negative charge was determined by performing

calculations of the corresponding neutral radical in VASP and adding to that the electron affin-

ity of that species as determined in Gaussian. Single point calculations were performed using

the HSE06-D3(BJ,ABC) method116 and the energies were extrapolated to the complete basis

set limit using the aug-cc-PVnZ basis sets (n=2 to 5). For more details on how the solvation

energy was applied to both neutral and charged species, see Hermes et al.60

The reaction network was analyzed using the Micki package61 detailed in Chapter 1 which

allows for the construction and solution of microkinetic models from ab initio calculations.

On-surface reaction rate constants were calculated using transition state theory. Reverse rate

constants were chosen such that all of the reactions obey detailed balance. For barrierless

on-surface reactions, transition state theory was used with a free energy barrier of zero eV in

the exothermic direction, resulting in a rate constant of kBT/h. We treat O2(g) as a gas-phase

species and enforce its equilibrium surface converage. This is done because O2 has a low sol-

ubility in methanol and is typically introduced to the system by bubbling gas through the re-

actor. The rates of adsorption of all solution-phase species were calculated using a Langmuir

equilibration−diffusion model (see Chapter 1 Figure 1.2), which is described in detail in Chap-

ter 1. In all of the simulations, a stationary layer thickness of 100 μm was used for diffusion.
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Figure 2.1: Schemaধc illustraধon of energy calculaধons for soluধon-phase species. The energy of a species in so-
luধon under periodic boundary condiধons is approximated as the energy of the species in the absence of solvaধon
under periodic boundary condiধons plus the free energy of solvaধon, which is determined using Gaussian and SMD.
For anions, we calculate the energy of the corresponding neutral radical under periodic boundary condiধons without
solvaধon and then add both the electron affinity and the solvaধon free energy determined using Gaussian and SMD.

This choice of length scale was motivated by a model for the laminar creeping flow of solvent

around spherical nanoparticles with a diameter of 1 nm.

The free energies of adsorbates were calculated by treating all molecular degrees of free-

dom under the harmonic oscillator approximation. Vibrations involving metal atoms were

omitted from the analysis. O2(g) was treated as an ideal gas.

The free energy for adsorbates are calculated as

Gads = Eelec + GvibTSconf, (2.1)

where Eelec is the electronic energy, Gvib is the vibrational free energy, and Sconf is the con-

fgurational entropy. Sconf is zero for all species that occupy only a single adsorption site in

the microkinetic model, and kBlnNconf
σ for species occupying multiple sites, where Nconf is the

number of equivalent configurations of the species on the surface and σ is the symmetry of the

molecule with respect to its binding geometry. Most transition states are considered to take
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up two sites, with Nconf = 6 corresponding to the hexagonal symmetry of the Pd(111) surface.

Most species have a symmetry number of σ = 1, except for symmetrical transition states such

as homolytic cleavage of O2 to two O atoms. The free energy of O2 was calculated under the

ideal gas approximation as

Ggas = Eelec + Gvib + Grot + Gtrans + kBTln(2 ∗ S + 1), (2.2)

where Grot is the rotational free energy, Gtrans is the translational free energy, S is the spin,

and Eelec and Gvib are defined in the same way as for adsorbates. For O2, S = 1, as it is a triplet

in its ground state.

The free energies of solution-phase species were calculated by adding the free energy of

solvation determined by the SMD continuum solvation model to the free energy of the species

in the gas phase determined with the ideal gas approximation. This procedure results in an ac-

curate approximation to the absolute free energy of the solution-phase species. The reference

state of O2(g) and all solution-phase species was chosen to be 1 M, which is the standard state

for solution-phase species. It should be noted that this choice affects the reported free energy

of adsorption but does not affect any thermodynamic or kinetic parameters of the model. A

diffusion constant of 2 × 109 m2/s was used for all solution-phase species. We find that while

adsorption is diffusion-limited, it is not rate-limiting, and therefore, the results of our microki-

netic model are invariant to the choice of diffusion constant to within an order of magnitude

for all species. We assume that the base reacts with the solvent (methanol) quantitatively to

form methoxide, and we ignore the presence of any resulting conjugate acid. In this way, we

control the concentration of the base by changing the concentration of methoxide in solution.

We further set the concentration of the propoxide anion in solution to obey the predicted equi-

librium for proton transfer from propanol to methoxide.
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In order to properly model the adsorption and desorption of anions, we model our catalyst

as a double layer capacitor in which the stored energy is related to the excess charge on the

catalyst surface,

Ecap =
1
2

Q2

C
(2.3)

where Q is the net charge on the catalyst and C is the effective capacitance of the double

layer capacitor. Then, the differential energy of adding a single electron is

dEcap

dNe−
=

Q
C

dQ
dNe−

=
e2

C
Ne− ≡ ΔEcapθe− (2.4)

where e is the elementary electron charge, Ne is the number of electrons on the catalyst

and θe− is the electron surface coverage. The experimentally determined capacitance of a

non-oxidized Palladium electrode is 23.1 μF cm2.31 Given that a single adsorption site of

a Pd(111) catalyst has an area of approximately 6.57 Å2, this corresponds with an absolute

capacitance of approximately 1.52 × 1020 F per site. ΔEcap is the differential energy associ-

ated with adding or removing one electron from the catalyst surface per adsorption site, and is

equal to approximately 10.5 eV.

The binding energies of all stable intermediates were also calculated on the H-saturated

surface with a single hydrogen atom removed to make room for the adsorbate. The resulting

binding energies were used to construct a linear dependence of the binding energies of all in-

termediates on the H coverage. Similar calculations were done to determine the lateral self-

interactions of O and O2. The lateral self-interactions of H, O, and O2 were fitted to

E(slab + nX)− E(slab) = nE(slab + X) +
n2

m
E(X · · ·X) (2.5)
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where E(slab + X) is the energy of X on the surface at infinite dilution, m is the number

of binding sites in the periodic slab model (in our model, m = 9), and E(X···X) is the mean-

field lateral interaction of species X with itself. We fit the zero- coverage energy and lateral

interaction energies of H, O, and O2 by solving this equation exactly for n = 1 and n = 9. For

the lateral interaction of other species with H, we solve a similar equation,

E(slab+X+nH)−E(slab)nE(slab+H)− n2

m
E(H · · ·H) = E(slab+X)+

n2

m
E(H · · ·X) (2.6)

This equation is solved exactly for n = 0 and n = 8. Corrections to the free energy of the

transition state are detailed in Chapter 1.4.2.

While the method described above is computationally and combinatorially possible to ac-

count for effects of hydrogen coverage, it is not usable to capture the effects of increased cov-

erage of larger (greater than 3 carbon backbone) species. Therefore, we create a term, called

dEbulky, to account for the coverage effects of large species due to steric hindrance and stop the

unphysical buildup of large species with the functional form

dEbulky = e(100(Θbulky−0.4)) (2.7)

where Θbulky is the sum of the coverage of all species with three or more carbons and dEbulky

is the amount by which the large species are destabilized. This limits the total amount of large

species to below 40 % by approximating the interactions of large species as steric hindrance

and avoids the need to compute multiple interaction energies between large species. An ex-

ample showing agreement between dEbulky and the DFT calculated self interaction energy

for propanol is shown in Figure 2.2. Species with a backbone of 5 atoms, such as the prod-

uct methyl propionate were modelled as binding to two adsorption sites, using the derivation

of multidentate binding in 1.2.2.
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Figure 2.2: Plot of DFT calculated self interacধon energy of propanol (green) versus the approximate equaধon to
represent the interacধon, dEbulky(red).

The reactor was modeled as an idealized continuous stirred- tank reactor (CSTR) as de-

scribed in 1.5.4 at 330 K. The gas- and solution-phase concentrations of all reactants and prod-

ucts were fixed at their initial values. The coupled differential equations were solved until the

rates of change of all concentrations and coverages were less than 1 × 10−6s−1. Sensitivity

analysis was performed by numerically perturbing model parameters and rerunning the model

to find the new steady-state conditions as detailed in section 1.5.2. For each reaction, Camp-

bell’s degree of rate control (χRC) was determined by increasing and decreasing the forward

and reverse rate constants by 0.1%. For each species, the thermodynamic rate control (χTRC)

was determined by increasing and decreasing the free energy of the species by 0.001 kBT.
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2.3 Results and Discussion

2.3.1 Unpromoted Pd(111) Microkinetic Model

Table 2.1: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered in
the microkineধc model (discussed later) on the prisধne catalyst. Missing values for ΔG‡

for and ΔG‡
rev indicate that

the reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ −0.35

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– −1.97

CH3O –
(sol’n) + ∗ CH3O∗ + e– −1.52

O2(g) + ∗ O2∗ 0.06

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.47 1.21 0.74

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.33

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ −0.02

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.21

RCH2OH∗ + ∗ RCHOH∗ + H∗ −0.11 0.78 0.67

RCH2O∗ + ∗ RCHO∗ + H∗ −0.85 0.29 1.14

RCH2O∗ + O∗ RCHO∗ + OH∗ −0.41 0.65 1.78

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −0.76 0.83 2.08

RCHOH∗ + ∗ RCHO∗ + H∗ 0.10 0.73 0.63

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.41

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.76

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.53

RCHO∗ RCHO(sol’n) + ∗ 0.27
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Table 2.1 (conধnued)

RCHO∗ + ∗ RCO∗ + H∗ −0.83 0.10 0.93

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −1.09 0.16 1.25

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −2.26

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −1.25 0.41 1.66

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.39 0.50 1.89

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.61

O2∗ + ∗ 2 O∗ −1.89 0.87 2.76

O2∗ + H∗ OOH∗ + ∗ −0.26 0.69 0.95

OOH∗ + ∗ O∗ + OH∗ −1.77 0.07 1.84

O∗ + H∗ OH∗ + ∗ −0.14 0.94 1.08

OH∗ + H∗ H2O∗ + ∗ −0.49 0.81 1.30

2 OH∗ H2O∗ + O∗ −0.35 0.52 0.87

OH∗ + e– OH –
(sol’n) + ∗ 1.55

H2O∗ H2O(sol’n) + ∗ −0.03

CH3O∗ + H∗ CH3OH∗ + ∗ −0.67 0.52 1.19

CH3OH∗ + O∗ CH3O∗ + OH∗ 0.54

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 0.19

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.41

CH3OH∗ CH3OH(l) + ∗ 0.13

2 H∗ H2(sol’n) + 2 ∗ 1.08

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.26 0.34 0.6
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Table 2.2: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered in
the microkineধc model (discussed later) under steady state condiধons. Missing values for ΔG‡

for and ΔG‡
rev indicate

that the reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ −0.20

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– −0.21

CH3O –
(sol’n) + ∗ CH3O∗ + e– 0.08

O2(g) + ∗ O2∗ 0.06

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.83 1.44 0.61

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.33

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ −0.02

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.41

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.25 0.78 0.53

RCH2O∗ + ∗ RCHO∗ + H∗ −0.49 0.37 0.86

RCH2O∗ + O∗ RCHO∗ + OH∗ −0.41

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −0.76

RCHOH∗ + ∗ RCHO∗ + H∗ 0.10 0.73 0.63

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.41

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.76

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.53

RCHO∗ RCHO(sol’n) + ∗ 0.13

RCHO∗ + ∗ RCO∗ + H∗ −0.47 0.13 0.60

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −1.09 0.16 1.25

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20
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Table 2.2 (conধnued)

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −0.51

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −0.89 0.48 1.37

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.39 0.50 1.89

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.47

O2∗ + ∗ 2 O∗ −1.89 0.87 2.76

O2∗ + H∗ OOH∗ + ∗ −0.62 0.34 1.16

OOH∗ + ∗ O∗ + OH∗ −1.77 0.07 1.84

O∗ + H∗ OH∗ + ∗ −0.50 0.77 1.27

OH∗ + H∗ H2O∗ + ∗ −0.85 0.68 1.53

2 OH∗ H2O∗ + O∗ −0.35 0.52 0.87

OH∗ + e– OH –
(sol’n) + ∗ −0.06

H2O∗ H2O(sol’n) + ∗ −0.03

CH3O∗ + H∗ CH3OH∗ + ∗ −1.04 0.40 1.44

CH3OH∗ + O∗ CH3O∗ + OH∗ −0.54

CH3OH∗ + OH∗ CH3O∗ + H2O∗ −0.19

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.41

CH3OH∗ CH3OH(l) + ∗ 0.13

2 H∗ H2(sol’n) + 2 ∗ 0.36

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.62 −0.21 0.83
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Table 2.3: Steady state rate and Campbell’s degree of rate control for all reacধons considered in our unpromoted
model.

Reaction Rate (s−1) χRC

RCH2OH(sol’n) + ∗ RCH2OH∗ 14.2 0.000

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– −0.6 0.000

CH3O –
(sol’n) + ∗ CH3O∗ + e– 0.9 0.000

O2(g) + ∗ O2∗ 13.6 0.000

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.0 0.000

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 13.5 0.000

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 14.6 0.000

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ −13.9 −0.004

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.0 0.000

RCH2O∗ + ∗ RCHO∗ + H∗ 13.6 0.481

RCH2O∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCH2O∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + ∗ RCHO∗ + H∗ 0.0 0.000

RCHOH∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCHOH∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + O2∗ RCHO∗ + OOH∗ 0.0 0.000

RCHO∗ RCHO(sol’n) + ∗ 0.0 0.000

RCHO∗ + ∗ RCO∗ + H∗ 13.6 0.000

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ 13.6 0.000

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) 0.0 0.000

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– 0.0 0.000
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Table 2.3 (conধnued)

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ 0.0 0.000

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ 0.0 0.000

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.47

O2∗ + ∗ 2 O∗ 0.0 0.000

O2∗ + H∗ OOH∗ + ∗ 0.0 0.000

OOH∗ + ∗ O∗ + OH∗ 13.6 0.495

O∗ + H∗ OH∗ + ∗ 0.0 0.0

OH∗ + H∗ H2O∗ + ∗ 0.0 0.000

2 OH∗ H2O∗ + O∗ 0.0 0.000

OH∗ + e– OH –
(sol’n) + ∗ 0.3 0.000

H2O∗ H2O(sol’n) + ∗ 26.9 0.002

CH3O∗ + H∗ CH3OH∗ + ∗ 0.0 0.000

CH3OH∗ + O∗ CH3O∗ + OH∗ 0.1 0.000

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 12.3 0.000

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.3 0.000

CH3OH∗ CH3OH(l) + ∗ −12.7 0.001

2 H∗ H2(sol’n) + 2 ∗ 0.0 0.000

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH 27.2 0.000

Reaction energies and barriers were calculated for all plausible elementary steps for the ox-

idative esterification of propanol to methyl propionate. The free energies of all reactions con-

sidered in this work on the pristine catalyst are presented in table 2.2, and the energies under

steady state conditions are presented in table 2.1.
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Table 2.4: Steady state concentraধons and degree of thermodynamic rate control for all adsorbates considered in our
model.

Species Coverage χTRC

H 0.0002 0.281
RCH2OH 0.3448 −0.959
RCOOCH3 0.0328 −0.028
CH3OH 0.6184 −2.929
CH3O < 0.0001 0.000
RCO 0.0001 0.000
O2 < 0.0001 0.0003
RCHO < 0.0001 0.283
RCHOOCH3 0.0003 0.000
RCHOH < 0.0001 0.000
H2O < 0.0001 0.000
O < 0.0001 0.030
RCH2O 0.0029 0.698
OOH < 0.0001 0.951
OH < 0.0001 0.030
∗ 0.0003

Main Reaction Pathway

Using the microkinetic model, we find one major pathway responsible for the production of

methyl ester with a turnover frequency (TOF) of 13.6 s−1. The major reaction pathway is

as follows: propanol (RCH2OH) is adsorbed onto the Pd(111) surface, then the O-H bond is

broken through a hydroxyl assisted pathway to form water and bound propoxy. The bound

propoxy (RCH2O) will undergo C-H bond scission to form bound propanal (RCHO). This

propanal will then immediately undergo another surface C-H bond scission to form bound

propanoyl (RCHO). The rapid consumption of the aldehyde on the surface is consistent with

the lack of experimentally detected aldehyde intermediate.140 While the propanal intermediate

could desorb and form an ester through a solution phase reaction, we do not find flux through

that pathway. Then surface bound methoxy (CH3O), formed by on surface hydroxyl assisted
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O-H bond scission from methanol* and OH*, will react with the propanoyl to form the ester

product, methyl propionate (RCOOCH3), which then desorbs. This pathway is illustrated in

figure 2.3.

The steady-state surface is 62.8 % covered with methanol and 34.5 % covered with propanol,

with minimal coverage of other species as shown in Table 2.3. Based on degree of rate control

analysis, the rate limiting step along the major pathway is the first C-H bond scission, form-

ing propanal* and H* from propoxy*, with a degree of rate control of 0.48, listed in Table 2.3.

This reaction is exergonic by 0.49 eV with a barrier of 0.37 eV at steady state coverage. This

reaction pathway is illustrated in figure 2.4a. The rate order of O2 is 0.50 and the rate order of

the substrate propanol is 0.010. These are in qualitative agreement with experimental rate or-

ders on the promoted PdBiTe catalysts that were experimentally determined to show saturation

behavior in substrate and first order in O2.103 Experimental rate order data is not available for

the unpromoted Pd catalyst or the PdTe catalyst.

Methanol Mediated Hydrogen Shuttling Mechanism

Due to hydrogen bonding, the solvent can accelerate H-transfer reactions. In this case, the sol-

vent methanol is not consumed in the reaction but instead serves as a mediator of H* transfer.

On a Pd(111) surface at zero coverage, the barrier to abstracting an H* atom to reduce O2* to

OOH* is 0.60 eV. It is reduced to 0.34 eV with a methanol mediator. A side view of the transi-

tion state is shown in figure ??. A top down view of the reactants, transition state and products

are in figure 2.6a. Without this reaction in the microkinetic model, the steady state solution

is very different. Our previous work in Reference ref. 60 is missing this reaction. There, we

found a TOF of 0.0246 s−, a surface poisoned with H atoms and a main reaction pathway that

had the C-H bond scission of the primary alcohol as the first bond breaking step, followed by

O-H bond scission. This is qualitatively and quantitatively different than the results detailed
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Figure 2.3: Main reacধon network for the unpromoted palladium catalyst. Propanol adsorbs to the surface. First the
O-H bond and then the C-H bond in propanol is broken to form propanal, which undergoes further C-H bond scission
to form propanoyl which reacts with methoxy to form methyl ester, the desired product.
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Figure 2.4: C-H bond breaking directly on surface for (a) the unpromoted palladium catalyst and (b) the Te-promoted
catalyst. The structure of the reactants, transiধon states and products are very similar for both catalysts.

here with the experimentally feasible methanol shuttling reaction included, where we find a

TOF three orders of magnitude faster, no H atom buildup on the surface and a main reaction

pathway that beings with O-H bond scission, followed by C-H bond scission. This highlights a

drawback of microkinetic modeling – there is no mechanism to verify that the predicted num-

ber of elementary steps includes all chemically relevant steps.

The hydrogen atoms are removed from the surface through this the methanol mediated

hydrogen shuttling reaction. With the assistance of the hydrogen bonding methanol solvent,

bound O2* can abstract hydrogen atoms from the surface to form on surface OOH. At steady

state, this reaction has a modest barrier of 0.21 eV and is downhill by 0.62 eV. OOH* either

decomposes to form O* and OH* (with a degree of rate control of 0.50) or it can react with

propoxy* to reform O2* (and adsorbed propanol). This regenerates O2* that can then abstract

another hydrogen atom. This is illustrated in figure 2.7. The O* atoms formed can assist in

breaking the O-H bond of propanol to form more OH* and propoxy. OH* assists the O-H
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Figure 2.5: H-shuħle reactants, transiধon state and product for (a) the unpromoted palladium catalyst and (b) the Te-
promoted catalyst. The structure of the reactants, transiধon states and products are very similar for both catalysts.
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bond breaking of propanol to propoxy and methanol to methoxy in the main reaction pathway

as seen in figure 2.3.

Figure 2.6: Transiধon state for methanol assisted H-shuħling reacধon. Palladium atoms are blue, carbon atoms are
gray, hydrogen atoms are white and oxygen atoms are red

Oxygen Reduction and Removal of H atoms

While the solvent-assisted H-shuttling mechanism can reduce O2 to OOH* and subsequently

O* and OH*, there must be a further step to reduce oxygen to H2O. Direct abstraction of H*

by either O* or OH* has a barrier over 1 eV on the pristine surface. Oxygen assisted C-H

cleavage pathways also have barriers higher than 1 eV on the pristine surface. Therefore, oxy-

gen assisted O-H bond scission is the only accessible pathway to reduce O* to OH* and re-

duce OH* to H2O*.

As this is a base catalyzed reaction, OH* could desorb as OH–. However, as this is not a

grounded electrode catalyst, net flux of charge must be zero. Our double capacitor model (de-
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Figure 2.7: Pathway for reducing O2 with the unpromoted catalyst

scribed in Hermes et al.)60 ensures that on surface electron-electron repulsion is accounted

for. While on a pristine surface, adsorption of charge species is more energetically favorable,

this is not necessarily true at steady-state, due to electron-electron repulsion. At zero cover-

age, propoxide binds by -1.97 eV compared to -0.35 eV for propanol. However, at steady state,

propoxide only binds by -0.25 eV, weaker than propanol. Thus, it is more energetically favor-

able to bind propanol than propoxide at steady state and since there is also a much higher con-

centration of propanol in solution than propoxide, there is a net flux of propanol to the surface

compared to a very small net flux of propoxide from the surface. We see the same scenario

for methoxide. The methoxide binding energy changes from -1.52 eV on the pristine surface

to 0.19 eV on the steady state surface (while methanol binding is -0.13 eV). As there is no net

flux of charged reactants to the surface, there cannot, therefore, be a net flux of charged prod-

ucts away from the surface. Thus OH* must be reduced on the surface to form H2O*, which

then desorbs as a benign side product.
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Overall, the unpromoted esterification reaction over Pd(111) is limited both by how quickly

the first C-H bond can be broken and how quickly OOH* can decompose to O* and OH*.

The surface is poisoned by the reactants, propanol and methanol, leaving precious few sites

open. Promoters could change the energetics of these two reactions to reduce their barriers or

increase the concentrations of reactants in order to increase reaction flux. The promoter could

also modify the relative binding energies of species so that the coverage of propanol and/or

methanol is reduced.

2.3.2 Te Promoter Effects

PdTe Model Catalyst

We model tellurium as incorporated in the palladium surface as an alloy. While some studies

have found ordered Pd-Te intermetallics as active phases190,175, in general, higher catalytic ac-

tivity is seen at lower concentrations of tellurium.55 Promotion also occurs when catalysts are

prepared without annealing at high temperatures required to form stable Pd-Te intermetallic

phases.140,178,89 Under these mild conditions, tellurium is found preferentially near the sur-

face of palladium nanoparticles.89 This indicates that tellurium is most likely incorporated

into the system not as an ordered intermetallic or bulk disordered alloy but as a surface alloy.

We performed a series of calculations on the interactions of tellurium atoms and the palla-

dium surface. Tellurium atoms are preferentially found in the top layer of the Pd(111) surface

over the subsurface layer or adsorption to a surface hollow. Aggregation of tellurium atoms

are strongly disfavored, with a 0.4 eV energy penalty to forming Te-Te neighbor contact in the

surface layer. We model the Pd-Te alloy as a surface-only alloy. While sub-surface tellurium

would form in the next few layers as well, we find that these subsurface tellurium have a much

smaller effect on adsorption energies compared to surface tellurium atoms. Therefore we only
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include surface tellurium, which reduces the number of unique adsorption sites relative to the

tellurium atoms. As seen in figure 2.8, we created a (4x2) supercell of the (1x
√

3) surface unit

cell to allow for the dispersed arrangement of tellurium atoms at 1:8 surface concentrations

where no palladium atom is a nearest neighbor to two tellurium atoms. This 12.5% tellurium

concentration matches the bulk solubility.45,18

Figure 2.8: Top down view of the Pd(111)-Te surface alloy. This surface is a (4x2) supercell of the (1x
√

3) surface
unit cell and has a Pd:Te raধo of 8:1, the solubility limit of tellurium in palladium. Palladium atoms are blue, tellurium
atoms are gold.

PdTe Microkinetic Model

We calculated the adsorption energy of every species described above on both palladium and

tellurium sites and found that the lowest energetic binding site for all species was on palladium

atoms. Additionally, the binding geometry on palladium atoms in the PdTe(111) was very sim-

ilar to that on the Pd(111) surface. This can be seen in figures 2.4 and 2.5. For each reaction,

we considered the reaction occurring with reactants and products on both tellurium and palla-
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dium atoms. This allows us to account for promotional effects due to unique active sites cre-

ated by Pd-Te neighbors. However, we find that for all reactions except the splitting O2* bound

to a tellurium site to two O* atoms, one bound to tellurium and one to palladium, the reac-

tion barrier is lowest when all reactants/products are on palladium atoms, indicating that any

species bound to tellurium diffuse from tellurium to palladium before undergoing a reaction

except for the splitting of O2*. Therefore, the total number of reactions are the 36 considered

in the unpromoted model, the splitting of O2 · bound to a Te site, as well as diffusion reactions

for all species between Te and Pd sites.

Two Site PdTe model results

We created a microkinetic model with two distinct binding sites, Te and Pd that allows for

adsorption to both types of sites, diffusion between sites and the one reaction that involves

Pd-Te neighbors for the active site, as well as all the reactions that occur on the palladium

atoms. This model will capture promotional effects due to the difference in electronics be-

tween PdTe(111) and Pd(111) as well as effects due to site blocking and bi-functional cataly-

sis.

Table 2.5: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered in
the PdTe(111) microkineধc model under prisধne condiধons. Missing values for ΔG‡

for and ΔG‡
rev indicate that the

reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ −0.17

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– −1.83

CH3O –
(sol’n) + ∗ CH3O∗ + e– −1.96

O2(g) + ∗ O2∗ −0.02

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.50 1.25 0.75



81

Table 2.5 (conধnued)

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.18 0.76 0.94

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 0.05

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.44

RCH2OH∗ + ∗ RCHOH∗ + H∗ −0.11 0.60 0.71

RCH2OH∗ + O∗ RCHOH∗ + OH∗ −0.43 0.86 1.29

RCH2OH∗ + OH∗ RCHOH∗ + H2O∗ −0.56 0.94 1.50

RCH2O∗ + ∗ RCHO∗ + H∗ −0.80 0.30 1.10

RCH2O∗ + O∗ RCHO∗ + OH∗ −1.12 0.65 1.77

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −1.25 0.83 2.08

RCHOH∗ + ∗ RCHO∗ + H∗ −0.19 1.02 1.21

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.51

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.64

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.25

RCHO∗ RCHO(sol’n) + ∗ 0.16

RCHO∗ + ∗ RCO∗ + H∗ −0.76

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −0.58 0.80 1.38

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −1.16

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −2.10

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.49 0.69 2.18

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.43

O2∗ + ∗ 2 O∗ −1.59 0.94 2.53

O2∗ + H∗ OOH∗ + ∗ −0.12 0.79 0.91
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Table 2.5 (conধnued)

OOH∗ + ∗ O∗ + OH∗ −1.85 0.10 1.95

O∗ + H∗ OH∗ + ∗ −0.32 0.58 0.90

OH∗ + H∗ H2O∗ + ∗ −0.45 0.88 1.33

2 OH∗ H2O∗ + O∗ 0.12 0.47 0.59

OH∗ + e– OH –
(sol’n) + ∗ 1.55

H2O∗ H2O(sol’n) + ∗ −0.15

CH3O∗ + H∗ CH3OH∗ + ∗ −0.14 0.95 1.09

CH3OH∗ + O∗ CH3O∗ + OH∗ −0.19 0.33 0.52

CH3OH∗ + OH∗ CH3O∗ + H2O∗ −0.31

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.07

CH3OH∗ CH3OH(l) + ∗ −0.04

2 H∗ H2(sol’n) + 2 ∗ 0.94

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.06 0.46 −0.52

RCHOOCH3∗Te + ∗ RCHOOCH3∗ + ∗Te −0.65 0.26 0.91

RCHOOCH –
3(sol’n) + ∗Te RCHOOCH3∗Te + e– −1.44

RCHOH∗Te + ∗ RCHOH∗ + ∗Te −0.84 0.04 0.88

CH3OH∗Te + ∗ CH3OH∗ + ∗Te −0.16

RCH3OH(sol’n) + ∗Te RCH3OH∗Te 0.21

CH3O∗Te + ∗ CH3O∗ + ∗Te −0.74 0.21 0.85

RCH3O –
(sol’n) + ∗Te RCH3O∗Te + e– −1.22

O2∗Te + ∗ O2∗ + ∗Te −0.89

O2(g) + ∗Te O2∗Te 0.86

O∗Te + ∗ O∗ + ∗Te −0.78 0.21 0.99
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Table 2.5 (conধnued)

O2∗Te + ∗ O∗ + O∗Te −1.70 0.59 2.29

OH∗Te + ∗ OH∗ + ∗Te −0.54 0.29 0.83

OH –
(sol’n) + ∗Te OH∗Te e– −1.01

OOH∗Te + ∗ OOH∗ + ∗Te −0.52 0.12 0.64

RCHO∗Te + ∗ RCHO∗ + ∗Te −0.18

RCHO(sol’n) + ∗te RCHO∗Te 0.02

RCH2OH∗Te + ∗ RCH2OH∗ + ∗Te −0.25

RCH2OH(sol’n) + ∗Te RCH2OH∗Te 0.08

RCO∗Te + ∗ RCO∗ + ∗Te −1.36

RCH2O∗Te + ∗ RCH2O∗ + ∗Te −0.39

RCH2O–(sol’n) + ∗Te RCH2O∗Te −1.44

Table 2.6: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered in
the PdTe(111) microkineধc model under steady state condiধons. Missing values for ΔG‡

for and ΔG‡
rev indicate that

the reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ 0.06

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 0.03

CH3O –
(sol’n) + ∗ CH3O∗ + e– −0.06

O2(g) + ∗ O2∗ −0.02

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.56 1.28 1.84

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.18 0.76 0.94

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 0.05
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Table 2.6 (conধnued)

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.44

RCH2OH∗ + ∗ RCHOH∗ + H∗ −0.05 0.63 0.58

RCH2OH∗ + O∗ RCHOH∗ + OH∗ −0.43 0.86 1.29

RCH2OH∗ + OH∗ RCHOH∗ + H2O∗ −0.56 0.94 1.50

RCH2O∗ + ∗ RCHO∗ + H∗ −0.75 0.31 1.06

RCH2O∗ + O∗ RCHO∗ + OH∗ −1.13 0.65 1.78

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −1.25 0.83 2.08

RCHOH∗ + ∗ RCHO∗ + H∗ −0.14 1.04 1.18

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.52

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.64

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.26

RCHO∗ RCHO(sol’n) + ∗ −0.07

RCHO∗ + ∗ RCO∗ + H∗ −0.30

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −1.27 0.55 1.82

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −0.24

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −1.11

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.49 0.69 2.18

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.20

O2∗ + ∗ 2 O∗ −1.59 0.94 2.53

O2∗ + H∗ OOH∗ + ∗ −0.12 0.79 0.91

OOH∗ + ∗ O∗ + OH∗ −1.85 0.10 1.95

O∗ + H∗ OH∗ + ∗ −0.38 0.55 0.93
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Table 2.6 (conধnued)

OH∗ + H∗ H2O∗ + ∗ −0.51 0.86 1.37

2 OH∗ H2O∗ + O∗ 0.12 0.47 0.59

OH∗ + e– OH –
(sol’n) + ∗ −0.08

H2O∗ H2O(sol’n) + ∗ −0.15

CH3O∗ + H∗ CH3OH∗ + ∗ −0.47 0.80 1.27

CH3OH∗ + O∗ CH3O∗ + OH∗ 0.09 0.44 0.35

CH3OH∗ + OH∗ CH3O∗ + H2O∗ −0.03

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.41

CH3OH∗ CH3OH(l) + ∗ −0.04

2 H∗ H2(sol’n) + 2 ∗ 0.82

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.12 0.43 0.55

RCHOOCH3∗Te + ∗ RCHOOCH3∗ + ∗Te −0.42 0.37 0.79

RCHOOCH –
3(sol’n) + ∗Te RCHOOCH3∗Te + e– 0.19

RCHOH∗Te + ∗ RCHOH∗ + ∗Te −0.61 0.16 0.77

CH3OH∗Te + ∗ CH3OH∗ + ∗Te −0.16

CH3OH(sol’n) + ∗Te CH3OH∗Te 0.21

CH3O∗Te + ∗ CH3O∗ + ∗Te −0.46 0.26 0.62

RCH3O –
(sol’n) + ∗Te RCH3O∗Te + e– 0.41

O2∗Te + ∗ O2∗ + ∗Te −0.88

O2(g) + ∗Te O2∗Te 0.86

O∗Te + ∗ O∗ + ∗Te −0.79 0.21 1.00

O2∗Te + ∗ O∗ + O∗Te −1.69 0.59 2.28

OH∗Te + ∗ OH∗ + ∗Te −0.54 0.29 0.83
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Table 2.6 (conধnued)

OH –
(sol’n) + ∗Te OH∗Te + e– 0.86

OOH∗Te + ∗ OOH∗ + ∗Te −0.52 0.12 0.64

RCHO∗Te + ∗ RCHO∗ + ∗Te 0.05

RCHO(sol’n) + ∗Te RCHO∗Te 0.07

RCH2OH∗Te + ∗ RCH2OH∗ + ∗Te −0.02

RCH2OH(sol’n) + ∗Te RCH2OH∗Te 0.08

RCO∗te + ∗ RCO∗ + ∗Te −0.73

RCH2O∗te + ∗ RCH2O∗ + ∗Te −0.17

RCH2O–(sol’n) + ∗Te RCH2O∗Te 0.19

Table 2.7: Steady state rate and Campbell’s degree of rate control for all reacধons considered in our model.

Reaction Rate (s−1) χRC

RCH2OH(sol’n) + ∗ RCH2OH∗ 87.6 0.020

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 0.6 0.000

CH3O –
(sol’n) + ∗ CH3O∗ + e– 2.6 0.000

O2(g) + ∗ O2∗ 175.7 0.000

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.0 0.000

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.0 0.000

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 175.2 0.002

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ −0.1 0.000

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.2 0.000

RCH2OH∗ + O∗ RCHOH∗ + OH∗ 0.0 0.000
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Table 2.7 (conধnued)

RCH2OH∗ + OH∗ RCHOH∗ + H2O∗ 0.0 0.000

RCH2O∗ + ∗ RCHO∗ + H∗ 175.6 0.307

RCH2O∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCH2O∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + ∗ RCHO∗ + H∗ 0.0 0.000

RCHOH∗ + O∗ RCHO∗ + OH∗ 0.1 0.000

RCHOH∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + O2∗ RCHO∗ + OOH∗ 0.1 0.000

RCHO∗ RCHO(sol’n) + ∗ 0.1 0.000

RCHO∗ + ∗ RCO∗ + H∗ 175.5 0.000

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ 175.5 −0.259

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) 0.0 0.000

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– 0.0 0.000

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ 0.0 0.000

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ 0.0 0.000

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 175.5 0.326

O2∗ + ∗ 2 O∗ 0.0 0.000

O2∗ + H∗ OOH∗ + ∗ 0.0 0.000

OOH∗ + ∗ O∗ + OH∗ 175.7 0.283

O∗ + H∗ OH∗ + ∗ 0.1 0.000

OH∗ + H∗ H2O∗ + ∗ 0.0 0.000

2 OH∗ H2O∗ + O∗ 0.0 0.000

OH∗ + e– OH –
(sol’n) + ∗ 3.2 0.000
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Table 2.7 (conধnued)

H2O∗ H2O(sol’n) + ∗ 348.1 0.002

CH3O∗ + H∗ CH3OH∗ + ∗ 0.0 0.000

CH3OH∗ + O∗ CH3O∗ + OH∗ 175.5 0.004

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 172.9 0.000

CH3OH∗ + O2∗ CH3O∗ + OOH∗ −175.6 −0.005

CH3OH∗ CH3OH(l) + ∗ −86.4 0.001

2 H∗ H2(sol’n) + 2 ∗ 0.0 0.000

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH 351.2 0.079

RCHOOCH3∗Te + ∗ RCHOOCH3∗ + ∗Te 0.0 0.000

RCHOOCH –
3(sol’n) + ∗Te RCHOOCH3∗Te + e– 0.0 0.000

RCHOH∗Te + ∗ RCHOH∗ + ∗Te 0.0 0.000

CH3OH∗Te + ∗ CH3OH∗ + ∗Te 86.4 0.000

CH3OH(sol’n) + ∗Te RCH3OH∗Te 86.4 0.000

CH3O∗Te + ∗ CH3O∗ + ∗Te 0.0 0.000

RCH3O –
(sol’n) + ∗Te RCH3O∗Te + e– 0.0 0.000

O2∗Te + ∗ O2∗ + ∗Te 0.0 0.000

O2(g) + ∗Te O2∗Te 0.0 0.000

O∗Te + ∗ O∗ + ∗Te 0.0 0.000

O2∗Te + ∗ O∗ + O∗Te 0.0 0.000

OH∗Te + ∗ OH∗ + ∗Te 0.0 0.000

OH –
(sol’n) + ∗Te OH∗Te + e– 0.0 0.000

OOH∗Te + ∗ OOH∗ + ∗Te 0.0 0.000

RCHO∗Te + ∗ RCHO∗ + ∗Te −0.14 0.000
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Table 2.7 (conধnued)

RCHO(sol’n) + ∗Te RCHO∗Te −0.14 0.000

RCH2OH∗Te + ∗ RCH2OH∗ + ∗Te 87.6 0.020

RCH2OH(sol’n) + ∗Te RCH2OH∗Te 87.6 0.000

RCO∗Te + ∗ RCO∗ + ∗Te 0.0 0.000

RCH2O∗Te + ∗ RCH2O∗ + ∗Te 0.0 0.000

RCH2O–(sol’n) + ∗Te RCH2O∗Te 0.0 0.000

In table 2.5 and table 2.6 are the free energies of reactions and barriers for all reaction in the

two site PdTe(111) microkinetic model on a pristine surface and at steady state, respectively.

In table 2.7, are the rates of each reaction at steady state and Campbell’s degree of rate control.

In table 2.8 are the surface concentrations and thermodynamic rate control of all species. The

microkinetic model has a TOF of 175.5 s−1.

The microkinetic model for the two site PdTe(111) promoted catalyst shows increase activ-

ity compared to the unpromoted Pd(111) catalyst. The TOF increased 12.9 times (from 13.6

s−1 to 175.5 s−1). The main reaction pathway, depicted in figure 2.3, remains the same. Flux

through the reaction network is significantly increased, as seen in table 2.7.

The pathway to reduce O2* has changed. Instead of propanol and propoxy participating

in the cycle to reform O2*, methanol and methoxy perform this function, as shown in figure

2.9. This can be attributed to the change in energetics of the reaction of methanol* and O*

to form methoxy* and OH*, which is an important step in the oxygen reduction cycle. On

the unpromoted Pd(111) catalyst, this reaction is uphill by 0.54 eV at steady state coverage.

However, on the one-site PdTe(111) promoted catalyst, this reaction is only uphill by 0.09

eV. Lowering the barrier to form methoxy from methanol on the surface allows the O2 re-
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Table 2.8: Steady state concentraধons and degree of thermodynamic rate control for all adsorbates considered in our
PdTe(111) model.

Species Coverage χTRC

H 0.0038 0.070
RCH2OH 0.0036 0.013
RCOOCH3 0.5026 −0.669
CH3OH 0.1520 −0.971
CH3O 0.0500 −0.050
RCO 0.1302 0.018
O2 0.0023 0.065
RCHO < 0.0001 0.142
RCHOOCH3 < 0.0001 0.000
RCHOH < 0.0001 0.000
H2O 0.0001 0.003
O 0.0011 0.020
RCH2O 0.0001 0.484
OOH < 0.0001 0.602
OH < 0.0001 0.031
∗ 0.0292
RCHOOCH ∗Te

3 < 0.0001 0.000
RCHOH∗Te < 0.0001 0.000
CH3OH∗Te 0.0020 0.000
RCO∗Te < 0.0001 0.000
O∗Te < 0.0001 0.000
O ∗Te

2 < 0.0001 0.000
∗Te 0.116
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Figure 2.9: Pathway for O2 reducধon on the PdTe one site model catalyst

duction cycle to occur more quickly and thus increase the speed of the reaction. Even though

the barrier to solvent-assisted h-shuttling increased from 0.21 to 0.43 eV, the shift to using

methanol/methoxy instead of propanol/propoxy still allows this cycle to be more active. The

degree of rate control for decomposition of OOH* to O* and OH* decreased in degree of rate

control from 0.50 to 0.28, even though this barrier increased modestly by 0.03 eV.

C-H bond scission to form propanal* and H* from propoxy* is still the reaction on the main

reaction pathway with the highest degree of rate control. However, the degree of rate control

decreased from 0.48 to 0.31 and the barrier for this reaction at steady state decreased from

0.37 eV on the unpromoted catalyst to 0.31 eV on the Te promoted catalyst.

While the mechanism is largely unchanged, the PdTe(111) promoted catalyst has a very dif-

ferent surface coverage. Instead of being poisoned by the reactants methanol and propanol, the

promoted catalyst is covered by methanol (15.2%), methyl propionate (50.3%) and propanoyl

(13.0%). Note, that since each methyl propionate occupies two sites, buildup of this high a
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concentration (above the 40% build up allowed by the dEbulky parameter defined in Equation

2.7). Additionally instead of less than 0.1% sites open, 2.3% of palladium sites and 11.6% of

tellurium sites are now open.

We see no reaction flux through the only reaction that broke a bond across a Te and a Pd

site, the breaking of O2∗Te to form O bound to palladium and O bound to tellurium, which

indicates that the formation of unique reaction sites (ensemble effect) by alloying the Pd with

Te is not likely to be the mechanism of promotion.

Additionally, while we see adsorption of CH3OH (methanol) and RCH3OH (propanol) onto

tellurium sites, we see 100% of the flux through these tellurium sites immediately diffuse to

palladium sites. There is no buildup on tellurium sites and neither the adsorption or diffusion

reactions have any degree of rate control. This indicates that this is not a bi-functional catalyst,

with distinct reactions occur on distinct sites.

Finally, we do not see the poisoning of the surface due to a side reaction (such as accumula-

tion of RCHOH (hydroxypropyl) or H atoms that the Te atoms could break up). Therefore, we

conclude that the most likely promotion effect is the electronic effect, where the formation of

an alloy changes the relative energetics of the possible pathways such that the overall reaction

flux is faster.

One Site PdTe model results

If the main mechanism of promotion is an electronic effect, building a model with the reaction

free energies and reaction barriers calculated for the PdTe(111) two site model but with only

one binding site, i.e. no distinction between Te or Pd sites, we should capture the same path-

way and TOF as the PdTe(111) two-site model. As the palladium site is the more energetically

favorable adsorption site for all species, the two-site model reduces to the one-site model in

the limit of infinitely fast diffusion and zero flux through reactions involving both Te and Pd
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sites.

Reaction free energies and barriers for reactions in the PdTe(111) one-site model at steady

state are found in Table 2.9. Reaction free energies and barriers in pristine conditions for the

one-site model are the same as for the two-site model and can be found in Table 2.5. Reaction

rates and degree of rate control can be found in Table 2.10. Species coverage and thermody-

namic degree of rate control can be found in Table 2.11.

Table 2.9: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered
in the PdTe(111) one-site microkineধc model under steady state condiধons. Missing values for ΔG‡

for and ΔG‡
rev

indicate that the reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ 0.09

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 0.04

CH3O –
(sol’n) + ∗ CH3O∗ + e– −0.04

O2(g) + ∗ O2∗ −0.02

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.57 1.29 0.72

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.18 0.75 0.57

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 0.05

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.44

RCH2OH∗ + ∗ RCHOH∗ + H∗ −0.04 0.63 0.67

RCH2OH∗ + O∗ RCHOH∗ + OH∗ −0.44 0.86 1.20

RCH2OH∗ + OH∗ RCHOH∗ + H2O∗ −0.56 0.94 1.50

RCH2O∗ + ∗ RCHO∗ + H∗ −0.74 0.32 0.96

RCH2O∗ + O∗ RCHO∗ + OH∗ −1.13 0.65 1.78

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −1.25 0.83 2.08

RCHOH∗ + ∗ RCHO∗ + H∗ −0.12 1.04 1.16
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Table 2.9 (conধnued)

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.51

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.64

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.26

RCHO∗ RCHO(sol’n) + ∗ −0.10

RCHO∗ + ∗ RCO∗ + H∗ −0.30

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −1.28 0.56 1.84

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −0.22

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −1.11

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.49 0.69 2.18

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.17

O2∗ + ∗ 2 O∗ −1.59 0.94 2.53

O2∗ + H∗ OOH∗ + ∗ −0.14 0.77 0.91

OOH∗ + ∗ O∗ + OH∗ −1.85 0.10 1.95

O∗ + H∗ OH∗ + ∗ −0.40 0.54 0.94

OH∗ + H∗ H2O∗ + ∗ −0.52 0.86 1.38

2 OH∗ H2O∗ + O∗ 0.12 0.71 0.59

OH∗ + e– OH –
(sol’n) + ∗ −0.05

H2O∗ H2O(sol’n) + ∗ 0.15

CH3O∗ + H∗ CH3OH∗ + ∗ −0.52 0.77 1.29

CH3OH∗ + O∗ CH3O∗ + OH∗ 0.12 0.45 0.33

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 0.00

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.38
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Table 2.9 (conধnued)

CH3OH∗ CH3OH(l) + ∗ −0.04

2 H∗ H2(sol’n) + 2 ∗ 0.80

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.14 0.43 0.57

Table 2.10: Steady state rate and Campbell’s degree of rate control for all reacধons considered in our one site
PdTe(111) model.

Reaction Rate (s−1) χRC

RCH2OH(sol’n) + ∗ RCH2OH∗ 225.7 0.116

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 1.3 0.001

CH3O –
(sol’n) + ∗ CH3O∗ + e– 2.9 0.000

O2(g) + ∗ O2∗ 227.0 0.000

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.0 0.000

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.0 0.000

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 175.2 0.002

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ −0.2 0.000

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.1 0.000

RCH2OH∗ + O∗ RCHOH∗ + OH∗ 0.0 0.000

RCH2OH∗ + OH∗ RCHOH∗ + H2O∗ 0.0 0.000

RCH2O∗ + ∗ RCHO∗ + H∗ 226.9 0.288

RCH2O∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCH2O∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + ∗ RCHO∗ + H∗ 0.0 0.000

RCHOH∗ + O∗ RCHO∗ + OH∗ 0.1 0.000
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Table 2.10 (conধnued)

RCHOH∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + O2∗ RCHO∗ + OOH∗ 0.1 0.000

RCHO∗ RCHO(sol’n) + ∗ 0.1 0.000

RCHO∗ + ∗ RCO∗ + H∗ 226.9 0.000

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ 226.9 −0.082

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) 0.0 0.000

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– 0.0 0.000

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ 0.0 0.000

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ 0.0 0.000

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 226.9 −0.296

O2∗ + ∗ 2 O∗ 0.0 0.000

O2∗ + H∗ OOH∗ + ∗ 0.0 0.000

OOH∗ + ∗ O∗ + OH∗ 227 0.276

O∗ + H∗ OH∗ + ∗ 0.1 0.000

OH∗ + H∗ H2O∗ + ∗ 0.0 0.000

2 OH∗ H2O∗ + O∗ 0.0 0.000

OH∗ + e– OH –
(sol’n) + ∗ 4.2 0.000

H2O∗ H2O(sol’n) + ∗ 449.8 0.001

CH3O∗ + H∗ CH3OH∗ + ∗ 0.0 0.000

CH3OH∗ + O∗ CH3O∗ + OH∗ 226.8 0.003

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 224.0 0.000

CH3OH∗ + O2∗ CH3O∗ + OOH∗ −226.7 −0.007

CH3OH∗ CH3OH(l) + ∗ −224 −0.006
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Table 2.10 (conধnued)

2 H∗ H2(sol’n) + 2 ∗ 0.0 0.000

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH 453.8 0.043

Table 2.11: Steady state concentraধons and degree of thermodynamic rate control for all adsorbates considered in
our one-site PdTe(111) model.

Species Coverage χTRC

H 0.0024 0.096
RCH2OH 0.0014 0.002
RCOOCH3 0.5210 −0.597
CH3OH 0.2424 −0.931
CH3O 0.0558 −0.032
RCO 0.1247 0.006
O2 0.0036 0.029
RCHO < 0.0001 0.134
RCHOOCH3 < 0.0001 0.000
RCHOH < 0.0001 0.000
H2O 0.0002 0.002
O 0.0018 0.017
RCH2O 0.0000 0.494
OOH < 0.0001 0.549
OH < 0.0001 0.029
∗ 0.0467

We find a TOF of 226.9 s−1. While this is faster than the two-site model, since we are now

treating every site the same, and thus Te sites are treated as if they are Pd sites, we have no-

tionally increased the total number of sites by 14.3% (87.5% of the sites on the two-site model

were considered Pd binding sites). The main reaction pathway as well as the oxygen oxidation

pathway are the same as the two-site model. The rate limiting steps remain ester desorption,

breaking the O-O bond in bound OOH and breaking the C-H bond in bond propoxy to form
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the aldehyde propanal. The flux through the adsorption of methanol and propanol onto Te sites

and subsequent diffusion to Pd sites simply shifted to direct adsorption onto the Pd site. We

conclude that the one-site model that only accounts for electronic effects captures all the pro-

motional effects seen in the two-site model compared to the unpromoted model.

Modify Three Binding Energies to capture main electronic effect

In order to identify which energetic changes are most responsible for the electronic promo-

tional effect of alloyed tellurium, we look at which species and reactions have the highest

χTRC and χRC respectively.

The species with both the largest χTRC and the largest change in TRC was methanol (chang-

ing from -2.93 to -0.92). Additionally, the reaction with the largest changes in χRC along the

main reaction pathway is the reaction of RCH2O (propoxy) forming RCHO (propanal) and

H. Therefore, we modified the binding energies of methanol, propoxide and propanal on the

Pd(111) surface to match that of the promoted PdTe(111) surface at zero coverage. The bind-

ing energy of propoxy was weakened by 0.13 eV, propanal by 0.11 eV and methanol by 0.17

eV. As any changes in energetics to reactants or products are propagated to the transition state

through Brønsted-Evans-Polanyi relations (see Chapter 1.4.2) the transition state energies for

any reactions involving methanol, propoxy and propanal will change accordingly. All other

energetics were left unchanged.

The reaction free energies and reaction barriers at steady state for the modified unpromoted

model are in Table 2.12. The energetics on the pristine surface are the same as for the un-

promoted microkinetic model listed in Table 2.2 except for any reaction involving propanal,

methanol or propoxy which will be weakened by 0.11 eV, 0.17 eV and 0.13 eV respectively.

The rates of reactions and degree of rate control are in Table 2.13. Species coverage and ther-

modynamic degree of rate control are in Table 2.14.
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Table 2.12: Free energies of reacধon and forward and reverse free energy barriers for the all reacধons considered
in the PdTe(111) one-site microkineধc model under steady state condiধons. Missing values for ΔG‡

for and ΔG‡
rev

indicate that the reacধon is barrierless.

Reaction ΔG (eV) ΔG‡
for (eV) ΔG‡

rev (eV)

RCH2OH(sol’n) + ∗ RCH2OH∗ 0.27

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 0.02

CH3O –
(sol’n) + ∗ CH3O∗ + e– −0.10

O2(g) + ∗ O2∗ 0.06

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.73 1.38 0.65

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 0.15

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 0.12

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.35

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.01 0.67 0.66

RCH2OH∗ + O∗ RCHOH∗ + OH∗ −0.57 0.77 1.34

RCH2O∗ + ∗ RCHO∗ + H∗ −0.75 0.31 1.56

RCH2O∗ + O∗ RCHO∗ + OH∗ −1.33 0.64 1.97

RCH2O∗ + OH∗ RCHO∗ + H2O∗ −1.36 0.60 1.96

RCHOH∗ + ∗ RCHO∗ + H∗ −0.03 0.69 0.72

RCHOH∗ + O∗ RCHO∗ + OH∗ −0.61

RCHOH∗ + OH∗ RCHO∗ + H2O∗ −0.65

RCHOH∗ + O2∗ RCHO∗ + OOH∗ −0.42

RCHO∗ RCHO(sol’n) + ∗ −0.27

RCHO∗ + ∗ RCO∗ + H∗ −0.82 0.10 0.92

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ −1.09 0.16 1.25
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Table 2.12 (conধnued)

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) −0.20

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– −0.41

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ −1.12 0.43 −1.55

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ −1.74 1.11 2.85

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 0.19

O2∗ + ∗ 2 O∗ −1.26 1.02 2.28

O2∗ + H∗ OOH∗ + ∗ −0.39 0.37 1.02

OOH∗ + ∗ O∗ + OH∗ −1.46 0.08 1.54

O∗ + H∗ OH∗ + ∗ −0.58 0.73 1.31

OH∗ + H∗ H2O∗ + ∗ −0.61 0.77 1.38

2 OH∗ H2O∗ + O∗ 0.03 0.66 0.63

OH∗ + e– OH –
(sol’n) + ∗ 0.13

H2O∗ H2O(sol’n) + ∗ −0.03

CH3O∗ + H∗ CH3OH∗ + ∗ −0.63 0.83 1.16

CH3OH∗ + O∗ CH3O∗ + OH∗ 0.05

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 0.01

CH3OH∗ + O2∗ CH3O∗ + OOH∗ 0.38

CH3OH∗ CH3OH(l) + ∗ 0.24

2H∗ H2(sol’n) + 2∗ 0.83

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH −0.39 0.30 0.69
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Table 2.13: Steady state rate and Campbell’s degree of rate control for all reacধons considered in our one modified
unpromoted microkineধc model.

Reaction Rate (s−1) χRC

RCH2OH(sol’n) + ∗ RCH2OH∗ 225.5 0.132

RCH2O –
(sol’n) + ∗ RCH2O∗ + e– 1.1 0.001

CH3O –
(sol’n) + ∗ CH3O∗ + e– −5.5 0.000

O2(g) + ∗ O2∗ 226.6 0.000

RCH2OH∗ + ∗ RCH2O∗ + H∗ 0.0 0.000

RCH2OH∗ + O∗ RCH2O∗ + OH∗ 162.6 0.000

RCH2OH∗ + OH∗ RCH2O∗ + H2O∗ 63.0 0.000

RCH2OH∗ + O2∗ RCH2O∗ + OOH∗ 0.0 0.000

RCH2OH∗ + ∗ RCHOH∗ + H∗ 0.0 0.000

RCH2OH∗ + O∗ RCHOH∗ + OH∗ 0.0 0.000

RCH2O∗ + ∗ RCHO∗ + H∗ 226.6 0.344

RCH2O∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCH2O∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + ∗ RCHO∗ + H∗ 0.0 0.000

RCHOH∗ + O∗ RCHO∗ + OH∗ 0.0 0.000

RCHOH∗ + OH∗ RCHO∗ + H2O∗ 0.0 0.000

RCHOH∗ + O2∗ RCHO∗ + OOH∗ 0.0 0.000

RCHO∗ RCHO(sol’n) + ∗ 8.7 0.000

RCHO∗ + ∗ RCO∗ + H∗ 217.9 0.000

RCO∗ + CH3O∗ RCOOCH3∗ + ∗ 217.9 0.000

RCHO(sol’n) + CH3O –
(sol’n) RCHOOCH –

3(sol’n) 8.7 0.000
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Table 2.13 (conধnued)

RCHOOCH –
3(sol’n) + ∗ RCHOOCH3∗ + e– 8.7 0.000

RCHOOCH3∗ + ∗ RCOOCH3∗ + H∗ 1.6 0.000

RCHOOCH3∗ + O∗ RCOOCH3∗ + OH∗ 7.2 0.000

RCOOCH3∗ RCOOCH3(sol’n) + ∗ 226.6 −0.332

O2∗ + ∗ 2 O∗ 0.0 0.000

O2∗ + H∗ OOH∗ + ∗ 0.0 0.000

OOH∗ + ∗ O∗ + OH∗ 226.6 0.183

O∗ + H∗ OH∗ + ∗ 0.0 0.000

OH∗ + H∗ H2O∗ + ∗ 0.0 0.000

2 OH∗ H2O∗ + O∗ 0.0 0.000

OH∗ + e– OH –
(sol’n) + ∗ 4.3 0.000

H2O∗ H2O(sol’n) + ∗ 448.9 0.021

CH3O∗ + H∗ CH3OH∗ + ∗ 9.5 0.000

CH3OH∗ + O∗ CH3O∗ + OH∗ 56.9 0.000

CH3OH∗ + OH∗ CH3O∗ + H2O∗ 386.0 0.000

CH3OH∗ + O2∗ CH3O∗ + OOH∗ −209.9 −0.001

CH3OH∗ CH3OH(l) + ∗ −223.4 −0.004

2H∗ H2(sol’n) + 2∗ 0.0 0.000

H∗ + O2∗ + CH3OH(l) OOH∗ + CH3OH 436.6 0.006

Running the microkinetic model for the modified Pd(111) surface, we find that the TOF is

226.6 s−1 or a 16.7x speedup compared to the Pd(111) unpromoted model simply by changing

three binding energies. This is also almost exactly the same TOF as the PdTe(111) one-site
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Table 2.14: Steady state concentraধons and degree of thermodynamic rate control for all adsorbates considered in
our modified unpromoted Pd(111) model.

Species Coverage χTRC

H 0.0006 0.143
RCH2OH 0.0015 −0.004
RCOOCH3 0.3898 −0.597
CH3OH 0.1657 −0.399
CH3O 0.2650 −0.257
RCO 0.0000 0.000
O2 0.000 01 0.007
RCHO < 0.0001 0.147
RCHOOCH3 < 0.0001 0.000
RCHOH < 0.0001 0.000
H2O 0.0060 −0.006
O 0.1238 −0.007
RCH2O 0.0001 0.522
OOH < 0.0001 0.344
OH 0.0153 0.000
∗ 0.0319
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model, which has a TOF of 226.9 s−1

The major reaction pathway is the same, as expected. We find that the reaction of methanol*

with O* to form methoxy* and OH* has a barrier of 0.05 eV (more similar to the PdTe(111)

promoted system barrier of 0.150 than the unpromoted system of 0.54 eV). Therefore, the O2

reduction cycle occurs with methanol and methoxy instead of propanol and propoxy. Addi-

tionally the barrier for C-H bond scission (the major rate limiting step) is 0.31 eV (closer to

the 0.32 eV of the promoted PdTe(111) catalyst than the 0.37 eV barrier of the unpromoted

Pd(111) catalyst). The surface coverage of the modified unpromoted surface is also more sim-

ilar to the PdTe(111) one-site model than the unpromoted model. While the promoted model

is poisoned with RCH3OH and CH3OH (61.84% of the surface), with almost no free sites to

undergo the reaction (0.03% sites available), the PdTe(111) one-site model found no buildup

of RCH3OH, a significantly lower buildup of CH3OH (24.24%), a minor buildup of the inter-

mediate RCO and a high buildup of the final product along with 4.67% free sites. The mod-

ified unpromoted model had minor buildup of CH3OH (16.57%) along with high buildup of

the final product and minor buildup of methoxy. Finally the modified unpromoted model had

3.10% of free sites available, mirroring the PdTe(111) one-site promoted model rather than the

unpromoted Pd(111) model.

Capturing these three energetic changes accounts for the majority of the changes between

the unpromoted Pd(111) catalyst and the promoted PdTe(111) catalyst, including the increase

in TOF, the change of mechanism and the surface coverage and is consistent with our conclu-

sion that the effect of Te is electronic.
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2.4 Conclusion

Utilizing our microkinetic modeling package Micki (described in Chapter 1) and high level

DFT calculations, we built four microkinetic models to describe the aerobic esterification of

primary alcohols to form methyl esters over a Pd(111) catalyst with and without Te promot-

ers. These models account for important (and often neglected) factors, such as lateral surface

interactions, solvent effects, charge buildup and diffusion-limited adsorption. The first mi-

crokinetic model, detailing the unpromoted Pd(111) reaction found that the reaction proceeds

by first adsorping RCH3OH (propanol), breaking first the O-H bond and then two C-H bonds

to form RCO, which reacts with CH3O on the surface to form the desired product. The surface

is highly covered with propanol and methanol, with almost no free sites. The two major reac-

tion limiting steps are breaking the first C-H bond and reducing O2, which occurs through an

O-assisted bond breaking of the O-H bond in propanol.

The second microkinetic model, a PdTe(111) two-site model, an alloy that described Pd

and Te sites discretely and included all the reactions considered above on both Pd sites, Te

sites and a mixture of the two. It concluded that the major reaction pathway is the same as de-

scribed by the unpromoted model, but that the reaction proceeded 12.9 times faster. This is

a due to a shift in the O2 reduction mechanism from propanol and propoxy to methanol and

methoxy. Additionally, the surface is no longer covered by the reactant propanol and the sol-

vent methanol but rather by necessary reaction intermediates, such as propanoyl, or the final

product, the methyl ester and a significant increase in free sites. As reactions directly includ-

ing Te atoms are involved in the major reaction pathway, nor do they have any rate control, we

conclude that the most likely mechanism of promotion is an electronic effect.

To test the electronic effect, we build a third microkinetic model, with all the energetics cal-

culated on the PdTe(111) surface, but we do not considered the Pd and Te atoms to be distinct
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binding sites, called the PdTe(111) one-site model. We find the same reaction pathway as well

as the same mechanism for O2 reduction as on the PdTe(111) two-site model. Additionally,

while we find that the TOF is slightly faster than the PdTe(111) two-site model, this is because

the number of active sites in nominally increased since the reaction was not proceeding on the

distinct Te sites in the two-site model. This model upheld our conclusion that the electronic

effect is responsible for Te promotion.

Finally, in order to pinpoint which specific electronic changes are most important for pro-

motion we built a fourth microkinetic model that modified the binding energies of three species

(RCHO, CH3OH, and RCH2O) in the unpromoted model. These three species had the highest

degree of thermodynamic rate control and RCH2O and RCHO are a reactant and a product,

respectively, of the major rate controlling C-H bond scission step. The modified unpromoted

microkinetic model had the same reaction pathway, O2 reduction pathway, TOF and similar

surface coverage (including the number of free sites) to the PdTe(111) one-site model.

In conclusion, the reaction pathway for the aerobic esterification of primary alcohols to

methyl esters proceeds through the adsorption of RCH3OH followed by the breaking of the

O-H bond and then 2 C-H bonds and then a reaction with CH3O to form the methyl ester

(RCOOCH3. The reaction rate is controlled by both the rate of breaking the first C-H bond

and the pathway used for reducing O2. The role of Te promoters is to modify the energetics of

the reactions, specifically the energies of bound RCHO, CH3OH, and RCH2O.
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3
Stable and Selective Electrosynthesis of

H2O2 on Earth Abundant CoS2 and

CoSe2 Catalysts
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Reproduced in part with permission from Sheng, H., Janes, A. N., Ross, R. D., Kaiman, D.,

Huang, J., Song, B., Schmidt, J. R., Jin, S. (2020). Stable and selective electrosynthesis of

hydrogen peroxide and the electro-Fenton process on CoSe2 polymorph catalysts. Energy &

Environmental Science. 2020, 13, 4189-4203.

ANJ performed all theoretical modeling. Electrochemical experiments was performed by

HS and RDR.

3.1 Introduction

Hydrogen peroxide (H2O2) is a versatile and green oxidant with a myriad of applications in in-

dustrial, environmental, healthcare, and household settings. It is among the list of disinfectants

for use against SARS-CoV-2, a novel coronavirus that causes the COVID-19 pandemic.179 The

annual global production of H2O2 reached over 5 million tons in 2015 and has been steadily

growing,23 the majority of which is produced via the indirect anthraquinone process.17This

energy- and waste-intensive multistep process relies on centralized chemical plants and pro-

duces up to 70 wt% concentrated solutions of H2O2, which are both hazardous and expensive

to store and transport to end-users.17 Although such centralized H2O2 production may ben-

efit largescale industrial applications,23 many distributed applications including water treat-

ment, medical disinfection, and household sanitation require only very low concentrations of

H2O2. For example, a concentration less than 1000 ppm (29 mM) is sufficient for water treat-

ment.196 This motivates alternative approaches to the direct and decentralized production of

dilute H2O2 at the point of use.196,71,137,141 While direct chemical synthesis of H2O2 from H2

and O2 gases could be a potential alternative production method, it still needs H2 gas and must

operate under large quantities of inert carrier gas and solvent due to flammability concerns,

and very few noble metal alloy catalysts show satisfactory selectivity toward H2O2 production
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as opposed to decomposition and/or further reduction to H2O.29,35

Direct electrochemical synthesis of H2O2 from the two electron oxygen reduction reaction

(2e− ORR) offers a more sustainable solution to decentralized manufacturing.196,71,137,141 It

can be driven by increasingly affordable renewable electricity22,152 and eliminates the need

for H2 gas (which requires significant energy to produce from steam methane reforming and

has a large carbon footprint119). The key challenge here is to develop robust electrocatalysts

featuring high activity and selectivity toward the 2e− (vs. the competing 4e−) ORR pathway.

Defective96,80,192 and heteroatom-doped54,174,67 carbon materials have shown promise for the

selective 2e− ORR in alkaline solution (O2 + H2O + 2 e– HO –
2 + OH–, E = 0.76 V vs.

RHE); however, H2O2 is unstable in base, especially at pH > 9.141 The 2e− ORR activities

of carbon materials under acidic and neutral conditions are inferior to those under alkaline

conditions, which is still the case after introducing transition metal single-atom coordination

motifs into the carbon matrices.72,173,74,177,41

The electrosynthesis of H2O2 in acidic solution (O2 + 2 H+ + 2 e– H2O2, Eo = 0.69 V

vs. RHE) would also be advantageous for on-site water disinfection and environmental treat-

ment applications.141 For example, the electro-Fenton process operates at an optimal pH of 3,

where the electrogenerated H2O2 at the cathode reacts with Fe +
2 and produces hydroxyl radi-

cals (•OH) as an even more potent oxidant for the removal of a wide variety of persistent or-

ganic pollutants. Compared to the conventional chemical Fenton process, the electro-Fenton

process not only avoids the transportation and storage of hazardous H2O2 but also features

significantly enhanced •OH production rates and organic mineralization capabilities because

of the rapid regeneration of Fe +
2 at the cathode.13 However, the cathode used for the electro-

Fenton process has been almost exclusively carbon materials to date,12 which suffer from in-

sufficient catalytic activity for H2O2 production in acidic solution. The state-of the-art 2e−

ORR electrocatalysts under acidic conditions are based on noble metal alloys,161,181 which are
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not commercially viable as they involve expensive and/or toxic metals (such as Hg). There-

fore, developing efficient and cost-effective 2e− ORR catalysts for the electrosynthesis of

H2O2 in acidic solution remains an important, but relatively underexplored target.

Theoretical modeling plays an important role in both identifying new potential catalysts as

well as elucidating key physical principles to explain why these certain catalyst show superior

performance in order to guide further experimental investigation.125,47,199,169,78,48,172,147

We utilize computational modeling to study a family of earth abundant electrocatalysts,

CoX2, where X is either sulfur or selenium. Cobalt is well known as a metal that can catalyze

2e− ORR, either as part of a heterogeous catalysis, homogeous catalysis or an anchored single

atom.188,51,193,196,145,74,143,148,94,165,75,202 Sulfur and Selenium offer a cheap, earth abundant

element that each pair with cobalt to form simple, easily synthesizable and phase pure com-

pounds. CoSe2 can exist in two structural polymorphs with different crystal structures, the

cubic pyritetype (c-CoSe2) and the orthorhombic marcasite-type (o-CoSe2), whereas CoS2 al-

ways exists as the cubic pyrite-type (c-CoS2). These distinct structures of CoSe2 polymorphs

vs. CoS2 can influence not only the catalyst activity and selectivity but also the catalyst stabil-

ity under acidic electrochemical operations, which is critical from a practical perspective.

In this chapter, we use density functional theory (DFT) to explore three key metrics of cat-

alyst performance: stability, activity, and selectivity. Creating surface Pourbaix diagrams,

we interrogate the stability of the catalyst at reaction conditions. Utilizing the computational

hydrogen electrode, we calculate the theoretical overpotential, which is directly related to cat-

alyst activity. Finally, with transition state theory, we calculate the reaction barrier that deter-

mines if the reaction proceeds to the undesired thermodynamic product, water or to the desired

kinetic product, H2O2. Finally, through these three performance metrics, we predict that o-

CoSe2 is the superior 2e− catalyst and after confirmation with our experimental colleagues,

conclude that o-CoSe2 is the best performing 2e− ORR investigated in acidic medium to date.
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3.2 Methods

Spin polarized electronic structure calculations were performed using the Vienna Ab initio

Simulation package (VASP)85,86,83,84 interfaced with the Atomic Simulation Environment

(ASE).6 Projector augmented wave (PAW) pseudopotentials10,87 with a cutoff of 450 eV were

used to treat core electrons, and the Perdew–Burke–Ernzerhof (PBE) functional135,136 was

used to treat exchange and correlation. Dispersion was treated using Grimme’s D3(ABC)

method.49 To better describe the Co 3d electrons in c-CoSe2, a Hubbard U parameter,4 Ueff

= 2.0 eV, was taken from a previous report.191 A variety of Hubbard U parameters were tested

for c-CoS2 and o-CoSe2, and were found to have little to no effect on the geometries or ener-

gies; therefore, no Hubbard U parameter was used for these two catalysts. Solvation effects

were treated using the continuum solvent method VASPsol.107,106 The Brillouin zone was

sampled using a (10, 10, 10) and (10, 10, 1) Γ-centered Monkhorst–Pack mesh131 for bulk and

surface calculations, respectively. Lattice constants were determined by fitting to an equation

of state (EOS).3

The (100) surfaces of c-CoS2 and c-CoSe2 and the (101) surface of o-CoSe2 were modelled

as a 1 x 1 unit cell slab with two repeats in the z-direction, leading to a total of 8 Co atoms

and 16 S/Se atoms and a vacuum gap of at least 15 Å. The top half of the slabs was allowed

to relax while the bottom half was frozen to simulate the bulk. For each ionic configuration,

the electronic energy was converged below 10−6 eV. Both the clean slab and adsorbates were

allowed to relax until the forces were converged below 0.005 eV/Å2. Transition states were

located using the nudged elastic band (NEB) method58,56 and were refined using the dimer

method.57,64,77 All transition states were confirmed saddle points with one imaginary fre-

quency corresponding to bond breaking.

Binding energies were calculated with respect to O2(g) and H+
(aq) and e−. The energy of
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H+
(aq) and e− was calculated using the computational hydrogen electrode (CHE) method,126

where H+
(aq) is assumed to be in thermodynamic equilibrium with H2(g). In order to avoid

well-known errors in the DFT treatment of O2(g), the free energy of H2(g) was determined by

matching the experimental standard equilibrium potential (1.229 V) of the reaction 1
2O2(g) +

2H+
(aq) + 2e− → H2O(l). The free energies of species were calculated using G = H − TS,

where H is the enthalpy including zero-point energy (ZPE) and thermal corrections, and S is

either the total experimental entropy at 298 K and 1 bar (for gas phase species) or calculated

under the harmonic approximation (for surface bound species). The free energy of H2O(l) was

calculated using the experimental free energy of formation for H2O(l) and H2O(g).The solva-

tion free energy of H2O2(aq) was calculated using the experimental Henry’s law constant.122

The calculated standard equilibrium potential of the 2e− ORR reaction O2(g) + 2 H +
(aq) + 2e−

→ H2O2(aq) is 0.81 V, while the experimental standard equilibrium potential is 0.69 V.

3.3 Results and Discussion

3.3.1 Bulk Pourbaix diagrams and electrochemical stability of CoSe2 polymorphs

Practical electrochemical H2O2 production necessitates stable electrocatalysts for the selective

2e− ORR. The crystal structures of both CoSe2 polymorphs in comparison with c-CoS2 are

shown in Figure 3.2a–c. According to the calculated bulk Pourbaix diagrams available from

the Materials Project,69,163 the electrochemical stability window of c-CoS2 is limited (Figure

3.1a), in agreement with a recent report.200 In contrast, both CoSe2 polymorphs exhibit much

wider electrochemical stability windows that cover the entire potential range of interest for

the acidic 2e− ORR (Figure 3.1b and c). As such, CoSe2 polymorphs are anticipated to better

retain their structural integrity under acidic electrochemical operations, whereas c-CoS2 is

more prone to catalyst degradation due to surface oxidation and Co2+ dissolution. Therefore,
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the enhanced electrochemical stability of CoSe2 polymorphs could make them more practical

2e− ORR catalysts in acidic solution for on-site water treatment applications, inter alia.

Figure 3.1: Calculated bulk Pourbaix diagrams of (a) c-CoS2, (b) c-CoSe2, and (c) o-CoSe2 assuming an ionic concen-
traধon of 10−6 mol/kg for each element of interest (59 ppb Co, 32 ppb S, and 79 ppb Se, which are reasonably low
concentraধons that can fairly reflect the acidic electrolyte soluধon of 0.05 M H2SO4 used in our experiments). These
diagrams are adapted from the Materials Project.69 The mulধcolor gradient indicates the Gibbs free energy of the
compound at a given set of potenধal and pH condiধons with respect to its Pourbaix stable phase (ΔGpbx), reflect-
ing the electrochemical stability window of the compound. It was surmised in a previous report that materials with
ΔGpbx up to high values as much as 0.5 eV/atom can persist in electrochemical environments because of the energy
barriers for the dissociaধon reacধons.163 The electrochemical stability windows of both c-CoSe2 (b) and o-CoSe2 (c)
are clearly much wider than that of c-CoS2 (a) and, more importantly, cover the enধre potenধal range of interest for
2e− ORR in acidic soluধon (indicated by the yellow color bars).

3.3.2 Mechanistic insights from surface Pourbaix diagrams of CoSe2 polymorphs

To understand these differences in the electrochemical stability of CoSe2 polymorphs vs. c-

CoS2 and to gain general mechanistic insights, we constructed calculated surface Pourbaix

diagrams to predict the most thermodynamically stable surface termination of each catalyst for

a given set of potential and pH conditions under the assumption that the surfaces can be ap-

proximated in equilibrium with H2O(l).183,52 The equilibrated proton-coupled electron transfer
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Figure 3.2: Crystal structures and surface Pourbaix diagrams. (a–c) Crystal structures, space groups, and laষce con-
stants of (a) c-CoS2, (b) c-CoSe2, and (c) o-CoSe2. The Co, S, and Se atoms are displayed in blue, yellow, and orange,
respecধvely. (d–f) Calculated surface Pourbaix diagrams (ΔG vs. URHE) of (d) c-CoS2 (100), (e) c-CoSe2 (100), and
(f) o-CoSe2 (101) surfaces. Co and S/Se sites are the preferenধal binding sites for OH* and O*, respecধvely. A wide
variety of surface coverages (from clean surface to 3

4 ML O* + 1 ML OH*) are examined. For the sake of clarity, only
the most stable surface coverages in the potenধal range of 0 to 1 V are shown here, and all the modelled surface
coverages are shown in Figure 3.3). Surface free energies are assumed to be in equilibrium with H2O(l). The unit cell
has two Co binding sites and four S/Se binding sites. Binding energies of O* and OH* (ΔGO∗ and ΔGOH∗ ) at the
calculated standard equilibrium potenধal of 2e− ORR (Uo

RHE) and top views of the catalyst surfaces with O* and
OH* bound to their preferenধal binding sites are shown as insets. The Co, S, Se, O, and H atoms are displayed in
blue, yellow, orange, red, and white, respecধvely. The highlighted regions in light red represent the experimentally
relevant potenধal range where the opধmal H2O2 producধon performances are achieved.



115

Figure 3.3: Surface Pourbaix diagrams (ΔG vs. URHE) of (a) c-CoS2 (100), (b) c-CoSe2 (100), and (c) o-CoSe2 (101) sur-
faces showing all the modeled surface coverages (from clean surface to 3

4 ML O* + 1 ML OH*). The highlight regions
in light red represent the experimental relevant potenধal range where the opধmal H2O2 producধon performances are
achieved. In comparison, Figure 3.2 shows only the most stable surface coverages in the potenধal range of 0 to 1 V.
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(PCET) reaction for a general surface intermediate can then be written as:

X-OmH∗
n + (2m − n)(H+ + e−) ⇌ X∗ + mH2O (3.1)

where X is the surface binding site, m is the number of oxygen atoms, and n is the number

of hydrogen atoms. The free energy of this reaction can be written as:

ΔG(U, pH) = GS∗ + mGH2O − GX-OmH∗
n − (2m − n)(Ge− + GH+) (3.2)

Using the computational hydrogen electrode (CHE) method126,184,88,34 (Ge− + GH+ =

1
2GH2 − USHE − 2.303kbTpH) and converting the standard hydrogen electrode to the reversible

hydrogen electrode (URHE = USHE + 2.303kBTpH), the free energy can be rewritten as a

function of URHE:

ΔG(URHE) = GS∗ + mGH2O − GX-OmH∗
n − (2m − n)(

1
2

GH2 − URHE) (3.3)

Figure 3.4: Top views and Co-Co interatomic distances of (a) c-CoS2 (100), (b) c-CoSe2 (100), and (c) o-CoSe2 (101)
surfaces. The o-CoSe2 (101) surface mostly resembles the (100) surface of c-CoSe2.

We used density functional theory (DFT) and the CHE method126,184,88,34 to construct cal-

culated surface Pourbaix diagrams of all three catalysts on their most thermodynamically sta-
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ble facets. We found that the (100) facet of cubic c-CoSe2 has the lowest surface energy, in

agreement with cubic c-CoS2 (see Table 3.1). For orthorhombic o-CoSe2, we investigate the

(101) facet because it is not only the facet with the lowest surface energy, (see Table 3.2) but

it also keeps the Se2
2− dumbbells intact and it is structurally similar to the (100) facets of cu-

bic c-CoS2 and c-CoSe2 (see Figure 3.4a-c). We utilized a 1 x 1 unit cell slab of the catalyst

surface that has two Co binding sites and four S/Se binding sites to model intermediate surface

coverages as a function of potential (Figure 3.2d-f). The preferential binding sites for OH*

and O* are Co and S/Se sites, respectively (see the insets of Figure 3.2d–f). Therefore, we in-

vestigated 1
4 ,

1
2 ,

3
4 and 1 monolayer (ML) O* coverages, 1

2 and 1 ML OH* coverages, and any

combinations thereof. For example, the co-adsorption of 1
4 ML O* and 1

2 ML OH* on CoSe2

polymorphs and c-CoS2 in equilibrium with their clean surfaces can be written respectively as:

Co-OH∗ + Se-O∗ + 3(H+ + e−) ⇌ Co∗ + Se∗ + 2H2O (3.4)

Co-OH∗ + S-O∗ + 3(H+ + e−) ⇌ Co∗ + S∗ + 2H2O (3.5)

Table 3.1: Surface energies of the most thermodynamically stable facets of cubic c-CoS2 and c-CoSe2. Data on c-CoS2
are calculated without a dispersion correcধon and data c-CoSe2 are calculated with Grimme’s D3(ABC) dispersion
correcধon as detailed in the methods secধon.

Facet Surface Energy (ev/Å2)

c-CoS2 c-CoSe2

(100) 0.032 0.044
(110) 0.060 0.064
(111) 0.057 0.069

where OH* and O* are bound to their preferential binding site of Co and S/Se, respec-

tively (see Equation 3.1 for the general form of these equations). For the sake of clarity, Figure

3.2d–f only show the most thermodynamically stable surface coverages in the potential (URHE)
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Table 3.2: Surface energies of the most thermodynamically stable facets of orthorhombic o-CoSe2

Facet Surface Energy (ev/Å2)

o-CoSe2

(001) 0.060
(010) 0.044
(100) 0.070
(110) 0.041
(111) 0.060

range of 0 to 1 V, while all the modelled surface coverages are shown in Figure 3.3. We note

that the calculated standard equilibrium potential of the 2e− ORR (Uo
RHE) is 0.81 V, slightly

higher than the experimental value (Eo) of 0.69 V. Since our experimental results show that

the optimal H2O2 production performances are achieved at 0.5 V vs. RHE (vide infra), the ex-

perimentally relevant potential range between 0.5 and 0.62 V is highlighted in Figure 3.2. At

0.5 V, all surfaces are predicted to be mostly free of adsorbates. However, at the most impor-

tant 0.62 V, we predict 1
4 ML O* coverage on c-CoS2 (Figure 3.2d), a clean c-CoSe2 surface

(Figure 3.2e), and 1 ML OH* coverage on o-CoSe2 (Figure 3.2f). The differences in the sur-

face terminations of all three catalysts under equilibrium conditions with H2O(l) can be ex-

plained by the relative differences in the O* and OH* binding strengths. O* binds 0.59 eV

more strongly to S sites of c-CoS2 than to Se sites of CoSe2 polymorphs (see the ΔGO∗ values

in Figure 3.2d-f). Therefore, we predict a moderate O* coverage on c-CoS2 at low overpoten-

tials (Figure 3.2d), which will likely lead to surface oxidation, the formation of SO4
2−, and the

subsequent leaching of Co2+. In contrast, O* coverage is not the most stable surface termina-

tion on CoSe2 polymorphs at low overpotentials (Figure 3.2e and f) because of the weak O*

binding to Se sites, suggesting that CoSe2 polymorphs should be more resistant to surface ox-

idation and catalyst degradation, consistent with their wide electrochemical stability windows

in the bulk Pourbaix diagrams (Figure 3.1b and c).
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While changing the nature of the anion in the catalyst modifies the binding strength of O*

and leads to increased stability of CoSe2 polymorphs, switching from the cubic to the or-

thorhombic crystal structure affects the binding strength of OH* to the preferential Co binding

sites. The (101) surface of orthorhombic o-CoSe2, which has a longer Co-Co interatomic dis-

tance than the (100) surfaces of both cubic structures (Figure 3.4), exhibits a slight increase in

the OH* binding strength by 0.06 and 0.07 eV compared to the (100) surfaces of cubic c-CoS2

and c-CoSe2, respectively (see the ΔGOH∗ values in Figure 3.2d–f). At low overpotentials,

we predict a moderate to high OH* coverage on both CoSe2 polymorphs, which will slowly

decrease as the overpotential increases. As OH* binds to Co sites, a higher OH* coverage de-

creases the number of Co site ensembles available to break the O–O bond in OOH*. Thus,

OH* coverage on Co sites may increase the 2e− ORR selectivity, suggesting that orthorhom-

bic o-CoSe2 could be more selective than cubic c-CoSe2 and c-CoS2. Overall, the surface and

bulk Pourbaix diagrams predict that both CoSe2 polymorphs are more electrochemically sta-

ble than c-CoS2, while o-CoSe2 could be the most intrinsically selective toward the 2e− ORR

among all three catalysts.

3.3.3 Computational prediction of the selective 2e− ORR energetics on CoSe2

polymorphs

We further calculated free energy diagrams of the 2e− ORR vs. the competing 4e− ORR path-

way to elucidate the catalytic activity and selectivity of CoSe2 polymorphs. The catalytic ac-

tivity toward the 2e− ORR is governed by the following PCET reactions:

O2(g) + ∗+ (H+ + e−) → OOH∗ (3.6)

OOH∗ + (H+ + e−) → H2O2(aq) (3.7)
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Figure 3.5: Calculated free energy diagrams of 2e− and 4e− ORR pathways. Calculated free energy diagrams were
performed on c-CoS2 (100), c-CoSe2 (100), and o-CoSe2 (101) surfaces at the calculated standard equilibrium poten-
ধal of 2e− ORR (Uo

RHE). Possible 2e
− and 4e− ORR pathways are depicted in solid and dashed lines, respecধvely.

The traces for c-CoS2 (100), c-CoSe2 (100), and o-CoSe2 (101) surfaces are displayed in blue, green, and red, respec-
ধvely. These calculaধons are performed on clean surfaces as the binding energies of OOH* are insensiধve to other
surface adsorbates present on c-CoS2 and both CoSe2 polymorphs at low overpotenধals (see surface Pourbaix dia-
grams in Figure 3.2).
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where the preferential binding sites for OOH* are Co sites on all three catalysts. At the calcu-

lated standard equilibrium potential of the 2e− ORR URHE, the first PCET step (Equation 3.6)

is moderately downhill by 0.27, 0.24, and 0.35 eV on the c-CoS2 (100), c-CoSe2 (100), and

o-CoSe2 (101) surfaces, respectively (Figure 3.5), indicating that all three catalysts should be

active toward the 2e− ORR, and c-CoSe2 could be the most intrinsically active among all three

catalysts. While the catalytic activity of the 2e− ORR is determined by Equations 3.6 and 3.7,

the catalytic selectivity of the 2e− vs. 4e− ORR is set by the resistance to O–O bond scission

in the OOH* adsorbate:

OOH∗ → O∗ + OH∗ (3.8)

OOH∗ + ∗+ (H+ + e−) → O∗ + H2O(l) (3.9)

The cleavage of the O–O bond in OOH* will result in a buildup of O* and OH* on the cat-

alyst surface (Equation 3.8). These species can either lead to oxidation/dissolution of the cat-

alyst or be further reduced to H2O(l). Breaking the O–O bond in OOH* requires an ensemble

of neighboring Co sites to move toward each other, after which OOH* will dissociate into

O* and OH* that are initially bound to Co sites.157 O* can then easily migrate to S/Se sites,

which are the preferential binding sites for O* on all three catalysts. Alternatively, the O–O

bond in OOH* could be cleaved through reductive elimination (Equation 3.9) to form O* and

H2O(l). However, this is unlikely as only the proximal oxygen in OOH* interacts strongly with

the catalyst surface. Therefore, PCET to the surface-bound oxygen to form H2O2 (Equation

3.7) will likely dominate over PCET to the distant oxygen to form H2O(l) and O* (Equation

3.9).157 The OOH* dissociation barriers on all three catalysts are fairly similar (Figure 3.5),

in agreement with the similarity of their OOH* binding energies and surface structures. The

(101) surface of o-CoSe2 exhibits a slightly higher OOH* dissociation barrier of 0.72 eV than
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the (100) surfaces of c-CoS2 and c-CoSe2, where the barrier is 0.71 and 0.63 eV, respectively

(Figure 3.5. These barriers to O–O bond scission on CoSe2 polymorphs and CoS2 are signif-

icantly higher than those on close-packed metals such as Pd (0.06 eV), Pt (0.16 eV), and Cu

(0.06 eV),34 indicating that spatial separation of neighboring Co sites by S/Se anions (Figure

3.4) is critical to the selective 2e− ORR pathway. Overall, the calculated free energy diagrams

suggest that both CoSe2 polymorphs are active and selective 2e− ORR catalysts and that c-

CoSe2 could be more intrinsically active while o-CoSe2 could be more intrinsically selective.

3.4 Experimental Validation and Interpretation

Experiments were done by Professor Song Jin’s lab. Methods and further experimental details

can be found in our recent publications, Reference 157 and Reference 158.

We systematically investigated the 2e− ORR activity and selectivity of c-CoS2, c-CoSe2 and

o-CoSe2 catalysts to experimentally validate and further elaborate the mechanistic insights

predicted by our calculated free energy diagrams and surface Pourbaix diagrams. As these cat-

alyst samples may exhibit different specific surface areas, we performed RRDE measurements

of each catalyst with various catalyst loadings for fair comparisons. In 0.05 M H2SO4 solution

(pH 1.20), both CoSe2 polymorph catalysts showed efficient and selective H2O2 production

at low overpotentials (Figure 3.6a), consistent with the calculated free energy diagrams (Fig-

ure 3.5). The ORR catalytic onset on both CoSe2 polymorphs took place at potentials slightly

more positive than the standard equilibrium potential of 2e− ORR (Eo = 0.69 V vs. RHE),

which is due to the Nernstian shift in the 2e− ORR equilibrium potential when the bulk con-

centration of H2O2 is very low.74 We investigated the H2O2 selectivity of both CoSe2 poly-

morphs as a function of overpotential and catalyst loading (Figure 3.5). In the low overpoten-
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tial region, the overall ORR current density (delivered on the disk electrode) and the partial

current density for H2O2 production (jperoxide, detected on the ring electrode and further ad-

justed by the collection efficiency) steadily increased with higher catalyst loadings, while the

H2O2 selectivity appeared to be very high (>80%) and fairly insensitive to the catalyst load-

ing. In the high overpotential region, however, the H2O2 production was less selective as the

catalyst loading increased. These observations can be rationalized by our calculated surface

Pourbaix diagrams (Figure 3.2e,f). At low overpotentials, both CoSe2 polymorphs feature high

OH* coverages on surface Co sites and fewer unsaturated Co active sites for the undesired

OOH* scission, explaining their intrinsic high selectivity toward 2e− ORR across various cat-

alyst loadings. As the overpotential increases, both CoSe2 polymorphs form clean surfaces

with many unsaturated Co sites, which may allow for the competing 4e− ORR pathway via

OOH* scission. As the catalyst loading increases, the total amount of unsaturated Co sites and

the catalyst film thickness also increase, which may trigger more side reactions of H2O2 re-

duction and/or decomposition, and lower the H2O2 selectivity.173 These RRDE results suggest

that CoSe2 polymorphs should operate at low overpotentials, where they are intrinsically selec-

tive toward 2e− ORR, and with high catalyst loadings to achieve the optimal overall electrode

performances for H2O2 production in acidic solution.

The catalytic properties of c-CoS2 and c-CoSe2 were directly compared at the same cata-

lyst loading (76, 152, 229, or 305 μgCo/cm2
disk) because they delivered similar overall current

densities (Figure 3.6a1). c-CoSe2 was clearly more selective toward 2e− ORR than c-CoS2

in the low overpotential region (Figure 3.6a), consistent with the calculated surface Pourbaix

diagrams which predict that the undesired OOH* scission can be effectively suppressed on

CoSe2 due to high OH* coverages on surface Co sites. On the other hand, it was not straight-

forward to directly compare the catalytic properties of c-CoS2 and o-CoSe2 at the same catalyst

loading because o-CoSe2 delivered a much higher overall ORR current density than c-CoS2;
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Figure 3.6: Electrochemical characterizaধon of selecধve 2e− ORR on c-CoS2, c-CoSe2 and o-CoSe2 catalysts. (a)
RRDE voltammograms recorded at 2025 rpm and the corresponding H2O2 selecধvity of (a1) c-CoS2, (a2) c-CoSe2 and
(a3) o-CoSe2 catalyst with various catalyst loadings in O2-saturated 0.05 M H2SO4 soluধon (pH 1.20). (b) Kineধc cur-
rent densiধes for H2O2 producধon normalized to the geometric area of the disk electrode (jk,peroxide) on c-CoS2 (305
μgCo/cm2

disk), c-CoSe2 (305 μgCo/cm2
disk) and o-CoSe2 (152 μgCo/cm2

disk) catalysts, in comparison with previously re-
ported 2e− ORR catalysts (noble metals, single-atom catalysts, and carbon materials) based on RRDE measurements
in acidic soluধon. The traces for c-CoSe2, o-CoSe2, and c-CoS2 catalysts are from this work, which are recorded at
1600 rpm and cut off at 0.5 V vs. RHE where jperoxide reaches its approximate maximum. Other traces are from pre-
vious reports: ref. 161 for Pt-Hg NPs/C and Pt-Hg (pc); ref. 181 for Pd-Hg NPs/C, Pd-Hg (pc), Ag (pc), Ag-Hg (pc),
Cu-Hg (pc); ref. 138 for Pd-Au NPs; ref. 21 for Pt1/SC; ref. 195 for Pt1/TiN; ref. 156 for h-Pt1/CuSx; ref. 173 for
Co1-N-C(1); ref. 74 for Co1-NG(O); ref. 41 for Co1-N-C(2); ref. 176 for Mo1-OSG-H; ref. 96 for O-CNTs; ref. 54 for
meso-BMP; ref. 174 for NCMK.
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this is perhaps not surprising given their very different nanoscale morphologies. Therefore, we

performed fair comparisons between c-CoS2 (76, 152, 229, or 305 μgCo/cm2
disk) and o-CoSe2

(19, 38, 76, or 152 μgCo/cm2
disk) when they delivered similar overall ORR current densities at

different catalyst loadings. Similar to the c-CoSe2 polymorph and as expected from surface

Pourbaix diagrams, o-CoSe2 was also more selective toward 2e− ORR than c-CoS2 at low

overpotentials. Moreover, compared to c-CoS2 and c-CoSe2, the H2O2 selectivity of o-CoSe2

in the high overpotential region was slightly better retained as the catalyst loading increased.

Since the binding strength of OH* to o-CoSe2 is greater than that to c-CoS2 and c-CoSe2, it

is less favorable to completely reduce OH* via PCET and form a clean surface of o-CoSe2 at

high overpotentials, which may result in its enhanced H2O2 selectivity in the high overpoten-

tial region.

These RRDE experiments confirm that two CoSe2 polymorphs are highly active and selec-

tive 2e− ORR electrocatalysts in acidic solution and outperform the CoS2 catalyst. The opti-

mal overall electrode performances for H2O2 production can be achieved at the highest catalyst

loadings when jperoxide reached the maximum of 1.7 mA/cm2
disk at 0.5 V vs. RHE on both

catalysts (Figure 3.6), but o-CoSe2 required a much lower catalyst loading (152 μgCo/cm2
disk)

than c-CoSe2 (305 μgCo/cm2
disk) to achieve a similar overall electrode performance, because

the o-CoSe2 sample exhibited a much higher double layer capacitance (Cdl) value and thus a

larger electrochemically active surface area (ECSA) than the c-CoSe2 sample. Therefore, the

high-surface-area o-CoSe2 catalyst is more advantageous for practical electrochemical H2O2

production because of the lower catalyst loadings and reduced catalyst cost.

To quantitatively compare the H2O2 production performances of all three catalysts with

previously reported 2e− ORR catalysts in acidic solution, we extracted kinetic current den-

sity for H2O2 production (jk,peroxide) by correcting as-measured jperoxide for mass-transport loss

using Koutecky-Levich (K-L) analysis based on RRDE voltammograms recorded at various
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rotation rates. jk,peroxide is normalized by the geometric area of the disk electrode to reflect the

overall yield of H2O2 product without mass-transport limitation, which clearly increased with

higher catalyst loadings. Although this jk,peroxide normalized to the disk area can be affected

by the catalyst loading and the catalyst surface area and thus does not reflect the intrinsic cat-

alyst property, it is important for practical applications. Therefore, we chose the highest cat-

alyst loadings of c-CoSe2 (305 μgCo/cm2
disk) and o-CoSe2 (152 μgCo/cm2

disk) for comparisons

with previously reported 2e− ORR catalysts in acidic solution (Figure 3.6b). Both c-CoSe2

and o-CoSe2 catalysts show clearly more efficient H2O2 production than c-CoS2 and other

reported single-atom41 or carbon174 catalysts, and display even better overall electrode perfor-

mances than the state-of-the-art noble metal catalysts161,181 in the more important low over-

potential region. This comparison of jk,peroxide reveals that CoSe2 polymorph catalysts are the

best-performing 2e− ORR electrocatalysts reported so far in acidic solution.

We examined the catalyst stability of both CoSe2 polymorphs for electrochemical H2O2 pro-

duction in 0.05 M H2SO4 solution by continuously applying RRDE scans while sequentially

changing the rotation rate, analogous to the accelerated degradation tests typically applied to

conventional 4e− ORR catalysts.198,79 These RRDE scans recorded at the highest rotation

rate of 2025 rpm clearly revealed the enhanced catalyst stability of c-CoS2 (305 μgCo/cm2
disk),

c-CoSe2 (305 μgCo/cm2
disk) and o-CoSe2 (152 μgCo/cm2

disk) (Figure 3.7a). The disk currents

and the ring currents of both CoSe2 polymorphs were relatively stable during catalyst stabil-

ity tests (Figure 3.7a2,a3), whereas those of c-CoS2 (305 μgCo/cm2
disk) evidently decreased

over time (Figure 3.7a1). We further quantitatively compared the disk current and ring cur-

rent retentions of all three catalysts at 0.5 V vs. RHE where jperoxide reached its approximate

maximum (Figure 3.7b). Over the same time period of 2.5 h, the disk current of c-CoSe2 was

almost completely retained ( 100%), whereas c-CoS2 only retained 62% of its initial disk cur-

rent (Figure 3.7b1). Notably, the high-surface-area o-CoSe2 displayed a near-unity disk current
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Figure 3.7: Enhanced stability of c-CoSe2 and o-CoSe2 catalysts from RRDE measurements. (a) RRDE voltammograms
of (a1) c-CoS2 (305 μgCo/cm2

disk), (a2) c-CoSe2 (305 μgCo/cm2
disk), and (a3) o-CoSe2 (152 μgCo/cm2

disk) recorded at 2025
rpm during catalyst stability tests in O2-saturated 0.05 M H2SO4 soluধon (pH 1.20). (b) Retenধon rates of (b1) disk
current and (b2) ring current at 2025 rpm and 0.5 V vs. RHE (where jperoxide reaches its approximate maximum) during
catalyst stability tests.
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retention over a longer time period of 4.2 h (Figure 3.7b1). Note that the slight decrease in the

ring currents of both CoSe2 polymorphs (Figure 3.7b2) was mainly due to the formation of

surface PtOx on the ring electrode after its continuous operation at the high potential of 1.3

V vs. RHE.96,72 After periodic electrochemical cleaning of the ring electrode, the ring cur-

rents of both CoSe2 polymorphs were immediately recovered (Figure 3.7b2), indicating that

the electrochemical H2O2 production was stable on both CoSe2 polymorphs.

Table 3.3: Average cobalt leaching rates of c-CoS2, c-CoSe2 and o-CoSe2 during catalyst stability tests in 0.05 M
H2SO4 soluধon from RRDE measurements.

Catalyst Catalyst Loading Stability Test Duration [Co] in Tested Electrolyte Ave. Cobalt Leaching Rate
c-CoS2 305 μgCo/cm2

disk 2.5 h (151 scans) 36.6 μgCo/L 0.66 μgCo/h
c-CoSe2 305 μgCo/cm2

disk 2.5 h (151 scans) 21.8 μgCo/L 0.39 μgCo/h
o-CoSe2 152 μgCo/cm2

disk 4.2 h (251 scans) 28.5 μgCo/L 0.31 μgCo/h

To better understand the origin of the enhanced catalyst stability of CoSe2 compared to

CoS2, we recovered all of the tested catalysts to examine their surface composition and struc-

tural integrity using Raman spectroscopy and XPS. Raman spectra suggested the crystal struc-

tures of all tested catalysts, including the apparently least stable c-CoS2 catalyst, were well

retained without the formation of crystalline or amorphous impurities. XPS spectra suggested

their surface chemical states remained the same as the pristine catalysts. This is understand-

able because the bulk Pourbaix diagram (Figure 3.1a) suggests the degradation of c-CoS2 via

surface oxidation yields soluble species of Co2+ and SO4
2− that can readily leach into elec-

trolyte solutions without being detected by XPS. The leaching of c-CoS2 was also implied

by the slight change in its surface composition after the catalyst stability test, whereas both

CoSe2 polymorphs appeared to be more stable with minimal changes in their surface com-

positions. Therefore, it is essential to quantify the Co2+ leaching rate by using inductively

coupled plasma mass spectrometry (ICP-MS) to analyze the tested electrolyte solutions, so

that the stability of these three catalysts can be differentiated based on the total amount of
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Co2+ leached per hour (μgCo/h). As summarized in Table 3.3, the more stable o-CoSe2 (152

μgCo/cm2
disk) and c-CoSe2 (305 μgCo/cm2

disk) exhibited similar leaching rates of 0.31 and 0.39

μgCo/h, respectively, whereas the least stable c-CoS2 (305 μgCo/cm2
disk) leached almost twice

as fast (0.66 μgCo/h). In fact, this Co2+ leaching from CoSe2 could potentially be transient and

take place mostly at the initial stage of electrochemical operations. These leaching results are

consistent with our theoretical prediction that both CoSe2 polymorphs are more resistant to

surface oxidation than c-CoS2, because the binding strength of O* to Se sites is substantially

weaker than that to S sites by 0.59 eV, and display significantly enhanced catalyst stability for

the electrosynthesis of H2O2 in acidic solution.

3.5 Conclusion

In conclusion, this study demonstrates stable and selective electrosynthesis of H2O2 on CoSe2

polymorph catalysts in acidic solution, establishing new understandings on catalyst stability

for 2e− ORR and significantly advancing the practical production and utilization of H2O2 in

acidic solution. Calculated surface Pourbaix diagrams reveal the weak binding of O* to Se

sites and predict enhanced electrochemical stability for CoSe2 than CoS2. Additionally, all

three catalysts are computationally predicted to be active and selective 2e- ORR electrocat-

alysts based on the theoretical overpotential and strength of the O-O bond in OOH*. RRDE

experiments in 0.05 M H2SO4 show that CoSe2 polymorphs are the best-performing 2e− ORR

electrocatalysts reported so far in acidic solution, delivering higher kinetic current densities

for H2O2 production at low overpotentials than reported state-of-the-art noble metal or single-

atom catalysts. Detailed structural characterization and ICP-MS analysis of tested CoSe2 cat-

alysts and electrolyte solutions confirm their enhanced catalyst stability and resistance to cat-

alyst leaching during prolonged electrochemical operations. This integrated study not only



130

establishes CoSe2 polymorphs as the new benchmark 2e− ORR electrocatalysts in acidic so-

lution and demonstrates effective on-site electrosynthesis of H2O2, but also reveals new mech-

anistic insights and introduces new design rules for stable and efficient earth-abundant transi-

tion metal compound electrocatalysts for decentralized production and utilization of H2O2.



131

4
Hydrogen Peroxide Synthesis on NiSe2

and (Co,Ni)Se2: Investigating the Entire

Sabatier Curve
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4.1 Introduction

Our recent investigation of cobalt dichalcogenide 2e− ORR catalysts (see Ref. 157, 158 and

Chapter 3) established CoSe2 polymorph catalysts as the new benchmark for performance of

2e− ORR catalysts in acidic media. In these works, We also developed a theoretical frame-

work to evaluate three important catalyst metrics: stability, activity and selectivity. Evidence

of stable catalysts include a wide electrochemical stability window in a bulk Pourbaix dia-

gram, a clean surface at experimentally relevant potentials as predicted by surface Pourbaix

diagrams and finally, weak adsorbate binding, particularly to chalcogen sites. Activity is pre-

dicted by the binding strength of OOH*. The most active catalyst will have an OOH* binding

energy of 0 eV, which indicates a theoretical overpotential of 0 V. Selectivity is controlled by

the strength of the O-O bond in OOH*. The stronger the bond, the higher the activation barrier

towards bond scission and therefore, the lower the flux through the 4e− pathway.

In this work, we apply this theoretical framework to evaluate the catalytic performance of

the earth abundant metal compounds nickel diselenide (NiSe2) and the cobalt nickel diselenide

alloy ((Co,Ni),Se2) for 2e− ORR. Our choice of Ni is motivated by the Sabatier principle,

which states that there exists an optimal binding strength that will balance the activation of

the reactant and the desorption of the product. For 2 e− ORR, this corresponds to optimizing

the binding strength of OOH*. The ideal binding strength of OOH*, as stated above, is 0 eV.

All three Co catalysts investigated157,158 had OOH* overbound, falling on the left side of the

Sabatier curve (see Figure 4.1).

To improve the catalyst activity, we investigate a catalyst that we believe will bind OOH*

more weakly while maintaining or improving selectivity and stability. Ni based catalysts are

successful 2e− ORR catalysts, whether as part of metal compounds98,5,194,120 or anchored

single-atom catalysts.173,187,168,92 Previous results from our group59 indicate that OOH* is
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Figure 4.1: Graphical depicধon of the Sabaধer principle. On the leđ are catalysts that overbind OOH* (such as Co
dichalcogenides) and on the right are catalysts that underbind OOH* (such as Ni dichalcogenides).



134

underbound on NiS2. Our results from Chapter 3 indicate that diselenide pyrite catalysts are

more stable than disulfide pyrite catalysts. Therefore, pyrite nickel diselenide (c-NiSe2) is

a candidate to explore the right side of the Sabatier 2e− ORR curve. Once both sides of the

Sabatier curve have been explored, one approach to reach the peak of the Sabatier curve (see

Figure 4.1) is to tune the electronic properties of a material by alloying two materials on each

side of the curve.

In this chapter, we apply the theoretical performance framework developed in chapter 3

to explore the stability, activity and selectivity of c-NiSe2 and compare to c-CoSe2. We find

that c-NiSe2 underbinds OOH* compared to Co dichalcogenides while maintaining the sta-

bility enhancement of pyrite diselenides over pyrite disulfides. All three metrics indicate that

this catalyst is worth exploring synthetically. We then create an computational model of a c-

(Co,Ni)Se2 ordered alloy and evaluate this alloy in the same framework. We find that this al-

loy does not tune the binding energy of OOH* effectively and therefore is not an improvement

over the pure phases and should not be pursued synthetically.

4.2 Methods

Methods follow the progression as in Chapter 3 to facilitate comparison.

Spin polarized electronic structure calculations were performed using the Vienna Ab ini-

tio Simulation package (VASP)85,86,83,84 interfaced with the Atomic Simulation Environment

(ASE).6 Projector augmented wave (PAW) pseudopotentials10,87 with a cutoff of 450 eV were

used to treat core electrons, and the Perdew–Burke–Ernzerhof (PBE) functional135,136 was

used to treat exchange and correlation. Dispersion was treated using Grimme’s D3(ABC)

method.49 A variety of Hubbard U parameters were tested for c-NiS2 and c-(Co,Ni)Se2 and

were found to have little to no effect on the geometries or energies; therefore, no Hubbard U



135

parameter was used for these catalysts. Solvation effects were treated using the continuum sol-

vent method VASPsol.107,106 The Brillouin zone was sampled using a (10, 10, 10) and (10, 10,

1) Γ-centered Monkhorst–Pack mesh131 for bulk and surface calculations, respectively. Lattice

constants were determined by fitting to an equation of state (EOS).3

The (100) surfaces of c-NiSe2 was modelled as a 1 x 1 unit cell slab, leading to a total of

8 Ni atoms and 16 Se atoms. The c-(Co,Ni)Se2 was created by replacing 4 of the Ni atoms

in the unit cell with Co atoms and reoptimizing the lattice constant. Both had two repeats in

the z-direction and a vacuum gap of at least 15 Å. The top half of the slabs was allowed to re-

lax while the bottom half was frozen to simulate the bulk. For each ionic configuration, the

electronic energy was converged below 10−6 eV. Both the clean slab and adsorbates were

allowed to relax until the forces were converged below 0.005 eV/Å2. Transition states were

located using the nudged elastic band (NEB) method58,56 and were refined using the dimer

method.57,64,77 All transition states were confirmed saddle points with one imaginary fre-

quency corresponding to bond breaking.

Binding energies were calculated with respect to O2(g) and H+
(aq) and e−. The energy of

H+
(aq) and e− was calculated using the computational hydrogen electrode (CHE) method,126

where H+
(aq) is assumed to be in thermodynamic equilibrium with H2(g). In order to avoid

well-known errors in the DFT treatment of O2(g), the free energy of H2(g) was determined by

matching the experimental standard equilibrium potential (1.229 V) of the reaction 1
2O2(g) +

2H+
(aq) + 2e− → H2O(l). The free energies of species were calculated using G = H − TS,

where H is the enthalpy including zero-point energy (ZPE) and thermal corrections, and S is

either the total experimental entropy at 298 K and 1 bar (for gas phase species) or calculated

under the harmonic approximation (for surface bound species). The free energy of H2O(l) was

calculated using the experimental free energy of formation for H2O(l) and H2O(g).The solva-

tion free energy of H2O2(aq) was calculated using the experimental Henry’s law constant.122
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The calculated standard equilibrium potential of the 2e− ORR reaction O2(g) + 2 H +
(aq) + 2e−

→ H2O2(aq) is 0.81 V, while the experimental standard equilibrium potential is 0.69 V.

4.3 Results and Discussion

4.3.1 NiSe2 Catalyst Performance

NiSe2 exists as a phase pure pyrite structure.38 Like CoSe2, it is a metal (in contrast to NiS2

which is a semiconductor and therefore not ideal for electrocatalysis). For a consistency, all

results on c-NiSe2 are compared to c-CoSe2.

Catalyst Stability

According to the Materials Project,69 (see Figure 4.2), the electrochemical window of stabil-

ity for c-NiSe2 is much wider than c-CoSe2, including in both acidic and neutral media. This

indicates that c-NiSe2 would be more stable and less prone to degradation than the current

state-of-the-art 2e− ORR catalyst in acidic media. Additionally, c-NiSe2’s wider window of

stability in neutral media indicates it should be explored as a 2e− ORR catalyst in neutral me-

dia, which is of particular interest for on-site water treatment applications.

Using the derivation for surface Pourbaix diagrams found in Chapter 3.3.2, we construct a

surface Pourbaix diagram for c-NiSe2 and compare it to that of c-CoSe2 (see Figure 4.3. For

both surfaces, we investigate the most thermodynamically stable (100) surface. We examine

the surface at the experimentally relevant potential range of 0.5 V vs. RHE to 0.62 V vs. RHE.

At 0.5 V, both surfaces are predicted to be clear of adsorbates. At 0.62 V, we expect to start

seeing a buildup of OH* on Co sites for c-CoSe2. However, on c-NiSe2, we expect the surface

to remain clear even at 0.62 V. This can be rationalized through large differences in the OH*

binding energy to the metal centers. On c-CoSe2, OH* has a binding energy to Co sites of -
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Figure 4.2: Calculated bulk Pourbaix diagrams of (a) c-CoSe2 and (b) c-NiSe2 assuming an ionic concentraধon of 10−6

mol/kg for each element of interest (which are reasonably low concentraধons that can fairly reflect an acidic elec-
trolyte soluধon of 0.05 M H2SO4). These diagrams are adapted from the Materials Project.69 The mulধcolor gradient
indicates the Gibbs free energy of the compound at a given set of potenধal and pH condiধons with respect to its
Pourbaix stable phase (ΔGpbx), reflecধng the electrochemical stability window of the compound. It was surmised in
a previous report that materials with ΔGpbx up to high values as much as 0.5 eV/atom can persist in electrochemical
environments because of the energy barriers for the dissociaধon reacধons.163 The electrochemical stability windows
of both c-NiSe2 is much wider than that of c-CoSe2.
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Figure 4.3: Crystal structures and surface Pourbaix diagrams. (a–b) Crystal structures, space groups, and laষce con-
stants of (a) c-CoSe2 and (b) c-NiSe2. The Co, Ni, and Se atoms are displayed in pink, green, and orange, respecধvely.
(c–d) Calculated surface Pourbaix diagrams (ΔG vs. URHE) of (c) c-CoSe2 (100) and (d) c-NiSe2 (100). On c-CoSe2, Co
and S/Se sites are the preferenধal binding sites for OH* and O*, respecধvely. On c-NiSe2, Ni is the preferred binding
site for both O* and OH*. The preferred binding configuraধon for 2O* and 2OH* on the surface is 1 O* on Ni and 1
OH* on Ni and the remaining O* and OH* on Se. A wide variety of surface coverages (from clean surface to 3

4 ML O*
+ 1 ML OH*) are examined. For the sake of clarity, only the most stable surface coverages in the potenধal range of
0 to 1 V are shown here. Surface free energies are assumed to be in equilibrium with H2O(l). The unit cell has two
Co binding sites and four S/Se binding sites for a total of 6 binding sites. Binding energies of O* and OH* (ΔGO∗

and ΔGOH∗ ) at the calculated standard equilibrium potenধal of 2e− ORR (Uo
RHE) and top views of the catalyst sur-

faces with O* and OH* bound to their preferenধal binding sites are shown as insets. The Co, Ni, Se, O, and H atoms
are displayed in pink, green, orange, red, and white, respecধvely. The highlighted regions in light red represent the
experimentally relevant potenধal range where the opধmal H2O2 producধon performances are achieved.
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0.08 eV. In contrast, on c-NiSe2, OH* has a binding energy to Ni sites of 0.27 eV, a difference

of 0.35 eV. This much weaker, endothermic bonding of OH* leads to a cleaner surface at a

wider range of potentials.

Another major difference between c-NiSe2 and c-CoSe2 is the binding site of O*. On c-

CoSe2, O* weakly binds preferentially to chalcogen sites. In contrast, on c-NiSe2, O* prefer-

entially binds to the Ni sites. While the O* binding energy on Ni sites on c-NiSe2 is 0.13 eV

stronger than on the Se sites of c-CoSe2; on both surfaces, O* is very weakly, endothermically

bound to the surface. Should O* build up on the surface during the reaction (the Pourbaix dia-

gram predicts equilibrium in the presence of water, not during reaction conditions when O2(g)

is present), coverage would have to reach a significant concentration before any species would

bind to a chalcogen site on c-NiSe2. In contrast, any presence of O* on c-CoSe2 would create

bonds to the chalogen site immediately. As degradation most likely occurs from the oxidation

of selenium (see Figure 4.2), we predict that the change in preferential binding site of O* leads

to an increased resistance to degradation for the c-NiSe2 catalyst.

Overall, the weakening of the OH* bond to the metal center and the change in the prefer-

ential binding site for O* for c-NiSe2 indicate a more degradation-resistant catalyst. Addi-

tionally, the extended window of electrochemical stability for neutral pHs indicates that the

c-NiSe2 catalyst should be explored for application of 2e− ORR in neutral media.

Catalyst Activity and Selectivity

To compare the activity and selectivity of c-NiSe2 with that of c-CoSe2, we calculate the free

energy diagrams of the 2e− and competing 4e− ORR pathways. The catalytic activity is con-

trolled by the PCET Reaction in Equations 3.6 and 3.7. At the calculated equilibrium potential

of 2e− ORR (Uo
RHE), the first PCET step (3.6) on c-CoSe2 is moderately downhill by 0.24 eV,

indicating a theoretical overpotential of 0.24 V, an overbound OOH* intermediate and a cat-
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alyst which fall on the left side of the Sabatier curve (see Figure 4.1). On c-NiSe2, the first

PCET step is uphill by 0.10 eV, indicating a theoretical overpotential of 0.10 V, an under-

bound OOH* intermediate and a catalyst on the right side of the Sabatier curve. These theo-

retical overpotentials indicate that c-NiSe2 may have a modestly higher intrinsic activity than

c-CoSe2.

Figure 4.4: Calculated free energy diagrams of 2e− and 4e− ORR pathways. Calculated free energy diagrams were
performed on c-CoSe2 (100) and c-NiSe2 (100) surfaces at the calculated standard equilibrium potenধal of 2e− ORR
(Uo

RHE). Possible 2e
− and 4e− ORR pathways are depicted in solid and dashed lines, respecধvely. The traces for

c-CoSe2 (100) and c-NiSe2 (100) surfaces are displayed in pink and green respecধvely. These calculaধons are per-
formed on clean surfaces as the binding energies of OOH* are insensiধve to other surface adsorbates present on
c-CoSe2 or c-NiSe2 at low overpotenধals (see surface Pourbaix diagrams in Figure 4.3).

The selectivity of the catalyst towards the desired 2e− ORR product rather than the thermo-
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dynamically more stable 4e− ORR product is controlled by the strength of the O-O bond in

OOH* (see Equation 3.8). The stronger the bond, the more resistant the catalyst is towards

O-O bond scission. Cleaving the O-O bond in OOH* causes build up of O* and OH* on

a catalyst surface, which can either degrade the catalyst or be further reduced to H2O(l). A

strong O-O bond allows OOH* to undergo the second PCET reaction step (see Equation 3.7)

and form H2O2(aq). On c-CoSe2, the barrier towards O-O bond cleavage is 0.63 eV and on c-

NiSe2, this barrier is 0.61 eV. Both of these barriers are sufficiently higher than than those on

close-packed metals such as Pd (0.06 eV), Pt (0.16 eV), and Cu (0.06 eV),34 This is because

breaking the O-O bond requires an ensemble of metal sites. For c-CoSe2 and c-NiSe2, this re-

quires surface reconstruction to move metal centers towards each other which is not required

on close-packed metal surfaces. We predict that both catalysts will show similar, high selectiv-

ity towards 2e− ORR.

c-NiSe2 demonstrates similar theoretical selectivity and a modest increase in activity com-

pared to c-CoSe2. Both these metrics indicate c-NiSe2 will be an excellent 2e− catalyst and

should be explored experimentally.

4.3.2 (Co,Ni)Se2 Alloy Catalyst Performance

We have analyzed two very good candidates for 2e− ORR based on our theoretical framework,

one (c-CoSe2) that falls on the overbound side of the Sabatier curve and one (c-NiSe2) that

falls on the underbound side of the Sabatier curve (see Figure 4.1). One way to reach the peak

of the curve, or the Sabatier optimum, is to alloy two very good catalysts to tune the binding

energies and produce one excellent catalyst. As c-CoSe2 and c-NiSe2 have the same pyrite

structure and similar lattice constants (see Figure 4.3), they are perfect materials to alloy to-

gether.

From a computational perspective, the simplest c-(Co,Ni)Se2 alloy composition is a 50/50



142

mixture of Co and Ni. There is also experimental evidence that this structure is synthesiz-

able.53 Therefore, our theoretical model of c-(Co,Ni)Se2 is a 50:50 ordered alloy.

There are three distinct (100) surface terminations created in a c-(Co,Ni)Se2 ordered alloy;

one that alternates Co and Ni metal centers on the surface, one that has only Co metal centers

on the surface and one that has only Ni metal centers on the surface. These surfaces are de-

picted in Figure 4.5. All three terminations have very similar surface energies (see Table 4.1);

therefore, we calculate binding energies on all three terminations.

Figure 4.5: (100) surface terminaধons of the 50:50 c-(Co,Ni)Se2 ordered alloy. (a) (100) surface with alternaধng Co
and Ni metal centers on the surface. (b) (100) surface with only Co metal centers on the surface. (c) (100) surface
with only Ni metal centers on the surface. The Co, Ni and Se atoms are displayed in pink, green and orange respec-
ধvely.

Table 4.1: Surface energies of the three (100) surface terminaধons for the 50:50 c-(Co,Ni)Se2 ordered alloy.

Termination Surface Energy (ev/Å2)
Alternating Co/Ni 0.0430

Co-rich 0.0426
Ni-rich 0.0429

Our previous analysis has concluded that stability can be predicted by the binding strength

and binding site of O* and OH* and that activity can be controlled by the binding strength of

OOH*. Based on Brønstead-Evans-Polanyi relations,146 we predict that the O-O bond strength
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in the alloy should be between the strength of the bond in c-CoSe2 and c-NiSe2. As both these

alloys show similar resistance to O-O bond cleavage, we expect that the alloy will show similar

selectivity trends. Therefore, we do not calculate the barrier to O-O bond cleavage of OOH*

on the alloy but rather focus on the binding of O*, OH* and OOH* as it is with these binding

energies and binding sites that we see dissimilarities in the catalysts and thus expect to find

changes in the alloy.

Table 4.2: DFT calculated binding energies and binding sites of O*, OH* and OOH* on the three (100) surface termi-
naধons of the 50:50 c-(Co,Ni)Se2 ordered alloy. Binding energies on the pure c-CoSe2 and c-NiSe2 are provided for
reference.

Alternating Co/Ni Co-rich Ni-rich c-CoSe2 c-NiSe2

Species site energy (eV) site energy (eV) site energy (eV) site energy (eV) site energy (eV)
O* Ni 0.08 Se 0.30 Ni 0.04 Se 0.21 Ni 0.08

OH* Co -0.09 Co -0.10 Se 0.51 Co -0.08 Ni 0.27
OOH* Co -0.30 Co -0.30 Ni 0.03 Co -0.24 Ni 0.10

The calculated binding energies of O*, OH* and OOH* as well as their binding sites on

all three surface terminations can be found in Table 4.2. OOH* binds preferentially to a Co

site on both terminations with Co sites available with a binding energy of -0.30 eV. This over-

bound binding energy is very similar to the OOH* binding energy of -0.24 eV on c-CoSe2.

On the Ni rich surface, OOH* binds to the Ni sites with a binding energy of 0.03 eV. This is a

slight improvement over the binding energy of 0.10 eV on c-NiSe2. Based on OOH* binding

energies, the Ni-rich termination will show improved activity over c-CoSe2 and c-NiSe2 but

the other two terminations will show lessened activity.

O* binds to Ni, its preferential binding site, when available. On the alternating Co/Ni and

Ni-rich terminations, O* binds to Ni with a binding energy of 0.08 eV and 0.04 eV, respecitvely,

similar to the binding energy of 0.08 eV on c-NiSe2. When Ni sites are not available, as on the

Co-rich termination, O* binds preferentially to Se with a binding energy of 0.30 eV, similar to

c-CoSe2 which has an O* binding energy of 0.21 eV on Se sites.
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On terminations where Co sites are available, OH* preferentially binds to them, with a

binding energy of -0.09 eV and -0.10 eV on the alternating Co/Ni and Co-rich terminations

respectively. This is very similar to the (100) surface of c-CoSe2 which binds OH* to Co sites

with a binding energy of -0.08 eV. On the Ni-rich termination, OH* binds to Se sites with a

binding energy of 0.51 eV. While this is a different binding site when compared to the (100)

surface of c-NiSe2 (which binds OH* to Ni sites with a binding energy of 0.27 eV), both the

Ni-rich termination and c-NiSe2 show such weak OH* binding that we expect little to no OH*

buildup regardless of the binding site on both Ni catalysts.

Overall, we find that the Co-rich surface binds adsorbates in a similar manner to the c-

CoSe2 (100) surface and the Ni-rich surface binds adsorbates similarly to the c-NiSe2 (100)

surface. The alternating Co-Ni termination has preferential binding to the metal centers; OH*

and OOH* on Co and O* on Ni, in accordance with their preferred binding sites on the non-

alloyed (100) catalyst surfaces.

Very little of any species binds to the Ni-rich termination and the OOH* binding energy

has shifted closer to 0 eV. This indicates that this termination would be very stable and active.

However, the two other terminations have large OOH* binding energies and are more likely to

suffer from buildup of O* and OH*, indicating a less active and less stable 2e− ORR catalyst.

Therefore, unless an experimentalist can control the surface termination (perhaps by degrading

a Co-rich top layer and exposing a less reactive Ni-rich termination), this alloy will not lead to

a better 2e− ORR catalyst.

The absence of significant changes in binding energies when alloying Co and Ni dichalco-

genides indicates that neighboring metal centers have little electronic influence on each other.

Alloying metal centers, therefore, offers little as an avenue for rational catalyst design.
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4.4 Conclusion

We investigated the c-NiSe2 catalyst for 2e− ORR using the theoretical framework developed

in Chapter 3. We evaluated the catalyst for stability, activity and selectivity. We found weak

binding of adsorbates to the catalyst surface in the experimentally relevant potential range.

The O* binding site changes from the chalcogen to the metal center, leaving little adsorbate

buildup on the chalcogen. As oxidation of the chalcogen is believed to lead to catalyst degra-

dation, this indicates these changes in energetics and binding sites will lead to an improved

catalyst. Additionally, the bulk Pourbaix diagram indicates that not only does the c-NiSe2

exhibit a wide window of electrochemical stability in acidic pHs, it also has a wide range of

stability in the neutral pH range. Therefore, this catalyst shows great promise for 2 e− ORR in

neutral media.

The OOH* binding energy shows that OOH* is slightly underbound, indicating that c-

NiSe2 lies on the other side of the Sabatier curve than c-CoSe2. The OOH* binding energy is

closer to 0 eV on c-NiSe2, predicting a slight increase in intrinsic activity. The barrier towards

cleaving the O-O bond in OOH* is sufficiently high at room temperature to predict a selective

2e− ORR catalyst. Therefore, based on the stability, activity and selectivity, we recommend

experimentally investigating c-NiSe2 for 2e− ORR in acidic and neutral media.

To improve two catalysts that are on opposite sides of the Sabatier optimum, we theoret-

ically model a 50:50 ordered alloy of c-(Co,Ni)Se2. We investigate three (100) surface ter-

minations with similar surface energy: alternating Co/Ni, Co-rich and Ni-rich. We find that

the metal centers have little electronic influence over neighboring metal centers and therefore

binding energies of species on each metal site are similar to the binding energy of the species

on the metal site in the pure compound, thus giving little catalytic improvement. The Ni-rich

layer shows a slight activity improvement over c-NiSe2, however the other two terminations
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show worse activity and therefore we do not predict that the c-(Co,Ni)Se2 ordered alloy is an

improvement over the two separate pure compounds.

Although the metal centers are not influenced electronically by neighboring metal centers,

perhaps the chalcogen could modulate the binding energy of the metal center. As pyrite disul-

fides are known to degrade more quickly than pyrite selenides, we anticipate alloying with

sulfur will decrease stability. However, alloying with Te may create an electronic environment

to maximize stability, activity and selectivity. Further investigations into c-Ni(Se,Te)2 and

c-Co(Se,Te)2 alloys offer a fruitful avenue of further investigation.
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5
Electrochemical Microkinetic Model of

2e− ORR on Cobalt Dichalcogenide

Catalysts
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Reproduced in part with permission from Sheng, H., Janes, A. N., Ross, R. D., Kaiman, D.,

Huang, J., Song, B., Schmidt, J. R., Jin, S. (2020). Stable and selective electrosynthesis of

hydrogen peroxide and the electro-Fenton process on CoSe2 polymorph catalysts. Energy &

Environmental Science. 2020, 13, 4189-4203.

ANJ performed all theoretical modeling. Electrochemical experiments was performed by

HS and RDR.

5.1 Introduction

Currently, H2O2 is produced through the anthroquinone process, a methodology that produces

up to 70 wt% concentrated solutions of H2O2.17 Not only is this concentration both hazardous

to transport and store, but most industrial applications, such as water treatment, medical dis-

infection, and household sanitation require much lower concentrations of H2O2. For example,

a concentration less than 1000 ppm (29 mM) is sufficient for water treatment.196 The elec-

trochemical synthesis of H2O2 offers an opportunity to efficiently produce H2O2 in situ on

demand.

In Chapter 3, we investigated cobalt dichalcogenides and concluded that based on the activ-

ity, selectivty and stability parameters, o-CoSe2 is the best 2e− ORR catalyst in acid reported

to date. However, both our selectivity metric and RRDE measurements implicitly assume that

all H2O2 produced is usable for industrial applications and ignore the possible electrochemical

side reactions of H2O2 at higher H2O2 concentrations that drive the reduction of H2O2 to H2O.

In order to fully understand catalyst performance for 2e− ORR, we must evaluate if the catalyst

can accumulate 29 mM H2O2(aq) and if the catalyst is resistant to reduction of H2O2 to H2O.

To evaluate our cobalt dichacogenide catalysts for these two additional metric, our experi-

mental collaborators performed bulk electrolysis to produce H2O2 using integrated electrodes
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of o-CoSe2 and c-CoS2 nanowires directly grown on three-dimensional carbon fiber paper

substrates (CFP) and carried out chemical detection of the produced H2O2 via redox titration

using cerium(IV) sulfate (2 Ce4+ + H2O2→2 Ce3+ + 2 H+ + O2) monitored by UV-Vis spec-

trophotometry.96

The bulk electrosynthesis of H2O2 on o-CoSe2/CFP and c-CoS2/CFP was carried out in

O2-saturated 0.05 M H2SO4 solution (4 mL) at the constant potential of 0.5 V vs. RHE, near

the optimal potential where the maximum jperoxide was achieved from RRDE measurements,

over long periods of time (5–6 h, see Figure 5.1). As the H2O2 product was accumulated in

the solution, the overall catalytic current of o-CoSe2/CFP displayed a Nernstian response (Fig-

ure 5.1a red curve). In contrast, the overall catalytic current of c-CoS2/CFP only exhibited an

initial Nernstian response immediately after the bulk electrolysis started and then gradually

increased as the bulk electrolysis proceeded (Figure 5.1a blue curve). During the bulk elec-

trolysis using o-CoSe2/CFP, the cumulative H2O2 concentration kept increasing and reached

a high concentration of 547 ppm after 6 h (Figure 5.1b red curve). As for c-CoS2/CFP, de-

spite delivering a larger overall catalytic current, the cumulative H2O2 concentration increased

less steadily and reached a maximum of only 232 ppm over 3 h and then started decreasing

afterwards (Figure 5.1b blue curve). We further calculated the cumulative H2O2 yield on both

electrodes taking into account the evaporation of electrolyte solution during bulk electroly-

sis: the cumulative H2O2 yield on o-CoSe2/CFP consistently increased to 33.7 μmol over 6 h,

whereas that on c-CoS2/CFP peaked at the 3 h mark with only 19.6 μmol (Figure 5.1c). As

a result, the cumulative H2O2 selectivity on o-CoSe2/CFP reached 83% during the first hour

of bulk electrolysis and still remained 70% over the long period of 6 h, whereas the selectiv-

ity on c-CoS2/CFP started off with a lower value of 60% and drastically decreased to 13%

over 5 h (see Figure 5.1d). Moreover, ICP-MS analysis of the tested electrolyte solutions (see

inset of Figure 5.1a) showed that o-CoSe2/CFP exhibited an average cobalt leaching rate of
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Figure 5.1: Bulk electrosynthesis and chemical detecধon of H2O2 produced on o-CoSe2/CFP in comparison with c-
CoS2/CFP. (a) Chronoamperometry curves of o-CoSe2/CFP and c-CoS2/CFP (with the same catalyst loading of 370
μgCo/cm2geo and the same geometric area of 1 cm2geo) at 0.5 V vs. RHE in O2-saturated 0.05 M H2SO4 soluধon
(pH 1.20) under vigorous sধrring (1200 rpm). The average cobalt leaching rates (μgCo/h) of o-CoSe2/CFP and c-
CoS2/CFP during bulk electrolysis is shown as an inset. (b) Cumulaধve H2O2 concentraধon, (c) cumulaধve H2O2 yield,
and (d) cumulaধve H2O2 selecধvity and Faradaic efficiency during bulk electrolysis.
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0.69 μgCo/h over 6 h, much lower than that of c-CoS2/CFP (2.80 μgCo/h over 5 h). In fact,

since the Co2+ leaching from CoSe2 took place mostly at the initial stage of electrochemical

operations, this average leaching rate of 0.69 μgCo/h could be a lower bound estimate of the

operational stability of o-CoSe2/CFP. These observations also led us to suspect that electro-

chemical side reactions of H2O2 reduction and/or decomposition were much more pronounced

on c-CoS2/CFP and eventually out-competed the H2O2 production, which could account for

the abnormal increase in the overall current (Figure 5.1a) and the significant decrease in the

H2O2 selectivity (Figure 5.1d) during the bulk electrolysis using c-CoS2/CFP.

Additional bulk electrolysis experiments were designed to prove that the electrochemical

side reactions of H2O2 reduction and/or decomposition are indeed much less prone on o-

CoSe2/CFP. We reason that the additional catalytic current triggered by those side reactions

should correlate with the H2O2 concentration. Therefore, after accumulating an appreciable

concentration of H2O2 from the bulk electrolysis using o-CoSe2/CFP, we reintroduced fresh

H2O2-free electrolyte solution and performed another bulk electrolysis reusing the same o-

CoSe2/CFP electrode. The overall catalytic current of o-CoSe2/CFP in the H2O2-free solu-

tion was identical to that in the H2O2-containing solution, suggesting o-CoSe2/CFP is highly

resistant to the electrochemical side reactions that consume the H2O2 product. In contrast, c-

CoS2/CFP behaved very differently in the analogous experiments. The overall catalytic current

of c-CoS2/CFP in the H2O2-containing solution was substantially greater than that in the fresh

H2O2-free solution, resulting in the significant loss of H2O2 product due to the prevalence of

side reactions. Therefore, o-CoSe2/CFP is much more effective than c-CoS2/CFP for the bulk

electrosynthesis production of H2O2 at industrially relevant concentrations.

In this work, we use a theoretical microkinetic model to model the entire reaction network

to understand the maximum H2O2 accumulation and the flux through the pathways that re-

duce H2O2. At steady state, the concentration of H2O2(aq) is the theoretical maximum yield
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of H2O2. 2e− ORR catalysts prone to reduction of H2O2 will show high flux through reac-

tion pathways that will lead to the decomposition of H2O2. We compare our theoretical re-

sults to the bulk electrolysis experiments detailed above. By modeling 2e− ORR on these

cobalt dichalcogenide catalysts and comparing the results to the bulk electrolysis study, we

can both validate our theoretical methodology and create transferable physical principles for

why o-CoSe2 is a superior 2e− ORR. This validated methodology and any transferable physi-

cal principles can then be used to screen new 2e− ORR catalysts without labor intensive bulk

electrolysis experiments.

We modify our microkinetic modeling code, Micki, (detailed in Chapter 1) to model elec-

trochemical reactions. We then build microkinetic models of c-CoS2and o-CoSe2 and analyze

both the steady state solution of the coupled differential rate equations and the initial rates of

reactions. We find that both c-CoS2 and o-CoSe2 catalysts accumulate H2O2 at concentrations

significantly higher than needed for industrial applications (>29mM) and are in agreement

with the experimental result that c-CoS2 undergoes further reduction of H2O2 while the se-

lenide catalysts do not.

5.2 Methods

5.2.1 Density Functional Theory

Our DFT calculations are performed at the same level of theory as outlined in Chapter 3. Spin

polarized electronic structure calculations were performed using the Vienna Ab initio Simu-

lation package (VASP)85,86,83,84 interfaced with the Atomic Simulation Environment (ASE).6

Projector augmented wave (PAW) pseudopotentials10,87 with a cutoff of 450 eV were used to

treat core electrons, and the Perdew–Burke–Ernzerhof (PBE) functional135,136 was used to

treat exchange and correlation. Dispersion was treated using Grimme’s D3(ABC) method.49
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To better describe the Co 3d electrons in c-CoSe2, a Hubbard U parameter,4 Ueff = 2.0 eV, was

taken from a previous report.191 A variety of Hubbard U parameters were tested for c-CoS2

and o-CoSe2, and were found to have little to no effect on the geometries or energies; there-

fore, no Hubbard U parameter was used for these two catalysts. Solvation effects were treated

using the continuum solvent method VASPsol.107,106 The Brillouin zone was sampled using a

(10, 10, 10) and (10, 10, 1) Γ-centered Monkhorst–Pack mesh131 for bulk and surface calcula-

tions, respectively. Lattice constants were determined by fitting to an equation of state (EOS).3

The (100) surfaces of c-CoS2 and c-CoSe2 and the (101) surface of o-CoSe2 were modelled

as a 1 x 1 unit cell slab with two repeats in the z-direction, leading to a total of 8 Co atoms

and 16 S/Se atoms and a vacuum gap of at least 15 Å. The top half of the slabs was allowed

to relax while the bottom half was frozen to simulate the bulk. For each ionic configuration,

the electronic energy was converged below 10−6 eV. Both the clean slab and adsorbates were

allowed to relax until the forces were converged below 0.005 eV/Å2. Transition states were

located using the nudged elastic band (NEB) method58,56 and were refined using the dimer

method.57,64,77 All transition states were confirmed saddle points with one imaginary fre-

quency corresponding to bond breaking.

Binding energies were calculated with respect to O2(g) and H+
(aq) and e−. The energy of

H+
(aq) and e− was calculated using the computational hydrogen electrode (CHE) method,126

where H+
(aq) is assumed to be in thermodynamic equilibrium with H2(g). In order to avoid

well-known errors in the DFT treatment of O2(g), the free energy of H2(g) was determined by

matching the experimental standard equilibrium potential (1.229 V) of the reaction 1
2O2(g) +

2H+
(aq) + 2e− → H2O(l). The free energies of species were calculated using G = H − TS,

where H is the enthalpy including zero-point energy (ZPE) and thermal corrections, and S is

either the total experimental entropy at 298 K and 1 bar (for gas phase species) or calculated

under the harmonic approximation (for surface bound species). The free energy of H2O(l) was
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calculated using the experimental free energy of formation for H2O(l) and H2O(g).The solva-

tion free energy of H2O2(aq) was calculated using the experimental Henry’s law constant.122

The calculated standard equilibrium potential of the 2e− ORR reaction O2(g) + 2 H +
(aq) + 2e−

→ H2O2(aq) is 0.81 V, while the experimental standard equilibrium potential is 0.69 V.

We calculate proton coupled electron transfer (PCET) barriers using the methodology de-

veloped by Nie et. al. in reference 121. Briefly, for a given PCET reaction, first we use our

normal DFT methods to calculate the barrier of the reaction:

A∗ + H∗ AH∗ + ∗ (5.1)

We define the barrier of this reaction as Eo
act. For the chemical reaction, A* + H+ + e–

AH* + H*, the free energy of the reaction is defined as:

ΔG = GAH∗ − GA∗ −
(

1
2

GH2 − eU
)

(5.2)

When ΔG is 0, eU = eUo. Then eUo is

eUo = GAH∗ − GA∗ − 1
2

GH2 (5.3)

Then, using the formalism of Butler-Volmer kinetics, we can extrapolate the reaction barrier

as a function of potential:

Eact(U) = Eo
act(Uo) + β(U − Uo) (5.4)

where β is the symmetry factor and predicts if a reaction is late or early. We will assume

that β is 0.5 for all PCET reactions.
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5.2.2 Microkinetic Model

In order to model electrochemical reactions, we create three new classes of thermodynamic

objects in Micki. The first two, shomate gas and shomate liquid, add in the ability to calculate

entropies of fluid phase species using experimental entropies and extrapolate those entropies

from 298.15 K to a range of temperatures through the shomate equation. Shomate constants

were taken from NIST.122 The third class is the PCET class. Based on the computational hy-

drogen electrode (CHE),127 this class takes the energy of H2 gas as an input and calculates the

energy of a PCET object as

GPCET = 0.5GH2(g) − U (5.5)

where U is the potential in V vs RHE and can be set in the main script and varied to explore

the potential dependence of the reaction.

The reactor was modeled as an idealized continuous stirred- tank reactor (CSTR) as de-

scribed in 1.5.4 at 298.15 K, pH of 1 and a potential of 0.5 V vs RHE. The gas- and solution-

phase concentrations of all reactants and products were fixed at their initial values except

H2O2 which was allowed to accumulate in solution. For steady state analysis, the coupled dif-

ferential equations were solved until the rates of change of all concentrations and coverages

were less than 1 × 10−6s−1. For initial rates analysis, the coupled differential equations were

solved with a time step of 0.216 seconds/step for 100,000 steps and a total time of 6 hours.

Adsorbate-adsorbate interactions are treated as described in Chapter 2. Solution phase species

are treated using the diffusion model derived in Chapter 1. Cobalt and sulfur sites are treated

as distinct adsorption sites. All species are bound to cobalt sites except O*, which binds to sul-

fur or selenium sites. Rate constants for adsorption of fluid phase species are calculated using

the diffusion model outline in Chapter 1 and depicted in Figure 1.2.



156

We estimate the concentration of active catalyst sites from experimentally determined elec-

trochemically active surface area (ECSA). The ECSA is defined as

ECSA =
Cdl
Cs

(5.6)

where Cdl (mF) is the experimentally determined double layer capacitance and Cs (mF

cm−2) is the specific capacitance. Because the specific capacitance is difficult to determine

experimentally, we use the literature value, Cs = 0.035 mF cm−2 in 1M H2SO4.109 As the ex-

perimental concentration of H2SO4 is lower than 1M, we expect the Cs is an overestimate.

Table 5.1: Steady state concentraধons for all adsorbates considered in our model on the two cobalt dichalcogenide
surfaces.

Sample Catalyst Loading (μgCo/cm2
geo) ECSA (cm2) Active Sites (μM)

c-CoS2/CFP 370 15.8 4.39

o-CoSe2/CFP 370 28.8 6.79

ECSA values are reported in Table 5.1. From ECSA measurements, we can calculate con-

centration of active sites in molarity by using the size of our computational unit cell, which has

two cobalt active sites and the volume of solution used experimentally. This value of concen-

tration of active sites sets the number of active sites in the microkinetic model.

5.3 Discussion and Results

Ten reactions, including two adsorption reactions, three thermal reactions and five PCET re-

actions are included in the reaction network. We do not consider H2O adsorbed to the surface.

As a closed shell species, H2O is expected to weakly bind to the surface. However, because

our methodology cannot capture the strength of the hydrogen bonding network that is broken



157

when H2O desolvates and binds to the surface, our DFT calculations predict too large of H2O

binding energies. To alleviate this, we choose to model all H2O as H2O(l). DFT calculated

PCET barriers and eUo values are found in Table 5.2. Free energies of reaction and barriers

on the pristine surface are found in Table 5.3. Steady state reaction free energies, barriers and

rates are found in Table 5.4. Surface coverages for the catalysts are in Table 5.5.

Table 5.2: DFT forward free energy barriers for all PCET reacধons considered in the microkineধc model calculated
using Equaধon 5.1 and eUo calculated using Equaধon 5.3 on the two cobalt dichalcogenide catalysts .

c-CoS2 o-CoSe2

Reaction ΔG‡
for (eV) eUo (eV) ΔG‡

for (eV) eUo (eV)

O∗ + H∗ OH∗ + ∗ 1.48 0.49 1.14 1.18

OH∗ + H∗ H2O∗ + ∗ 0.99 0.71 1.13 0.70

O2∗ + H∗ OOH∗ + ∗ 0.72 0.68 0.78 0.69

H2O2∗ + H∗ H2O∗ + OH∗ 0.44 2.47 0.36 3.00

OOH∗ + H∗ H2O2∗ + ∗ 1.14 2.28 1.19 2.02

At steady state, c-CoS2 has a surface highly covered in O∗, in agreement with surface Pour-

baix diagrams (see Figure 3.2. O2(g) adsorbs and then immediately undergoes the first PCET

reaction (Equation 3.6). More than 99% of the O2(g) that went through Equation 3.6 then

reacts through the second PCET reaction (Equation 3.7) to form H2O2(aq). However, the

H2O2(aq) readsorbs, the O-O bond is broken and 2OH∗ are formed on the surface. The OH∗

then undergo a PCET reaction to form H2O(l. In solution, 40.9 mM H2O2(aq) has accumulated.

We note here that our microkinetic model does not model degradation of the catalyst surface

and previous experimental and theoretical evidence shows significant catalyst degradation for

sulfur dichalcogenides; therefore this accumulation is the maximum theoretical accumulation
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Table 5.3: Free energies of reacধon and forward free energy barriers for all the reacধons considered in the microki-
neধc model on the prisধne catalyst on the two cobalt dichalcogenide catalysts. Missing values for ΔG‡

for indicate
that the reacধon is barrierless. PCET reacধons without a barrier indicate that at a potenধal of 0.5 V vs RHE, the
reacধon is barrierless.

c-CoS2 o-CoSe2

Reaction ΔG (eV) ΔG‡
for (eV) ΔG (eV) ΔG‡

for (eV)

O2(g) + ∗ O2∗ −0.29 −0.36

H2O2(aq) + ∗ H2O2∗ 0.25 0.22

O2∗ + ∗ 2 O∗ −1.91 0.39 −0.59 0.84

OOH∗ + ∗ O∗ + OH∗ −1.72 0.49 −1.08 1.00

H2O2∗ + ∗ 2 OH∗ −1.92 −2.02

O∗ + H+ + e– OH∗ 0.01 0.90 −0.68 0.53

OH∗ + H+ + e– H2O(l) + ∗ −0.22 −0.16 0.89

O2∗ + H+ + e– OOH∗ −0.18 −0.20 0.66

H2O2∗ + H+ + e– H2O(l) + OH∗ −2.14 −2.17

OOH∗ + H+ + e– H2O2(aq) + ∗ −0.04 0.49 0.04
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Table 5.4: Free energies of reacধon, forward free energy barriers and reacধon rates for all the reacধons considered in
the microkineধc model under steady state condiধons on the two cobalt dichalcogenide catalysts. Missing values for
ΔG‡

for indicate that the reacধon is barrierless.

c-CoS2 o-CoSe2

Reaction ΔG (eV) ΔG‡
for (eV) Rate (s−1) ΔG (eV) ΔG‡

for Rate (s−1) (eV)

O2(g) + ∗ O2∗ 0.56 1.449 −0.36 0.005

H2O2(aq) + ∗ H2O2∗ −0.02 1.449 0.22 0.003

O2∗ + ∗ 2 O∗ −0.63 0.27 0.000 −0.55 0.87 0.000

OOH∗ + ∗ O∗ + OH∗ −1.82 0.47 0.000 −1.05 1.01 0.000

H2O2∗ + ∗ 2 OH∗ −1.06 1.449 −2.00 0.000

O∗ + H+ + e– OH∗ 0.30 1.18 0.000 −0.69 0.53 0.000

OH∗ + H+ + e– H2O(l)∗ −0.51 2.898 −0.17 0.87 0.003

O2∗ + H+ + e– OOH∗ −0.63 1.449 −0.19 0.66 0.005

H2O2∗ + H+ + e– H2O(l) + OH∗ −1.57 0.000 −2.17 0.003

OOH∗ + H+ + e– H2O2(aq) + ∗ −0.43 1.449 0.04 0.005

Table 5.5: Steady state concentraধons as a percentage of surface sites for all adsorbates considered in our model on
the two cobalt dichalcogenide surfaces.

Coverage
Species c-CoS2 o-CoSe2

O∗ 0.659 0.006

O2∗ < 0.001 < 0.001

OH∗ < 0.001 0.333

OOH∗ < 0.001 < 0.001

H2O2∗ < 0.0001 0.000

∗Co 0.3333 < 0.001

∗S/Se 0.007 0.661
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assuming surface degradation does not occur. Our results are consistent with experimental

evidence that reduction of H2O2 to H2O is a problem for c-CoS2. RRDE overpredicts the se-

lectivity of c-CoS2 and selectivity is controlled not only by the the strength of the O-O bond in

OOH∗ but also by the rate of H2O2 adsorption and subsequent reduction.

Consistent with the surface Pourbiax diagrams (see Figure 3.2), on o-CoSe2 we see a high

surface coverage of OH∗ (33.30%) and a low coverage of O∗ (0.60%). At steady state, we see

an accumulation of H2O2(aq) of 9.18 mM, the necessary order of magnitude of accumulation

required for industrial applications. We also see very low rates of H2O2 reducing to H2O, in

agreement with experimental evidence that o-CoSe2 is highly resistant to those electrochemi-

cal side reactions that consume the H2O2 product.

To validate that our results match experimental trends, we analyze both the consumption of

electrons per site per second and the accumulation of H2O2 in solution over time and compare

the results to experiment (see Figure 5.1 panels a and b). Our theoretical results are shown in

Figure 5.2. We changed the sign of the theoretical rates of electron consumption to match the

sign of the experimental current.

First, we must establish a relationship between experimental current in mA to the number of

electrons produced per site per second (which is the sum of the rates of all PCET reactions). In

one Ampere of current, there are 6.242 × 1018 electrons flowing per second. Based on exper-

imental ECSA, there are 15.8 cm2 of active sites. Using our theoretical unit cell, which has 2

active cobalt sites, we estimate that 1 mA of current is approximately 1 e− per site per second

and therefore compare the two numbers directly. We emphasize here that there are significant

estimations for both the theoretical results and the experimental ECSA values and therefore we

expect qualitative, not quantitative, comparisons.

Comparing rates over time, we see that the theoretical rate of consumption curve (see Fig-

ure 5.2a) matches the qualitative shape of the experimental curves (see Figure 5.1a). The rate
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Figure 5.2: Theoreধcal microkineধc modeling results over ধme. a) Number of electrons consumed per site per sec-
ond over 6 hours ধme. b) Accumulaধon of H2O2 in ppm over 6 hours ধme. Results comparable to Figure 5.1 panels
a and b. Blue represents c-CoS2 and red o-CoSe2. Inset in panel b shows cumulaধve H2O2 in ppm for o-CoSe2 from
hour 3 to hour 6. While accumulaধon has stopped on c-CoS2, the rate accumulaধon is sধll posiধve on o-CoSe2.
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on o-CoSe2 decreases in a Nernstian fashion. On c-CoS2, we see that it delivers a higher cur-

rent than experiment and that it displays non-Nernstian behaviour, indicating further reduction

of H2O2 which is confirmed by reaction flux through H2O2 reduction pathways. However,

experimentally, c-CoS2 initially shows Nernstian behaviour which we do not predict theoret-

ically. More accurate physical descriptions of the beginning of the reaction, when there is no

H2O2 in solution and thus infinite overpotential, must be added to accurately reproduce this

phenomenon. We do, however, calculate the correct order of magnitude of current as seen ex-

perimentally, validating the foundation of our theoretical model.

Both catalysts can accumulate H2O2. o-CoSe2 is steadily accumulating H2O2 and has not

reached a maximum ppm of H2O2 at 6 hours (see Figure 5.2b). The inset shows clearly that

the concentration of H2O2 in solution is still increasing, in agreement with the monotonic ac-

cumulation observed experimentally. In contrast, c-CoS2 accumulates H2O2 more quickly but

that the rate of accumulation approaches zero. While the microkinetic model does not pre-

dict the decrease in accumulation rate, it does predict that the accumulation rate reaches zero

within 6 hours.

While the accumulation of 117 ppm of H2O2 on o-CoSe2 is of the same order of magnitude

as the experimental accumulation, on c-CoS2, the theoretical model over predicts accumulation

6 fold and at a faster rate than on o-CoSe2. One explanation for this discrepancy is the lack

of representation of catalyst degradation. If c-CoS2 degrades quickly, as seen experimentally,

the number of sites should be decreasing throughout the reaction. Currently, the theoretical

model has no mechanism to model catalyst degradation and will not represent any changes in

the working catalyst due to degradation.

Overall, our results are in qualitative agreement with both previous experimental and the-

oretical investigations. Surface coverages are consistent with those predicted in surface Pour-

baix diagrams. Both c-CoS2 and o-CoSe2 accumulate concentrations of H2O2(aq) at the neces-
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sary order of magnitude for industrial applications and within the same order of magnitude as

seen experimentally. c-CoS2 suffers from further reduction of H2O2 to H2O, while o-CoSe2 is

highly resistant to these electrochemical side reactions, in alignment with bulk electrolysis ex-

periments. Finally, the theoretical model can qualitatively reproduce H2O2 accumulation and

rate of electron consumption.

We dig deeper into differences in energetics between the two models to develop transferable

physical principles. Both catalysts show an ability to synthesize H2O2. While the DFT calcu-

lated barriers for PCET reactions are high (see Table 5.2), at a potential of 0.5 V vs RHE and

at steady state coverage, barriers for PCET reactions necessary for H2O2 formation are mod-

erate to low. The barrier of 0.66 eV on o-CoSe2 for the first PCET reaction to form OOH* is

the highest barrier on the 2e− pathway on any of the three catalysts and does not limit H2O2

accumulation below industrial goals.

The pathway for reduction of H2O2(aq) necessitates the adsorption of H2O2(aq), then either

thermal cleavage of H2O2
∗ or the PCET to form H2O(l) and OH∗. On c-CoS2, this reaction is

-0.02 eV and on o-CoSe2 it is 0.22 eV (see Table 5.4). Only c-CoS2 has cobalt sites free to ad-

sorb H2O2. Both thermal cleavage of H2O2 and PCET reduction of H2O2 are very exothermic

and barrierless. However, thermal cleavage requires an additional cobalt site. Finally, any OH∗

accumulated must be reduced to H2O(l) to complete the 4e− pathway. While the DFT barrier

for PCET reduction of OH∗ is 0.99 eV or higher on both catalysts (see Table 5.2), we find that

at steady state, this reaction on c-CoS2 is barrierless while on o-CoSe2, it has a barrier of 0.89

eV respectively (see Table 5.4). This difference in free energy barriers is due to adsorbate-

adsorbate interactions with O∗. On c-CoS2, the high O∗ coverage increases the exothermic-

ity of the reaction and stabilizes the transition state so significantly that the reaction becomes

barrierless. On o-CoSe2, we do not see the same accumulation of O∗ due to the weaker O-Se

bond and therefore do not see the lowering of the barrier. While o-CoSe2 has a high surface
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coverage of OH∗,OH∗ has weaker interactions with other adsorbates and therefore has less ef-

fect on steady state reaction energetics. We re-calculate the microkinetic model steady state

solution on c-CoS2 but change the barrier of PCET reduction of OH to match the 0.89 eV bar-

rier on o-CoSe2. We find no flux in H2O2 reduction pathways and no free Co sites for H2O2

adsorption, indicating that the Co sites were saturated with OH∗ that could not be completely

reduced to H2O(l). We conclude that the height of the activation barrier for reduction of OH

to H2O is significantly reduced due to the high coverage of O∗ on c-CoS2, allowing for flux

through electrochemical side reactions that consume the H2O2 product.

5.4 Conclusion

We built two microkinetic models of 2e− ORR on two different catalysts; c-CoS2 and o-CoSe2

to understand the maximum theoretical accumulation of H2O2(aq) and of the catalysts are resis-

tant to electrochemical side reactions that consume the H2O2 product. Our microkinetic mod-

eling code, Micki, was modified to allow for electrochemical reactions. We found that c-CoS2

can accumulate up to 40.9 mM H2O2(aq) if catalyst degradation cannot occur and o-CoSe2

can accumulate up to 9.18 mM of H2O2(aq). Both of the theoretical maximum yields are the

necessary order of magnitude for industrial applications and in qualitative agreement with ex-

periment. Both catalysts showed coverages in agreement with theoretical surface Pourbaix

diagrams with c-CoS2 having high O∗ coverage and the selenide catalyst with high OH∗. c-

CoS2 showed high flux through electrochemical side reactions that consume the H2O2 product

while o-CoSe2 did not. The barrier to PCET reduction of OH∗ to complete the 4e− pathway

to form water is greatly reduced by the lateral interactions with on surface O∗ on c-CoS2. On

the selenide catalyst, this barrier remains high, causing OH∗ to accumulate on the surface until

no cobalt sites remain. Qualitative trends for electron consumption and H2O2 accumulation
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measured through bulk electrolysis were reproduced by our microkinetic models, including the

monotonic increase in H2O2 accumulation on o-CoSe2 and lack of increased accumulation on

c-CoS2. The microkinetic models also predicted the Nernstian decrease in current over time

seen on o-CoSe2 and the non-Nernstian increase in current seen on c-CoS2 and is in agreement

that the shape of this curve is due to flux through H2O2 electrochemical reduction pathways.

While we are still far from quantitative accuracy (both because of missing complexity in

the theoretical model and estimates in the experimental values of ECSA), further work can

be done to increase agreement between theory and experiment and make these electrochem-

ical microkinetic models predictive of 2e− ORR behaviour. The model for PCET is a first

order attempt to account for the effects of potential on reaction barriers. More sophisticated

approaches should be attempted, especially as the barrier heights are important to understand

flux through the reduction pathways. Attempts to represent catalyst degradation could allow

for better prediction of H2O2 accumulation rates. However, current qualitative agreement is

very encouraging that microkinetic models can offer predictive information for electrocataly-

sis.

In conclusion, our microkinetic modeling results are in qualitative agreement with previous

theory and experiment. They show that o-CoSe2 remains the best 2e− catalyst because it can

accumulate industrially relevant H2O2(aq) concentrations and is resistant to further H2O2 re-

duction. High O∗ coverage is responsible for the flux through electrochemical side reactions

that consume the H2O2 product on c-CoS2.
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6
Conclusions and Future Directions

In summary this dissertation provided physical, molecular level insight into reactions occur-

ring at the liquid solid interface through computational modeling. These insights provide

transferable principles to apply towards rational design of new, better performing catalysts.

In Chapter 1, the microkinetic modeling code was presented. Not only does the code cre-

ate an easy-to-use platform for the standard statistical mechanical formalisms and analysis

tools for theoretical microkinetic modeling, it also provides novel derivations for important
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physical process such as mass-transport limited adsorption, multidentate binding and a many

body expansion derivation of lateral interactions. The modularity of the Micki code makes it a

good building block for innumerable chemical reactions and catalyst systems. Future work on

Micki could be done to build linear scaling modules to reduce the computational complexity

for building a new model for a reaction network.

In Chapter 2, we utilized Micki to model the aerobic esterification of primary alcohols on

promoted palladium catalysts to disentangle the mechanism of P block promoters such as tel-

lurium. Microkinetic models were built for the unpromoted Pd(111) surface, a two-site model

of a PdTe ordered alloy and a one-site model of the PdTe ordered alloy. Reactions energetics

from the primary alcohol to the methyl ester, including side reactions were calculated using

high level DFT. Solvation effects were treated using implicit solvent models. Our diffusion

based adsorption model was used to treat solution phase adsorption. Our PdTe(111) model

provided a 12.9x speedup over the unpromoted Pd(111) catalyst, but did not change the major

reaction pathway. However, the mechanism for reducing O2 did change between the models.

Additionally, no reactions involving an ensemble of Te and Pd atoms was found to influence

the reaction network. Based on these results, we concluded that the major effect of Te pro-

moters is to modulate the electronic energy of the system which reduces the barrier of the rate

limiting C-H bond scission and changing the pathway of O2 reduction. Future directions can

look towards understanding the role of other P block promoters, such as bismuth. As bismuth

likely exists as adatoms on the palladium surface instead of as a surface alloy, the mechanis-

tic pathway is likely very different. The current microkinetic modeling methodology can be

applied directly to a Pd(111) system with Bi adatoms and compared to the model presented in

this dissertation.

In Chapter 3, we investigate three cobalt dichalcogenides for performance as 2e− ORR cat-

alysts for the electrochemical synthesis of H2O2. Theoretically, we evaluate the catalysts based
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on activity, selectivity and stability. Activity is controlled by the binding energy of OOH*,

where any deviation from a binding energy of 0 eV is considered the theoretical overpotential.

Selectivity is governed by the strength of the O-O bond in the OOH* intermediate. Stabil-

ity is determined by the O* binding energy and surface Pourbaix diagrams. Using DFT and

the computational hydrogen electrode, we calculated these energetics on c-CoS2, c-CoSe2

and o-CoSe2. We determined that the weak binding of O* to Se as compared to S led to the

increased stability of selenide catalysts over sulfide catalysts. Together with experimental col-

laborators, we discovered the best 2e− ORR catalyst in acidic solution to date and developed

transferable physical principles to screen new 2e− ORR catalysts.

We applied these transferable principles to screen nickel dichalogenide catalysts in Chap-

ter 4. We found that the c-NiSe2 catalyst had weak binding to all species and preferentially

bound O* to the nickel metal center instead of the chalocogen, predicting increased stability

for c-NiSe2. We also calculated a very low theoretical overpotential and strong O-O bond in

OOH*, indicating that c-NiSe2 could be an excellent 2e− ORR catalyst and should be investi-

gated experimentally. As c-NiSe2 underbinds OOH* and c-CoSe2 overbinds OOH*, the ideal

catalyst should have an OOH* binding energy between the these two catalysts. One way to ac-

cess this intermediate binding energy is to alloy two compounds together. We built a model of

a 50-50 c-(Co,Ni)Se2 alloy. Three different surface terminations of the (100) surface termina-

tion were investigated computationally. None of the surfaces gave performances better than the

parent material based on our three measures of activity, selectivity and stability. We conclude

that the metal centers must not have much electronic influence on neighboring metal centers

and that instead alloying the dichalogen, perhaps with tellurium, would be a better alloying

approach.

Future directions should focus on developing methods to incorporate important physics for

electrochemistry. Current DFT methods require constant electron calculations, while the ex-
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periment is done at constant potential. Recent work has been done to adapt current quantum

DFT codes to perform constant potential calculations.19 Improvements to the continuum sol-

vent models and attempts to depict the electrochemical double layer would also add important

physics into the theoretical model of the working catalyst, leading to better predictive power of

the models.

In Chapter 5, we modified Micki to build electrochemical microkinetic model of two cobalt

dichalcogenide catalysts investigated in Chapter 3 in order to understand maximum theoretical

H2O2 accumulation and the flux through H2O2 reduction pathways that lead to loss of prod-

uct. We estimated PCET barriers using a model that extrapolated barrier using Butler-Volmer

kinetics. Results were compared to bulk electrolysis experiments. Qualitative agreement was

found between experiment and theory for functional form of current over time and order of

magnitude agreement of reaction rates. The theoretical model agreed with experiment that the

non-Nernstian behaviour of the c-H2O2 was due to high flux through the H2O2 reduction path-

ways. While theory captured the monotonic increase in H2O2 accumulation over the 6 hours

investigated and accurately predicted that the rate of accumulation of H2O2 on c-CoS2, it in-

correctly predicted that c-CoS2 has a higher initial rate of H2O2 accumulation than o-CoSe2.

One reason for this discrepancy is the lack of pathways for catalyst degradation which c-CoS2

is known to suffer from. However, the model does predict the correct order of magnitude ac-

cumulation of H2O2 on both catalysts. These results are encouraging that microkinetic models

can be applied to electrochemical systems to provide qualitative trends and order of magnitude

predictions. Future directions include utilizing the strategies described for improvements to

work in Chapter 3 and Chapter 4. Additionally, better descriptions of PCET would improve

the theoretical model. Also, a pathway to describe the most important effects of catalyst degra-

dation, perhaps benchmarked to experimental leaching rates would greatly improve the predic-

tion abilities of electrochemical microkinetic models.
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Overall, in this dissertation, we developed methodologies for kinetic modeling and frame-

works based on transferable physical principles to evaluate electrochemical catalyst perfor-

mance. This has lead to better understanding of promoters in aerobic oxidation of primary

alcohols and the discovery of the best to date 2e− ORR catalyst in acidic media. These prin-

ciples can be applied to evaluate other catalyst systems for similar reactions, providing direc-

tions for rational catalyst design based on physical laws.
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