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Abstract 

Because of many excellent properties, SiC has been proposed for many applications in 

nuclear reactors including the cladding layer in fuel rod, fission products container in TRISO 

fuel, and first wall/blanket in magnetic controlled fusion reactors. Upon exposure to high energy 

radiation environments, point defects and defect clusters are generated in materials in amounts 

significantly exceeding their equilibrium concentrations. The accumulation of defects can lead to 

undesired consequences such as crystalline-to-amorphous transformation, swelling, and 

embrittlement, and these phenomena can adversely affect the performance of SiC based 

components in nuclear reactors. It is of great importance to understand the accumulation process 

of these defects in order to estimate change in properties of this material and to design 

components with superior ability to withstand radiation damages. 

Defect clusters are widely observed in SiC irradiated at the operation temperatures of various 

reactors. These clusters are believed to cause more than half of the overall swelling of irradiated 

SiC and can potentially lead to lowered thermal conductivity and mechanical strength. It is 

critical to understand the formation and growth of these clusters. Diffusion of these clusters is 

one importance piece to determine the growth rate of clusters; however it is unclear so far due to 

the challenges in simulating rare events. Using a combination of kinetic Activation Relaxation 

Technique with empirical potential and ab initio based climbing image nudged elastic band 

method, I performed an extensive search of the migration paths of the most stable carbon tri-

interstitial cluster in SiC. This research reveals paths with the lowest energy barriers to migration, 

rotation, and dissociation of the most stable interstitial cluster in SiC. Based on these energy 

barriers, I concluded defect clusters are thermally immobile at temperatures lower than 1500 K 

and can dissociate into smaller clusters and single interstitials at temperatures beyond that.   
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Even though clusters cannot diffuse by thermal vibrations, it is found that they can migrate at 

room temperature under the influence of electron radiation. This discovery was enabled by the 

collaboration with electron microscopy scientists within the department and I contributed to this 

project by data analysis and model building. This is the first direct observation of radiation-

induced diffusion of defect clusters in bulk materials. We show that the underlying mechanism 

of this athermal diffusion is elastic collision between incoming electrons and cluster atoms. Our 

findings suggest that defect clusters may be mobile under certain irradiation conditions, changing 

current understanding of cluster annealing process in irradiated SiC. With the knowledge of 

cluster diffusion in SiC demonstrated in this thesis, we now become able to predict cluster 

evolution in SiC with good agreement with experimental measurements. This ability can enable 

us to estimate changes in many properties of irradiated SiC relevant for its applications in 

reactors. 

Internal interfaces such as grain boundaries can behave as sinks to radiation induced defects. 

The ability of GBs to absorb, transport, and annihilate radiation-induced defects (sink strength) is 

important to understand radiation response of polycrystalline materials and to better design 

interfaces for improved resistance to radiation damage. Nowadays, it is established GBs’ sink 

strength is not a static property but rather evolves with many factors, including radiation 

environments, grain size, and GB microstructure. In this thesis, I investigated the response of 

small-angle tilt and twist GBs to point defects fluxes in SiC. First of all, I found the pipe 

diffusion of interstitials in tilt GBs is slower than bulk diffusion. This is because the increased 

interatomic distance at dislocation cores raises the migration barrier of interstitial dumbbells. 

Furthermore, I show that both the annihilation of interstitials at jogs and jog nucleation from 

clusters are diffusion-controlled and can occur under off-stoichiometric interstitial fluxes. Finally, 
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a dislocation line model is developed to predict the role of tilt GBs in annihilating radiation 

damage. The model predicts the role of tilt GBs in annihilating defects depends on the rate of 

defects segregation to and diffusion along tilt GBs. Tilt GBs mainly serve as diffusion channel 

for defects to reach other sinks when defect diffusivity is high at boundaries. When defect 

diffusivity is low, most of the defects segregated to tilt GBs are annihilated by dislocation climb. 

Up-to-date, the response of twist GBs under irradiation has been rarely reported in literature 

and is still unclear. It is important to develop atom scale insight on this question in order to 

predict twist GBs’ sink strength for a better understanding of radiation response of 

polycrystalline materials. By using a combination of molecular dynamics and grand canonical 

Monte Carlo, here I demonstrate the defect kinetics in {001} and {111} twist GBs and the 

microstructural evolution of these GBs under defect fluxes in SiC. I found because of the deep 

potential wells for interstitials at dislocation intersections within the interface, the mobility of 

defects on dislocation grid in twist GBs is low. The retard defect diffusion along twist GBs can 

lead to defect accumulation at GBs in many cases. Furthermore, I found that in order to absorb 

accumulated interstitials at the interface, both types of twist GBs have to form mixed 

dislocations with edge components. The formation of mixed dislocation is either by interstitial 

loop nucleation or by dislocation reactions. The continuous formation and climb of these mixed 

dislocations make twist GBs unsaturatable sinks to radiation induced defects.  
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Chapter 1 Background 

1.1 Structure and polytypes of SiC 

Silicon carbide (SiC) is an important non-oxide ceramic that has diverse industrial 

applications. It has many excellent properties such as high hardness and mechanical strength, 

good chemical stability, high thermal conductivity, high melting point, good oxidation and 

erosion resistance, etc. All of these properties make SiC a promising material for applications in 

abrasion, cutting, high power and high temperature electronics, and nuclear reactors.  

Up-to-date more than 200 SiC polytypes have been found1. A list of the most common 

polytypes include 3C, 2H, 4H, 6H, 9R, 5R, etc., where (C), (H), and (R) are the three basic cubic, 

hexagonal and rhombohedral crystallographic categories, respectively. In the cubic zinc-blend 

structure, labelled as 3C-SiC or β-SiC, Si and C occupy ordered sites in a diamond framework. 

The number 3 refers to the number of tetrahedrally bonded Si-C bilayers needed for periodicity, 

as shown in Figure 1-1a. In hexagonal polytype nH-SiC and rhombohedral polytypes nR-SiC, 

generally referred to as α-SiC, Si-C bilayers stack in the primitive unit cell. Examples of the 

stacking sequence of nH samples are shown in Figure 1-1b and 1-1c. The difference in stacking 

sequence of tetrahedrally bonded Si-C bilayers in various polytypes lead to different properties, 

especially in electronic properties. For instance, the band gap varies with the polytype from 2.3 

eV for 3C-SiC to over 3.0 eV for 6H-SiC to 3.2 eV for 4H-SiC. Among these polytypes, 6H-SiC 

and 4H-SiC are the only SiC polytypes commercially available in bulk wafer form2, and that is 

one reason why the vast electronic industry has been interested in these two polytypes. Poly-

crystalline 3C-SiC can be easily fabricated in bulk form by sintering, chemical vapor deposition, 
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physical vapor deposition2. The ability to deposit 3C-SiC in various geometries makes 3C-SiC 

widely used for components in nuclear reactors. 

 

Figure 1-1 | Stacking sequence of Si-C bilayers in a, 3C-SiC; b, 4H-SiC; and c, 6H-Sic. 

Here I will focus on the applications of 3C-SiC in nuclear reactors3-4. The applications of SiC 

as structural component in advanced nuclear reactors5-7, as the buffer layer in advanced nuclear 

fuel design8-10, and as immobilizer of nuclear waste11-12 will be reviewed.  
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1.2 Application of SiC in nuclear reactor system  

SiC is considered as the cladding materials in fuel rods used in light water reactor and other 

advanced reactor design5-6. SiC/SiC composite composed of 3C-SiC-based fibers reinforcing the 

3C-SiC matrix is proposed to replace the traditional zirconium alloys for the reasons explained 

below. The composite form is designed to provide improved strength and fracture toughness as 

compared to the brittle non-composite form.  

 

Figure 1-2 | Applications of SiC in nuclear reactors. a, Schematic drawing of fuel rod and 

components insides the rod, reproduced from Ref.13; b, Structure of tristructural-isotropic 

(TRISO) fuel14. 

Cladding is the outer layer of fuel rods, separating the coolant and fuel materials (e.g., 

uranium oxide), as shown in Figure 1-2a. The fission reaction of uranium atoms produces 

radioactive fragments that emit neutrons, γ rays, α and β partials and can be harmful to human 

health and natural environments. Therefore fuel cladding is the reactor’s primary safety barrier to 

prevent the fission fragments from escaping the fuel into the coolant. Cladding materials in 

reactors are exposed to exceptionally aggressive environment due to the combination of intense 

radiation damage, corrosive coolant, and high temperature and pressure. All these environmental 

factors can cause the degradation of cladding materials properties or even failure. Zirconium 
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alloys have been used as cladding materials for nuclear fuel for decades15-16. However, zirconium 

alloys undergo significant reaction with reactor coolant leading to materials loss, growth of a 

low­thermal-conductivity oxide phase on the cladding surface, hydrating of the cladding interior, 

and related loss of materials ductility under normal operating conditions15. Under the loss of 

coolant accident (LOCA) conditions, zirconium alloys can undergo phase transition, loss of 

strength, exothermic reaction with steam, and associated hydrogen production16. It is accepted 

that SiC will react more slowly than zirconium based alloys with steam under LOCA. SiC has 

demonstrated exceptionally low oxidation rates up to 1700°C and has been shown to withstand 

temperatures exceeding 2500°C (SiC does not melt and has a very high sublimation temperature 

of ~2700°C). Currently available data on monolithic SiC samples indicates oxidation rates that 

are two to three orders of magnitude lower than that of zirconium based alloys17-18. The 

significantly improved corrosion resistance and thermal stability of SiC, together with the good 

mechanical property in composite form and  low neutron capture cross section, make SiC a 

strong candidate in replacing zirconium alloys for improved accident tolerance in nuclear 

reactors. 

SiC-based cladding design may hold significant potential for use in accident tolerant nuclear 

fuel, but there are some concerns and challenges which have to be fully addressed. It is well 

known that the thermal conductivity of SiC degrades rapidly due to the production of point 

defects created by neutron irradiation19. As with most ceramics, the dominant carriers of thermal 

energy in SiC are phonons. Defects produced by irradiation can heavily scatter phonons and 

therefore cause degradation in thermal conductivity. For advanced cladding designs, a reduction 

in thermal conductivity leads to decreased fuel thermal margin and exacerbates issues associated 

with creep deformation. With a goal to understand and being able to predict the degradation of 
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thermal conductivity, active theoretical and modeling works using density functional theory 

(DFT) or molecular dynamics (MD) on the effect of point defects, voids, dislocations, grain 

boundaries on phonon scattering are being conducted in the community20-22. Besides thermal 

conductivity degradation, the accumulation of radiation induced defects can lead to a saturatable 

swelling in SiC23-24. The combination of temperature gradient, and temperature-dependent 

swelling would lead to approximately 0.05% elastic strain within the cladding wall3. Though this 

may be mitigated by enhanced creep under irradiation, only limited data is available for 

irradiation creep behavior of SiC to make any predictions. This magnitude of swelling needs to 

be properly taken care of to avoid microcracking or lowered fatigue strength. Another concern is 

that the corrosion of SiC along interfaces. In a recent study on corrosion of SiC in 360°C 

supercritical water18, grain boundaries of SiC are found to be dissolved preferentially during the 

early state of corrosion. Grains became thinner and detached from the surface, thereby leading to 

accelerated weigh loss. Though this phenomenon was found in supercritical water, a very 

aggressive coolant, it does alert people to consider the corrosion of poly-crystalline SiC along 

interfaces and to carefully exam the corrosion of SiC in other coolant systems such as liquid 

sodium cooled or gas cooled reactors.  

SiC has also been proposed to be used as the buffer layer in advanced nuclear fuel designs8-10 

to prevent the releasing of fission produces (e.g., Xe, I, Cs) from fuel particles. This is one of the 

main functions of the SiC layer in a recently proposed fuel design, tri-structural isotropic 

(TRISO) coated fuel8-10. In TRISO fuel, fuel particles are triple-coated spherical particles of 

uranium fuel (e.g., UO2, UC, UCO), less than one millimeter in diameter. A uranium center is 

coated by a layer of carbon, which is then coated by silicon carbide, with an outer shell of carbon, 

as shown in Figure 1-2b. The particles are then embedded in graphite or SiC matrix to be 
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fabricated into fuel pellets. Depending on the design of reactors, these pellets can be assembled 

into different geometries and then be used in these reactors. As introduced earlier, fission can 

produces radioactive fragments that emit neutrons, γ rays, α and β partials which are harmful to 

human health and natural environments. It is of great importance to prevent the release of these 

fragments into coolants. It has been found that even at 1800°C (more than 200°C greater than 

postulated accident conditions) most fission products remained inside the TRISO fuel particles. 

The advantage of TRISO fuel comes from many factors. One factor is the multi-coating design to 

capsulate the fuel, which in effect, gives each tiny particle its own primary containment system. 

Another important factor comes from the slow diffusivity of fission products in SiC, as has been 

confirmed in recent ion implantation studies of fission products in SiC25-26. In the case of ion-

implantation of Cs and I in SiC, measurable diffusion is not observed until temperatures exceed 

1400 K.  

Although the layer of SiC effectively retains most fission products under the operating and 

accident conditions, there have been some observations of an undesirable release of metallic 

fission product, in particular of radioactive silver27-28. The diffusion of implanted Ag in SiC has 

also been reported in literature at high temperature. In Ref.27, Ag grain boundary diffusion 

becomes measurable above 1375 K, while bulk diffusion is not evident until temperatures exceed 

1675 K.  Such release of Ag could results in Ag deposition within the reactor and thus raises 

concerns about the reactor’s safety, creates maintenance issues, and contributes to restriction on 

higher operating temperature fuel efficiency. Many studies have been done to understand the 

release mechanism of Ag through the SiC layer27, 29-31. A number of experimental and atomic 

simulation studies have provided strong evidence supporting the hypothesis that GB diffusion is 

a dominant pathway for Ag transport in CVD-SiC31-33.  Besides thermal diffusion, defects such 
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as point defects and defect complexes may active different diffusion mechanisms of Ag in SiC. 

Further quantifying the radiation enhanced diffusion and combining it with GB diffusion to 

model Ag release is very challenging. With all the promising performance in holding majority of 

fission products and concerns on releasing of some metallic products, both experimental and 

simulation studies are being conducted worldwide to improve the TRISO fuel design and 

development for better reactor safety. 

The ability of SiC to remain chemically inert and retain fission products, as discussed above, 

together with its superior mechanical strength, high thermal conductivity, and low thermal 

expansion, also makes it a promising materials to immobilize nuclear waste32-34. Some of the 

earliest considerations for the use of SiC to coat nuclear waste for fission products 

immobilization date back to the early 1980s32-33, and more recently SiC has been proposed for 

the immobilization of 14C, 129I and 85Kr from the reprocessing of nuclear fuel34. The usage of 

silicon carbide as an inert matrix for the burning or transmutation of long-lived fission products 

could result in direct disposal of the inert matrix in a geologic repository. Highly burned up 

TRISO fuel where SiC is the primary barrier to fission product release can also be placed directly 

in a geologic repository. When SiC is utilized as a coating or monolithic host for the 

immobilization of fission products, it will only be exposed to beta and gamma radiation from the 

beta decay of the fission products. Because energetic electrons and beta particles produce only 

Frenkel pairs at low rate35, significant irradiation-induced microstructural changes are not 

expected in SiC as immobilizer of nuclear water under geologic repository environments.  

SiC has also been proposed for applications as structural components in nuclear reactors, 

such as control rod in high temperature gas reactors3, core structural components in liquid salt-

cooled advanced high temperature reactors36 and gas cooled fast reactors37. Beside in advanced 
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fission reactor design, due to its inherent high-temperature capability and low induced 

radioactivity, SiC is being considered as a key materials in the development of fusion energy3, 38-

39. The low radioactivity of SiC, together with the nature of fusion that no long-term radioactive 

waste is produced, makes it much easier to deal with fission waste proposal. Potential 

applications of SiC in fusion reactors include the first wall facing plasma, the diverter that 

intercepts edge plasma, and the blanket that breeds tritium fuel.  
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1.3 Radiation effects in SiC 

The radiation environments in reactors can induce many changes in SiC including 

degradation of thermal conductivity19, volume swelling23-24, creep23-24, reduction in corrosion 

resistance18, and induced radioactivity40. A good understanding of radiation effects in SiC on 

various properties of this material is of critical importance for component design and safety 

evaluation. In this section, a review on this topic is presented. Energetic particles emitted from 

nuclear fuels including neutrons, ions and electrons can cause various effects in materials 

including transmutation, excitation or atom displacements. The effect of transmutation and 

excitation will be first reviewed in the following two paragraphs, followed by a detailed review 

on radiation induced atom displacement, change of microstructural and material properties due to 

long term evolution lattice defects.  

1.3.1 Transmutation 

Nuclear transmutation is the conversion of one chemical element or an isotope into another. 

In SiC in nuclear reactor environments, transmutation can happen by the incident of high energy 

neutrons into C or Si atoms. The transmutation products from C atoms include both gaseous H, 

He and metallic Li, Be, B. The transmutation products from Si atoms include My, Al, and P40-41. 

The amount of transmutation is insignificant compared to the number of atom displacement in 

fission reactors. For instance, modeling estimates the ratio of the amount of transmutation 

products in atom part per million (appm) to the amount of atom displacements (dpa) is blow 10 

appm/dpa in Modular Pebble Bed Reactor or High Frequency Isotropic Reactor40. While in 

fusion reactor, due to the sharp energy peak at the high energy range in neutron spectrum, 

transmutation is expected to be more severe.  
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Transmutation can modify different materials properties relevant for the applications. One 

most straightforward impact is the change in electric conductivity40, 42. SiC is a stoichiometry 

high bandgap semiconductor, and it is insulating at low temperatures. Electrical conductivity of 

SiC is usually determined by the concentration of impurities. N is the common primary 

impurities in CVD SiC matrix, so SiC/SiC composite is often considered electronically an n-type 

semiconductor. At the moment atomic displacement effect being ignored, the transmutation in 

fusion environment is anticipated to compensate and eventually over-compensate the initially n-

type SiC. In such a case, the evolution of electrical conductivity at a given temperature could be 

very drastic during the semiconductor type transition. There are numerous reports on very 

significant effects of small amount of impurity doping on electronic properties of SiC43. 

Electrical properties of SiC are altered not only by nuclear transmutation but also by the Frenkel 

defects produced by atomic displacement. While experiments do indicate that all of carrier 

density, mobility, and electronic level in polycrystalline 3C–SiC are significantly modified after 

irradiation, the combined effects of transmutation and lattice defect productions on electrical 

conductivity of SiC make it very challenging to distinguish contributions from either source and 

make predictions. Another major impact of transmutation on SiC properties is the change of 

corrosion resistance, which is of critical importance for SiC’s role as cladding materials. The 

outstanding oxidation resistance of SiC is enabled by presence of silica scale formation on its 

surface. It is known that Al in silica scale can promote corrosion of SiC in the passive oxidation 

regime by enabling transport of oxygen44. Besides, Mg is known to react with silica producing 

Mg2Si and MgO, which can potentially alter oxidation behavior of SiC. However, limited data 

and analysis on the change of SiC corrosion resistant solely due to transmutation is available. 

Recent investigations show that transmutation products, especially the H and He, may interact 



11 
 

with intrinsic defects such as vacancies and interstitials in SiC. In a recent study on radiation 

induced creep of SiC, it was found the growth of interstitial clusters was inhibited by 

implantation of He into SiC45. Though the implantation process cannot accurate produce the He 

distribution in SiC in real reactors, it does suggest the transmuted products can play a role in the 

long term microstructural evolution of SiC. 

Transmutation can make materials radioactive, and the induced radioactivity can pose 

challenges in nuclear waste disposal. However, the radiation induced radioactivity is generally 

extremely low for SiC irradiated in any neutron environment. The radioactivity in radioactive 

SiC is due primarily to 32P40-41, which is a beta emitter and has a half decay period of 14.29 days. 

The gamma dose rate of neutron irradiated SiC decreases quickly in post-irradiation period due 

to the short lived 32P. Long-term radioactivity comes from the slow decay of 14C and 26Al, which 

are low in concentration and pose little threats to local environments in nuclear waste disposal.  

1.3.2 Excitation 

Excitation happens when the incident particle interacts with surrounding electrons near atom 

nuclei and cause the excitation of the electrons from lower energy state to higher energy state, or 

cause the ejection of the electrons. Excitation usually happens in electron and ion irradiation 

because the Coulomb interactions between incident particles and electrons. In fact, for high 

energy ion irradiation, a comparable or even majority of energy is dissipated through ion-

electron interaction compared to atom displacement (detailed in Section 1.3.3). Since neutron 

does not carry any charge, there is little chance of excitation caused by neutron as it travels 

through the lattice. If core electrons were ejected, the refilling of the core orbital by electrons 

from higher orbitals can cause the emission of characteristic X-rays. The ejection of electrons 

can also lead the atom to become charged and a charged defect usually shows different structure 
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as well as kinetic properties from neutral ones. It has been shown by DFT calculations that in 

SiC the stable point defect structure, formation energies and diffusion of barriers differs from 

those of neutral point defects46. For instance, the diffusion barrier of C interstitial can raise from 

0.5 eV in neutral state to 1.7 eV in +2 charged state. While the most stable charge state of defects 

is usually determined by the Fermi level of the materials which is set by doping level and 

external bias potential, the radiation induced charged state of defect is rather temporary.  

In the high-energy ion irradiation (such as 870 MeV Pb ions with an electronic energy loss of 

33 keV/nm in SiC), the ion energy is mainly deposited to the loosely bound electrons and then, 

through electron–phonon coupling, transferred into atomic motion (local heating). In recent 

studies47, it has been shown the excitation induced local heating effect can drive local structural 

evolution in SiC, such as annealing pre-existing lattice damages and induce order-disordered 

transformation. In these studies, 900 keV Si+ ion irradiated SiC samples were post-irradiated by 

high energy ions including 4.5 MeV C, 6.5 MeV O, 21 MeV Si or 21 MeV Ni with various 

fluxes. Scanning transmission electron microscopy (STEM) analysis of the top surface regions 

where most energy of those MeV ions is dissipated by excitation shows the relative disorder in 

these regions, which was caused by the Si ion pre-irradiation, is reduced by the post radiation of 

these high energy ions. As the dose of high energy ions increases, the relative disorder of the pre-

damaged regions decreases. The hypothesis that excitation induced local heating can anneal 

existing damages in SiC was further supported by MD simulations of a pre-damaged SiC 

supercell using thermal spike model. Given the high amount of charged particles emission in 

fission reactors, such as electron, H+, and He2+, this study suggests that excitation induced 

annealing may extend the performance lifetime of SiC in fusion reactor environments. 
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1.3.3 Atom displacements 

Atom displacements can happen when the incident particle transfers an energy to the atom 

higher than a displacement threshold energy by elastic collision. The threshold energy is defined 

as the minimum energy to displace an atom from its lattice site to a neighboring interstitial site. It 

depends on the crystal orientation of the displacement event. The reported displacement 

threshold energy can be obtained by MD simulations, and it is approximately 20 eV for C, and 

40 eV for Si in SiC48. The atom displacement event happens in the following sequence. First, the 

transfer of kinetic energy (higher than the displacement threshold) to the lattice atom gives rise 

to a primary knock on atom (PKA). This displaces PKA from its lattice site and enables it to 

travel in the lattice along certain direction. As the PKA travels, it can interact with other atoms 

either by elastic collision, which can cause atom displacements if the energy is higher than 

displacement threshold energy, or by inelastic interaction that causes excitation, ionization, and 

emission of X-rays. Such interactions will continue until the PKA gradually loses its kinetic 

energy and rest in the lattice. The continuous displacement of atoms along the trajectory of PKA 

is referred as displacement cascade. In some cases, the energy of PKA is not high enough to 

displace other atoms and the PKA rests in a neighboring interstitial site, producing a vacancy and 

an interstitial which are usually referred as a Frenkel pair. This situation usually occurs during 

light ion and electron radiation when low energy is transferred to atom. During irradiation with 

high energy neutrons and heavy ions, displacement cascade can usually happen. It should be 

noted that displacement cascade happens on the timescale of 10-11 s. This short timescale can be 

covered by MD simulations, and a review on MD simulation of displacement cascade in SiC is 

shown in the following paragraph. 
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In displacement cascades, many atoms are displaced from their lattice sites. The term 

“displacement per atom (dpa)” is defined to quantify and normalize the magnitude of atom 

displacements. It is defined as the average number of times that an atom is displaced in the 

materials for a given radiation dose. The concept of dpa makes it convenient to compare the 

degree of atom displacements in different materials under various radiation conditions. DPA can 

be calculated by statistics of MD simulation of cascades or analytical model such as the Kinchin 

and Pease model, as detailed in Ref.49. However, the number of stable lattice defects produced in 

a cascade is usually smaller than the number of displacements. This is because some displaced 

atoms may hop back to the lattice site by thermal vibration in the cascade timescale, thus the 

number of defects survived after the cascade is smaller. Different defects can be generated by 

atom displacement, including both point defects and small defect clusters. So far, extensive MD 

simulations have been conducted to investigate the production of lattice defects in displacement 

cascades in SiC. For example, Devanathan et al.50 and Gao et al.51 used MD to simulate the 

displacement cascade caused by 8 energies selected from 0.25 keV to 50 keV in SiC. Point 

defect including C and Si vacancies, C and Si interstitials, C and Si antisite, small, and small 

vacancy clusters such as Di-vacancies and Tri-vacancies clusters were reported. In a recent 

modeling work of interstitial clusters in SiC52, the generation of small interstitial clusters in 

displacement cascades was suggested in order to correctly reproduce experimental measured 

interstitial cluster concentration. The reason that these interstitial clusters were not reported in 

previous MD simulation works is attributed to the small cut off distance to identify interstitial 

clusters used in result analysis. Recent DFT based studies on structures of small interstitial 

clusters in SiC suggests that a cut off radius of 2nd nearest neighbor is necessary to capture 

interstitial clusters. To fill the gap of no data reported on small interstitial formation in cascade in 
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SiC, Liu et al.53 conducted MD simulation of cascade with many PKA energies and directions, 

and they found a significant amount of small interstitial cluster formation in cascade by using the 

updated criterion. The above works have been done in single crystal SiC, while in real cases 

when poly-crystalline SiC is utilized, the existence of grain boundaries may affect the production 

of defect in cascade. To clarify this, Narasimhan et al.54-55 conducted cascade simulation in bi-

crystal supercells with different kinds of grain boundaries. They found that in-grain defect 

production is not affected by the presence of a GB, and so is the damage in the individual 

domains constituting the in-grain regions.  

1.3.4 Effects of radiation induced defects on SiC properties 

The formation and afterward long-term evolution of these point defects and small defect 

clusters can significantly change material properties and performance of SiC, such as thermal 

and electric conductivity, swelling, creep, etc. In the following paragraphs, effects of lattice 

defect formation and diffusion on these properties will be reviewed with an emphasis on the 

importance to fully understand the radiation induced defects.  
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Figure 1-3 | Change in thermal conductivity of irradiated SiC as a function of radiation dose. 

Adapted from Ref.19. 

One of the most significant change of properties in irradiated SiC is thermal conductivity as 

shown in Figure 1-319. This is a critical parameter considered for cladding materials in fission 

reactors and the first wall in fusion reactors, and it determines the magnitude of thermal stress. 

For advanced cladding designs, a reduction in thermal conductivity can also leads to decreased 

fuel thermal margin and exacerbates issues associated with creep deformation. The reduction in 

thermal conductivity in irradiated SiC is because the dominant carriers of thermal energy in SiC 

are phonons, same as most ceramics, and radiation induced defects can heavily scatter phonons21. 

For example, by using MD simulations and theory modeling, Li et al.20 showed that a single 

defect (a vacancy, an antisite, or an interstitial) in a cell of 216 atoms, which corresponds to 

defect density of 0.5%, can reduce thermal conductivity by as large as an order of magnitude. 

Not only point defects can reduce thermal conductivity, defect clusters and dislocation loops 
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formed by the aggregation of point defects can also significantly change thermal conductivity of 

SiC. In a later theoretical model19 that considered phonon scattering in SiC from point defects, 

clusters, and dislocation loops, it is shown that for weak defect scattering (e.g., from point 

defects and dislocation loops) thermal resistance (the reciprocal of thermal conductance) of 

defects is proportional to the defect concentration. In the case of strong defect scattering events 

(e.g., from voids), thermal resistance is predicted to scale with the square root of the defect 

concentration. The predictions of the model showed a very good agreement with experimental 

data for a number of ceramics (including SiC) reported in the same paper. This theoretical 

prediction was further supported by MD simulation19 which reported a linear relationship 

between the thermal resistances on concentration of point defects in SiC. 

Similarly to thermal conductivity, electrical conductivity of SiC is also found to change 

significantly due to the formation of lattice defects56. Change in electrical conductivity of SiC is 

a concern for its application as the 1st wall in fusion reactors where SiC is used as an insulating 

layer directly exposed to plasma. Besides, electrical conductivity is also of critical importance 

for applications of SiC in power electronic devices57-58. Since dopants such as Al or P diffuse at a 

slow rate in SiC, doping is usually done by ion implantation with ion energy at the range of tens 

to hundreds of keV59. Though this energy range is lower compared to the MeV range in nuclear 

reactors, these energetic ions can also displace atoms and produce defects such as Frenkel pairs. 

These defects are usually annihilated by annealing the ion implanted SiC wafer in thermal 

annealing to activate interstitial vacancy mutual recombination. As these point defects become 

diffusive in thermal annealing, they can also form clusters that are found to be heat-resistant up 

to 1700°C60-62. Lattice defects, especially carbon atom clusters, can also be introduced in the 

thermal oxidation of SiC to grow the insulating dielectric SiO2 layer63-64. In this process, oxygen 
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atoms break Si-C-Si bonds to form Si-O-Si bonds to grow silica. Most C atoms can be removed 

by forming and releasing CO, while some C atoms stays in the lattice and diffuse to grow C 

interstitial clusters near the SiC/SiO2 interface. The formation of these C interstitial clusters has 

been supported by DFT calculations and MD simulations of the oxidation process65. The point 

defects and defect clusters can behave as charge carriers’ trap and harm the correct function of 

the devices. DFT calculations have shown most intrinsic point defects and defect clusters have 

defect energy states in the middle of the bandgap46, which can be categorized into deep level 

defects. Deep level implies electron wave functions are largely localized at the defect site and 

thermal energy at room temperature is insufficient to release electrons (or holes) from these 

defects. For example, the energy states of C interstitial at neutral state in various configurations 

in 3C-SiC are in the range of 0.8-2.3 eV above the valence band46. Defect clusters identified by 

photoluminescence such as Z1/2 and EH5, which have been suspected to be C interstitial clusters, 

have defect level at 0.7 eV and 1.04 eV below the valence band66, respectively. A high 

concentration of these deep level defects can reduce all of carrier density, mobility, and therefore 

degrade the performance or even cause malfunction of electronic devices.  
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Figure 1-4 | Swelling and creep of SiC under irradiation. a, Swelling of irradiation SiC at 

different temperatures, adapted from Ref.23; b, Fractions of dislocation loops on different {111} 

planes in radiation induced creep of SiC, adapted from Ref. 24. 
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In addition to effects on thermal and charge transport properties, formation and accumulation 

of radiation induced defects can harm the mechanical strength and stability of SiC relevant for its 

applications as structural components in reactors. It is known that SiC undergoes a saturatable 

isotropic swelling at various temperatures after a certain dose of radiation due to the production 

and accumulation of lattice defects4, 23-24. The saturation dose is typically a few dpa. What is 

more important, the radiation induced saturation swelling level of SiC is found to be highly 

dependent on radiation temperature23, as shown in Figure 1-4a. This is because temperature 

determines the kinetic of radiation induced defects, which affects the evolution of microstructure 

and hence the swelling. At temperature below the critical amorphization temperature (~150°C), 

many defects survive after the cascade due to a lack of thermal energy to perform mutual 

recombination, and only interstitials can diffuse at a slow rate. The accumulation of single 

interstitials, vacancies and small interstitial clusters distort the crystal and lattice and can finally 

make the materials amorphous when the defect concentration reaches a certain level. The 

swelling of neutron-amorphized SiC has been reported to be 10.8% for 70°C irradiation67. As 

temperature goes beyond the critical amorphization temperature and below 1000°C, this swelling 

regime is referred as point defect swelling of SiC. Point defect swelling is an isotropic volume 

expansion that is believed to occur by lattice relaxation due to accumulated isolated point defects 

and small point defect clusters during irradiation at temperatures where vacancies are not 

sufficiently mobile. As the temperature increases above the critical amorphization temperature 

the number of defects surviving the cascade are reduced and the mobility of both silicon and 

carbon interstitials becomes significant. That’s why the saturation swelling level decreases with 

temperature in this regime. For temperature below and approaching 1000°C, microstructural 

studies have shown the presence of interstitial cluster and Frank loops, indicating the major 
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contribution to swelling from interstitial clustering. However, the contribution to swelling from 

observable interstitial loops (diameter in nm) is insufficient to fully account for the total 

swelling68. Recent studies have suggested that point defects and tiny interstitial clusters with 

diameters in sub-nm makes a lot of contributions to swelling69. In SiC underwent point defect 

swelling, a very good agreement of dimensional expansion with lattice spacing has been 

confirmed by X-ray diffractometry studies70. This supports the hypothesis that isotropic volume 

expansion is caused by lattice relaxation due to accumulated isolated point defects and small 

point defect clusters. The apparent increase in swelling in the 1000–1500°C range is likely to be 

induced by the formation of voids because voids are commonly seen in irradiated SiC within this 

temperature. The increased mobility of vacancies at high temperatures leads to vacancy 

clustering and growth into these voids. The saturation swelling level below 2% in SiC can lead to 

SiC based component swelling and stress buildup. For any component that requires dimensional 

stability below the swelling strain of pure SiC, design solutions will have to be sought for 

accommodating the swelling strain without imposing detrimental impacts on the core 

performances. 

Radiation induced swelling and thermal swelling of SiC can lead to stress buildup inside the 

structural components. Besides isotropic swelling induced stress, the through-thickness 

temperature gradient in cladding or vessel walls can induce significant internal shear stress. 

While thermal creep is extremely limited in SiC even at 1000°C, radiation induced creep plays 

an important role to relieve the stress. Several studies have been conducted to investigate 

radiation induced creep in SiC24, 45, 71. For example, Price et al.72 investigated the creep behavior 

of pyrolytic 3C-SiC irradiated with neutrons at 640 – 900°C using dynamic stress loading and of 

thin SiC strip irradiated with neutrons at 780, 950, and 1130°C using the four-point flexural 
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loading. While these data are valuable, but the differences in stress loading method and materials 

fabrication make the data less comparable. A recent systemic studies on radiation induced creep 

of 3C-SiC using bend stress method over a wide range of temperature between 280°C and 

1200°C and a range of stress between 150 MPa and 300 MPa was conducted by Kondo et al.24 

This study shows that radiation induced creep can happen at temperature as low as 400°C. 

Starting from 400°C to 800°C, a linear relationship between irradiation creep and swelling was 

observed implying the common reason for creep and swelling within this point defect swelling 

temperature regime. TEM examination of the microstructures shows that the preferably 

formation of interstitial loops on certain crystal plain due to external stress is the main creep 

mechanism. As shown in Figure 1-4b, more dislocation loops are found in {111} planes whose 

normal vectors have a smaller angle (loop angle in Figure 1-4b) with the external stress direction 

than those planes whose normal vectors deviate from the stress direction at a larger angle. The 

preferentially nucleation/growth of interstitial loops implies that stress has a significant impacts 

on the initial nucleation process of interstitial cluster as well as the diffusion/attachment of 

individual interstitials to existing clusters.  
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Figure 1-5 | Change in mechanical strength of irradiated SiC at different temperature. a, 

Young’s modulus; b, Nano-indentation hardness, flexural strength and indentation toughness. 

Adapted from Ref.70.  
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Radiation induced defects and the evolution of microstructure can make changes in 

mechanical properties of SiC70. Figure 1-5a summarizes available data on changes in Young’s 

modulus, nano-indentation hardness, flexural strength and indentation toughness of 3C-SiC 

irradiated by neutron to 0.15-18.7 dpa at different temperatures. As shown in Figure 1-5a, 

irradiation generally reduces modulus, and the extent of reduction is more significant at a lower 

irradiation temperature. No obvious dependence of modulus on the fluence level was noted in 

this range. The modulus reduction becomes negligible when irradiation temperature reaches or 

exceeds ~1000°C. The strong correlation between Young’s modulus and irradiation temperature 

below 1000°C, which is in the point defect swelling regime, implies this change is likely to be 

induced by formation and accumulation of isolated point defects and small defect clusters. In SiC 

underwent radiation induced swelling below 1000°C, a very good agreement of dimensional 

expansion with lattice spacing has been confirmed by X-ray diffractometry studies. Theoretical 

Young’s modulus calculations using MD simulation with Tersoff potential show the modulus 

decreases with increasing interatomic distance. When the linear lattice swelling reaches 1% 

(corresponds to saturation swelling level at 600°C in Figure 1-5), Young’s modulus is reduced 

by approximately 10% with respect to un-irradiation SiC. This shows good agreement with the 

reduction in Young’s modulus at 600°C in Figure 3a. Therefore, it is likely the reduction in 

Young’s modulus below 1000°C in irradiated SiC is because of the change in lattice constant, 

which is induced by the lattice relaxation to accommodate point defects and tiny defect clusters. 

Figure 1-5b shows the nano-indentation hardness exhibits relatively small irradiation effect that 

is insensitive to the irradiation temperature, and also the width of data band is small. Moreover, 

the individual data points within a data set exhibit a small scatter. This is contrasting to the fact 

that both the flexural strength and the indentation fracture toughness data indicate a broad peak 
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at 300-800°C with a large scatter. The peak at 300-800°C is probably due to the introduction of 

nano-sized defect clusters at extremely high densities. The defect cluster density decreases as the 

irradiation temperature exceeds ~800°C when vacancies become mobile. As irradiation 

temperature lowers within the point defect swelling regime, the increased lattice expansion and 

the resultant Young’s modulus decrease should essentially reduce the fracture strength. It is 

speculated that the fracture strength/toughening peak at 300-800°C is thus formed. 

Besides the properties reviewed above, radiation induced defects and long-term 

microstructural evolution may induce changes in other properties such as corrosion resistance18, 

which is under investigation and unclear so far. Through this review, it is evident that the long 

term evolution of radiation induced defects, such as recombination, diffusion and interaction 

with existing microstructure are fundamental and important to understand property change. In 

Section 1.4, current knowledge on these radiation induced defects and their long term evolution 

is reviewed.   
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1.4 Long-term evolution of radiation induced defects 

From Section 1.3.4, it is clear the changes in many properties (e.g., transport, swelling, creep, 

mechanical strength) in SiC under irradiation are caused by the formation of radiation induced 

defects and long-term microstructural evolution. Moreover, a strong correlation between the 

irradiation temperature and the magnitude of material property change was found. This 

highlights the importance of defect kinetics on the long-term microstructural evolution in SiC. 

As introduced in Section 1.3.3 atom displacement and shown in Figure 1-6a, lattice defects 

including point defects (e.g., C/Si interstitial, vacancy, and antisite) and tiny defect clusters (both 

interstitial and vacancy cluster) can be produced in displacement cascades. There are several 

fates for these radiation induced defects in the timescale beyond cascade. First of all, point 

defects can diffuse to react with other defects. These reactions include not only interstitial-

vacancy recombination shown in Figure 1-6a, but also interstitial-antisite kick out reactions, 

which will be detailed in Section 1.4.1. The structure and diffusivity of point defects, as well as 

reaction kinetics of these processes are fundamental and important for understanding of the self-

healing and microstructural evolution of irradiated SiC. In Section 1.4.1, a review on properties 

and reactions of point defects will be presented. Isolated point defects can diffuse and aggregate 

each other to grow defect clusters, as shown in Figure 1-6c. The formation of interstitial clusters 

have been seen in SiC irradiated over a wide range of temperature. Vacancy clusters (voids) are 

usually observed in irradiation over 1000°C. Current knowledge on defect cluster structure, 

stability, and diffusivity will be reviewed in Section 1.4.2. In addition to reacting with other 

radiation induced defects, these defects can also diffuse to interact with existing microstructural 

features in SiC, such as grain boundaries and surfaces, as shown in Figure 1-6c. These 

microstructural features are usually considered as sinks that can annihilate radiation induced 
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defects. In Section 1.4.3, a review on defect-grain boundary interaction will be presented with a 

focus on the evolving insights on grain boundaries as defect sinks in recent years. 

 

Figure 1-6 | Schematic drawing of defect evolution in SiC. a, defect survival from displacement 

cascades; b, interstitial-vacancy recombination; c, aggregation to form clusters; d, diffusion and 

annihilation at defect sinks. 

1.4.1 Energy landscape of point defect diffusion and reaction 

Point defects are the most fundamental type of defects in materials. In displacement cascade 

in SiC, a vast number of point defects including C interstitial, Si interstitial, C vacancy, Si 

vacancy, C antisite, and Si antisite can be produced. It is fundamentally important to know the 

structures, stability, motilities, and reactions of all point defects in order to understand the 

radiation response of SiC. Besides, these energy parameters are also important input parameters 

for defect evolution models such as rate theory or kinetic Monte Carolo (KMC), which are 

capable of simulating long-term evolution of defects in materials under irradiation. 

With an interest to determine the defect levels of point defects in bandgap, several groups 

have performed DFT based calculations on vacancies and antisite in 4H- and 6H-SiC73-74. The 

first systematic investigation on the structure, charge state and diffusion barriers of point defects 

in 3C-SiC was conducted by Bockstedte et al.46 In this study, the formation energies of point 

defects in different configurations and charge state were calculated by DFT calculations with 
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local-density approximation (LDA). The most stable configuration of C interstitial is C-C 

dumbbell along <100> (CSP<100>), as shown in Figure 1-7a. This C-C dumbbell structure is stable 

over a wide range of Fermi energy, which is a function of the doping level of SiC. Another 

energy competitive structure of C interstitial is C-Si dumbbell along <100> direction (CspSi<100>), 

which is approximately 0.4 eV higher in formation energy than that of CSP<100> over the entire 

range of Fermi energy. In fact, the minimum migration path for C interstitial diffusion is the 

alternative hop between neighboring CSP<100> and CspSi<100>, as shown in Figure. 1-7a-c. The 

diffusion barrier is reported as 0.5 eV in this study. In a later study using DFT with generalized 

gradient approximation (GGA), this barrier is calculated as 0.67 eV29.  

The structure and diffusion path of Si interstitial is found to be sensitive to the doping level. 

In p-type doping conditions when the Fermi level is closer to valance band maximum, the most 

stable site for Si interstitial is to sit in the tetrahedral center of C sub-lattice (SiTC), as shown in 

Figure 1-7d. The Si interstitial is literally in +4 charge state and its formation energy raises 

quickly as the Fermi level shifts to midgap or closer to conduction band minimum. In the n-type 

doping conditions, Si interstitial is more stable by forming a dumbbell with a lattice Si atom 

along <100> orientation (Sisp<100>) shown in Figure 1-7d. Different migration paths were also 

found for Si interstitial at different doping level. In p-type doing conditions, all migration paths 

begin and end at the SiTC sites. Two different types of migration mechanisms are found. One 

path is the kick-out mechanism that proceeds via the Sisp<100> as intermediate state, as shown in 

Figure 1-7d. The other path is the direct hop from one SiTC sites to neighboring SiTSi site and 

then hop to another SiTC site shown in Figure 1-7e. The migration barrier for these paths is found 

to be 3.5 eV. For n-type doping conditions, the minimum barrier migration path is found to be a 

direct hop of one Si atom in the Sisp<100> dumbbell to a neighboring lattice Si site to form Sisp<100>. 
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The migration barrier depends on the direction of the hop. If the hop is along the orientation of 

the dumbbell, as shown by the black arrow in Figure 1-7f, the barrier is reported as 1.40 eV with 

LDA and 1.48 eV with GGA29. If the hop is perpendicular to the orientation of the dumbbell 

shown by the red arrow in Figure 1-7f, the barrier is calculated as 0.83 eV with GGA. The 

diffusion of vacancies were also reported in this study.  

Depending on the charge state, the migration barrier of C vacancy ranged between 3.5 eV 

and 5.2 eV29, 46, and the barrier of Si vacancy ranged from 2.4 eV to 3.6 eV29, 46. It is clear that 

the migration barriers of interstitials are much lower compared to that of vacancies, implying 

active diffusion of interstitials while retard diffusion of vacancies at low temperature. 

 

Figure 1-7 | Structures and diffusion path of interstitials in 3C-SiC. a, CSP<100>; b, Transition 

state in migration; c, CspSi<100>; d, SiTC migration path 1; e, SiTC migration path 2; and f, Sisp<100> 

migration path. Large yellow spheres are Si, small black spheres are C, and spheres in orange are 

interstitials. Adapted from Ref.46. 
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Table 1-1 | Reaction barriers for 4 point defect reactions in the optimum charge state in 3C-SiC 

obtained from Ref.75. 

Reactions Reaction barrier (eV) Diffusion barrier (eV) Limited by 

Ci+VC→CC Er = 0.90 0.67 Reaction 

Sii+VSi→SiSi Er = 0.03 0.83 Diffusion 

Ci+SiC→CC+Sii Er = 1.34, Edis = 1.67 0.67 Reaction 

Sii+CSi→SiSi+Ci Er = 0.64 0.83 Diffusion 

Once isolated point defects are activated to diffuse at certain temperature, they can encounter 

and may react with each other. It is important to establish the energy landscape for point defect 

reactions in order to shed light on the self-healing process of defects in SiC under irradiation. If 

the energy barrier to react is lower than the barrier of diffusivity species involved, the reaction 

can be considered as limited by diffusion. If the reaction barrier is comparable or even higher 

than the diffusion barrier, its rate is controlled by the reaction rather than diffusion. A systematic 

study on four key point defect reactions listed in Table 1-1 was carried out by Zheng et al.75 

using DFT based MD and NEB calculations. The reaction barriers and the migration barrier of 

the diffusive species are shown in the Table 1-1. First of all, the recombination of carbon Frenkel 

pair is found to be limited by the reaction rather than diffusion of C interstitial. In contrast, the 

extremely low recombination barrier of Si Frenkel pair implies this process is controlled by the 

diffusion of Si interstitial. Interestingly, a trapping mode was found for the kick out reaction 

Ci+SiC→CC+Sii. Once a Ci and SiC meet each other, they form a complex with a dissociation 

energy of 1.67 eV. This high dissociation barrier traps both defects while the reaction barrier of 

1.34 eV is also high so the reaction can take a long time to happen. Therefore, the picture for this 

reaction is that Ci diffuse to encounter a SiC and is trapped by the SiC for a long time until the 
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kick out reaction can happen. For another kick out reaction Sii+CSi→SiSi+Ci, the reaction barrier 

is lower than the diffusion barrier of Sii, and hence it is a diffusion controlled process. 

 

Figure 1-8 | Explanation of self-healing behavior of irradiated SiC in terms of point defect 

diffusion and reaction. a, Fractional reduction in defect density as a function of annealing 

temperature, adapted from Ref.76; b, Point defect diffusion and reactions activated in different 

annealing stages in panel a, adapted from Ref.75. 

The well-established studies on point defect diffusion and reactions, as reviewed above, can 

work together to explain the self-healing behavior of irradiated SiC at different temperatures. A 

thermal annealing profile of defect density in 1 MeV electron irradiated SiC is shown in Figure 

1-8A. Electron irradiation usually produce Frenkel pairs due to the small amount of energy 

transferred to PKA49. Therefore, the annealing behavior of defects in this sample mainly comes 

from the diffusion and reaction of point defects. From Figure 1-8a, three evident annealing stages 

can be recognized at thermal annealing temperature of 150°C, 300-600°C, and 750°C76. With the 

knowledge of point defects diffusion and reaction barriers, these three annealing stages can be 

explained by defect diffusion and reactions activated at different temperatures, as shown in 

Figure 1-8b. For instance, at stage I, most self-healing of irradiated SiC comes from the 
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recombination of neutral C Frenkel pair at very close distance. At stage II, Si interstitial diffusion 

becomes active and enables reactions such as Si Frenkel pair recombination and Si interstitial 

kick out reaction with different charge states. Those high barrier reactions such as recombination 

of C Frenkel pair in +4 charge and C interstitial kick out reactions in neutral and +2 charged 

dominate the self-healing at stage III. 

1.4.2 Structures and kinetics of defect clusters 

Isolated point defects can diffuse to encounter and bind with each other to grow in larger size 

to form defect clusters. Small interstitial clusters in SiC are usually referred to black spot 

defects69, 77 due to the nanoscale black spherical appearance in bright field TEM, as shown in 

Figure 1-9a. As tiny interstitial clusters grow in larger size by absorbing interstitials, they can 

form dislocation loops lying on {111} planes24 shown in Figure 1-9b. Interstitial clusters and 

loops are the most common TEM observable microstructures in irradiated SiC below 1000°C 

because in this temperature regime interstitials are mobile but vacancies are immobile. Beyond 

800-1000°C, voids start to form in irradiated SiC. Large voids78 are tetrahedral bounded by {111} 

planes which appear triangular in projection on {111} plane, as shown in Figure 1-9c. Some 

voids are found to be in hexagonal shape in the same figure because these voids are truncated 

cross the corners so their projected shape is hexagonal.   
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Figure 1-9 | TEM characterization of defect clusters in SiC. a, Black spot defect, adapted from 

Ref.69; b, Dislocation loops on {111} planes, adapted from Ref.24; c, Voids, adapted from REF. 

78.  
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Defect clusters in SiC have been of great research interest in the past decades because these 

clusters can undermine many material properties and be resistant to common defect annealing 

techniques, such as thermal annealing. As introduced in Section 1.3.4, in the point defect 

swelling regime of SiC under irradiation, both isolated point defects and tiny interstitial clusters 

are believed to cause the lattice swelling of SiC. At temperatures higher than 1000°C, volume 

swelling is mainly caused by the formation of voids. These defect clusters can also undermine 

electrical properties due to their nature of deep level traps for charge carriers, as discussed in 

Section 1.3.4. In SiC based electronic devices, defect clusters are usually formed in the thermal 

annealing process after dopant implantation60-62 and in the thermal oxidation process to grow 

dielectric SiO2 on the top surface of SiC wafer63-64. However, it is found that some of these 

defect clusters are highly resistant to high temperature annealing. The photoluminescence (PL) 

center DII is one such example60-62. The DII center has been observed in both ion-implanted and 

electron-irradiated SiC samples and persists even after annealing at 1700°C. Its existence is 

independent of implanted species or SiC polytype, indicating that it is an intrinsic defect. 

Furthermore, DII does not exist in irradiated SiC samples without thermal annealing, which 

implies it is not a direct product of displacement cascade. The annealing temperature required for 

the formation of the DII center is around 1200°C implying that its formation is due to diffusion of 

defects to grow a defect complex. There are also other PL centers such as DI, Z1 and P-U 

centers66 that have been detected in dopant implanted SiC or near SiC/SiO2 interfaces, and are 

resistant to thermal annealing at different temperatures.  

The existence of these deep level traps and heat resistant PL centers have stimulated active 

research to unveil their structures. For example, MD simulation and DFT calculations have 

proposed models for deep level traps near SiC/SiO2 interface such as di-C-interstitial clusters, di-
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C-antisite clusters, NSi antisites and Si-C-Ox complexes79-81. Similar models have also been 

proposed for the PL centers detected in thermal annealed SiC samples82-84. While the information 

on these defect clusters are valuable, they are built to fit the signatures of traps and PL centers 

(energy levels and vibration spectrum) and only specific small cluster models are investigated. 

The lack of a systematic study on clusters as a function of size limited people’s understanding of 

defect cluster evolution in irradiated SiC for nuclear applications where clusters can grow from 

small sizes to as large as loops in nm and μm scale.  

 

Figure 1-10 | Ground state structures of carbon interstitial clusters in SiC. a, di-interstitial cluster; 

b, tri-interstitial clusters; and c, penta-interstitial cluster. Large blue spheres are Si, small red 

spheres are C, and small blue spheres are interstitial atoms. Adapted from Ref.52. 

Only in recent years, due to the development of atomic simulation techniques to explore 

cluster configurations and advancement in fast DFT calculations, more and more studies on the 

structure of defect clusters with different sizes were carried out. A systematic investigation of 

defect cluster structure and stability as a function of cluster size was conducted by Jiang et al.52 

in 2014. In this study, Monte Carlo basin-hopping simulations with both empirical potential and 

DFT calculations were employed to search for ground state (GS) configurations of small carbon 

interstitials clusters with sizes up to 6 interstitials. Many previously unknown GS configurations 

and many energetically highly competitive metastable structures were identified. One surprising 

finding of this study is that the GS structures of larger carbon interstitials clusters (e.g., 5 or 6) 
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are disjointed and composed of di-interstitial clusters and tri-interstitial clusters lying in {111} 

planes shown in Figure 1-10a-c. This suggests a mechanism to grow extended {111} planar 

interstitial loops from tiny interstitial clusters in irradiated 3C-SiC. This study also investigated 

the structure of small carbon antisite based defects and found interstitial clusters can be trapped 

by carbon antisite to form very stable complexes.  

Later on, Ko et al.85 employed a genetic algorithm with both empirical potential and DFT 

calculations to explore the ground state of interstitial clusters with sizes up to 30 in 3C-SiC. The 

thermodynamic stability of clusters was investigated in terms of cluster composition (C-only, Si-

only, and stoichiometric) and shape (spherical and planar) as a function of cluster size. 

Interestingly, they found clustering of Si interstitials is weak. In DFT calculation of Si-only 

clusters with size up to 4, the GS structures involves Si antisite bonded with Si interstitials. In 

empirical potential calculations of Si-only clusters with size up to 30, Si interstitials are found to 

sit in neighboring tetrahedral center sites with no direct bonds among them. The dissociation 

energy of Si-only cluster is also reported to be low compared to C-only or C-Si mixed clusters. 

According to the dissociation energy of clusters, this study suggests that clusters are 

predominantly C-only clusters with sizes smaller than 10 interstitials, and become stoichiometric 

as size increases. Furthermore, an evolution of the shape of the most stable clusters were 

demonstrated. Small clusters are stable in more spherical geometries while larger clusters are 

stable in more planar configurations. This study significantly advances our understanding of 

composition and geometry evolution of clusters in SiC under irradiation, especially in the 

nucleation stage with small cluster sizes,  

Clusters with larger sizes up to ~300 have been investigated by Watanabe et al.86 using MD 

with empirical potential. Clusters in such large sizes are actually interstitial loops. Three 
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different compositions including C-only, Si-only, and C-Si stoichiometric loops were explored. 

The formation energies of these loops were approximated as the energy of SF plus the energy of 

dislocations circling the SF. Energy signatures such as formation energy and dissociation energy 

of clusters investigated in these three studies are very helpful for models such as cluster 

dynamics to investigate cluster growth in SiC. 

Up to this point, the mobility and dynamics of defect clusters in SiC have not been 

investigated. Quantification of cluster dynamics is, however, important for understanding of 

processes that control high-temperature annealing of defects introduced during ion implantation 

and thermal oxidation, and for predicting radiation response of SiC (e.g., swelling and thermal 

conductivity) under given temperature and irradiation conditions. For example, if small defect 

clusters can diffuse over a wide range temperature, one need to include processes such as cluster 

coalescence or cluster diffusion to sinks in models to correctly predict cluster size and density 

under irradiation. In addition to migration of the clusters, cluster rotation is also of potential 

interest.  Recent studies of irradiation creep of SiC suggested that anisotropic distribution of 

small dislocation loops on {111} planes under applied stress is responsible for the 

experimentally observed irradiation creep. These loops were hypothesized to be formed by self-

interstitial clusters, and their formation and rotation behavior under stress is responsible for the 

anisotropic distribution. A major challenge in predicting dynamics of defect clusters in SiC lies 

in the high defect migration barriers in this material and in short simulation time scales of 

standard molecular dynamics (MD) simulations. To address this, one have to use accelerated 

atomic simulation techniques, such as hyperdynamics, parallel replica dynamics or adaptive 

KMC models, which will be detailed in the Chapter 2. 
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Besides thermal diffusion, radiation induced diffusion of point defects and defect clusters 

have been reported in literature. Radiation induced diffusion is the diffusion process when the 

motion of objects is driven by the radiation species, such as ions, neutrons, or electrons. The 

phenomenon of radiation induced diffusion of point defects has been reported in lead as early as 

1970s87. The Lead samples were irradiated at temperature as low as 50K when no vacancy 

diffusion and hence no void formation is expected. However, when the sample was exposed to 

electron beams in electron microscopy, voids were observed. The formation of voids was 

explained by vacancy diffusion driven by elastic collision between atoms around vacancies and 

incident electrons in electron microscopy. As the advancement of electron microscopy, direct 

observations of point defect diffusion driven by electron beam were reported in mono-layer 

graphene in recent years88-90. Besides point defects, small catalyze clusters (e.g., platinum 

cluster91) was found to diffuse on the surface of substrates under the influence of electron beams. 

So far, radiation induced diffusion of intrinsic defect clusters in bulk have not been observed. 

Given the radiation environment in nuclear reactors, it is of great interest to explore whether 

radiation induced diffusion can happen for clusters within SiC. If radiation induced diffusivity of 

clusters in SiC is high enough to drive cluster coalescence or diffusion to sinks, this can 

significantly advance understanding of long-term evolution of radiation induced defects and 

microstructures of SiC under irradiation.  

1.4.3 Grain boundaries as defect sinks  

It is known that interfaces, such as grain boundaries (GBs), can act as sinks to annihilate 

radiation-induced defects inside solids. Defect denude zone92 near GBs have been reported in 

both alloys and polycrystalline SiC. One such example is shown in Figure 1-11. CVD-SiC with 

grain size 5-10 μm was irradiated by neutrons to a fluence ranged from 1.4×1025 to 1.9×1025 
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n/nm2 at temperature over 1000°C. TEM characterization shows clear dislocation loop denude 

zone near GBs in these irradiated samples. Furthermore, the width of denude zone increases as 

the radiation temperature increases, which implies the enhanced sink strength of GBS due to 

accelerated defect diffusion at higher temperatures. In addition to direct experimental 

observation, theoretical works have also shown a strong thermodynamic driving force for defects 

to be absorbed by GBs93. Besides that, a recent study implies the strain field near GBs can drive 

biased diffusion of defects toward GBs94. GBs have also been found to heal nearby radiation 

induced defects by releasing pre-absorbed defects95. This is shown by an accelerated MD 

simulation of displacement cascade in Cu when interstitials are preferentially absorbed by GBs 

while vacancies are left in nearby lattice. In the post-cascade simulations, the pre-absorbed 

interstitials are released from GBs to recombine with nearby vacancies by a series displacement 

of atoms in a chain.   

 

Figure 1-11 | Defect denuded zone near GBs in SiC irradiated by neutrons at different 

temperatures. a, 1010°C; b, 1220°C; and c, 1380°C. Adapted from Ref.92. 

The ability of GBs to absorb and annihilate defects have stimulated active studies on 

increasing GB density in materials to retard defect accumulation induced by radiation. Increasing 
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GB density can be done by reducing the grain size of polycrystalline materials or introducing 

layered structures in composite. A number of studies in both metals and ceramics have already 

shown the expected reduction in defect accumulation upon increased grain boundary density. For 

example, Shen et al.96 showed a substantial enhancement in irradiation induced amorphization 

resistance for single-phased nanocrystalline (nc) versus large-grained polycrystalline MgGa2O4. 

By synthesizing bulk nano-layered CuNb composites containing interfaces, Han et al.97 designed 

the material which shows nearly void free after irradiation while pure Cu samples irradiated at 

the same condition have obvious large voids. The success of increasing GB density to retard 

defect accumulation under irradiation suggests this approach a potential path for improving the 

radiation resistance of SiC. Many studies have been done to investigate the radiation response of 

nc-SiC versus μc-SiC or single crystal (sc) SiC98-102. In these studies, the radiation response of 

SiC is characterized by the dose to amorphization at different temperatures. However, the 

published trends have not been consistent throughout all these studies and they include reports of 

deterioration, improvement, and no change in radiation resistance of SiC to amorphization with 

grain refinement, as shown in Figure 12. These experiments differ in factors such as the type of 

irradiation species, the microstructure of SiC samples, and the method of observation (in situ 

versus ex situ), and all these factors could potentially contribute to the contradictory results. 

Regardless of these factors, these studies do suggest that the role of GBs as defect sinks may be 

limited in some cases. 
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Figure 1-12 | Radiation dose to amorphization of nc-, μc-, and sc-SiC at different temperatures. 

Filled data points mean improvement in resistance to amorphization by reducing grain size and 

open points mean decrease in resistance to amorphization by reducing grain size. Adapted from 

Ref.100. 

One hypothesis to explain the lowered dose to amorphization in nc-SiC is interstitial 

starvation near GBs. Interstitial starvation can occur when interstitials are more mobile than 

vacancies, as is the case in SiC. Interstitials are able to move more readily to the GBs, or other 

sinks within the material, and are eliminated from the system in greater numbers than vacancies. 
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This creates an interstitial-denuded zone near GBs. The slow diffusion of vacancies and the lack 

of interstitial in this region to recombine with vacancies result in vacancy accumulation in this 

region. The accumulation of vacancies can eventually lead to amorphization initiating at GBs. 

Interstitial starvation was first predicted by an ab initio based rate theory study on polycrystalline 

SiC under irradiation54. The rate theory model predicts a significant high concentration of 

vacancies accumulated near GBs that can potentially drive amorphization. Later on, 

experimental evidence of interstitial starvation was reported by using STEM to characterize 

disorder magnitude near GBs in SiC103. In this study, CVD 3C-SiC samples with grain sizes 

ranging from 1 μm to 5 μm were irradiated by 1 MeV Kr ions at 100°C. Several irradiation doses 

were selected to obtain partially and fully amorphous SiC after irradiation. STEM analysis on the 

partially amorphous sample demonstrates that GBs always have a higher amorphization fraction 

than those regions within the grain interiors. This implies that GBs increase the rate of 

amorphization in their vicinity, which agrees with the hypothesis of interstitial starvation. The 

model prediction and experimental observation of interstitial starvation suggests that GBs do not 

always have positive effects on the stability of SiC lattice under irradiation.  

Nowadays, it has also been established that GBs cannot always behave as perfect sinks which 

can absorb infinite amount of defects. The ability of GBs to absorb defects (sink strength) 

depends on many factors, including radiation environments (dose rate, temperature, etc.), GB 

characteristics (tilt, twist, mixed), and on-the-fly evolution of GB structure. Dependence of GB 

sink strength on the intact GB structures has been a hot topic in recent years. Lots of static 

properties (e.g., formation energy) and dynamic properties (e.g., migration barrier) of defects in 

intact GB structures have been studied104-111. For examples, Tschopp et al.104 investigated the 

distribution of defect binding energy in 170 tilt and twist GBs in Fe and concluded that both 
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local structure of GBs and distance to GBs have a significant influence on the magnitude of 

binding energies. Uberuage et al.105 investigated the mobility of both point defects and defect 

clusters in a few tilt, twist and mixed GBs in Cu. Based on the kinetics of defects in intact GBs, a 

rate model was developed to determine the sink strength of these GBs. These studies are very 

helpful to understand the interaction between different types of intact GBs and defects. However, 

because GB structures can change as defects accumulate at the interface, the energy landscape 

may change correspondingly. In this scenery, knowledge on interaction between intact GB and 

defect alone is not enough to predict long-term evolution of GBs under harsh environments. 

Therefore it becomes of critical importance to understand how GB structure can evolve under 

defect accumulation. 

Recently, some efforts have been done to shed light on this question and most of these 

studies focus on tilt GBs112-117. It is known that tilt GBs, especially small angle tilt GBs, are 

composed of sets of edge dislocations in the interface, and point defects can be absorbed to edge 

dislocations by dislocation climb. For example, by load interstitials to tilt GBs in Mo, Novoselov 

et al.112 showed tilt GBs accommodate defects by edge dislocation climb and GB energy evolves 

in a repeatable pattern as a function of the number of interstitials loaded onto GBs. Similar 

repeatable pattern in GB energy and free volume were also reported in continuous loading 

vacancies onto tilt GBs in Cu. Besides dislocation climb, Frolov et al.115 recently found that edge 

dislocation core in tilt GBs in Cu can reconstruct in response to different atom density at the 

interface. They proposed this could be one possible mechanism that tilt GBs can accommodate a 

certain amount of interstitials and vacancies under irradiation environments.  

These studies are very helpful. However, they only focus on one aspect of the defect-GB 

interaction, either defect properties at GB, or GB structure evolution under defect accumulation. 
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In real conditions, defect diffusion along GBs to other sinks and defect accumulation at GBs to 

drive structural change can happen simultaneously. It is of great importance to consider both 

processes in one model to simulate the real-time evolution of GBs under irradiation conditions. 

However, this ambition has been challenged by the timescale of different kinetic process. For 

investigation of defect properties and GB structural evolution, atomic simulations such as MD 

and DFT are the most appropriate techniques. While the timescale for defect segregation to GBs 

and defect diffusion along GBs is usually beyond that of typical atomic simulation timescale. In 

this case, kMC or rate theory based modeling are necessary. Therefore, it is necessary to develop 

multiscale simulations to shed light on this complicated question. 

While interactions between defects and tilt GBs as well as the long-term structural evolution 

of tilt GBs are relatively well understood, the question of how twist GBs evolve to accommodate 

defects has been rarely touched. Compared to edge dislocations in tilt GBs, screw dislocation 

network in twist GBs is far more complicated and it is still unclear how exactly screw 

dislocations can annihilate point defects. So far, only few studies118-119 tentatively try to answer 

this question. In early 2012, Matínze et al.118 investigated the segregation of vacancies to {001} 

twist GBs in Cu by a kMC model. The {001} twist GBs feature square grid of screw dislocations. 

They found under low vacancy loading rate, vacancies can diffuse to dislocation networks and 

form voids. While under high vacancy loading rate, vacancies aggregate and form voids at both 

dislocation core and in non-dislocation region in the GB plane. Later that year, this group 

investigated the segregation of vacancies in {110} twist GBs in bcc Fe and {111} twist GBs in 

fcc Cu using an advanced kMC model119. The Fe {110} twist GBs feature hexagonal screw 

dislocation network, and the Cu {111} twist GBs feature alternating stacking fault (SF) and 

unfaulted region in triangular shape separated by partial dislocations. A strong preference for 
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vacancy to segregate to dislocation intersections was reported in both cases. What’s more 

interesting, they found vacancies aggregation at dislocation intersections in Cu {111} twist GBs 

can lead to the shrink of SF area. From these studies, it is obvious twist GB structure undergoes 

noticeable structural change as defect accumulated at the interface. However, the number of 

vacancies loaded at GBs in these studies is too few (correspond to 10-4 dpa) to conclude long 

term evolution of twist GBs under irradiation.  

A good understanding of how twist GBs evolve to accommodate defects is very important.  

On the one hand, twist GB is one major category of GBs (tilt, twist, mixed) and its radiation 

response are relevant for applications of poly-crystalline materials for components in reactors. 

On the other hand, a good understanding of twist GB’s response to defect accumulation also 

provides insight on how general GBs (a combination of both tilt and twist feature) behave under 

irradiation, which is of broader interest to GB-defect interaction but still unclear up-to-date. 

Another interesting aspect of this question is how screw dislocation absorbs defects. Unlike edge 

dislocations climb to absorb point defects in tilt GBs, screw dislocations in twist GBs cannot 

climb. Previous studies found screw dislocation can absorb point defects or frank loops by 

forming mixed dislocation in the shape of helical turns. These mixed dislocations can climb to 

absorb defects due to its edge component. However, it is unclear whether screw dislocations at 

GBs with constrain from neighboring lattice can still accommodate defects in a similar way. 

1.5 Thesis outline 

In chapter 2, simulation and modeling techniques employed in this study including density 

functional theory, molecular dynamics, kinetic Monte Carlo, and rate theory modeling are 

introduced. Chapter 3 and Chapter 4 focus on my works on understanding the diffusion of defect 
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clusters in SiC. Both thermal diffusion and radiation induced diffusion of clusters in SiC are 

included in these chapters. In Chapter 5 and Chapter 6, my recent investigations on response of 

grain boundaries to fluxes of radiation induced defects in SiC are presented. It includes studies 

on the multiple roles of tilt GBs in annihilating interstitials and the structural evolution of twist 

GBs to absorb interstitial. In the last chapter 7, these works detailed in Chapters 3-6 are 

summarized, and possible future research directions are proposed.  
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Chapter 2 Methods 

2.1 Density functional theory 

2.1.1 Principles of Density functional theory 

The governing equation of the time evolution of a quantum system is the Schrödinger 

equation 

𝑖ħ
𝜕

𝜕𝑡
𝛹(𝑟, 𝑡) = �̂�𝛹(𝑟, 𝑡)                                                (2-1) 

where i is the imaginary unit, ħ is the Planck constant divided by 2π, t is time,  is the spatial 

vector that represents the positions of all the particles in the system (i.e., [xi, yi, zi]), Ψ is the wave 

function of the quantum system, �̂� is the Hamiltonian operator which characterizes the total 

energy of any given wave function of the system. The stationary quantum states of the system 

can be solved by the time-independent Schrödinger equation  

�̂�𝛹𝑖(𝑟) = 𝐸𝑖𝛹𝑖(𝑟)                                                     (2-2) 

where Ei is the energy level of the stationary state Ψi, the non-relativistic Hamiltonian operator �̂�  

can be written as: 

�̂� =
−ħ2

2𝑚
∇2 + �̂�(𝑟)                                                      (2-3) 

where the first term is the kinetic energy, m is the particle mass, and ∇2 is the Laplacian, �̂�(𝑟) is 

the operator representing the potential energy. For an arbitrary quantum system, if we can solve 

Equation (2-2) and find the eigenstates and the corresponding eigenvalues (i.e, the energy levels), 

we are able to know all the thermodynamic information of the system. However, analytical 

solutions to the stationary Schrödinger equation exist for only a very limited number of systems, 
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such as the problem of a single particle in a square potential well. For most of the quantum 

systems in the solid-state physics, the analytic solutions to the stationary Schrödinger equation 

do not exist. This is because the increased complexity in the �̂�  for many-body system that 

includes electrons kinetic energy, electron-nuclei interaction, electron-electron interaction, nuclei 

kinetic energy, and nuclei-nuclei interaction.  

One step to simplify �̂� is to ignore the operators for the nuclei kinetic energy. This is because 

the mass of the nuclei are typically thousands of times larger than the electron mass and the 

electrons move much faster than the nuclei. We can approximate the nuclei to be fixed at certain 

positions when the electrons move around the nuclei in the systems. This assumption is known as 

the Born-Oppenheimer or adiabatic approximation. With this approximation, the Hamiltonian 

can be simplified to be an operator only for the electrons. However, if we have N electrons in the 

system, the simplified Schrödinger equation still has 3N degree of freedom and is almost 

impossible to obtain the complete solutions of Equation (2-2). 

Density functional Theory (DFT) is a method to numerically calculate the ground state of the 

many-body quantum system. The basic idea of DFT is that the density of electrons in the system 

n(r)  

𝑛(𝑟) = ∑ |𝛹𝑖(𝑟)|2𝑁
𝑖=1                                                      (2-4) 

can be considered as a basic variable and all the properties of the quantum system can be 

expressed as unique functional of n(r) in the ground state. With this idea, a universal functional 

of the energy E(n(r)) can be defined in terms of the density n(r). Ground state energy can be 

obtained by optimizing n(r) to minimize the functional E(n(r)). The great achievement of the 

DFT is that the previous complicated 3N degrees of freedom problem is now transferred to a 
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problem of minimizing an energy functional E(n(r)) where n(r) only has three dimensions (x, y, z) 

in space.  

To develop the energy functional E(n(r)) and to perform E(n(r)) minimization, we rely on the 

Kohn-Sham approach. The key idea of Kohn-Sham approach is that the exact ground state 

density n(r) can be represented by the ground state density n(r) of an auxiliary system of non-

interacting particles. The Hamiltonian of the auxiliary independent-particle system can be written 

in the same format in Equation (2-3) with �̂�(𝑟)  representing the operator on the effective 

potential energy of the auxiliary independent-particle system. In this approach, E(n(r)) can be 

written as  

𝐸(𝑛(𝑟)) = 𝑇s(𝑛(𝑟)) + ∫ d𝑟𝑉ext(𝑟)𝑛(𝑟) + 𝐸Hartree(𝑛(𝑟)) + 𝐸ex(𝑛(𝑟)) + 𝐸II       (2-5) 

where Ts is the kinetic energy as a functional of density n(r), Vext(r) is the potential representing 

interactions between electrons and nuclei, as well as any external potential such as electric field. 

EHartree is the classical Coulomb interaction energy of the electron density interacting with itself. 

EII is the interaction between nuclei, and it can be treated as a constant under the Born-

Oppenheimer approximation. Exc(n) is the exchange-correlation energy functional which 

represents the differences between the many-body quantum system and the independent-particle 

system. Details of the exchange-correlation functional can be found in details in120. 

Now we have developed the energy functional E(n(r)), and the next step is to do E(n(r)) 

minimization with respect to n(r). Here we will skip the mathematical details and directly show 

the answer. The variation of E(n(r)) with respect to n(r) gives the Kohn-Sham equation: 

�̂�𝛹𝑖(𝑟) = 𝜀𝑖𝛹𝑖(𝑟)                                                      (2-6) 

where εi are the eigenvalues, and the Kohn-Sham effective Hamiltonian �̂� can be expressed as 
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�̂� =
−ħ2

2𝑚
∇2 + 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) + 𝑉𝑥𝑐(𝑟)                             (2-7) 

the definitions of the terms Vext, VHartree and Vxc follow the description of the Equation (2-5). By 

starting with an arbitrary n(r), we can calculate �̂� using Equation (2-7). With �̂� ready, the single 

particle Equation (2-6) can be solved to obtain the N eigenstates 𝛹𝑖(𝑟)  with the lowest 

eigenvalues εi. Then by using Equation (2-4) we will get the new density n(r). It naturally leads 

to the self-consistent approach to optimize n(r) and minimize E(n(r)), as shown in Figure 2-1. 

For the outputs of the DFT calculations, many properties of the ground state can be obtained, 

such as the ground state energy of the system, the force on each nucleus (can be used to relax the 

atomistic structure), the charge density of the system, the electronic density of states and the 

electronic band structure of the material and so on.  
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Figure 2-1 | Schematic presentation of the self-consistent loop for solving Kohn-Sham equations. 

Adapted from Ref.120.  



52 
 

2.2.2 Implementation of DFT calculations for SiC 

There are a few parameter and concepts that need to be introduced to show the 

implementation of DFT calculation for SiC. First of all, we need to develop a mathematical 

formula for the electron wave functions 𝛹𝑖(𝑟). For crystalline materials, the most commonly 

used choice is the plane-wave function basis because of the periodic structure of the crystalline 

materials. The mathematical expression is: 

𝛹𝑘(𝑟) = ∑ 𝑐 ∙ ei(�⃗⃗�+�⃗�)∙𝑟
�⃗�                                               (2-8) 

where the exponential term is a plane wave, (�⃗⃗� + �⃗�) is the wave vector. The pre-exponential 

term is the linear combination coefficient of each plane wave. In practice, we cannot include 

infinite number of plane-wave functions to express a certain electron eigenstate. So a cut-off 

energy Ecut is usually introduced to truncate the summation in Equation (2-8) within a relatively 

large wave vector. Convergence test on Ecut shows that an Ecut of 500 eV is enough for our DFT 

works on SiC the Vienna Ab-initio Simulation Package (VASP). The cut off energy can be 

different in a different DFT code. 

Another important concept is that of pseudopotentials. Because the strongest interactions 

between the nuclei and the electrons usually happen near the nuclei, it leads to rapidly varying 

electron wave functions near the nuclei. This requires a very large Ecut to capture the wave 

functions. However, the wave functions near the nuclei do not significantly affect the chemical 

bonding, mechanical stability and electronic properties. Therefore, we can replace the strong 

Coulomb potential near each nucleus with a modified, weaker potential. This modification is 

called “pseudopotential”. The pseudopotentials used in DFT calculations include the core 

electrons as well. The nuclei and the core electrons are considered altogether as ions in the 
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system. The formulation of the pseudopotentials helps us improve the efficiency of the DFT 

calculations by reducing Ecut and consider atoms’ valence electrons. Two of the most widely 

used versions of the pseudopotentials are the projector augmented wave (PAW) pseudopotential 

and the ultrasoft pseudopotential121. The PAW pseudopotential with valence electron 

configuration of 2s2, 2p2 for C and 3s2, 3p2 for Si is used for all DFT works on SiC in this thesis.  

For the exchange-correlation functionals, LDA, GGA and hybrid functionals have been 

widely used in literatures. In the category of GGA functionals, two widely-used versions are the 

PW91 functional and the PBE functional. It is known that LDA shows over-binding for chemical 

reactions and this effect is largely corrected by GGA. Therefore, we use GGA-PBE for our 

calculations on SiC. In recent decades, LDA+U and GGA+U have been developed to solve the 

challenges that LDA and GGA often underestimate the bandgap, especially for transition metals. 

Given our main focus is defect structural and kinetic properties in SiC rather than electronic state, 

the +U technique is not employed in our calculations.   

The last important concept is the k-point sampling in the reciprocal space. The details of 

applying Fourier transformation to obtain reciprocal space and Brillouin zone from periodic 

crystalline is shown in Ref.120. The advantage of using the reciprocal as the electron state 

representative originates is that a plane-wave function in the real space corresponds to a delta 

function (or literately a point) in the reciprocal space. Therefore, one electron state corresponds 

to one k point in the reciprocal space. This representation picture is much more convenient in 

contrast to describing the electron state in the real space where the electron wave function is non-

local. In order to construct the density n(r), we need to integrate over the reciprocal space. That 

being said, we need to make sure that enough k-points have been sampled in the BZ to get 

accurate results. In our DFT calculations, we use supercells containing 3×3×3 or 4×4×4 unit cells. 
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Energy convergence test shows a k-point mesh of 2×2×2 is sufficient to maintain accurate 

integration over the reciprocal space.  

In this thesis, we use the Vienna Ab-initio Simulation Package (VASP) for all the DFT 

calculations. VASP is a plane-wave based DFT code written in the Fortran programming 

language. It runs in a UNIX operating environment. VASP calculations are typically run in 

parallel across multiple computing nodes and processors. The speed of the computing-time-

expensive quantum mechanical simulation can be greatly enhanced by the parallel algorithm. 

2.1.3 Structural relaxation and defect formation energy 

Because DFT can solve multi-body system quantum mechanically, it provides the most 

accurate description about energy and forces within the system. The forces on atoms can be used 

to relax the structure of defects introduced into the supercell by adding or deleting atoms. 

Therefore, the stable configurations of defects in crystalline materials can be studied. In our 

calculations, structural relaxation is performed by using the conjugate gradient method in fixed 

supercell shape and volume. The stopping criterion of relaxation is that all forces on atoms are 

smaller than 0.02 eV/Å. 

Furthermore, one can calculate the formation energy from the energy of the supercell with 

relaxed defect structure. More specifically for SiC, the formation energy of one defect can be 

calculated as: 

𝐸𝑓 = 𝐸𝑑𝑒𝑓𝑒𝑐𝑡 − 𝐸𝑙𝑎𝑡𝑡𝑖𝑐𝑒 − ∑ ∆𝑛𝑖(𝐸𝑖 + 𝛾𝑖)𝑖 + 𝑞(𝜀𝑉𝐵𝑀 + 𝜀𝐹 + ∆𝑉)                    (2-9) 

where Edefect is the energy of the supercell containing one defect, Elattice is the energy of the 

supercell without any defect, Ni is the number of atomic species i in the undefected cell minus 

the number of the same species in the defected cell, Ei is the energy of atomic species i in its 
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reference state, γi is the difference in energy of atomic species i between in SiC and in its 

reference state, q is the charge state of defect, εVBM is the energy of valance band maximum 

(VBM), εF is the Fermi level measured from VBM, and ∆V is the change of VBM induced by the 

defect. The reference states for Si and C are cubic Si and graphene, respectively. The chemical 

potential μi of species i equals to the summation of Ei and γi. Given the two elements in SiC, the 

formation energy of one defect can be calculated in either Si-rich condition or C-rich condition. 

In Si-rich condition, γsi = 0, μSi = ESi, and μC = ESiC - ESi where ESiC is the energy of a pair of C 

and Si atoms in SiC. In C-rich condition, γC = 0, μC = EC, and μSi = ESiC – EC. The Si- and C-rich 

cases provide the bounds on the formation energy of defects with respect to the Si and C 

reservoir chemical potential ranges. The values of μSi and μC used to calculate defect formation 

energies are shown in Table 2-1. It is known that over a wide range of Fermi level, point defects 

in SiC are in the neutral states. Therefore, we only consider neutral defects in our calculation and 

the long term in Equation (2-9) is ignored.   
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Table 2-1 | Chemical potentials of Si and C used to calculate formation energy in SiC from 

Ref.29. 

Case μSi (eV) μC (eV) γSi (eV) γC (eV) 

Si-rich ESi = -5.44 ESiC – ESi = -9.65 0 -0.44 

C-rich ESiC – EC = -5.89 EC = -9.20 -0.44 0 

2.1.4 Nudged elastic band and transition barrier  

The Nudged Elastic Band (NEB) method122 is used to find reaction pathways when both the 

initial and final states are known. Using this method, the Minimum Energy Path (MEP) for any 

given chemical process may be calculated, however, both the initial and final states must be 

known. NEB works by linearly interpolating a set of images between the known initial and final 

states, and then minimizes the energy of this string of images. Each image corresponds to a 

specific geometry of the atoms on their way from the initial to the final state, a snapshot along 

the reaction path. Thus, once the energy of this string of images has been minimized, the MEP is 

revealed. The transition barrier of this reaction is the energy difference between the lowest 

energy and the highest energy of images along the MEP. This transition barrier can be used to 

estimate the rate of this reaction, which is extremely helpful. For example, the transition barrier 

of one defect hop from one site to a neighboring site is often called migration barrier Em. With 

known Em, diffusion coefficient D at a fixed temperature T can be approximated as 

𝐷 =
1

2𝑑
𝑎2𝛤𝑒

−
𝐸𝑚
𝑘𝐵𝑇                                                           (2-10) 

where d is the dimension of the diffusion, a is the travel distance in one hop, Γ is the hop 

frequency of atoms, and kB is the Boltzmann constant.  
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In NEB, each interpolated image finds the lowest energy possible while maintaining equal 

spacing to neighboring images. This constrained optimization is done by adding spring forces 

along the band between images and by projecting out the component of the force due to the 

potential perpendicular to the band. The accuracy of the transition barrier in NEB is usually 

limited by many factors such as the number of images and the spring constant connecting 

neighboring images. For instance, if the number of image is too few, no image is interpolated 

near the saddle point and there is no chance of capturing the saddle point energy. Recently, a 

new scheme called climbing image NEB (cNEB)123 has been developed to overcome these 

challenges. In cNEB, after a few standard NEB relaxation steps, the image with the highest 

energy is identified. The spring force on this image is removed and the true force at the image 

due to the potential along the elastic band is reversed. In this process, the force at the image due 

to the potential perpendicular to the band is unchanged. The image tries to maximize its energy 

along the elastic band, and minimize its energy in all other directions. The other images in the 

elastic band serve the purpose of defining the one degree of freedom for which a maximization 

of the energy is carried out. When the climbing image converges, it will be at the exact saddle 

point and gives accurate transition barrier.  

In our calculations on transition barriers of reactions in SiC, the cNEB method is used. Either 

3 or 5 images, depending on the displacement of atoms in the reactions, are used. The default 

spring constant of 5eV/Å is used, which does not affect the accuracy of cNEB result. The force 

convergence threshold for CI-NEB calculations is set at 0.05 eV/Å.  
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2.2 Molecular dynamics 

2.2.1 Principles of molecular dynamics 

Molecular dynamics (MD) is a technique for computer simulation of complex systems, 

modelled at the atomic level. In MD simulations, the time evolution of a system of atoms is 

followed via the solution of Newton’s equations of motion 

𝐹𝑖 = 𝑚𝑖
d2𝑟𝑖(𝑡)

d𝑡2                                                             (2-11) 

where ri(t) = (xi(t), yi(t), zi(t)) is the position vector of ith particle and Fi is the force acting upon 

ith particle at time t, and mi is the mass of the particle. ‘Particles’ usually correspond to atoms, 

although they may represent any distinct entities (e.g., specific chemical groups) that can be 

conveniently described in terms of a certain interaction law. To integrate the above second order 

differential equations, the instantaneous forces acting on the particles need to be specified. The 

interatomic force can be obtained by the gradient of interatomic potential U(r1, …, rN) 

𝐹𝑖 = −∇𝑟𝑖
𝑈(𝑟1, … , 𝑟𝑁) = −(

𝜕𝑈

𝜕𝑥𝑖
,

𝜕𝑈

𝜕𝑦𝑖
,

𝜕𝑈

𝜕𝑧𝑖
)                                  (2-12) 

where U( r1, …, rN) represents the potential energy of N interacting atoms as a function of their 

positions ri = (xi, yi, zi). 

Due to the many-body nature of the problem, the equations of motion are discretized and 

solved numerically. The MD trajectories are defined by both position (r1, …, rN) and velocity 

vectors (v1, …, vN) at different simulation time t. Accordingly, the positions and velocities are 

propagated with a finite time interval using numerical integrators, for example the Verlet 

algorithm. The aim of the numerical integration of Newton’s equations of motion is to find an 

expression that defines positions ri(t+Δt) at time t+Δt in terms of the already known positions at 
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time t. Because of its simplicity and stability, the Verlet algorithm is commonly used in MD 

simulations. The basic formula for this algorithm can be derived from the Taylor expansions for 

the positions ri(t); it reads as 

𝑟𝑖(𝑡 + ∆𝑡) = 2𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − ∆𝑡) +
𝐹𝑖(𝑡)

𝑚𝑖
∆𝑡2                            (2-13) 

Ideally, small Δt is desirable to obtain exact trajectories. However, a too small Δt can limit the 

overall simulation timescale one can reach. In practice, Δt is determined by the fastest motions in 

the system. Bonds involving light atoms (e.g., the O–H bond) vibrate with periods of several 

femtoseconds, implying that Δt should be on a femtosecond scale to ensure stability and 

accuracy of the integration.  

The changing in position of each particle in space with time is defined by ri(t), whereas the 

velocities vi(t) determine the kinetic energy and temperature in the system. As the particles move, 

their trajectories may be displayed and analyzed, providing averaged properties. The dynamic 

events that may influence the functional properties of the system can be directly traced at the 

atomic level, making MD especially valuable in investigating microstructural evolution. MD 

simulation can be performed in different ensembles including micro-canonical ensemble (NVE), 

canonical ensemble (NVT) and grand-canonical ensemble (NPT), etc.  A thermostat (e.g., Nosé-

Hoover thermostat) or a barostat is used for constant temperature or pressure simulations, 

respectively.  In a mathematical formulism, independent variables that describe interactions 

between system and external thermostat or barostat are introduced into the Equation (2-11) and 

(2-12). Details of mathematical expression and implementation of constant temperature and 

constant pressure MD simulation can be found in Ref.124. 
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2.2.2 Empirical potentials for SiC 

Many potentials have been developed for SiC, including Stillinger-Weber (SW)125, Tersoff126, 

Erhart and Albe127, Environment-dependent interatomic potential (EDIP)128, Vashishta129, Gao 

and Weber (GW)130. Among them, the Vashishta and GW potential was developed to fit 

properties of point defects in SiC, while other potentials were developed for Si, C, and SiC to fit 

various bulk properties as well as defect properties. In the past decade, Tersoff, EDIP, and GW 

have been widely used in literatures to investigate radiation-induced lattice defects in SiC. Here a 

review of these three potentials is shown.  
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Table 2-2 | Bulk proprieties and point defect properties in SiC from experimental measurement, 

DFT and empirical potential calculation. 

 Exp.131-132 DFT30, 124, 126 Tersoff126 EDIP128 GW130. 

Bulk properties 

a (Å) 4.360 4.344 4.321 4.364 4.360 

Ec (eV) -6.34 -7.545 -6.165 -6.338 -6.412 

C11 (GPa) 390 390 437 394 254 

C12 (GPa) 142 134 118 142 225 

C44 (GPa) 256 253 311 168 66 

Point defect formation energy (eV) 

VC  4.41 3.88 1.45 2.76 

VSi  7.41 3.29 4.18 3.30 

CSi  3.59 2.20 2.40 1.69 

SiC  4.01 4.5 2.74 7.79 

Ci  C-C<100> C-TSi C-Si<110> C-C<100> 

 6.73 4.4 4.67 3.04 

Sii  Si-TC Si-Si<110> Si-C<110> Si-TC 

 8.97 12.11 7.78 3.97 

Point defect migration barrier (eV) 

Ci 0.89±0.02 0.67 NA 1.50 0.74±0.05 

Sii 1.50±0.30 0.83 * * 1.53±0.02 
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From Table 2-2, we can see Tersoff potential126 provides a reasonable fit for a wide range 

properties compared to experimental measurement and DFT calculations. Lattice constant, 

cohesive energy, and elastic modulus predicted by Tersoff potential are reasonable. Furthermore, 

it gives formation energies of vacancies and antisites in the best agreement with DFT 

calculations among these three potentials. Given these point defects are massively produced in 

radiation cascade, this is one reason why this potential has been widely used in literatures to 

investigate cascade in SiC. However, Tersoff potential provides a poor description of interstitial 

properties in SiC. For example, Tersoff potential incorrectly predicts both the most stable 

configuration and formation energy scale of C and Si interstitials. Furthermore, because the 

formation energy of Si interstitial is so high, it is favorable for the below reaction 

Sii + CC → SiC + Ci                                                    (2-14) 

This implies Si interstitials are naturally unstable with Tersoff potential. Once they diffuse or 

obtain certain energy, Si interstitials will be consumed by this reaction to generate Si antisites 

and C interstitials. Besides these, it is also reported the migration barrier for C interstitial with 

Tersoff potential is rather high. All these factors have limited the application of Tersoff potential 

to investigate process involves interstitials and long range diffusion of defects, such as clustering 

and defect segregation to GBs. 

EDIP128 was developed in recent years and it provides improved bulk properties as compared 

to Tersoff potentials. Besides, the most stable C interstitial configuration is described by this 

potential in good agreement with DFT calculations. The formation energy of C interstitial is also 

slightly improved compared to Tersoff potential. This makes EDIP a good fit for investigation of 

C interstitial related static properties, such as structure of C interstitial clusters. This is the reason 

why we have chosen EDIP to screen low-energy Carbon interstitial clusters in previous studies. 
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However, EDIP also favors the reaction shown in Equation (2-14). In addition, the diffusion 

barrier for C interstitial is high compared to DFT calculations. This also limits its application in 

investigation kinetic process involves defect diffusion in SiC.   

GW potential130 was developed by Gao and Weber with a goal to provide a reasonable 

description of point defect properties in SiC. This sacrifices its accuracy in describing some 

properties such as elastic modulus shown in Table 2-2, which is terribly off from experimental 

values. Therefore, one should avoid investigating stress and deformation of SiC using GW 

potential. However, its advantage in describing interstitial kinetics in SiC is incomparable. First, 

it correctly predicts the most stable configuration of both C and Si interstitials. Second, reaction 

shown in Equation (2-14) is energy unfavorable in GW potential so Si interstitial is stable. Last 

and most important, the diffusion barriers of C and Si interstitials in GW potential agree well 

with experimental measurement and DFT calculations. These factors make GW potential a good 

fit for investigation of defect diffusion in SiC. This is the reason why we have chosen this 

potential to investigate defect kinetics at GBs in SiC.  

2.2.3 Structural analysis 

Due to the fast calculations using empirical potentials, MD simulations can usually handle up 

to billions of atoms. In a large supercell containing many atoms, identify defects by visualization 

is often limited and one have to use structural analysis algorithm to distinguish perfect lattice 

regions and defected regions. Common neighbor analysis (CNA)133 is a widely-used algorithm to 

identify which atoms are associated with which crystalline phases (FCC, BCC, HCP, etc.), and 

which atoms are associated with defects. This is done by computing a fingerprint for pairs of 

atoms, which is designed to characterize the local structural environment. Usually, two atoms are 

said to be neighbors or bonded, if they are within a specified cutoff distance rcut of each other. 
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For densely packed structures (FCC and HCP), the cutoff distance is set to be halfway between 

the first and second neighbor shell. For the BCC lattice, two neighbor shells need to be taken into 

account, and atoms are considered to be bonded with their first- and second-nearest neighbors. 

To assign a local crystal structure to an atom, three characteristic numbers are computed for each 

of the N neighbor bonds of the central atom:  

1. the number of neighbor atoms the central atom and its bonded neighbor have in common, 

ncn;  

2. the total number of bonds between these common neighbors, nb;  

3. the number of bonds in the longest chain of bonds connecting the common neighbors, nlcb. 

This yields N triplets (ncn, nb, nlcb), which are compared to a set of reference signatures to assign 

a structural type to the central atom. For example, the fingerprint of FCC atoms is 12×(421) 

which means: I. each atom has 12 bonded atoms; II. the number of common bonded atoms 

shared by each pair of bonded atoms (e.g., i-j atom pair in Figure 2-2a) is 4 (k atoms in Figure 2-

2a); III. the total number of bonds between the common bonded atoms (k atoms in Figure 2-2a) 

is 2; IV. the number of bonds in the longest chain of bonds connecting the common neighbors (k 

atoms in Figure 2-2a) is 1. This is the only structural signature of FCC lattice. For HCP lattice, 

the signature is 6×(421) + 6×(422). For BCC lattice, the signature is 8×(666) + 6×(444). 
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Figure 2-2 | Illustration of structural analysis. a,  the (421) structure in FCC lattice; b, cubic 

diamond lattice; c, schematic drawing of dislocation analysis. Adapted from Ref.133-134. 

However, in either cubic or hexagonal SiC, the sub-lattice of C or Si is FCC lattice while the 

overall structure is diamond. This makes the conventional CNA algorithm not suitable for SiC. 

This is because the nearest neighbor atoms in diamond structure (blue atoms in Figure 2-2b) don 

not have common neighbors. In order to identify diamond structure, the CNA algorithm is 

modified as follows: First, the nearest neighbors of an atom are identified (the 4 blue atoms in 

Figure 2-2b). Then, for each of these four neighbors, their respective nearest neighbors are 

identified (the 12 yellow atoms in Figure 2-2b). This yields the list of second nearest neighbors 

of the central atom. Finally, the CNA fingerprint is computed for these 12 second nearest 
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neighbors and the central atom. If the CNA finger print agrees with that of a FCC lattice, then the 

central atom is classified as cubic diamond. If it agrees with that of a HCP lattice, then the 

central atom is marked as a hexagonal diamond atom. 

In systems that contain dislocations, it is necessary to automatically identify dislocations and 

calculate the Burgers vector of each dislocation segment. This is performed by the dislocation 

analysis (DXA)134 as implemented in Ovito. One fundamental concept in DXA is Delaunay 

tessellation which connects neighboring atoms to enclose the space inside triangular facets, as 

shown by the red lines in Figure 2-2b. Atom-to-atom vector along each edge (edge vector) of 

Delaunay tessellation is tentatively tried to be mapped to a corresponding vector in a perfect 

crystal lattice. If the edge vector can be mapped to any interatomic vectors in a perfect crystal 

lattice, the edge is considered as a good edge. The strain field induced by dislocations can stretch 

or shorten interatomic distance in neighboring lattice. This can deviate the vector of an edge 

vector from interatomic vectors in a perfect crystal, and thus identify the strained lattice region as 

defect region. To fix this, the CNA is performed to identify crystal regions before constructing 

Delaunay tessellation. To compensate for the strain effect, edges vectors of Delaunay tessellation 

in lattice regions identified by CNA are compared to interatomic vectors in a perfect lattice 

within a certain range. If the edge vector cannot be mapped to any interatomic vectors in a 

perfect crystal lattice, it is considered as a bad edge, which corresponds to regions in the 

dislocation core. Interfaces between dislocation core and perfect lattice can be constructed by the 

triangular facets (e.g., the facets in Figure 2-2c) with bad edges on one side but good edges on 

the other side. With this concept illustrated, the workflow of DXA is presented as follows. First 

of all, CNA is performed to identify dislocation core and their surrounding perfect lattice regions. 

Second, Delaunay tessellation is constructed, and good/bad edges are labeled. Third, interface 
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between dislocation core and perfect lattice regions are constructed by connecting facets with 

good edges on the perfect crystal side but bad edges on the dislocation core side. Last, a Burgers 

circuit is drawn by connecting edges of the interface facets (red circuit in Figure 2-2c) and the 

same circuit is mapped in a perfect crystal to calculate the Burgers vector.  

2.2.4 Trajectory analysis 

MD trajectories of point defects can be used to calculate point defect diffusion coefficient. 

The diffusion coefficients of single point defects can be derived from the displacements of all 

atoms in the system, without actually locating and following the defect itself during the run. For 

instance, the diffusion of a silicon vacancy occurs through short, nearest-neighbor displacements 

of atoms as they move into neighboring vacant sites. Without defects, none of the atoms in the 

supercell is displaced to a neighboring site during the simulation time of these simulations. All 

such displacements are a direct result of the motion of the defect. The point defect diffusion 

coefficients can therefore be calculated from the summation of the squared displacements over 

all atoms,  

𝐷 = ∑ (𝑟𝑖(𝑡) − 𝑟𝑖(0))2𝑁
𝑖=1 2𝑑𝑡⁄                                               (2-15) 

where N is the number of all atoms in the supercell, t is simulation time, and  d is the dimension 

of the diffusion. Equation (2-15) is accurate in the limit of large simulation time t when a good 

linear relationship can be drawn between the square displacement and time t. In order to improve 

accuracy, average of D calculated from multiple simulations at the same temperature is often 

desirable. With defect diffusion coefficients obtained at different temperatures, the activation 

energy for defect migration Em can be estimated from the Arrhenius relation 

𝐷 = 𝐷0𝑒
−

𝐸𝑚
𝑘𝐵𝑇                                                             (2-16) 
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where D0 is the pre-exponential factor and kB is the Boltzmann constant. 

2.2.5 Accelerated molecular dynamics techniques 

One limitation of typical MD is its simulation timescale. This is because a small timestep in 

the timescale of sub-fs to fs must be used to maintain the correct integration of trajectory over 

time. This limits MD simulations to the timescale of μs (109 steps for a timestep of 1 fs). 

However, this timescale is usually not enough to observe reactions with high transition barriers. 

For instance, the rate of a reaction with a barrier of 2 eV at 1000 K is approximately 1/ms. That 

implies on average it takes approximately 1 ms to observe the occurrence of this reaction once, 

which is far beyond the timescale of MD simulations. Multiple acceleration techniques have 

been developed to extend MD simulation time scale, such as parallel replica dynamics135 and 

hyperdynamics136. Here a brief review of these accelerated techniques is presented.  

Parallel replica dynamics135 is one straightforward way to accelerate a MD simulation. Many 

initially the same but independent replicas run on different processors, to increase the chance of 

exploration of the energy surface. The overall simulation clock is advanced by the sum of all the 

simulation times in replicas. The implementation of this technique is described below. First, the 

current configuration of the system is replicated on M processors, and a followed momentum 

randomization is performed on each replica to eliminate correlations with other replicas. Then 

each replica performs independent MD simulation and is monitored for transitions. A transition 

is said to occur if the summation of displacement of all atoms from the initial configuration is 

larger than a threshold. Once a transition is detected in any replica, for example, the ith replica, 

all replicas are stopped and the simulation clock is advanced by the sum of the time integration 

over all replicas. The configuration after the transition in ith replica becomes the new 

configuration of the system and is replicated on all processors. Parallel replica dynamics is easy 
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to implement and shows promising acceleration in certain simulations, e.g., the diffusion of 

vacancy in Cu (100) surface. However, when investigating high barrier transitions at low 

temperatures, because the rate itself is so slow, it still takes a long time to observe such a 

transition in any replica. Besides, even by using thousands of computers for replica simulation, 

the timescale is only advanced from μs to ms.  

 

Figure 2-3 | The bias (dashed curve line) and original potential (solid) energy surface in 

hyperdynamics. Adapted from Ref.136. 

In hyperdynamics136, in order to increase the rate of escaping from an energy basin, the 

potential is augmented by a bias potential, as shown in Figure 2-3a, to reduce the energy barrier 

of escaping transitions. As the barrier is reduced, these transitions can happen within MD 

timescale. The key of this technique is to maintain state to state evolution on the biased potential 

energy surface in the proper sequence as it should be at the original energy surface. Under 

transition state theory assumption, the ratio of the rate of any two transitions is determined by the 

activation energy difference ∆Ea: 
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𝑟𝐴

𝑟𝐵
=

exp (−𝐸𝛼
𝐴∙𝛽)

exp (−𝐸𝛼
𝐵∙𝛽)

= exp (−Δ𝐸𝑎 ∙ 𝛽)                                  (2-17)                         

where v is the attempt frequency, Ea is the activation energy, and β=1/kBT, kB is the Boltzmann 

constant. This implies that as long as the energy difference among saddle points ΔEa remains 

unchanged, the correct kinetics starting from the initial state can be maintained. Therefore, one 

requirement of the bias potential is that it should not add any bias on the original potential at 

saddle points, as shown in Figure 2-3. In such a way, the bias potential can make sure the system 

evolves from state to state in a sequence representative of the exact dynamics, but at an 

accelerated pace. The time clock on the bias potential energy surface and on the original 

potential energy surface follows  

Δ𝑡𝑏 = Δ𝑡𝑀𝐷exp (Δ𝑉 ∙ 𝛽)                                            (2-18) 

where ∆tb is the time step on the bias potential energy surface, ∆tMD is the time step on the 

original potential energy surface, and ∆V is the energy difference between the bias and original 

potential at the current position of the trajectory. The challenge of this technique is to design the 

bias potential that meets the requirement of no bias at saddle point, smooth connection with 

original bias, and computationally efficient. This is very difficult since no priori information 

about neither neighboring states nor saddle points between them is available. So far this method 

has found its applications in low-dimensional system while its application in complicated 

systems is still in active research. 
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2.3 On-the-fly Kinetic Monte Carlo 

2.3.1 Principles of Kinetic Monte Carlo 

Kinetic Monte Carlo (KMC) attempts to overcome the timescale limitation of MD by 

exploiting the fact that the long-time dynamics of system typically consists of diffusive jumps 

from state to state. Rather than following the trajectory through every vibrational period as in 

MD, these state-to-state transitions are treated directly in KMC. The result is that KMC can 

reach vastly longer time scales, typically seconds and often well beyond. 

First, we need to illustrate the concept of a state in KMC. Starting from any arbitrary atomic 

structure in a system, we bring the system to a local minimum by using steepest descent or 

conjugate gradient method. This defines a particular state i of the system. The geometry and 

potential energy of the state are the geometry and energy at the local minima, 𝑟𝑖  and Ei, 

respectively. By giving each atom some momentum in MD, the system vibrates around this local 

minimum in the potential basin. We will say the system is still in state i because if we stop MD 

and minimize the energy, the system will fall back to the exact same geometry as the local 

minima 𝑟𝑖. Adjacent to state 𝑟𝑖, there are other potential basins, each separated from state 𝑟𝑖 by an 

energy barrier. The lowest barrier connecting these states are the minimum barrier paths that go 

through the saddle points on the energy surface, as discussed in Section 2.1.4. 

Because the system usually vibrates in the state for a long time, it forgets how it got there. 

This implies that the probabilities of different transitions to escape state i, have nothing to do 

with the history prior to entering state i. This characteristic is the defining property of a Markov 

chain. The state-to-state dynamics in this type of system correspond to a Markov walk. Because 

the transition out of state i depends only on the rate constants to other states {kij}, we can design 
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a stochastic procedure to propagate the system correctly from state to state. If we know these rate 

constants {kij} exactly for every state we enter, this state-to-state trajectory will be 

indistinguishable from a (much more expensive) trajectory generated from a full molecular 

dynamics simulation.  

 

Figure 2-4 | Schematic illustration of the procedure for picking one transition among all 

transitions. 

Assuming we know about the possible transition pathways, we can use transition state theory 

to compute the rate constant for each transition. The rate constant of system escaping from state i 

to state j is 

𝑘𝑖𝑗 = 𝛤𝑒
−

𝐸𝑎
𝑘𝐵𝑇                                                        (2-19) 

where Ea is the energy barrier along the minimum barrier path, and Γ is atom vibration frequency. 

The stochastic procedure to move system from current state i to an adjacent state is explained 

blow and shown in Figure 2-4. We imagine that for each of all possible escape pathways we have 

an object with a length equal to the rate constant kij for that pathway. We put these objects end to 

end, giving a total length ktot. We then choose a single random position along the length of this 

stack of objects by multiplying ktot with a random number in (0,1]. This random position will 

“touch” one of the objects, and this is the pathway that we choose for the system to follow. This 
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procedure gives a probability of choosing a particular pathway that is proportional to the rate 

constant for that pathway, as it should. 

As the stochastic path selection criterion has been demonstrated, the next step is to correctly 

advance the simulation time clock to account for the period that the system was trapped in state i 

before making a transition. Given the total escape rate ktot, the probability the system has escaped 

from the current state is given by  

𝑃(𝑡) = 1 − 𝑒−𝑘𝑡𝑜𝑡×𝑡                                                  (2-20) 

Thus, the probability distribution function p(t) for the system to escape at time t is the derivative 

of P(t) with respect to t: 

𝑝(𝑡) = 𝑘𝑡𝑜𝑡𝑒−𝑘𝑡𝑜𝑡×𝑡                                                 (2-21) 

The probability distribution function p(t) means the probability that the system has not escaped at 

time t but will escape within an infinitely small time window δt starting from time t. Therefore, 

the average time τ for the system to escape from the current state is  

𝜏 = ∫ 𝑡𝑝(𝑡)
∞

0
d𝑡 =

1

𝑘𝑡𝑜𝑡
                                               (2-22) 

In theory, one can always update simulation time clock by using the average escape time τ in 

Equation (2-22) for each state. However, given the stochastic nature of the escaping process, an 

exponentially distributed random number is usually employed. In this case, the simulation clock 

is advanced in each KMC step by  

∆𝑡 = −
ln (𝑟)

𝑘𝑡𝑜𝑡
                                                        (2-23) 

where r is a random number uniformly distributed in (0,1]. In long timescale simulation, this will 

give the exactly same simulation time as obtained by using the average escape time τ. 



74 
 

By ignoring local vibrations and only focusing on state-to-state transitions, KMC 

significantly advances the simulation timescale as compared to MD. To run a KMC simulation, 

all state-to-state transitions and the associated barriers should be known beforehand so the rate 

constants and total rates can be calculated. This is straightforward to simple kinetic process such 

as diffusion of vacancies. The vacancy can only jump to neighboring lattice sites and the 

transition barrier can be calculated by NEB. However, for complicated objects, such as defect 

clusters, and non-crystalline system, it is very challenging to obtain a full list of transitions. Take 

defect cluster diffusion as an example, one step in the diffusion (system move from one state to 

another) usually involves coordinated movements of many atoms. We usually find ourselves in 

situations where we have no idea about the atom movements that will lead to adjacent states and 

therefore cannot calculate transition barriers for a KMC simulation. This challenge can be 

addressed by on-the-fly KMC, which is discussed in details in Section 2.3.2.  

2.3.2 Kinetic Activation Relaxation Technique 

On-the-fly KMC does not require a pre-defined transition list. Instead, it automatically search 

transitions and generate the transition list that can be used to perform KMC modeling. There are 

several methods to perform on-the-fly KMC, such as the temperature-accelerated dynamics137, 

the dimer method138, and the Kinetic Activation Relaxation Technique139. In this section, the 

details of Kinetic Activation Relation Technique (K-ART) are reviewed. In k-ART, the 

Activation Relaxation Technique (ART)139 algorithm, an open-ended saddle point searching 

algorithm, is combined with the kMC scheme. ART samples nearby transitions of a local 

minimum to generate transition lists with corresponding rates and the KMC algorithm executes a 

transition according to these rates. Figure 2-5 shows the flow chart of k-ART simulations. The 

only difference between k-ART and standard KMC simulations is the step in red square where 
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ART sample transitions and generates transition list. In standard KMC simulations, this step is 

replaced by reading from the pre-define transition list.  

 

Figure 2-5 | The flow chart of k-ART. 
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Figure 2-6 | Schematic drawing of an energy surface. 

Before diving into details of implementation, it is necessary to introduce some background 

on energy landscape of many-atom system. In a many-atom system, the potential energy E is a 

function of the coordinates of all atoms  𝑟  and  𝑟 = (𝑥𝑖, 𝑦𝑖 , 𝑧𝑖) , i = 1,…, N. Therefore, one 

specific 𝑟 together with the potential energy E(𝑟) associated with it makes one point (𝑟, E(𝑟)) in 

the 3N+1-dimensional space. The surface composed of numerous (𝑟, E(𝑟)) is the energy surface 

which demonstrates the change of potential energy E(𝑟) with contiguous changes in coordinates 

𝑟. A schematic drawing of energy landscape with respect to only two variants is in shown in 

Figure 2-6. There are special points such as local minima, local maxima, and saddle points on the 

energy landscape. These points are all critical points with the 1st derivative of E(𝑟) with respect 

to any dimension being zero. However, to further identify a critical point being a local minima, 

maxima, or saddle point, one have to rely the 2nd derivative of E(𝑟) to 𝑟, namely the curvature of 

the energy surface. Take the energy surface shown in Figure 2-6 as an example, given the 1st 

derivative of energy being zero, a local minimum is the point where curvature along any 
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direction is positive, and a local maximum is the point where curvature along any direction is 

negative, and a saddle point is the point where curvature is positive along some directions while 

negative along others. The matrix form of the 2nd derivatives of E(𝑟) to 𝑟 is called Hessian matrix, 

as shown below. 

 

The eigenvalues of the Hessian matrix are very helpful to examine the curvature of energy 

surface at a specific 𝑟. If all the eigenvalues of the Hessian matrix are positive (negative), the 

curvature of energy surface at a specific  𝑟 along any direction is positive (negative). If the 

Hessian matrix has both positive and negative eigenvalues, the curvature is positive along some 

directions while negative along the others. Recall that critical points with these features can be 

defined as local minima, or maxima, or saddle point. This implies we can identify these features 

on energy surface by two straightforward criterions. The first one is the 1st derivative of E(𝑟) to 𝑟 

at the specific 𝑟, which is forces on atoms, to be zero. The second one is the eigenvalues of the 

Hessian matrix at the specific 𝑟 to be all positive, or negative, or have both positive and negative 

to identify itself being local minima, or maxima, or saddle point. 

Having the introduced background, we can now discuss the details of how ART can find the 

minimum energy path which connects two local minima through a saddle point. ART works in 
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three regimes: I leaving the local minima; II converging to a saddle point; and III Relaxation into 

a new minima. In step I, ART takes the following actions to leave the initial local minima: 

1. A number of atoms are selected. These atoms can all atoms in the system, or can be 

limited to atoms in defects or other regions of interest; 

2. These atoms are displaced by a small step Δr along random directions. This step 

introduces changes in 𝑟; 

3. After each displacement of this group of atoms, the coordinates of other atoms are 

slightly optimized to avoid unphysical stress build up; 

4. The eigenvalues of Hessian matrix at current 𝑟  are calculated by using a Lanczos 

procedure.  

If the lowest eigenvalue is positive, this implies the system is still in regions near the initial 

local minimum. Step 1 to 4 are repeated until the lowest eigenvalue of the Hessian matrix 

becomes negative, which implies the system has left the local minimum and is now adjacent to a 

saddle point because the coexistence of both negative and positive eigenvalues.  

 

Figure 2-7 | a, An energy surface as a function of coordinates; b, The energy of the system as a 

function of θ, and θx denotes the steepest ascent path. 
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In regime II, the question now becomes how we can make displacement on atoms to move to 

the specific 𝑟 that corresponds to the nearby saddle point. Again, here we use the energy surface 

with respect to two dimensions x1 and x2 as an example, as shown in Figure 2-7a. Assume we are 

at position a, and going to make a small step of ∆, how could we know the direction θ leading to 

the nearby saddle point (walking uphill on energy surface following the thick black line, 

downhill-to-uphill). Taylor expansion of the potential energy V(∆, θ) w.r.t. V(a) can be expressed 

as 

𝑉(∆, 𝜃) = 𝑉(𝑎) + ∆(𝐷1 cos 𝜃 + 𝐷2 sin 𝜃) +
∆2

2
(𝐾11cos2𝜃 + 𝐾22sin2𝜃 + 2𝐾12 sin 𝜃 cos 𝜃) (2-25) 

where Di and Kij are the 1st and 2nd derivative of Hessian matrix along the ith and jth dimension. 

The path to walk uphill with minimum energy increment is path leading to point 3 in Figure 2-7a. 

It has been proved in math that this direction agrees with the direction of eigenvector of the 

lowest eigenvalue of the Hessian matrix. Then it is relatively straightforward to bring the system 

closer to the saddle point by pushing it along that direction with a small step ∆. After each step, 

the instantaneous eigenvector of the lowest eigenvalue of the Hessian matrix is calculated and 

the system is displaced along that direction again. In the meantime, the instantaneous forces on 

atoms are calculated to exam whether the system has reached to saddle point or not. To ensure a 

smooth convergence to the saddle point, the displacement ∆ is decreased gradually as the steps 

increase. Once the system reached the saddle point, both atomic configuration and potential 

energy are calculated and stored.   

In regime III, now it is necessary to nudge the system slightly over to force it to enter a 

region near a new local minimum. It is necessary to nudge the system because saddle point is a 

stable configuration where the 1st derivative of E(𝑟) to 𝑟, or the forces on atoms, equal zero. To 
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nudge the system off the saddle point, the displacements of atoms ∆𝑟 from the initial local 

minimum 𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙 to the saddle point 𝑟𝑠𝑎𝑑𝑑𝑙𝑒 are calculated. Then 20% of ∆𝑟 are added onto the 

coordinates of atoms in the saddle point 𝑟𝑠𝑎𝑑𝑑𝑙𝑒. By doing this, the system is now literally pushed 

over the saddle point away from the initial local minimum. Finally an energy relaxation by the 

conjugate gradient method is applied to relax the system into the new local minimum. The 

atomic configuration and potential energy are calculated and stored.  

By working through these three regimes in sequence, ART can find a transition starting from 

the initial local minimum to a nearby local minimum, and also give the saddle point energy 

connecting them. The transition barrier can be calculated as the difference in energy between the 

initial local minima and saddle point, which will be used to calculate rate for KMC modeling. 

Ideally, one should run ART starting from one initial local minimum for many times to achieve 

exhaustively sampling all possible transitions. This can ensure the correct estimation of the total 

rate escaping this minima and the correct dwelling time system spent in this minima. However, 

running ART for many times is computationally expansive and better sampling method should 

be developed to boost efficient. Given the atomic structure of simulation target (point defect, 

clusters, or amorphous materials) and hence the corresponding energy surface vary from case to 

case, we do not provide a general solution to this problem. Instead, in Section 3.1.1, we will 

show details of our implementation of ART, solution to exhaustive sampling, as well as 

parallelization of ART to boost transition search efficiency, for a carbon tri-interstitial cluster in 

SiC. 

In summary, k-ART is a combination of an open-ended saddle point searching algorithm 

ART and the typical kMC model. Such a combination enables the system to hop on the energy 

surface without knowing transition paths and barriers beforehand. This feature is extremely 
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useful to simulation the evolution of rate events in a complicated system, such as clusters 

diffusion or structural evolution of amorphous materials.  

2.4 Rate theory model 

The rate theory framework for modeling radiation effects describes the spatial and temporal 

evolution of concentrations (Ci) of various defects (i) produced during irradiation. The master 

equations of rate theory are: 

d𝐶𝑖

d𝑡
= 𝐷𝑖∇2𝐶𝑖(𝑟, 𝑡) + 𝐾0 − 𝐾𝑖𝑗𝐶𝑖𝐶𝑗                                        (2-26) 

where Di is the diffusion coefficient of ith defect at a certain temperature, 𝑟 is the coordination in 

the simulation space which can be only x  for one-dimension, or (x, y, z) for three-dimension, or 

(r, θ, φ) for radical coordinates in three-dimension. K0 is the defect production rate, Kij is the 

reaction rate coefficient of defect reaction between ith and jth defects, Ci and Cj are the 

concentration of ith and jth defects. The first term on the right-hand side of Equation (2-26) 

describe the special diffusion of defects due to concentration gradient, as determined by the 

Fick’s diffusion law. The second term is defect production rate caused by radiation cascade, and 

the last term is the defect consumption rate due to reactions between defects, such as interstitial-

vacancy recombination.  

The total number of non-linear differential equations to solve in a rate-theory model is 

determined by what defects are of importance and of interest to the problem. The basic form 

would be solving two coupled equations for interstitial and vacancy in single-element materials. 

For comprehensive prediction of point defect concentrations in SiC, six coupled equations 

should be solved to take into account C/Si interstitial, C/Si vacancy, and C/Si antisite. Initial and 

boundary conditions are needed to solve these coupled differential equations. The initial 
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condition is straightforward as it assumes the initial concentration of defects equals to the 

concentration equilibrium of each species: 

𝐶𝑖(𝑡 = 0) = 𝐶𝑖
𝑒𝑞

                                                     (2-27) 

The boundary condition depends on the specific geometry and types of defect sinks considered. 

For a spherical geometry to represent grains, grain boundaries at r = R0 where R0 is grain radius, 

can be considered as sinks to defects. In this case, defect concentrations near sinks are assumed 

to be equal to equilibrium concentrations, and the boundary conditions can be written as  

𝐶𝑖(𝑟 = 𝑅0) = 𝐶𝑖
𝑒𝑞

                                                   (2-28) 

It is very challenging to obtain analytical solution of these sets of non-linear differential 

equations, and numerical solution is usually used for analysis.  

With the framework explained, now let us dive into details of each term in Equation (2-26). 

The concentration-induced diffusion term is self-explanatory. The radiation-induced defect 

production rate K0 can be calculated as 

𝐾0 = 𝛤𝜂𝛼𝑖                                                            (2-29) 

where Γ is the dose rate (dpa/s), η is the cascade efficiency, and αi is the generation fraction of 

ith defect. Cascade efficiency η is the ratio of the number of generated defects to the number of 

displacements in a cascade. Details on calculation of η can be found in Ref.49.  Generation 

fraction αi is usually obtained by statistical analysis of various defects generated in MD 

simulations of cascade. The defect reaction rate 𝐾𝑖𝑗 can be categorized into two groups depends 

on the reaction energy landscape: 

𝐾𝑖𝑗 = 4𝜋𝑟𝑖𝑗(𝐷𝑖 + 𝐷𝑗) if Em >> Er                                         (2-30) 
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𝐾𝑖𝑗 = 4𝜋𝑟𝑖𝑗(𝐷𝑖 + 𝐷𝑗)𝑒(𝐸𝑚
𝑓𝑎𝑠𝑡

−𝐸𝑟 𝑘𝐵𝑇⁄ ) if Em ≈ Er or Em < Er                 (2-31) 

In Equation (2-30) and (2-31), Em is the diffusion barrier of specifies, Er is the defect reaction 

barrier, 𝐸𝑚
𝑓𝑎𝑠𝑡

 is the diffusion barrier of the faster diffusion species, and rij is the interaction 

radius for the reaction. In the first case when Em >> Er, the reaction is diffusion controlled 

process. In the second case when if Em ≈ Er or Em < Er, the reaction is a reaction controlled 

process. The reaction rate is calculated differently in these two cases.            

A previously developed rate theory model for SiC54 will be employed in this thesis and 

details of this model is reviewed below. In order to obtain comprehensive prediction of point 

defect concentrations in SiC, six coupled differential equations are developed to take into 

account C and Si interstitials, C and Si vacancies, and C and Si antisites. A spherical geometry is 

used and the radius of the sphere equals to the grain size of SiC. Defect concentrations at GBs (r 

= R0) are fixed to be equilibrium concentrations. The initial condition is defect concentrations 

equal to equilibrium concentrations. This model takes defect diffusion and reaction parameters, 

such as formation energy, migration barrier, and reaction barrier, from accurate ab initio based 

calculations to unsure the correct description of defect kinetics. Defect reactions including 

interstitial-vacancy recombination and interstitial-antisite kick off reaction. The interstitial-

vacancy recombination includes not only the recombination between interstitial and vacancy in 

the same species, but also that in different species (e.g., a C interstitial recombines with a Si 

vacancy to form a CSi antisite). The interstitial-antisite kick off reaction is the process that when 

one interstitial of one species (e.g., Si interstitial) encounters an antisite of the other species (e.g., 

C antisite), the interstitial replace the antisite. In the process, local stoichiometry is restored and 

an interstitial of the other species (e.g., C interstitial) is produced. This rate theory mode and the 
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corresponding code as explained in more details in Ref.54 are employed in this study to determine 

point defect concentration profile in SiC under irradiation.  
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Chapter 3 Defect Clusters in SiC: Thermal Diffusion* 

Up to this point, the mobility and dynamics of defect clusters in SiC have not been 

investigated. Quantification of cluster dynamics is, however, important for understanding of 

processes that control high-temperature annealing of defects introduced during ion implantation 

or thermal oxidation, and for predicting radiation response of SiC (e.g., swelling and thermal 

conductivity) under given temperature and irradiation conditions. For example, if small defect 

clusters can diffuse over a wide range temperature, one need to consider processes such as 

cluster coalescence or cluster diffusion to sinks in models to correctly predict cluster size and 

density under irradiation. In addition to migration of the clusters, cluster rotation is also of 

potential interest.  Recent studies of irradiation creep of SiC suggested that anisotropic 

distribution of small dislocation loops on {111} planes under applied stress is responsible for the 

experimentally observed irradiation creep. These loops were hypothesized to be formed by self-

interstitial clusters and their formation and rotation behavior under stress is responsible for the 

anisotropic distribution.  

A major challenge in predicting dynamics of defect clusters in SiC lies in the high defect 

migration barriers in this material and in short simulation time scales of standard molecular 

dynamics (MD, see details in Section 2.2.1) simulations. Multiple accelerated techniques have 

been developed in the community to extend MD time scale limitations, such as hyperdynamics, 

parallel replica dynamics and temperature-accelerated dynamics developed by Voter et al.135-137 

(see details in Section 2.2.5). Another widely used technique for long-time scale simulation is 

kinetic Monte Carlo (KMC, see details in Section 2.3.1). In this technique, the system hops from 

one energy minimum to another based on the known transition probabilities. The time is 

advanced in each hop based on the transition state theory. However, KMC requires a predefined 
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event lists for transitions out of each minimum, which is very challenging to achieve for cluster 

migration due to the unknown transitions and numerous intermediate states involved in cluster 

dynamics. To address this problem, several open-ended saddle point search algorithms have been 

proposed, including the activation-relaxation technique (ART)139-143, the dimer method138, and 

the autonomous basin climbing method144. When the KMC is combined with one of these 

algorithms, an on-the-fly KMC scheme can be developed and it can work on systems with 

complicated energy surface for a long-time scale simulation. In this section, we employ the 

kinetic activation-relaxation (k-ART, see details in Section 2.3.2), which is an on-the-fly KMC 

technique, to investigate dynamics of C interstitial clusters in SiC. 

3.1 Implementation of k-ART 

  We focus on migration and rotation of a carbon tri-interstitial cluster (CBC)3, which has been 

proposed to be one of the most stable small interstitial clusters in irradiated SiC145. This cluster is 

composed of three carbon interstitials occupying 3 neighboring C-Si bond center sites in the 

{111} plane and it is a common building block of other small carbon interstitial clusters52. For 

example, the GS of carbon penta-interstitial cluster is composed of a (CBC)3 cluster with a 

neighboring (CBC)2 complex, and the GS of carbon hexa-interstitial cluster is composed of two 

neighboring (CBC)3 clusters. The kinetic activation-relaxation technique (k-ART) based 

simulation protocol developed here for studies of the (CBC)3 cluster can be later employed to 

study other defects in this material. 

  The rotation and migration paths of the (CBC)3 cluster are investigated using ART, a single-

ended eigenvector-following method developed by Mousseau et al.140 and modified later by 

several groups146. In the activation phase, the system is pushed out of equilibrium by displacing 
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selected atoms in steps of length 0.1 Å in random directions of the configuration space and a 

limited energy minimization is applied in the orthogonal hyperplane after each step. Selected 

atoms can be picked up randomly in the system or limited to, for example, the surface of a slab 

or a region containing defects. In our case, in order to focus on the movement of the interstitial 

cluster, selected atoms are chosen to be the interstitials in the cluster and their nearest neighbor 

lattice atoms. The system is moved step by step until a configuration is found where the Hessian 

matrix has a negative eigenvalue. In the convergence phase, the system is moved along the 

eigenvector of the negative eigenvalue of the Hessian matrix with an adaptive step length until 

either a saddle point is found or the system falls back into the original local minimum. In the 

former case, the system is subsequently pushed over the saddle point and relaxed into a local 

minimum. In the latter case, a new random search is started from the initial configuration. 

Although ART can work with ab initio software, e.g., with SIESTA and BigDFT, the large 

number of force evaluations required to converge to a saddle point makes such calculations very 

time consuming. In our simulations, we combine ART with the environment-dependent 

interatomic potential (EDIP)128. The EDIP potential is chosen since it provides a good 

description of energetics of point and extended defects52, 145, which is particularly important to 

our study. The key EDIP predictions are then further assessed with first-principles methods. The 

ART algorithm is combined with the KMC scheme in such a way that ART samples nearby 

saddle points of a local minimum to generate event lists with corresponding rates and the KMC 

algorithm executes an event according to these rates. This approach is referred as the k-ART and 

has been described in detail in Ref.139. It is worth pointing out that the original k-ART version 

proposed by Mousseau et al.139 includes an additional topology analysis, which provides an 

additional speed up for calculations. This topology analysis is most beneficial when studying 
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multiple defects or considering an amorphous material with multiple different local 

environments. We did not implement this topology analysis because we are investigating one 

cluster defect at a time and the underlying lattice is crystalline. However, in order to boost the 

efficiency of ART in sampling nearby saddle points, we parallelize the code with the message 

passing interface (MPI) so that several processors work on each selected atom for a certain time 

and then report all generated events to a master processor to obtain the complete event list. 

  We performed a few k-ART simulations on the (CBC)3 cluster at 1500 K and no migration is 

observed even after hundreds of thousand KMC steps (corresponding to 0.1 µs). This result 

implies that the migration barrier of the cluster is high. To activate the migration of the cluster on 

the timescale of the KMC simulations, we raise the simulation temperature to 5000 K. It is 

important to mention that this high temperature only affects the rate of events associated with 

cluster dynamics and, for example, it does not cause melting of SiC. The limited impact of the 

high temperature is because the crystal is relaxed to a local minimum in each KMC step, which 

effectively corresponds to modeling the crystal at 0 K. One problem with the high simulation 

temperature is that the cluster can dissociate as well as migrate in the KMC simulations. Since 

we want to isolate the migration from the dissociation of the cluster, in the KMC algorithm we 

apply a constraint so that dissociation effects are excluded. Dissociation events are identified as 

those where the largest distance between selected carbon atoms in the cluster and its nearest 

neighbor atoms is larger than one and a half lattice constants. We also apply a stopping criterion 

to stop the simulation when the system completes a migration or a rotation, which are identified 

as the system is in a state with energy difference from GS smaller than 0.25eV and with a 

displacement from the initial configuration larger than a specified threshold value. The 

displacement threshold can be set to be small (~4 Å) to find rotation pathways or to be large 
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(~6.5 Å) to force the cluster to migrate. With these modifications, k-ART can identify migration 

or rotation paths within few hundreds of KMC steps. Dissociation is considered separately later 

in Section 3.1.2.  

  The energy surface of paths predicted by k-ART is refined by density functional theory 

(DFT) calculations with the climbing image nudged elastic band (cNEB) method123, as 

implemented in the Vienna Ab initio Simulation Package (VASP)147. The electron-ion 

interactions are described by the projector-augmented wave (PAW) method. We use PAW 

pseudopotentials with the valence electron configurations of 2s2, 2p2 for C and 3s2, 3p2 for Si. 

The cutoff energy for plane-wave basis sets is set at 500 eV. For Brillouin zone sampling, a 

2×2×2 Monkhorst-Pack k-point mesh is used. We have tested the supercell size convergence on 

a cluster rotation barrier. We find that the error of the transition barrier within a 4×4×4 supercell 

(512 atoms) is converged to approximately 50 meV when compared with the barrier extrapolated 

at infinite size, while the error of the same transition barrier within a 3×3×3 supercell (216 atoms) 

is only converged to 0.12 eV. Therefore, a 4×4×4 supercell should be used when refining 

barriers predicted from EDIP. Considering the efficiency of DFT calculations, we first calculate 

the energy surface of each path with a 3×3×3 supercell, and then refine the transition step with 

the highest barrier in a 4×4×4 supercell. Jiang et al.145 have shown that the (CBC)3 structure is 

neutral for most values of the Fermi level, so we consider only neutral interstitials in all of our 

DFT calculations. By computing the quantum mechanical Hellmann-Feynman forces, all internal 

atomic positions are fully optimized using quasi-Newton method for CI-NEB images and 

conjugate gradient method for end points until forces are less than 0.02 eV/Å. 
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3.2 Low barrier paths to diffusion, rotation, and dissociation 

 

Figure 3-1 | Two possible cells in which the (CBC)3 cluster can reside in cubic SiC. a, C-centered 

cell; b, Si–centered cell. The black circles label the centered C and Si atoms, respectively. 

The two most stable configurations of the (CBC)3 cluster in the cubic SiC are shown in Figure 

3-1 and one can see that these clusters lie within the {111} planes. A C-centered (or Si-centered) 

cell refers to the cell where the lattice atom right above the center of the (CBC)3 cluster is C (or 

Si). The C- and Si- centered cells are shown in Figure 3-1a and 3-1b, respectively. Jiang et al. 12 

showed that the (CBC)3 cluster within a C-centered cell is the GS of carbon tri-interstitial clusters 

in cubic SiC, and the energy of that within a Si-centered cell is 0.47 eV higher than GS in DFT, 

and 0.25 eV higher in EDIP. Thus, a stopping criterion of 0.25 eV within EDIP is sufficient to 

include both the C-centered and Si-centered structure. All of our k-ART simulations start from 

the C-centered structure. We define the rotation of the cluster as the movement from one {111} 

plane to another {111} plane but within the same C-centered cell, and migration as the 

movement from one C-centered cell to another C-centered cell either directly or through a Si-

centered cell.  
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An example of energies calculated in a successful k-ART simulation as a function of the 

KMC step is shown in Figure 3-2a. The displacement from the initial configuration is calculated 

as 

       𝑟 = (∑ ∆𝑟𝑖
2𝑁

𝑖=1 )1/2                                                      (3-1) 

where ∆ri is the displacement of atom i and N is the total number of atoms in the entire 

simulation box. The high simulation temperature drives the system to explore the potential 

energy surface aggressively by overcoming saddle points with energies up to 3 eV, which are 

unlikely to occur at low temperature simulations. We introduce a displacement threshold of 4.0 

Å, which means that when the system is in a state with displacement from the initial C-centered 

structure larger than this threshold and with energy difference from GS less than 0.25eV, a 

migration of rotation path is completed and the simulations is stopped. The value of the 

displacement threshold has been varied during the sampling between 4.0 Å and 6.5 Å in order to 

force the cluster to move to different sites. For each successful simulation, we visualize the 

configurations along the identified path. In some cases, the system does not find the GS after 

thousands of KMC steps, and such simulations are labeled as failed since it yields neither a 

migration nor a rotation path. These failed simulations usually run into states with the relative 

energy higher than 8 eV because of the high simulation temperature. As shown in Figure 3-2b, 

we obtain 68 successful simulations out of the total of 131 simulations, and the 68 successful 

simulations yield 12 distinct migration paths and 4 distinct rotation paths. The number of distinct 

path starts at 7 because we have identified 7 paths when running tests on the codes. After finding 

no new paths for the last 45 successful simulations, the search is considered exhaustive. 

Subsequently all of the identified migration and rotation paths are refined by cNEB method 

based on DFT calculations.  
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Figure 3-2 | a, Evolution of the energy and displacement from the initial C-centered 

configuration as a function of KMC steps in one successful k-ART simulation.  The energy is 

calculated relatively to the initial configuration. The displacement is defined in Equation (3-1) in 

text. The horizontal dashed line (red online) represents the stopping criterion of 0.25 eV. b, The 

number of successful simulations and distinct paths identified from these successful simulations. 
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Table 3-1 | Energy barriers calculated with EDIP and DFT for the 12 migration paths identified 

with EDIP 

Path 

ID 

Energy barrier (eV) 

EDIP DFT 

M1 4.12 4.29 

M2A 3.09 5.26 

M2B 4.53 5.26 

M2C 5.42 5.24 

M3A 3.03 5.40 

M3B 3.47 5.40 

M4A 3.22 4.77 

M4B 4.13 7.51 

M4C 3.04 5.31 

M5 4.32 4.99 

M6 2.84 4.37 

M7 3.21 M4C 

In Table 3-1, we show the energy barriers of the 12 distinct migration paths calculated within 

EDIP and DFT. A detailed description of the energy surface and intermediate configurations 

along each path shown in Table 3-1 can be found in Appendix A1 Figure S1-S9. The ID for each 

path is assigned according to their similarity in migration mechanism. For example, all paths 

with ID starting as M2 represent a process of rotation of the cluster in the original (111) plane. 

Path M7 turned out to be the same as path M4C after refining it with DFT calculations, so its 

barrier within DFT is labeled as M4C. Most of the barriers predicted by EDIP lie between 3.0 eV 
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and 4.5 eV, while the DFT refined barriers are in the range between 4.0 eV and 5.5 eV. Here we 

focus on the lowest barrier paths predicted by EDIP and refined by DFT.  

As can be seen in Table 3-1, the path with the lowest migration barrier as determined from 

DFT is path M1 with the barrier of 4.29 eV in DFT and the barrier of 4.12 eV in EDIP. The 

energy surface along this path and intermediate configurations are shown in Figure 3-3. In this 

path, one interstitial first rotates around its nearest neighbor Si atom to form a dumbbell with the 

C lattice atom that used to occupy the position immediately above the (CBC)3 cluster in its GS 

configuration (configuration α in Figure 3-3b). In the next step, the same C atom moves between 

the other two interstitials (configuration β) and enters the neighboring Si-centered cell 

(configuration γ). Finally, that C atom rotates around its nearest neighbor C lattice atom to 

recover the (CBC)3 structure within a neighboring Si-centered cell in the original (111) plane. 

Along this path, the cluster moves from one C-centered cell to its neighboring Si-centered cell, 

and it can move to any neighboring C-centered cell from this Si-centered cell by inversing this 

path. 
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Figure 3-3 | a, Schematic view of the energy surface and of the intermediate states along path 

M1. The energy surface is symmetric with respect to the vertical dashed line (red online). b, 

Initial state, intermediate states α, β, γ and final state in this pathway. 

It is instructive to discuss the M6 migration path, which was found to have the lowest 

migration barrier (2.84 eV) in EDIP. The corresponding barrier in DFT is 4.37 eV. The energy 

surface and intermediate configurations for this path are shown in Figure 3-4. In this path, one of 

the interstitial first rotates around its nearest neighbor Si lattice atom to form a C-C dumbbell 

with the C atom that used to occupy the center position above the cluster in its GS configuration 
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(configuration α in Figure 3-4b). In the next step (β), another interstitial rotates around its nearest 

neighbor C lattice atom, leaving the initially occupied C-Si bond center site vacant. This vacant 

C-Si bond center site is being simultaneously filled by the first C interstitial that moves towards 

it (γ). As a result, a tri-angular bonded structure composed of 3 C atoms at a C lattice site formed. 

In the next step (δ), one of the interstitials moves into a neighboring C-centered cell and thereby 

a chain of six C atoms is formed. The chain has C-C dumbbells at both ends and these dumbbells 

can rotate leading to a symmetry equivalent configuration (δ’). After that, the tri-angular bonded 

structure (γ’) is formed again, this time in a new C-centered cell as the interstitial near the end of 

the chain moves from the original C-centered cell to the new cell. Since γ’ and C-centered’ are 

symmetry equivalent to γ and C-centered GS, respectively, the cluster can transform from γ’ to 

C-centered’ by reversing the pathway from C-centered to γ, as described above. Following this 

path, a C lattice atom is pushed to the bond center site while the vacant lattice site is now filled 

by an initial C interstitial.  
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Figure 3-4 | a, Schematic view of the energy surface and of the intermediate states along path 

M6. The energy surface is symmetric with respect to the vertical dashed line (red online). b, 

Initial state, intermediate states α, β, γ, δ, and final state in this pathway. γ’, δ’ and C-centered’ 

are symmetry equivalent configurations of γ, δ and C-centered GS, respectively, in another C-

centered cell. Only the three initial C interstitials are labeled as blue sphere. 
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We define dissociation as the process during which the (CBC)3 cluster breaks into two non-

interacting defects: a single C interstitial and a C di-interstitial defect. The final configuration of 

the single C interstitial is chosen to be the C split interstitial in the tilted <100> configuration 

(Csp<100>). The final state of the C di-interstitial defect is (CBC)2, where two C interstitials 

occupy neighboring C-Si bond center sites in (111) plane. These two final structures are chosen 

because they are the most stable configurations for the respective defects in cubic SiC52. In fact, 

(CBC)3 and (CBC)2 share the same bond center bonding structure with the only difference that 

(CBC)3 is composed of 3 bond centers bonding to each other while (CBC)2 composed of only 2 

bond centers. This implies that the dissociation is a process that one C interstitial in (CBC)3  

breaks bonds with the other two and migrates away until there is no interaction between it and 

the (CBC)2 left behind. The energy of the final dissociate state can be calculated by summing up 

formation energies of the non-interacting constituents and it is equal to 4.36 eV. The high 

symmetry of (CBC)3 limits the number of possible dissociation pathways to a few, and after 

calculating them with DFT, we determined the lowest dissociation  barrier as 4.83 eV, as shown 

in Figure 3-5. Along this pathway, one of the interstitial in (CBC)3  first breaks bonds with the 

other two and then migrates away from the (CBC)2 by C-C/C-Si dumbbell transition mechanism, 

as suggested in Ref. 32. Note that along this pathway, the relative energy visits the 4.36 eV state 

twice, however, we take the higher barrier (4.83 eV) which leads to the second 4.36 eV state as 

dissociation barrier. This barrier relative to the dissociation state is 0.47 eV, which agrees with 

the 0.5 eV migration barrier of a single Csp<100>, and this implies there is no interaction 

between Csp<100> and(CBC)3. This is not true for the first 4.36 eV state where the migration 

barrier of the Csp<100> is lowered due to the interaction between the two defects.  



99 
 

 

Figure 3-5 | The energy surface for the dissociation of the (CBC)3 cluster. The dashed horizontal 

line (red online) at 4.36 eV represents the relative energy of not-interacting (CBC)2 defect and 

Csp<100>. The embedded structure represents the final configuration, where the solid circle 

represents the initial bond center site occupied by the Csp<100>. 

As can be seen in Table 3-2, the discrepancy in energy barriers for rotation paths between 

EDIP and DFT is also non-negligible. However, the actual rotation path corresponding to the 

lowest energy barrier predicted by EDIP (with the energy barrier of 1.84 eV) agrees with the 

lowest path predicted after DFT refinement (with the energy barrier of 4.14 eV). The energy 

surface and intermediate states of the lowest barrier path are shown in Figure 3-6a. In this 

pathway, one C interstitial first rotates around its nearest neighbor Si lattice atom to form a C-C 

dumbbell with the C lattice atom (configuration α in Figure 3-6b), which used to occupy the 

center position right above the (CBC)3 cluster in its GS. Next, another C interstitial rotates around 

its nearest neighbor C lattice atom and moves to the (111) plane that is already occupied by the 
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first interstitial (configuration β). Finally, the last C interstitial moves to the same (111) plane by 

rotating around its nearest neighbor C lattice atom and the GS (CBC)3 structure is recovered. 

With a transition barrier of 4.14 eV, the rotation of the (CBC)3 cluster between (111) planes 

can barely happen at temperatures below 1100 K (less than 1 hop rate per month). This implies 

that once the (CBC)3 cluster is formed on a certain (111) plane, it can grow into larger clusters on 

the same (111) plane, consistently with the idea that this cluster is an aggregation center for 

interstitials. Rotation of the cluster can be activated at elevated temperatures with a rate 

comparable to that of migration (the lowest barrier to migration is 4.29 eV).  
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Figure 3-6 | Schematic view of the energy surface and of the intermediate states of the rotation 

path R1. α and β are intermediate local minima along the pathway.  
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Table 3-2 | Energy barriers of the 4 rotation paths found in EDIP and calculated within EDIP and 

DFT. 

Path  

ID 

Energy barrier (eV) 

EDIP DFT 

R1 1.84 4.14 

R2 4.13 6.82 

R3 3.52 R1 

R4 3.72 5.70 

3.1 Diffusivity of interstitial clusters in SiC 

Given the above migration and dissociation barriers, the (CBC)3 cluster can be viewed as 

immobile and stable at temperatures below 1100 K, where neither migration nor dissociation can 

take place on long-time scale (hop rate < 1 month-1).  The hop rate is calculated by using the 

following equation, 

𝛤 = 𝑣𝑒(−𝐸𝑎 𝑘𝑇⁄ )                                                     (3-2) 

where Γ is the hop rate, v is the attempt frequency approximated as 5×1012 s-1, Ea is either the 

migration or dissociation barrier, k is the Boltzmann constant, and T is the absolute temperature. 

Therefore, in the low temperature regime (T < 1100 K) this defect is likely to serve as 

aggregation center for interstitials that then grow into larger clusters or planar defects as 

proposed by Jiang et al.52. It is also interesting to consider the long term evolution of the (CBC)3 

defect at higher temperatures in typical annealing experiments (over 1300 K). We define a 

critical temperature of dissociation as the temperature at which dissociation can take place once 

within the time of typical annealing experiment (~1 hr59). To estimate this temperature, we use 
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Equation (3-2) and set Γ, the dissociation rate, to be once per the experimental time of 1hr. The 

critical temperature of dissociation is then calculated as 1500 K based on the barrier of Ea = 4.83 

eV. This analysis implies that, at temperatures below 1500 K, annealing of (CBC)3 defects will be 

dominated by their migration whereas dissociation begins to be dominate at temperatures higher 

than 1500 K. It is useful to quantify the mobility of the (CBC)3 cluster in the regime where 

mobility dominates the annealing. To do that, we calculate the mean diffusion distance x for the 

experimental time scale τ = 1 hr at a given temperature T = 1500 K using the following equation 

𝐷 =
𝑥2

2𝑑𝜏
= 𝑎2𝑣𝑒(−𝐸𝑚 𝑘𝑇⁄ )                                                (3-3) 

where D is the diffusion coefficient, d is the dimensionality of the system, a is the hop distance, 

Em is the migration barrier. The dimensionality d is taken as 3 because the rotation of the cluster 

among different (111) planes (discussed later in this section) can be activated at 1500 K. The hop 

distance a is taken as the displacement of the center of mass of the (CBC)3 defect in a migration 

between two neighboring C-centered cells following path M1, and is calculated as 3.1 Å. 

Migration barrier Em is taken as 4.29 eV, the lowest barrier of migration path (M1). This analysis 

predicts the mean diffusion distance x ≈ 6.3 nm, which is much smaller than the grain size of 

typical experimental SiC samples. Therefore, the mobility of the (CBC)3 cluster is very low even 

at 1500 K, and cannot be easily annealed out by diffusion to sinks alone.  
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Table 3-3 | Binding energies and approximated dissociation barriers of the GS of small carbon 

interstitial clusters with size up to 6. Binding energy is taken from Ref.52. (CBC)3 ,C represents a 

(CBC)3 structure in the C-centered cell, and (CBC)3, Si represents a (CBC)3 structure in the Si-

centered cell. 

Size Structure Eb(eV) Edissociation(eV) 

2 (CBC)2 5.16 5.66 

3 (CBC)3,C 9.52 4.86 

4 (Csp)4 12.37 3.35 

5 (CBC)3,C+(CBC)2 16.12 4.25 

6 (CBC)3,C+(CBC)3,Si 19.46 3.84 

  Because the (CBC)3 structure is a common build block of small carbon interstitial clusters in 

cubic SiC52,  based on the knowledge of its mobility and stability, a reasonable guess on the 

kinetics of small carbon interstitial clusters can be made. First, we assume the migration barrier 

of small carbon interstitial clusters is comparable to the migration energy barrier of 4.29 eV 

found for the (CBC)3 cluster. Secondly, we approximate the dissociation barrier with the 

following equation 

𝐸𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛(n) = 𝐸𝑏(𝑛) − 𝐸𝑏(𝑛 − 1) + 𝐸𝑀,𝐶𝑖                                        (3-4) 

where Eb(n) is the binding energy of carbon n-interstitial cluster, defined as the energy difference 

between a carbon n-interstitial cluster and n non-interacting Csp<100>, and EM,Ci  is the migration 

barrier of a single C interstitial taken as 0.5 eV, based on Ref.46, 75. In Table 3-3, we show the 

binding energies of small carbon interstitial clusters with a size of up to 6 and their approximated 
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dissociation barriers.  For clusters with size over 3, the dissociation barrier is around 4 eV, which 

is comparable to or even lower than the cluster migration barriers. Therefore, in high temperature 

annealing, small carbon interstitial clusters will likely dissociate into smaller clusters by emitting 

interstitials one by one with limited or no diffusion of the clusters themselves. It would be safe to 

assume that small carbon interstitial clusters with sizes equal to or larger than 3 in cubic SiC are 

immobile in long-time scale modeling of defect evolution, such as cluster dynamics model. 

However, one exception is the (CBC)2 defect, the dissociation barrier of which is approximated as 

5.66 eV. Since the migration barrier of this defect is not higher than 4.29 eV, it is diffusive at 

temperatures below the critical dissociation temperature and therefore the dynamics of (CBC)2 

defect should be carefully treated in long-time scale simulations. 

Based on the good agreement between calculated and experimental LVMs, Jiang et al.145 

proposed that the (CBC)3 cluster as a candidate for the DII center in SiC, which has been found in 

photoluminescence experiments60, 62, 148-149. Up to this point, the (CBC)3 cluster was found to be 

the only candidate that produces 5 LVMs in the cubic SiC and 10 LVMs in the hexagonal SiC, in 

agreement with experiments, and one that provides the best (although not excellent) quantitative 

agreement with the LVMs. These findings support the idea that the (CBC)2 cluster is responsible 

for the experimentally observed DII center. We are now in the position to ask if the 

thermodynamic stability of (CBC)3 is consistent with some experimental studies60-62 that found 

that the defect responsible for the DII center can persist even after annealing at 1973 K. Our 

calculated migration and dissociation energies of (CBC)3 are inconsistent with this proposal. This 

inconsistence may arise from multiple factors. First of all, there are limited details on 

experiments reported in literature, which makes the comparison somewhat qualitative. So far, 

only one paper from year 197360 reported the persistence of DII center up to 1973 K in cubic SiC 
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and this paper gives very little details on the doping conditions, temperature fluctuation and 

annealing time. Other papers61-62 that reported the persistence of DII center up to 1973 K were 

based on experiments conducted with hexagonal (4H) SiC samples, which may possibly change 

the dissociation barrier. To make comparison to experiments conducted with 4H-SiC samples, 

we calculate the dissociation energy of the (CBC)3 cluster in 4H-SiC and approximate the 

dissociation barrier by adding the migration barrier (0.5 eV) to the dissociation energy. The 

approximated dissociation barrier is 5.0 eV, which is still not high enough for the defect to 

survive during 1973 K annealing (hop rate is ~1 s-1). Another possibility to explain the lack of 

stability of (CBC)3 at 1973 K is that this cluster is stabilized against annealing by binding to 

another defect, such as an antisite or Si interstitial. It is also possible that the defects responsible 

for the DII center form other configurations that are derived from the three-bond center structure 

as in the (CBC)3 cluster, for example by forming larger clusters that grew by incorporating Si 

interstitials.  Such structure might share similar LVMs and stability with the (CBC)3 but have a 

high barrier to dissociation. Finally, it is possible that the (CBC)3 cluster is reassembled in the 

experimental samples when they are quenched from high temperature to 0 K, at which the 

photoluminescence tests were conducted. The high mobility of C interstitial increases the 

probability that point defects find each other and are stabilized as (CBC)3 during quenching below 

the dissociation temperature. 

In summary, by using a combination of k-ART sampling with EDIP and ab initio based CI-

NEB calculations, we have determined the migration and dissociation energies of the (CBC)3 

cluster in cubic SiC, which is the most stable small C interstitial clusters in SiC among the 

known clusters in SiC. The fastest migration path has the energy barrier of 4.29 eV and the 

second fastest path has a comparable barrier of 4.37 eV. The dissociation barrier of the (CBC)3 
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cluster into a non-interacting (CBC)2 defect and Csp<100> is 4.83 eV and the rotation barrier of 

the cluster moving between different (111) planes is found to be 4.14 eV. The mobility of the 

(CBC)3 cluster is limited up to temperatures of ~1500 K, and thus this cluster can be treated 

approximately as immobile. The (CBC)3 cluster was found to dissociate as temperature above 

1500 K and it is predicted that this is the pathway by which it can be annealed out from the 

crystal, rather than through diffusion to a sink. Since the (CBC)3 structure is a common building 

block of small carbon interstitial clusters, it is reasonable to assume their lack of mobility in 

long-time scale modeling such as cluster dynamics. An interesting direction for the future study 

will be the effects of applied stress on the rotation of small clusters and large dislocation loops in 

SiC, since it had been proposed that rotation of such defects and the resulting anisotropic 

distribution of dislocation loops with respect to the stress axis are responsible for irradiation 

swelling and creep in SiC45, 68. 
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Chapter 4 Defect Clusters in SiC: Radiation Induced 

Diffusion* 

By implementing the on-the-fly KMC model, we showed that the barrier to migration of 

clusters as small as just three C interstitials is ~4.3 eV, which means that these clusters are 

immobile on typical experimental annealing time scales (i.e., 1 hour whereas the cluster performs 

less than 1 hop/day), or at light water reactor operation temperatures. As discussed in Section 

1.4.2, in addition to thermal diffusion, it is found that defects can diffuse athermally under the 

influence of radiation environments. It is of great interest to explore whether energetic radiation 

species can drive cluster diffusion in SiC. If radiation induced diffusivity of clusters in SiC is 

high enough to drive cluster coalescence or diffusion to sinks, this can significantly advance 

understanding of long-term evolution of defects and microstructures of SiC under irradiation. In 

this section, I report a direct observation of interstitial clusters diffusion in bulk SiC under the 

influence of electron radiation at room temperature. Dr. Li He conducted all the electron 

transmission microscopy works, and I was responsible for experimental data analysis, modeling, 

and writing up the paper.  

4.1 Electron microscopy observation of cluster diffusion 

In our experiments, 4H-SiC sample was first irradiated by 1 MeV Kr at 600C at a flux of 

2.5×1012 atoms/(cm2s) to a dose of 3×1014 Kr atoms/cm2, 4° off the [0001] direction, producing a 

peak damage of 0.4 displacement per atom (dpa) at 0.3 μm depth, as estimated using the 

Stopping and Range of Ions in Matter software150. STEM samples were prepared by wedge 

polishing and argon ion milling with beam energy of 3.5 keV first, then 2 keV, and finally 0.5 
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keV. Subsequently electron irradiation was conducted at the depth corresponding to 0.26 dpa at 

room temperature under 200 kV with a FEI Titan S-Twin, and under 60 kV with a FEI Titan G2 

60-300, both of aberration corrected STEM. The electron flux for 200 keV irradiation is in the 

range of 2.58×105 – 4.05×106 e-/(nm2s), and for 60 keV irradiation is 2.22×105 – 1.99×107 e-

/(nm2s). For a pixel size r much smaller than the probe size, the electron dose per frame is d = ct 

/ r2 for pixel dwell time t, where c is the beam current in e-/s.  We adjusted the flux primarily by 

changing the STEM pixel size and the probe current. Low angle annular dark field (LAADF) 

image series, were taken with 200 keV beam of semi-convergence angle 17.5 mrad, collection 

angle 23.0 - 115 mrad, or 60 keV beam of semi-convergence angle 25.1 mrad, collection angle 

29.0 - 145 mrad, in 0.95 s per frame for 128 frames. Sample drift and instrumental instabilities 

were removed from the image series using non-rigid registration151. The majority of results 

reported here correspond to 200 keV, but 60 keV experiments were also conducted to test our 

hypotheses regarding the mechanisms underlying radiation-induced diffusion. 
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Figure 4-1 | a, LAADF STEM image from the ion damaged region acquired with semi-

convergence angle 17.5 mrad and collection angle 17.5 - 34 mrad shows defects induced strain 

contrast. Two example clusters have been circled; b HAADF STEM image of the same area as in 

(a) acquired with a beam semi-convergence angle 24.5 mrad and collection angle 54 - 270 mrad. 

The inset is a TEM bright field image with the viewing direction along <112̅0>. The arrow 

shows the ion damaged surface region. Both high-resolution images have been convolved with a 

0.5 Å standard deviation Gaussian filter to reduce noise. 
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Figure 4-1 shows a low-angle annular dark-field (LAADF) (detector covering 17.5 to 34 

mrad) STEM image of Kr-irradiated 4H-SiC.  The irregular dark blobs, each of which covers a 

few atomic columns, are irradiation-induced defect clusters, visible due to their strain fields, 

which are emphasized in LAADF imaging152.  Figure 4-1b is a high-angle ADF (HAADF) 

(detector covering 54 to 270 mrad) image of the same region of the same sample.  The lack of 

contrast confirms that the contrast ascribed to defect clusters does not arise from other sources 

such as surface roughness, oxidation, or hydrocarbon contamination. The average cluster 

diameter was found to be 0.85 ± 0.01 nm (corresponding to no more than 15 point defects shown 

in Appendix A2) and the cluster density was found to be (9.3 ± 0.8) × 1023 m-3. These clusters 

are believed to be of interstitial-type because of the lack of vacancy mobility in this temperature 

regime 71. 

In the experiments performed under 200 keV electron irradiation, many of the defect clusters 

are found to be mobile. One example is illustrated in Figure 4-2, where a defect cluster is shown 

to move over a series of LAADF STEM images (see also video S1 in Appendix A2).  The 

images in the series were aligned using our recently developed non-rigid registration technique151, 

which separates instrumental effects (drift and instability) from the actual motion of defects.  

Averaging of similarly aligned series has demonstrated sub-pm precision in locating atomic 

positions151.  Here, it renders the underlying crystal lattice motionless, making the motion of the 

defect clusters visible to the human eye and amenable to quantitative analysis. Three more 

examples of aligned STEM image series are available in  videos S2-S4 in Appendix A2. 
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Figure 4-2 | Defect trajectory in an aligned STEM image series under 4.05×106 e-/nm2s 200 keV 

electron radiation. a, The first image in the trajectory with the defect positions in the later images 

superimposed;  b-e, Snapshots of the defect position as a function of time; f, The defect position 

at the end of the trajectory (white circle) and the entire trajectory (red symbols).  Squared 

displacements were calculated from trajectories like f.  The entire trajectory is available as video 

S1 in Appendix A2.  Images were convolved with a 0.5 Å standard deviation Gaussian filter to 

reduce noise. 

In Figure 4-2a, the cluster has moved from the position marked with a red circle to one 

marked by a white circle within the time of 94 s.  For these mobile defect clusters, we track the 

position of the center of the clusters in non-rigid registration aligned STEM images frame by 

frame (details of tracking procedure are described in Appendix A2), and the trajectory of the 

cluster in Figure 4-2a is shown in Figs. 3-8b to 3-8f. We then calculate the squared displacement 
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∆r2 of each cluster from its starting position as a function of tracking time t. ∆r2 is subsequently 

used to determine the diffusion coefficient D 

𝐷 =
∆𝑟(𝑡)2

2𝑑𝑡
,                                                               (4-1) 

where d is the dimensionality of the motion (here d = 3). Figure 4-3a shows ∆r2 vs t of the 

mobile defects illustrated in Figure 4-2; in Figure 4-3a the slope of the fitted line is 2d×D. In 

Figure 4-2bb, we report averages of diffusion coefficients determined for different fluxes of 200 

keV electrons from the trajectories of multiple defects. In general, diffusivity increases with 

increasing electron flux. Detailed information on trajectories and diffusion coefficients for each 

mobile defect under 200 keV is reported in Table S1 in Appendix A2. In contrast to the 200 keV 

experiments, within the experimental time scale (~102 s), we did not observe significant 

displacements of clusters under 60 keV electron radiation even at a high flux of 1.99×107 e-

/(nm2s). This does not imply the diffusion coefficient of clusters under 60 keV radiations is 

necessarily zero, instead, it suggests the diffusion coefficient is too small to identify observable 

displacements within the experimentally accessible time scale. By assuming the un-observable 

displacement is less than the radius of the average cluster size (~0.42 nm), the un-observable 

diffusion coefficient range within the experimental time scale is calculated as (0–3)×10-4 nm2/s 

by using Equation (4-1). This range is significantly lower than diffusion coefficients of clusters 

induced by 200 keV electron irradiation. 
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Figure 4-3 | a, Mean square displacement (symbols) of the defect circled in Figure 3-8 and a 

linear fit to the data; b Diffusion coefficients of mobile defect clusters measured at different 

fluxes under 200 keV electron beam. Each point represents the average over 3-5 mobile defects 

and the error bar is calculated as a standard deviation. Solid (blue), dashed (red), and dashed-

dotted (green) lines indicate the upper and lower limits of diffusion coefficient predicted by the 

model using different values of x, where x = Nstep/Natom as explained in text. 

4.2 Verification of the diffusion mechanism 

What is the mechanism responsible for the radiation-induced diffusion of clusters in SiC? 

One possibility, which has been often invoked to explain effects of radiation on accelerating 

point defect diffusion in ceramics, is that ionization of defects can lower their migration barriers. 

This phenomenon has been reported for instance in MgAl2O4
153 and Al2O3

153-154. Ionization was 

also invoked to explain local bond-switching and recovery of a damaged zone (without diffusion 

and mass transport) in SiC47, 155. However, ionization cannot explain our results: the ionization 

cross section for 60 keV electrons is higher than for 200 keV electrons156, but the diffusivity is 

substantially lower. Here, we propose that radiation-induced diffusion of otherwise immobile 
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interstitial clusters in SiC is a result of ballistic collision of incoming electrons with cluster atoms. 

During such collision, kinetic energy is transferred from the high-energy electron beam to 

interstitial atoms, assisting them in overcoming the energy barrier to migration athermally. A 

similar mechanism had been previously proposed for radiation effects on vacancy diffusion in 

lead87 and more recently also for defect transformation and migration on surfaces91 and in mono-

layer graphene88-90, 157. However, until now radiation-induced diffusion of defect clusters in bulk 

had not been demonstrated. This mechanism is consistent with our observation that decreasing 

the energy of the electron beam lowers the mobility of clusters because the electron-beam-

induced atomic displacement cross section decreases as electron energy decreases158. In order to 

further demonstrate that ballistic collision can explain trends observed in our experimental data, 

we build a model of radiation-induced diffusion, which model relies on elastic electron-nucleus 

collision of the radiation beam with cluster atoms.  

As shown in Ref.159 and Figure S13 in Appendix A2, a ground-state to ground-state 

migration of a cluster involves multiple steps. The multi-step nature of the migration process is 

further confirmed by our ab initio MD simulations of diffusion of a carbon tri-interstitial cluster 

(Appendix A2).  In our radiation-induced diffusion model, we assume the cluster can perform a 

single step when it receives from energetic electrons an energy ET higher than a threshold energy 

Eth. This step might involve migrating one or more atoms at a time. The property Eth here is 

different from the widely known threshold displacement energy160, where the latter one is the 

minimum energy received by a lattice atom to be displaced into an interstitial site. Here Eth is 

defined as the minimum energy received by cluster atoms to activate cluster diffusion and is 

assumed to be the same for all atoms in the cluster. The rate of steps J induced by electron 

radiation can be estimated as Φ×σth×Natom. In this equation Φ is the electron flux, σth is the 
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electron-beam-induced displacement cross section for ET > Eth, and Natom is the number of atoms 

participating in the diffusion process of the cluster (Natom is included in the estimate of J as we 

assume a step can be induced whenever any atom in the cluster receives ET > Eth). Assuming that 

the number of steps to complete a migration between symmetry equivalent sites is Nstep, the 

diffusion coefficient can be written as 

𝐷 =
𝑎2

2𝑑
∙

𝐽

𝑁𝑠𝑡𝑒𝑝
=

𝑎2

2𝑑
∙

𝛷𝜎𝑡ℎ𝑁𝑎𝑡𝑜𝑚

𝑁𝑠𝑡𝑒𝑝
=

𝑎2

2𝑑
∙

𝛷𝜎𝑡ℎ

𝑥
,                                       (4-2) 

where d has the same meaning as in Equation (4-1), a is the migration distance between 

neighboring symmetry equivalent sites (~0.3 nm), and x is the ratio of Nstep to Natom. A reasonable 

range of values for the ratio x is 0.5–2.052, 159, 161 (also see Appendix A2). At the sample surface 

the electron flux Φ0 is known, but dynamical diffraction of the electron wave in the crystal along 

the zone axis modulates the flux Φ as a function of sample thickness. Using a multislice 

simulation of electron beam in 4H-SiC we found that Ф can vary between 0.4 Ф0 and 1.4 Ф0 

throughout the sample’s depth (details in Appendix A2). As a cluster can exist at any depth, 

these minimum and maximum values of  are used to determine the lower and upper limits of 

the diffusion coefficient D. 

In order to estimate Eth we use the fact that in our experiments there is no observable 

displacement of clusters under 60 keV even at high electron flux. As shown earlier, the absence 

of observed diffusion implies the clusters have a diffusion coefficient smaller than D = 3×10-4 

nm2/s. Combining this value with Ф = 1.99×107 e-/nm2s (the maximum flux in the sample under 

60 keV electron beam) and Equation (4-1), one can estimate the lower limit of the threshold 

energy Eth to be 10.7 eV. This value of Eth is 2-3 times the typical migration barrier of small 

carbon interstitial clusters reported in literature (4.3–7.5 eV)159. This result is intuitive as the 
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momentum transferred from the high-energy electron to a cluster atom will generally not align 

along the path of minimum migration energy for the excited step, yielding Eth values 

significantly higher than typical migration energies.   

Using the value of Eth = 10.7 eV estimated from 60 keV experiments, we can now calculate 

the diffusion coefficient D of clusters under 200 keV electron radiation. The results are shown as 

a function of the electron flux Ф in Figure 4-3b. For each value of x the straight lines represent 

the maximum and minimum values of D determined assuming Ф = 1.4Ф0 and Ф = 0.4Ф0, 

respectively. The diffusion coefficients predicted by the model are on the same order of 

magnitude as the ones measured experimentally, and a quantitative agreement can be reached for 

reasonable and physically-justifiable parameters of the model. Furthermore, the model predicts a 

linear increase of diffusivity with electron flux, similar to that seen in experimental data in 

Figure 3-9b, although within the error bars of the experimental data it is not obvious whether the 

trend is also linear. Finally, our model predicts that reducing the beam energy will lower D, since 

the electron-beam-induced atomic displacement cross-section th decreases monotonically with 

decreasing energy158 and since D is proportional to th in Equation (4-2). This prediction is again 

consistent with our experimental observation that diffusion coefficient for 60 keV electrons is 

significantly lower than for the case of 200 keV electrons. The results of the model strongly 

support our hypothesis that ballistic collision is the mechanism controlling experimentally 

observed radiation-induced mobility of self-interstitial clusters in SiC. A more quantitative 

analysis of diffusion coefficients would require performing experiments under other electron 

irradiation conditions, which are challenging to carry out in TEM. Nevertheless our experiments 

provide sufficient evidence for the ballistic collision mechanism proposed for the observed 

diffusion of defect clusters. 
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4.3 Discussions and implications 

The combined results of STEM, ab initio MD simulations and electron beam-cluster collision 

model demonstrate that small interstitial clusters in SiC can become mobile under irradiation – 

contrary to what had been previously assumed. Based on the results of our 200 keV electron 

radiation experiments, the radiation-induced diffusion distance of these clusters is on the order of 

nanometers over hundreds of seconds. The distance can be larger if the materials are under 

radiation for longer times such as in the service of nuclear reactors. Such an enhanced mobility 

of clusters can potentially affect local defect dynamics including coalescence of neighboring 

clusters, recombination between clusters and vacancies as well as annealing of clusters at nearby 

sinks. Such processes can play a role in defect evolution in irradiated or ion-implanted materials 

because they impact the rate of damage accumulation and thereby also multiple properties of 

these materials relevant for their applications. The phenomenon of radiation induced diffusion of 

clusters has been considered in a recent study to interpret experimentally measured black spot 

defect size and density in irradiated SiC. By including radiation induced diffusivity of defect 

clusters in a cluster dynamics model, this study correctly reproduced the cluster size and density 

in Kr irradiated SiC162. 

Although it is known that in metals radiation can lead to the one-dimensional diffusion of 

interstitial loops along the glide direction163-165, the underlying mechanism is entirely different 

from the one discussed here. Unlike in ceramics, in metals interstitial loops have inherently 

relatively low migration barriers (on the order of 0.02 eV166) and therefore they are mobile at 

room temperature. These otherwise mobile loops can become trapped by pinning points, such as 

solute atoms, and the role of radiation is to release the loops from traps165. Thus in this case 

radiation is not the driving force for defect migration, but rather it allows interstitial loops to 
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undergo thermal diffusion that would occur in the absence of trapping solutes. The situation is 

qualitatively different when it comes to ceramics where it is generally accepted that clusters of 

self-interstitials or vacancies are immobile at room temperature due to their high inherent 

migration barriers (typically between 4 and 7 eV159, 167-168). Therefore, the observed diffusion of 

clusters in SiC is an athermal process induced by radiation, rather than triggered by radiation. . 

Nevertheless our experiments provide sufficient evidence for the ballistic collision mechanism 

proposed for the observed diffusion of defect clusters. 

Based on the results of this study, it is also possible that one could use electron beam to  

anneal out undesirable interstitial clusters, which otherwise are known to persist even at high 

annealing temperatures169. While our measurements were carried out on SiC (a materials in itself 

important for many technological applications), we expect that similar behavior can be observed 

in other covalent or ionic-covalent materials if high resolution imagining techniques are used to 

monitor defect kinetics.  
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Chapter 5 Tilt Grain Boundaries as Defect Sinks in SiC* 

It is known that interfaces, such as GBs, can act as defect sinks93, 105, 170. However, the 

questions of how GBs accommodate these defects and how these defects in turn change the sink 

ability of GBs are not fully understood. For small angle tilt GBs, which are composed of sets of 

edge dislocations in the interface, it is established that point defects can be absorbed to edge 

dislocations by dislocation climb. For example, by load interstitials to tilt GBs in Mo, Novoselov 

et al.112 showed tilt GBs accommodate defects by edge dislocation climb and GB energy evolves 

in a repeatable pattern as a function of the number of interstitials loaded onto GBs. Similar 

repeatable pattern in GB energy and free volume were also reported in continuous loading 

vacancies onto tilt GBs in Cu113-114. Besides dislocation climb, Frolov et al.115 recently found that 

edge dislocation core in tilt GBs in Cu can reconstruct in response to different atom density at 

the interface. They proposed this could be one possible mechanism that tilt GBs can 

accommodate a certain amount of interstitials and vacancies under irradiation environments.  

Those studies discussed above on tilt GB structure change to accommodate defects are very 

helpful. However, in real conditions, defect diffusion along GBs to other sinks and defect 

accumulation at GBs to drive structural change can happen simultaneously. It is of great 

importance to consider both processes in one model to simulate the real-time evolution of GBs 

under irradiation conditions. However, this ambition has been challenged by the timescale of 

different kinetic process. For investigation of defect properties and GB structural evolution, 

atomic simulations such as MD and DFT are the most appropriate techniques. While the 

timescale for defect segregation to GBs and defect diffusion along GBs is usually beyond that of 

typical atomic simulation timescale. In this case, KMC or rate theory based modeling is 
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necessary. Therefore, it is necessary to develop multiscale simulations to shed light on this 

complicated question. 

In this section, the investigation on the kinetics of self-interstitials at small-angle tilt GBs 

(STGBs) and the impact of this kinetics on the long-term evolution of STGBs in irradiated SiC is 

presented. In SiC it is well known that vacancies diffuse much slower (ab initio migration 

barriers of C and Si vacancies are 3.66 eV and 2.70 eV, respectively)29 as compared to 

interstitials (ab initio migration barriers of C and Si interstitials are 0.67 eV and 0.83 eV, 

respectively)29 and therefore the defect fluxes to GBs are dominated by interstitials54. However, 

the kinetics of interstitials and clusters in GBs in SiC has not been reported yet and it is not 

known how GBs transport and annihilate these defects. In addition, for multi-component 

materials, defect flux to GBs may be off-stoichiometric54 For instance, because the migration 

barrier of C interstitial (Ci) is lower than that of Si interstitial (Sii), the flux of Ci to GBs is likely 

to be higher than that of Sii. It is unclear how the off-stoichiometric flux affects the sink strength 

of GBs. Understanding this effect may also be relevant for other multi-component ceramics (e.g., 

ZrC171) that are proposed as cladding and structural component in reactors.  

5.1 Structures of small-angle tilt GBs in SiC 

Diffusion of defects along GBs to reach other sinks, such as surfaces and triple junctions, has 

been often considered an important pathway for annihilating defects in fine-grained materials93-94, 

105. In order to determine the diffusivities of interstitials in STGBs in SiC, we constructed six 

STGBs with the tilt axis along the [001] direction and three STGBs with the tilt axis along the 

[011] direction. [001] and [011] STGBs with tilt angles smaller than 35o were generated in a 

bicrystal supercell. When we attach two grains together to create an interface, some atoms might 
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be too close to each other. Therefore if two atoms were found at a distance smaller than 1.9 Å, 

one of them was removed. When deciding which atom to delete, we applied a rule that we 

maintain C-Si bonds across the interface and avoid energetically less favorable homonuclear 

bonds (C-C or Si-Si). We generated structures with both stoichiometric and off-stoichiometric 

dislocation cores (either with an excess of C or Si atoms) in order to find a configuration with the 

lowest GB energy. A schematic drawing of the supercell is shown in Figure 5-1a. The size of the 

supercell is approximately 8.0 nm × 3.5 nm × 9.1 nm along x, y, and z directions, respectively. 

We apply periodic boundary conditions in the directions parallel to the boundary plane (x and z 

axes). We make the outermost 4 layers of atoms normal to the y axis as rigid. The rigid slabs are 

allowed to move along the y direction to relax stress, and the length of the system along y 

direction is large enough to avoid unphysical interactions between GBs and the rigid slabs. 

Molecular dynamics (MD) simulations are used to optimize atomic structure of the GBs and to 

relax stresses in all directions.  
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Figure 5-1 | The simulation supercell and GB structures. a, Schematic drawing of the bicrystal 

supercell; b, Tilt axial view of [011] (155̅), Σ73, θ = 13.4o; c, tilt axial view of [001] (670), Σ85, 

θ = 8.8o. Si and C atoms are shown as large and small spheres, respectively. Atoms in panel b 

and c are colored by the Voronoi cell volume172. This volume is a measure of a local strain field.  
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To find the energetically most favorable configurations, we first perform simulation in a 

constant volume, constant temperature (NVT) ensemble at T = 1000 K for 20 ns with a time step 

of 1fs. The system was then quenched to 0 K in 50 ps in constant temperature and pressure (NPT) 

ensemble for 20 ns with a time step of 0.5 fs to ensure the external pressure was relaxed to zero.  

Finally, we use the conjugate gradient method to minimize the system energy and we calculate 

GB energy EGB as 

𝐸GB = (𝐸cell − 𝑁C × 𝜇C − 𝑁Si × 𝜇Si) 𝐴⁄                                        (5-1) 

Here, Ecell is the energy of the supercell, and NC and NSi are the numbers of C and Si 

atoms, respectively. μC and μSi are the chemical potentials for C and Si atoms, respectively, and 

we choose μC = μSi = 0.5×μSiC where μSiC is the energy of bulk 3C-SiC. For [001] and [011] 

STGBs, we found that boundaries with excess C atoms in the core (Figs.4-1b and 4-1c) have the 

lowest GB energy. Therefore, we use the boundaries with excess C atoms throughout our study. 

The optimized GB structures of [001] and [011] STGBs have similar structural units as the 

equivalent GBs in diamond, cubic-Si, and SiC 22, 173-174. The Gao-Weber potential130 is used in 

our MD simulations. This potential was chosen here not only because it can correctly describe 

GB structure, but also because it can describe the kinetics of intrinsic defects with a reasonable 

agreement with first principle calculations. For instance, the migration barrier of C interstitials in 

bulk is 0.74 ± 0.05 eV according to Gao-Weber potential175 and 0.67 eV according to DFT29. The 

optimized structures of [001] and [011] STGBs consist of similar structural units as those 

previously found in diamond, cubic-Si, and SiC 22, 173-174. In Figs. 4-1b and 4-1c, respectively, we 

show two representative STGBs structures, [011] (155̅) Σ73 and [001] (670) Σ85 (where Σ 

represents coincidental site lattice, […] represents the tilt axis, and (…) represents the GB plane). 

As expected, these STGBs are comprised of sets of edge dislocations at the interface. Detailed 
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information (e.g., tilt angles, Σ value, and GB energies) of the 9 total STGBs used in this study 

can be found in Appendix A3 FigureS15. 

5.2 Diffusivity of interstitials in small-angle tilt GBs in SiC 

In order to identify the GS structure of interstitials in GBs, we first load a single interstitial 

on one dislocation line in the GB plane. The system was heated to 1250 K in 5 ns and then 

quenched to 0 K in 5 ns with a time step of 0.01 fs in NVT ensemble using Gao-Weber 

potential130. We performed on the average 3 heat-quench cycles for each defect and each GB. 

Snapshots of the simulations were saved every 5 ps (producing ~2,000 snapshots per one heat-

quench cycle) and each of the saved configurations was relaxed at 0 K using the conjugate 

gradient method. The binding energy Eb (or the segregation energy) of interstitials in each 

relaxed configuration was calculated as 

 

𝐸b = 𝐸defect
GB − 𝐸defect

intra_grain
                                                  (5-2) 

where 𝐸defect
GB  is the energy of the bicrystal supercell with a defect at GB, 𝐸defect

intra_grain
 is the 

energy of the same bicrystal supercell with a defect far away from the GB (in the crystalline 

region). The lowest Eb configurations are taken to be the ground states of Ci and Sii in [001] and 

[011] STGBs. Binding energies of C and Si interstitial to [001] and [011] tilt GBs are listed in 

Appendix A3 Table S2. 
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Figure 5-2 | Diffusion coefficients and migration barriers of Ci at GBs. a, Arrhenius plot of 

diffusion coefficients of Ci at [001] tilt GBs; numbers at the ends of each line represent the 

extrapolated migration barrier in eV; b, The migration barrier as a function of distance between 

C atoms along the minimum energy pathway. The inset shows the binding energy of Ci forming 

a dumbbell at different lattice sites near a dislocation core in [001] Σ85 STGB. Negative binding 
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energy (colored blue) means that the site is energy favorable for Ci. Large spheres represent Si 

atoms, and small spheres represent C atoms. 

We calculated diffusion coefficients for carbon (Ci) and silicon (Sii) interstitials in STGBs 

(Appendix A3 Table S2). These diffusion coefficients are plotted as a function of temperature in 

Figure 5-2a. By fitting the Arrhenius relationship to the data in Figure 5-2a, we determined 

migration energy barriers, which are shown in Figure 5-2b. Our calculations found that the 

diffusion coefficients of Ci in [001] STGBs are lower than in the bulk SiC by 1-2 orders of 

magnitude. Examination of Ci trajectories reveals that in [001] STGBs, Ci diffuses 

predominantly on a dislocation line along the tilt axis. The migration barrier of Ci  along the tilt 

axis (𝐸𝑚
𝑐𝑜𝑟𝑒) is in the range of 0.81 – 1.11 eV, which is higher than the migration barrier in bulk 

(𝐸𝑚
𝑏𝑢𝑙𝑘 = 0.74 ± 0.05 eV, calculated using the same empirical potential)175. The increase in the 

migration barrier in [001] STGBs was validated for selected structures by density functional 

theory (DFT) calculations and the climbing image nudged elastic band method (details in 

Appendix A3). In [011] STGBs, Ci was also found to migrate primarily along the tilt axis and the 

migration barrier was found to be in the range of 0.80 – 0.83 eV. This value is slightly higher 

than the migration barrier in bulk SiC. 

It is interesting to ask why the interstitial migration barriers in STGBs are higher than in the 

bulk, since GBs have been often considered to be pathways for fast transport of defects176-178 To 

understand the mechanisms underlying diffusion along GBs, in Figure 5-2b we plot the 

migration barriers of Ci as a function of the distance between C lattice atoms along the migration 

pathway. Here, the distance between C lattice atoms is used because MD trajectories show that 

when Ci diffuses along the dislocation line in STGB, this defect always attaches itself to lattice C 

atoms to form dumbbells. As shown in Figure 5-2b the migration barriers of C-C dumbbells 
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increase monotonically with the distance between C lattice atoms along the migration path for 

both [001] and [011] STGBs. This trend means that indeed diffusion is controlled by the 

transition from one dumbbell configuration to another and this transition is in turn controlled by 

the distance between C atoms along the migration path. This observation is in contrast to typical 

models of interstitial diffusion, where a larger spacing between GB atoms provides more open 

space for transport of interstitials and leads to a lower migration barrier as compared to the bulk 

diffusion179. In the case of STGBs in SiC, although interstitials do segregate, as expected, to the 

tensile regions in the GBs (there is more free volume for the interstitial in these regions), the 

same tensile strain that lowers formation energy of interstitials at these sites, leads to an increase 

of migration barriers because of the increased distance between C atoms. 

Our MD simulations found that in all STGBs considered in this study Sii is immobile on the 

MD time scales (µs) at temperatures up to 1500 K. The lack of mobility of Sii can be attributed 

to the local structural changes of GBs that take place when Sii is incorporated (details are 

discussed in Appendix A3).  

In addition to the diffusion of interstitials along the dislocation line, we have also 

investigated diffusion along the direction parallel to the tilt axis, but still within the GB (e.g., 

diffusion along the [110] direction in the [001] STGBs shown in Figure 5-1c). Along this 

direction there are alternating regions of tensile and compressive strains; these strains arise due 

to the presence of edge dislocations that comprise the STGB. The tensile regions are 

energetically favorable for interstitials (because of the larger free volume) and there is a 

significant energy cost associated with the migration of the interstitials through the compressive 

regions. For instance, as shown in the inset of Figure 5-2b, the energy of Ci increases by 2.0 – 

2.5 eV when Ci moves from the tensile region (below the dislocation core) to the compressive 
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region (above the dislocation core). It follows that the migration barrier is at least 2.0 eV. A 

similar lower bound on the migration barrier (1.6 eV) was found by us for the [011] STGBs. 

These barriers are much higher than the corresponding 𝐸𝑚
𝑐𝑜𝑟𝑒 at each GB (Table S2 in Appendix 

A3). In addition, the high binding energies of interstitials to dislocation core (Table S2 in 

Appendix A3) make it unlikely for interstitials to leave the boundaries. These two factors explain 

the one-dimensional diffusion of interstitials along dislocation cores observed in our MD 

simulations.  

5.3 Annihilation of defect by jogs and jog nucleation 

Interstitials arriving at a GB may bind to dislocation lines at pre-existing jogs, leading to 

dislocation climb. Annealing of defects at jogs involves multiple kinetic processes, including 

diffusion from bulk to dislocation cores, diffusion along dislocation cores to jogs, and attaching 

to jogs.  It is important to ask whether annihilation of interstitials at jogs is limited by the 

diffusion of defects or by the reaction of attaching to jogs. In order to answer this question, in 

Figure 5-3 we plot the energy landscape for Ci diffusion from bulk to a dislocation core and from 

the core to jogs in [001] Σ85. First, one Ci diffuses from bulk to dislocation cores with a 

migration barrier of 0.74 eV (𝐸𝑚
𝑏𝑢𝑙𝑘). As Ci approaches GBs within a distance of 1 nm, the entire 

energy landscape as well as the transition barriers are lowered due to the interaction with 

dislocations93 . The binding energy (𝐸𝑏
𝑐𝑜𝑟𝑒) of Ci to dislocation core is approximately 1.6 eV. 

When Ci reaches a dislocation core, the migration barrier increases to 1.2 eV (𝐸𝑚
𝑐𝑜𝑟𝑒) because of 

the stretched interatomic distance near the core, as discussed in Section 4.1.2. As Ci approaches 

the jog, the migration barrier starts to decrease at a distance of approximately 1 nm away from 

the jog. The activation energy barrier (~1 eV) for Ci attaching to a jog is lower than the migration 

barrier along the dislocation line (𝐸𝑚
𝑐𝑜𝑟𝑒= 1.2 eV). Therefore, the annihilation of interstitials at 
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jogs at STGBs of SiC can be considered to be a diffusion controlled process. Besides, the 

binding energy of Ci to jogs (𝐸𝑏
𝑗𝑜𝑔

) is as high as 1.5 eV so it is unlikely that once Ci is attached to 

a jog, it will be re-emitted and it will diffuse away from jogs. This binding energy is defined as 

the energy change when moving an interstitial from a jog to a ground-state configuration in bulk 

SiC.   
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Figure 5-3 | The energy landscape for annihilating of Ci at jogs. Position A represents Ci in the 

bulk, B represents Ci segregated to dislocation cores at STGBs, and C represents Ci attached to 

jogs. In the schematic drawing, the green straight line represents the migration of Ci from bulk 

SiC to the dislocation core, and the blue straight line represents the migration of Ci along the 

dislocation line to a jog. The corresponding parts of the energy landscape are labeled using the 

same color scheme. 𝐸𝑏
𝑐𝑜𝑟𝑒 is the binding energy of Ci from bulk to dislocation cores, 𝐸𝑏

𝑗𝑜𝑔
 is the 

binding energy of Ci from dislocation core to jogs,  𝐸𝑚
𝑏𝑢𝑙𝑘 is the migration barrier of Ci in bulk 

SiC, and 𝐸𝑚
𝑐𝑜𝑟𝑒 is the migration barrier of Ci at dislocation core along the dislocation line.  
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Figure 5-4 | Nucleation process of a jog from Ci clusters. a, A di-Ci cluster: the regular structure 

of dislocation line was disrupted at the site where the cluster was incorporated; b, A jog 

nucleated from 4-Ci cluster; and c, Jog extension by loading two more Ci to the jog shown in b. 

The red dashed lines mark the position of the dislocation line. Jogs are present at the location 

where the dislocation line is shifted. Large yellow spheres represent Si atoms, and small blue 

spheres represent C atoms. Newly incorporated C atoms residing at Si sites are colored green. 

Newly incorporated C atoms residing at C sites are colored blue in the same fashion as other C 

atoms in the lattice. 

Interstitials that have segregated to GBs can not only attach themselves to existing jogs, but 

they can also agglomerate into clusters105. Because of the high migration barriers of interstitial 

clusters in SiC159, annihilation of clusters by diffusion is limited. However, when a cluster is 

formed at STGBs, it can be annihilated by nucleating a new jog on a dislocation line. The 



133 
 

activation energy for jog nucleation and the minimum cluster size required for nucleation are 

important parameters that determine the jog nucleation rate. In order to determine these 

parameters and to understand the mechanisms of jog nucleation, we conduct MD simulations at 

elevated temperatures. We first introduce a di-Ci cluster on the dislocation line and keep the 

system in equilibrium at 1250 K for 100 ns. The structure of di-Ci cluster after annihilating is 

shown in Figure 5-4a. No diffusion or dissociation was observed in the simulation. Two more Ci 

were then loaded next to the di-Ci cluster at a distance of a few angstroms. The system was 

subsequently heated to 1250 K for 20 ns, followed by a quench to 0 K in 500 ps. In this process 

we found that a pair of jogs was nucleated from the 4-Ci cluster, as shown by the shift of the red 

line in Figure 5-4b. We repeated the above simulations at different temperatures (the lowest 

temperature was 500 K) for both stoichiometric (the same number of Ci and Sii) and off-

stoichiometric (Ci only) clusters, and the nucleation of a jog pair was observed in all simulations 

within MD timescale (up to μs). We can estimate the upper bound for the reaction barrier of the 

nucleation process by assuming that one nucleation event took place at 500 K over the time of 1 

μs. The upper bound estimate of the energy barrier is 0.66 eV, and it is lower than the migration 

barrier of Ci in bulk (0.74 eV) and in GBs (0.81-1.1 eV). This implies that the nucleation of jogs 

from interstitials clusters is a fast process and that rate of jog nucleation is controlled by 

diffusion of interstitials along the GB. In addition, our simulations show that nucleation of a jog 

in STGBs requires a cluster with sizes as small as four interstitials as seen in the simulations. The 

nucleated jog pair can further annihilate nearby interstitials, as shown in Figure 5-4c where two 

Ci were loaded near the jog and annihilated at 1250 K within tens of ns. 

The above analysis implies that a dislocation climb in STGBs can take place even if the flux 

of interstitials is off-stoichiometric. Since C interstitials can be incorporated into STGBs as 
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antisites (CSi, shown as green spheres in Figure 5-4), the atomic plane left behind a climbing 

dislocation is rich in C antisites. This is different from the climb mechanism proposed by Petroff 

and Kimerling180-181 for binary III-V semiconductors with a zinc blend crystal structure. 

According to their mechanism, if only one type of interstitials (e.g., of species A) diffuses to a 

jog in an alloy AB, then a Frenkel pair (an interstitial and a vacancy) of species B can nucleate 

near the jog. The interstitial of species B is then absorbed by the jog in order to keep the 

dislocation core stoichiometric and as the result the climbing dislocation leaves behind a vacancy 

rich dislocation plane. In contrast, in SiC, dislocation climb in STGBs does not require an equal 

number of C and Si atoms and it can take place by absorption of Ci only (leaving behind a plane 

rich in CSi). However, stoichiometry is still energy preferable in SiC. Our MD simulations found 

that if a Sii is found next to a dislocation core or near a C-rich plane, it will undergo a reaction 

with CSi (i.e., CSi + Sii  SiSi + Ci) to restore the local stoichiometry. This reaction has been 

found to be both thermodynamically favorable29, 130 and kinetically feasible (i.e., with a barrier of 

0.68 eV29) in bulk SiC.  

To test the generality of our results, we repeated the above studies for other [001] and [011] 

STGBs and we found the same general processes of interstitial annihilating at jogs and jog 

nucleation from interstitial clusters (Appendix A3). The following conclusions can therefore be 

made about defect annihilation in STGBs in SiC: (1) annihilation of defects at jogs is diffusion 

controlled (i.e., the energy barrier to defect attachment is lower than the barrier to diffusion); (2) 

jog nucleation from an existing interstitial cluster can be viewed effectively as a barrierless 

process (i.e., the nucleation barrier is lower than the migration energy); (3) the minimum number 

of interstitials needed to nucleate a jog pair is four, regardless of the cluster composition. 
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5.4 Multiple roles of small-angle tilt GBs in annihilating defects 

So far we have illustrated the details of kinetics of several processes that can annihilate 

interstitials in STGBs in SiC. These processes include pipe diffusion to other sinks, pipe 

diffusion to existing jogs, and jog nucleation from clusters. Here, we develop a dislocation line 

model that takes into account these processes as well as the flux of defects to GBs in order to 

predict how STGBs annihilate radiation-induced defects at long time scales. In this model, we 

use one single dislocation line to represent sets of edge dislocations at STGBs. This 

simplification is valid under two assumptions. First, each dislocation in a STGB annihilates 

defects independently. This assumption can be justified because of the high activation energy 

(over 1.6 eV) for interstitials to migrate between dislocations within STGBs, so there is no mass 

transport among dislocations. Second, all dislocations in one STGB behave similarly in response 

to uniform defect fluxes to GBs. Under this scenario, each dislocation receives similar numbers 

of interstitials from bulk and they climb at similar rates. The distance between neighboring 

dislocations is maintained and they will not run into each other. The length of the dislocation line 

is taken to be equal to the average grain diameter. The ends of the dislocation line are assumed to 

be ideal sinks for defects such as surface and triple junctions105, 182. Once interstitials have 

diffused to either end of the dislocation line, they are annihilated by these sinks and therefore 

removed from the dislocation line. The flux of defects to the dislocation line is determined by the 

irradiation conditions (i.e., the dose rate, temperature, and grain size) and by the spacing between 

dislocation lines in a chosen STGB configuration. When interstitials reach a dislocation line, 

they can undergo one-dimensional diffusion along the dislocation line. They can also form 

clusters with other interstitials or be annihilated by attaching to existing jogs and clusters.  
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The dislocation line model is based on the following facts which are found in MD 

simulations of STGBs in SiC: 

1. Ci performs one dimensional diffusion along the dislocation line with a barrier that is 

different for each STGBs. However, we found that when predicting the role of GBs in 

annihilating defects, it is not critical to choose a specific GB and the corresponding 

migration barrier. This is because the definition of diffusion length to dislocation length 

(parameter λ), contains information about defect kinetic parameters, including the 

migration barrier. This is illustrated in details in Appendix A3.   

2. Movement of a jog by a unit distance requires attachment of 2 interstitials to the jog. This 

is due to the nature of dislocations in SiC. Specifically, as shown in Figs. 4-1b and 4-1c, 

the dislocation plane is composed of 2 atomic layers. If a pair of Ci or Sii is attached to 

the jog, no antisite is produced as the jog moves. If two Ci are attached to the jog, a C 

antisite is produced during the movement of the jog. 

3. Once formed, C-rich core and C-rich half plane are stable in the system. 

4. Sii does not diffuse along GB, but it can restore the stoichiometry of a C-rich site (if it 

diffused to such a site from bulk SiC). A mobile Ci is released during this process. 

5. Clusters are immobile, and can nucleate a jog when the cluster size is equal to or larger 

than four and this is a barrierless process. 

6. Interstitial re-emission to bulk was ignored for the following reasons. We can calculate 

the rate 𝛤 of an event as 𝛤 = 𝑣𝑒(−𝐸
𝑘𝑇⁄ ) where 𝑣 is vibrational frequency of atoms, E is 

the activation energy barrier, k is the Boltzmann constant, and T is temperature. In the 

temperature range of interest (500 – 1000 K), we found that the hop rate during diffusion 

is 2 – 3 orders of magnitude higher than the re-emission rate (migration barriers and 



137 
 

binding energies are listed in Table S2 in Appendix A3). Therefore, it is reasonable to 

assume that diffusion dominates the kinetics of interstitials at STGBs.  

7. Ends of the dislocation line are ideal sinks, such as surfaces and triple-junctions. This 

assumption has been often used for GB models such as those reported in literatures105, 182. 

The model was developed in the following steps. First, the flux J of interstitials to STGBs 

was calculated from the rate theory model reported in Ref54. J is in the units of #/(m2×s) and the 

fluxes under various irradiation conditions are listed in Table S3 in Appendix A3. Given the 

spacing d between dislocation lines in a given STGB, the flux to dislocation line can be 

approximated as J×d (in the units of #/(m×s)). The length of a dislocation line L in STGB was 

assumed to be equal to the grain diameter, and then the time interval ∆t to load one interstitial to 

dislocation line was calculated as ∆t=(J×d×L)-1 in the units of seconds. That means that one 

interstitial is loaded to the dislocation line every ∆t seconds, and the predefined ratio of Ci flux to 

Sii interstitial flux to GBs determines whether a Ci or Sii is loaded. In the meantime, mobile Ci at 

GBs diffuse one dimensionally along the dislocation line by a distance of (2Dtstep)
0.5, where 

(2Dtstep)
0.5 is the average diffusion distance of Ci within a single time step of tstep (<∆t). After the 

diffusion of Ci within a small time step of tstep, an algorithm was implemented to check 

conditions for events such as cluster formation, annihilation of interstitials at jogs and dislocation 

ends, jog nucleation, etc. The criterion to determine whether these events can occur is detailed in 

Appendix A3. The simulation clock was advanced by tstep in each step in the dislocation line 

model. Within each time step, events such as loading interstitials to the dislocation line, diffusion 

of interstitials, and annihilation of interstitials to jogs, etc., are considered.  A pseudo-code that 

shows the implementation of the model is shown in Appendix A3. Snapshots from the 

dislocation line simulations are shown in Figure 5-5 and a movie of a full simulation can be 
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found in Video S5 in Appendix A3. Snapshots from simulations carried out using the dislocation 

line model are shown in Figure 5-5. 

 

Figure 5-5 | Snapshots from the dislocation line simulations. a, Initial stage, where mobile Ci are 

loaded onto the line and diffuse to form clusters and nucleate jogs; b, Extension of jog pairs by 

absorbing interstitials; and c, The entire dislocation line climbs down by a unit length, and new 

jogs nucleate on the line. Mobile Ci are colored red, jogs moving to the left are colored green, 

and jogs moving to the right are colored orange. The initial position of the dislocation line is 

shown by the straight dashed line in panel c. 

The flux of defects to GBs was calculated by using ab initio based rate theory model 

described in Ref.54. The rate theory model predicts that the flux of defects to GBs is dominated 

by interstitials, and that the ratio of the Ci flux to the Sii flux (C/Si) to GBs ranges from 10 to 20, 

depending on the irradiation conditions. However, the rate theory model from Ref. 54  ignores the 

possibility of defect clusters formation inside the grain, which assumption may potentially affect 

the stoichiometry of the flux. To take into account the uncertainties of the rate theory model, we 

treat the C/Si ratio as a parameter in our dislocation line model and we set it to be 1, 10, 20, and 

100 to simulate cases of stoichiometric, as well as slightly, medium, and highly off-

stoichiometric fluxes.  
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Simulations with the dislocation line model were performed for the following range of 

conditions: 1 – 5 displacement per atom (dpa) under irradiation conditions of 10-5 – 10-3 dpa/s, at 

temperatures of 200 – 1100 K, and with the grain diameters of 0.1 – 20 μm.  This set of 

parameters covers most of the experimetnal conditions reported in studies on radiation resistance 

of nano- and microcrystalline SiC 98-102, 183-184. In addition, we developed a single parameter λ to 

represent interstitial accumulation rate at STGBs for various STGBs, grain sizes, and irradiation 

conditions. This parameter is defined as the interstitial diffusion distance divided by the 

dislocation line length (grain diameter). The interstitial diffusion distance is in turn defined as the 

average Ci diffusion distance along the dislocation line before the arrival of the next interstitial to 

any place on the dislocation line. It is calculated as (2𝐷Δ𝑡)0.5 , where D is the diffusion 

coefficient of Ci along the dislocation line and ∆t is the time interval between the arrivals of 

interstitials to the dislocation line. ∆t is determined by the flux of interstitials to GBs, which in 

turn depends on the exact irradiation condition. A high value of λ implies a high chance for 

interstitials to diffuse to the ends of the dislocaiton line and a low chance to form clusters with  

the next interstitial arriving to GBs within the time interval ∆t. Therefore, a high value of λ 

represents a low defect accumulation rate on the dislocation line. The values of λ of STGBs 

under various irradiation conditions are listed in Appendix A3 Table S3. 

When performing simulations with the dislocaiton line model, we count the number of 

interstitials that diffused to the ends of the dislocation line (e.g., surfaces and triple junctions), 

and the number that is annihilated by a dislocation climb (i.e., attaching to existing jogs and 

nucleating new jogs). We will refer to the regime when more than 50% of interstitials diffuse to 

other sinks along STGBs as a diffusion channel regime, and the regime when more than 50% are 

annihilated by dislocation climb as the climb regime. In Figure 5-6, we plot the number of 
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interstitials in the diffusion channel regime (labeled as channel in Figure 5-6) and the dislocation 

climb regime (labeled as climb in the same figure) as a percentage of the total number of 

interstitials segregated to GBs. The horizontal axis corredsponds to the parameter λ, as defined 

previously.  

 

Figure 5-6 | The role of STGBs in annihilating defects under various irradiation conditions. 

Climb means annealing of defects at jogs or by jog nucleation. Channel means diffusion of 

defects along GBs to other sinks. C/Si means the ratio of Ci to Sii that diffuse to GBs as defined 

in the main text. 

Our dislocation line model predicts that the role of STGBs in annihilating radiation damage in 

SiC depends on the accumulation rate of interstitials at GBs, which is determined by the grain 
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size and the irradiation conditions. For the case of an off-stoichiometric flux with C/Si = 20 or 

100, there is a transition between the diffusion channel regime and the dislocation climb regime 

as a function of irradiation conditions and grain size. The diffusion channel regime occurs under 

conditions where the ratio λ is higher than 20. In general, this corresponds to cases (according to 

Appendix A3 Table S3) of a relatively small grain (less than 100 nm in diameter) irradiated to a 

low dose rate (lower than 10-3 dpa/s) at a high temperature (higher than 800 K). Under these 

conditions, Ci that have segreated to GBs can diffuse quickly along dislocation lines to reach 

other sinks. This process allows Ci to avoid gettting trapped in immobile defect clusters along the 

dislocation line. The dislocation climb regime is found when a material has either a relatively 

large grain size (diameter larger than 100 nm), or it is irradiated to a high dose rate (10-3 dpa/s 

and higher), or it is irradated at relatively low temperatures (800 K and lower). Under these 

conditions more than 50% of Ci that diffused to STGBs are annihilated by dislocation climb. 

Immobile Ci clusters unavoidably form at GBs because of the high concentration of Ci, a slow 

diffuion as well as the long diffusion distance required to reach other sinks. Interstitial clusters 

can nucleate jogs when cluster consists of at least four interstitials. An increase in the jog density 

at GBs further rises the fraction of interstitials that are annihilated by dislocation climb. The 

situation is qualitatively different for stoichiometric (C/Si = 1) and slightly off-stoichiometric 

fluxes (C/Si = 10), where we find STGBs mainly annihilate segregated interstitials by dislocation 

climb. In these cases, a high concentration of Sii reached GBs and became immobilized on the 

dislocation line due to structural reconstruction discussed in Appendix A3. These immobile Sii 

can trap mobile Cii to form clusters, which in turn nucleate jogs and annihilate additional defects.  



142 
 

5.5 Discussion and conclusions 

Defect clusters are usually considered to be detrimental to the thermomechanical properties 

of irradiated materials. As clusters are generally immobile, they cannot be easily annealed and 

their accumulation can lead to swelling, creep, and embrittlement. However, in STGBs in SiC, 

interstitial clusters can be beneficial as they can easily nucleate new jogs, which in turn serve as 

sinks for other defects and hence increase GBs’ sink ability. The ability of STGBs to transport 

point defects and to annihilate defect clusters implies a high sink strength of this type of 

boundaries. This conclusion is consistent with the experimental observation of an increased 

radiation resistance of nc-SiC grown by chemical vapor deposition (CVD)101-102. The CVD-

grown nc-SiC samples have a texture and therefore contain a high concentration of low-angle 

GBs as compared to randomly oriented grains in a micro-crystalline samples101-102. Since studies 

on other types of nc-SiC samples have shown this material to have a lower resistance to 

radiation-induced amorphization than the microcrystalline SiC101-102, it is possible that the 

STGBs present in CVD samples contribute to their increased radiation resistance. Other 

phenomena proposed to be responsible for the increased resistance of CVD grown nc-SiC 

samples include the presence of stacking faults in these samples102, 185 and the long-range stress-

field of STGBs that increases the defect flux to STGBs93 in SiC. 

Our dislocation line model can also provide information about the rate of dislocation climb in 

STGBs under irradiation. We found the climb rate to be sensitive to the grain size. For μc-SiC 

(e.g., grain diameter ~ 1 μm), the climb rate is less than 1 atomic spacing (~ 0.2 nm) per dpa in 

the dislocation climb regime. For nc-SiC (e.g., grain diameter ~ 50 nm) in the dislcoation climb 

regime, the climb rate can be as large as 5 atomic spacings (~ 1 nm) per dpa. Because dislocation 

lines at STGBs in larger grains are longer, they require higher numbers of interstitials to attach in 
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order for the entire dislocation to climb one unit atomic spacing. Therefore, dislocation lines in 

STGBs in larger grains have a low climb rate per dpa as compared to their conterparts in smaller 

grains. The high dislocation climb rate at STGBs in nc-SiC implies GBs undergo significant 

structural evolutions under irradiation. For instance, dislocation cores can climb to triple 

junctions or surfaces and be annihilated there. In the meantime, new dislocation cores can 

nucleate at the boundaries to maintain the grain misorientation. However, this is unlikely to 

happen in μc-SiC because of the low climb rate.  

In summary, we found that once interstitials have segregated to the STGBs, the pipe 

diffusion of these defects in these GBs is slower than bulk diffusion. This is because the 

stretched interatomic distance at dislocation cores raises the migration barrier of interstitial 

dumbbells. Furthermore, we found that the annihilation of interstitials at jogs has a low 

activation energy and thus is a diffusion-controlled process. Jog nucleation from interstitial 

clusters is also found to be a process with a very low activation energy (relatively to the 

migration energy barriers) when the cluster size is equal to or larger than four, regardless of its 

composition. Finally, a dislocation line model was developed to take into account defect flux to 

GBs, pipe diffusion of defects in STGBs, and interactions between defects and jogs. This model 

reveals the multiple roles of STGBs in annihilating radiation-induced defects in SiC. It predicts 

that STGBs mainly serve as a diffusion channel for defects to reach other sinks like surface when 

the defect accumulation rate at boundaries is low. The diffusion channel regime occurs in nano-

crystalline materials with small grain diameter (smaller than 100 nm) irradiated under low dose 

rate (lower than 10-3 dpa/s) at high temperature (higher than 873 K). In other cases, when the 

accumulation rate is high, most of the defects diffused to STGBs are annihilated by dislocation 

climb.  
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Chapter 6 Twist Grain Boundaries as Defect Sinks in SiC 

While interactions between defects and tilt GBs as well as the long-term structural evolution 

of tilt GBs are relatively well understood, the question of how twist GBs evolve to accommodate 

defects has been rarely touched. Compared to edge dislocations in tilt GBs, screw dislocation 

network in twist GBs is far more complicated and it is still unclear how exactly screw 

dislocations can annihilate point defects. So far, only few studies118-119 tentatively try to answer 

this question. In early 2012, Matínze et al.118 investigated the segregation of vacancies to {001} 

twist GBs in Cu by a KMC model. The {001} twist GBs feature square grid of screw 

dislocations. They found under low vacancy loading rate, vacancies can diffuse to dislocation 

networks and form voids. While under high vacancy loading rate, vacancies aggregate and form 

voids at both dislocation core and in non-dislocation region in the GB plane. Later that year, this 

group investigated the segregation of vacancies in {110} twist GBs in bcc Fe and {111} twist 

GBs in fcc Cu using an advanced KMC model119. The Fe {110} twist GBs feature hexagonal 

screw dislocation network, and the Cu {111} twist GBs feature alternating stacking fault (SF) 

and unfaulted region in triangular shape separated by partial dislocations. A strong preference for 

vacancy to segregate to dislocation intersections was reported in both cases. What’s more 

interesting, they found vacancies aggregation at dislocation intersections in Cu {111} twist GBs 

can lead to the shrink of SF area. From these studies, it is obvious twist GB structure undergoes 

noticeable structural change as defect accumulated at the interface. However, the number of 

vacancies loaded at GBs in these studies is too few (correspond to 10-4 dpa) to conclude long 

term evolution of twist GBs under irradiation.  

A good understanding of how twist GBs evolve to accommodate defects is very important.  

On the one hand, twist GB is one major category of GBs (tilt, twist, mixed) and its radiation 
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response are relevant for applications of poly-crystalline materials for components in reactors. 

On the other hand, a good understanding of twist GB’s response to defect accumulation also 

provides insight on how general GBs (a combination of both tilt and twist feature) behave under 

irradiation, which is of broader interest to GB-defect interaction but still unclear up-to-date. 

Another interesting aspect of this question is how screw dislocations absorb defects. Unlike edge 

dislocations climb to absorb point defects in tilt GBs, screw dislocations in twist GBs cannot 

climb. Previous studies found screw dislocation can absorb point defects or frank loops by 

forming mixed dislocation in the shape of helical turns186-190. These mixed dislocations can climb 

to absorb defects due to its edge component. However, it is unclear whether screw dislocations at 

GBs with constrains from neighboring lattice can still accommodate defects in a similar way. 

In this study, we investigate defect kinetics in {001} and {111} small-angle twist GBs and 

structural evolution of these GBs to accommodate defects in SiC. It is important to note that 

defect flux to GBs in irradiated SiC is predicted to be dominated by interstitials rather than 

vacancies from an ab initio based rate theory model54, 116. Therefore, in this study we will focus 

on the kinetics of interstitials at twist GBs and how interstitial accumulation can drive GB 

structural evolution in SiC in the long run. 

6.1 Defect segregation and kinetics at {001} twist GBs 

The common structure of {001} twist GBs with twisting angle from 5° to 12.5° is shown in 

Figure 6-1a by using Σ85 θ=8.8° as an example. The interface is a square grid of screw 

dislocations with Burgers vector  �⃗⃗� =
𝑎

2
[110]  or  

𝑎

2
[1̅10] . The distance d between parallel 

dislocations depends on the twist angle θ by: 

 𝑑 = |�⃗⃗�| 2sin (
𝜃

2
)⁄                                                              (6-1) 
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Similar square grid of screw dislocations on (001) twist GBs have been observed by electron 

microscopy or atomic simulations in fcc metal Cu118 and Au191. All{001} twist GBs generated in 

this study were detailed in Figure S21 in Appendix A4. 

 

Figure 6-1 | Atom structure and defect segregation energy at (001) Σ85 θ=8.8° twist GBs. a, 

atom structure; b, segregation energy of C interstitials; c, segregation energy of Si interstitials. In 

panel a, atoms in red are C and others in blue are Si. 

With the interface structure determined, we now exam the segregation energy of interstitials 

at GBs by using 

𝐸𝑠𝑒𝑔 = 𝐸𝑑𝑒𝑓𝑒𝑐𝑡
𝐺𝐵 − 𝐸𝑑𝑒𝑓𝑒𝑐𝑡

𝑏𝑢𝑙𝑘                                                  (6-2) 

where 𝐸𝑑𝑒𝑓𝑒𝑐𝑡
𝐺𝐵  is the energy of a bi-crystal supercell with one interstitial at GB, 𝐸𝑑𝑒𝑓𝑒𝑐𝑡

𝑏𝑢𝑙𝑘  is the 

energy of the same supercell with one interstitial in lattice away from both GB and the frozen 

layers (in Figure 6-1). With this definition, a negative value of the segregation energy means it is 

energy favorable to form an interstitial at that site. Interstitials are loaded at different positions in 

the GB, followed by a 50 ps NVT simulation at 500K and a fast quenching to relax the structure. 

Results are shown in Figure 6-1b and 6-1c. It is clear that dislocations and multiple dislocation 

intersections (MDI) are strong traps to interstitials in the interface, and MDI are stronger than 
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dislocations. To be more specific, the segregation of C interstitial is around -2.4 eV on 

dislocations, and approximate -3.4 eV at MDIs. The segregation energy of Si interstitial is 

around -1.8 eV on dislocations, and -3.5 eV at MDIs. It is clear there is a deep potential well for 

both C and Si interstitials at MDIs. Besides, we also found the interaction between defect and 

GB is short-ranged. Interstitial formation energies are altered by GBs only within 2 layers of 

atoms next to the GB plane on each side. 

 

Figure 6-2 | Kinetic processes of interstitials at {001} twist GBs. 

Our previous study on small-angle tilt GBs concluded multiple roles of tilt GBs in 

annihilating defects. Depending on grain size and radiation conditions, tilt GBs can either 

transport defects to other sinks (triple junctions or surface) as a diffusion channel, or remove 
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defects by GB structure evolution (growing lattice by dislocation climb in tilt GB). It is 

important to exam whether twist GBs can play multiple roles in removing defects under various 

irradiation conditions. Here we are going to compare the timescale of several kinetic processes at 

(001) twist GBs. The first process is segregation of interstitials from inner grain to grain 

boundaries, shown as the red arrow in Figure 6-2c. Once interstitials segregated to GBs, they can 

either diffuse through the lattice to reach dislocation grid (black arrows in Figure 6-2b), or 

diffuse along dislocation grid to reach the ends of GBs (orange trajectory in Figure 6-2c). The 

ends of GBs are assumed to be defect sinks such as triple junctions or surfaces that can annihilate 

these defects. The timescale of these kinetic processes determines how fast twist GBs can 

transport defects to other sinks under a certain defect flux to the interface, and therefore 

determines whether there will be defect accumulation at twist GBs.  

Here we use tseg to denote the timescale of interstitials segregation to GBs in the unit of 

second. It means the average time interval between the arrivals of two successive interstitials 

from inner grain to GBs. tseg can be calculated from interstitial flux J (#/nm2∙s) to GBs, as 

determined from an ab initio based rate theory model54. Details on implementation and 

parameters used in this model can be found in Ref.54. Here we varies the grain radius r of SiC 

and radiation environments (dpa rate, temperature, total dpa) to consider a wide range of 

conditions. By assuming the area of GB to be πr2, we can obtain tseg by (J∙ πr2)-1. The time of 

interstitials diffusion through lattice region inside the interface to dislocation grid is denoted as 

ttrap (unit: second), and is approximated as  

𝑡𝑡𝑟𝑎𝑝 =
(𝑑 2⁄ )2

4𝐷
                                                             (6-3) 

where D is diffusivity of interstitials in bulk SiC175, d is the distance between parallel 

dislocations, and a factor of 4 is used for 2-dimensional diffusion. The time of interstitials 
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diffusion along dislocation grid to reach ends of GBs is denoted as tsink (unit: second). To 

determine tsink, we employ a similar strategy of coarse grain modeling of GBs as implemented in 

Ref.192. First of all Nstep for interstitials to diffuse from the center of GB to ends. tsink can be 

calculated as Nstep× τ. 

Results of tseg, ttrap, and tsink for SiC in various grain size under different radiation conditions 

are shown in Table S4 in Appendix A4 and the general trend is summarized here. First of all, ttrap 

<< tseg under all circumstances. This is because the diffusion distance in process ttrap is only 1 nm 

(half distance between MDIs) in Σ85 or becomes even short in GBs with higher twisting angles. 

Given the high mobility of interstitials in SiC in the temperature range 573 - 1173 K, it is not 

surprising to conclude ttrap to be in the timescale of ns - ps. However, tseg is in a timescale beyond 

μs due to the long diffusion distance (grain radius in tens of nm to μm) in the segregation process. 

Therefore, we can conclude interstitials that segregated to twist GBs can quickly diffuse to and 

get trapped at dislocations or MDIs. It is unlikely for two or more interstitials to form clusters in 

lattice in-between dislocation grids within the GB plane. Second, tseg << tsink for most cases. 

Interstitial diffusion along dislocation grid to reach sinks is found to be retard because of the 

deep potential well at MDIs (e.g., at least 1.6 eV for C interstitial to escape as shown in Figure 6-

2a). This implies interstitials will accumulate at MDIs in twist GBs and therefore drive GB 

structural change in the long run. Exceptions are SiC in small grain size (blow 100 nm) irradiated 

in low dose rate (below 10-5 dpa/s) at high temperature (over 873 K). Under this condition, 

interstitials can frequently escape from MDIs and diffuse a short distance to sinks. The above 

analysis on tseg, ttrap, and tsink is also true for Si interstitial considering the even deeper potential 

well at MDIs (1.7 eV plus migration barrier). Therefore, we can conclude interstitials 
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accumulation on dislocation grid, especially at MDIs, in (001) twist GBs under most irradiation 

conditions. 

6.2 Microstructural evolution of {001} twist GBs under interstitial 

flux 

As we have determined that interstitials accumulation in (001) twist GBs, it is of critical 

importance to explore how GBs evolve to accommodate these defects. To model long term 

evolution of GBs under defect accumulation, here we employ the grand canonical Monte Carlo 

(GCMC) simulation combined with molecular dynamics as implemented in LAMMPS. In 

GCMC, a C or Si atom is tentatively loaded to a random position in a predefined zone, and then 

the energy of the loaded atom in that position is calculated and compared with a predefined 

external chemical potential μ. The lower energy of the loaded atom with respect to μ, the higher 

chance this loading event will be accepted. Therefore, atoms are more likely to be loaded on 

energy favorable sites in a predefined zone by using GCMC. This feature makes GCMC a great 

tool to explore long term evolution of GBs under defect accumulation if we assume defects can 

have enough time to diffuse to low energy sites in the GB plane (validated later in Section 4.2.3). 

In order to relax the structure after loading interstitials, we run GCMC together with molecular 

dynamic simulation. In implementation, we run fixed volume MD simulations at a constant 

temperature, and every N timesteps the GCMC code is called M times to load interstitials. The 

loading zone for GCMC is set as a 1 nm thick slab centered at GB. The values of μ and 

frequency of GCMC loading (M/N) are changed from case to case in our simulations to adjust 

the loading rate as well as the stoichiometry of loaded C/Si atoms. However, loading a large 

amount of interstitials into a fixed volume supercell can lead to stress build up which in turn can 
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affect GB evolution in the long run. To relax the accumulated stress, we shut down GCMC for 1 

ps in every 10 ps and run grand canonical simulation (NPT) within this 1 ps. Then GCMC is 

resumed with fixed volume supercell whose stress is literally relaxed to a small magnitude. The 

alternating runs of GCMC+MD and NPT can ensure continuous defect loading at energy 

favorable sites, structure relaxation as well as stress relaxation.  

 

Figure 6-3 | Loop nucleation and extension in {001} twist GBs under interstitial flux. Black 

lines represent dislocations, and green arrows represent the screw component of Burger vector of 

each segment. 

By loading interstitials onto the GB plane, we found (001) twist GBs accommodate 

interstitials by nucleation and extension of interstitials loops. Snapshots of simulation trajectories 
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are shown in Figure S22 in Appendix A4 and here we use a schematic drawing to better 

demonstrate the evolution process. Starting from an intact GB (Figure 6-3a), the first set of 

interstitials segregated to GBs quickly get trapped at MDIs because of the low segregation 

energy at these sites. As interstitials accumulate at MDIs, they reorganize to nucleate dislocation 

loops in square shape (origin squares in Figure 6-3b). The edges of the loop are mixed 

dislocation with edge component of  �⃗⃗�𝐸 =
𝑎

2
[001]  and screw component of  �⃗⃗�𝑆 =

𝑎

2
[010] 

or 
𝑎

2
[100]. The edge component comes from the nature of an interstitial loop lying in (001) plane. 

The screw component (green arrows and labels in Figure 6-3) is necessary to accommodate the 

twisting angle between top and bottom crystals. Screw components of Burgers vector of 

dislocations connected at each MDI are balanced, as shown by the example in Figure 6-3b. With 

more and more interstitials attached to interstitial loops, these loops extend (Figure 6-3c) and 

connect with each other (Figure 6-3d) to reproduce the pure screw dislocations with �⃗⃗� =  
𝑎

2
[110] 

or 
𝑎

2
[1̅10]. These loops continue to absorb interstitials until a complete (001) plane is grown in 

this way (Figure 6-3e). Staring from the GB structure in Figure 6-3e, interstitials segregated to 

GB can nucleate loops at MDIs again (blue squares in Figure 6-3d). These loops then extend 

(blue squares in Figure 6-3c and Figure 6-3b) to grow a complete (001) plane (Figure 6-3a).  
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Figure 6-4 | The repeating pattern in {001} twist GB evolution under interstitial flux. a, GB 

energy and number of non-diamond atoms; b, GB, top and bottom crystal thickness; c, GB 

energy change at different temperatures. 

The pattern of absorbing interstitials by loop nucleation and extension can also be 

characterized in terms of GB energy, disorder magnitude, and GB thickness, shown in Figure 6-4. 

The disorder magnitude is represented by the number of atoms with at least one nearest neighbor 

atom displaced from cubic diamond lattice. These atoms are termed as non-diamond here and 

they are identified by the structural analysis function implemented in Ovito193. GB thickness is 
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calculated as 2 times of the standard deviation of the coordination of these non-diamond atoms 

along the thickness dimension (perpendicular to the GB plane). As we can see from Figure 6-4a 

and 6-4b, GB energy, number of non-diamond atoms and GB thickness follow a clear pattern as 

a function of the density of loaded interstitials. Because crystal layers grow from loop nucleation, 

the thickness of top and bottom crystals grows linearly with the density of interstitial loaded. 

This implies {001} twist GBs are un-saturatable in absorbing interstitials if the stress build up 

from crystal growth can be relaxed.  

Because loop nucleation and extension are both kinetic processes, they depend highly on the 

loading rate of interstitials and the temperatures to anneal the supercell. To exam whether the 

pattern observed above is generally valid for a wide range of sceneries, we repeated the 

simulations at different temperatures and loading rates. The principle of adjusting temperature 

and loading rate here is to use low loading rate at low temperature. The results on GB energy 

change with interstitial density are shown in Figure 6-4c. At lower temperatures, the intermediate 

states (e.g., at the density of 10/nm2) and the ground state (e.g., at the density of 21/nm2) have 

higher GB energies than those relaxed at higher temperatures. This is because the slow kinetics 

at low temperature cannot fully optimize the structure within the limited timescale of MD 

simulations. However, the repeatable pattern is clear at temperature as low as 700 K. This 

implies loop nucleation and extension induced by interstitial flux to {001} twist GBs is generally 

valid over a wide range of temperatures. We also exanimated how the stoichiometry of 

interstitial flux can affect GB microstructural evolution. We find this pattern is valid for a wide 

range of stoichiometry from C:Si = 1:1 to only C interstitial loading. A high concentration of C 

antisites can accumulate at GBs when more C interstitials than Si interstitials are loaded onto 

GBs. 
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6.3 Defect segregation and kinetics at {111} twist GBs 

The common structure of small angle {111} twist GB is shown in Figure 6-5a using (111̅) 

Σ507 θ=4.4° as an example. The GB plane is composed of alternating triangular stacking fault 

(SF) regions and cubic regions (3C). The SF regions are formed due to the dissociation of 

primitive screw dislocations (thin black lines in Figure 6-5a) into partials (thin green lines in the 

same figure). The dislocation reaction of the dissociation process is: 

𝑎

2
[1̅10] (𝑝𝑟𝑖𝑚𝑖𝑡𝑖𝑣𝑒 𝑠𝑐𝑟𝑒𝑤) →

𝑎

6
[1̅21] (𝑝𝑎𝑟𝑡𝑖𝑎𝑙) + 

𝑎

6
[2̅11̅] (𝑝𝑎𝑟𝑡𝑖𝑎𝑙)             (6-4) 

These stacking fault are intrinsic SF with stacking sequence of (ABC)(BC)(ABC) along [111] 

direction. Similar structure has been reported in experimental observation and simulations of fcc 

metals with low SF energy, such as Cu194-195. The SF energy in 3C-SiC is negative196-197, so it is 

energy favorable to form SF and partial dislocations at (111) twist GBs in SiC. GBs with 

different twisting angles differ in the distance between parallel primitive screw dislocations. 

Again, the distance can be determined by the twisting angle by using Equation (6-1). 
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Figure 6-5 | Atom structure and defect segregation energy at (111̅) Σ507 θ=4.4° twist GBs. a, 

GB structure; b, C interstitial segregation energy; c, Si interstitial segregation energy. In panel a, 

atoms in blue have cubic SiC (3C) structure, atoms in red are in stacking fault, and atoms in cyan 

are on partial dislocations. Thin black lines represent the 
𝑎

2
〈110〉  screw dislocations before 

faulting, thin green lines represent the 
𝑎

6
〈211〉 partials after faulting. The black arrows show the 

formation of stacking faults by dissociation of primitive screw dislocations into partial 

dislocations. The red dashed square shows the region where interstitial segregation energies are 

calculated and shown in panel b and c. 

With the most stable structure identified, we now exam the segregation energy of interstitials 

at different sites at these GBs. The results are shown in Figure 6-5b and 6-5c for C and Si 

interstitials in Σ507 GB. It is clear partials and MDIs are strong traps for interstitials and MDIs 

are stronger sinks. To be more specific, segregation energy of C interstitials is approximate -0.27 

eV in SF, (-1.4,-1.0) eV on partial dislocations, and (-1.9, -1.3) eV at MDIs. Segregation energy 

of Si interstitials is zero at both 3C and SF regions, (-2.0, -1.2) eV on partial dislocations, and (-
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2.1, -3.1) at MDIs. Here we provide a range of segregation energy on partials and MDIs because 

the atomic structures of partials and MDIs vary slightly from site to site. Similar as {001} twist 

GBs, we found a deep potential well at MDIs for both C and Si interstitials.  

Here we perform a similar analysis on tseg, ttrap, and tsink as detailed in R1.1 to investigate 

defect accumulation at {111} twist GBs. First, tseg is the same as that in {001} twist GBs because 

it is independent on GB characters. Second, ttrap is recalculated by using the inter-MDI distance 

in {111} twist GBs. Then, we adjust the inter-MDI diffusion 1-D KMC model with energy 

landscape in {111} twist GBs to determine the inter-MDI diffusion time τ. Finally, a two-

dimensional random walk simulation on triangular mesh of GB plane is performed to obtain 

number of inter-MDI hops Nstep for interstitials to diffuse to sinks. With τ and Nstep ready, we can 

obtain the time for interstitial to diffuse to other sinks tsink. Values of tseg, ttrap, and tsink under 

various radiation conditions are detailed in Table S4 in Appendix A4. Similar as {001} twist 

GBs, interstitials are found to quickly diffuse to dislocation grid or MDIs because ttrap << tseg. At 

low temperature (below 873 K) and high radiation dose rate (higher than 10-4 dpa/s) in SiC with 

large grains (diameter > 100 nm), we found tseg << tsink. This is because the deep potential well at 

MDIs traps interstitials at low temperature and retards the overall mobility along the dislocation 

grid to reach sinks. This can lead to interstitial accumulation at GB plane and therefore it is 

necessary to investigate microstructural evolution of defect-loaded GBs. In nano-grain SiC 

(diameter <100 nm) irradiated at high temperature (over 873 K) and low dose rate (lower than 

10-4 dpa/s), tsink is comparable or even smaller than tseg. In these cases, defects segregated to GBs 

can quickly diffuse along the grid to reach other sinks. Once again, we see multiple roles of GBs 

in annihilating defects under different radiation conditions. 
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6.4 Microstructural evolution of {111} twist GBs under interstitial 

flux 

 

Figure 6-6 | Unfaulting and faulting process to form mixed dislocations in (111̅) twist GB. a and 

b, unfaulting process; c and d, faulting process. Green lines are partial dislocations, and blue 

lines are the newly formed mixed dislocations. Black dashed arrows show the direction of 

Burgers vector of each dislocation segment. Red arrows in panel a and c show the glide direction 

of one partial towards another partial.  
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To explore how {111} twist GBs evolve to accommodate these defects, we employ the same 

GCMC and MD method to load stoichiometric C/Si interstitial to the interface. We found (111) 

twist GBs absorb interstitials by the climb of mixed dislocations. The mixed dislocations are 

formed either by shrinkage of SF (or unfaulting, shown in Figure 6-6a and 6-6b) or by extension 

of SF (or faulting, shown in Figure 6-6c and 6-6d). In the unfaulting process, one partial 

dislocation glides towards a neighboring partial dislocation that is separated by SF (glide 

direction is shown by the red arrow in Figure 6-6a), and therefore unfault this SF region. This 

produces a mixed dislocation with both edge and screw components. The dislocation reaction of 

this process is: 

𝑎

6
[1̅21] (𝑝𝑎𝑟𝑡𝑖𝑎𝑙) +

𝑎

6
[2̅11̅](𝑝𝑎𝑟𝑡𝑖𝑎𝑙) →  

𝑎

2
[1̅10] (𝑚𝑖𝑥𝑒𝑑 𝑑𝑖𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛)      (6-5) 

and the edge and screw components of the mixed dislocation is demonstrated as: 

𝑎

2
[1̅10] (𝑚𝑖𝑥𝑒𝑑 𝑑𝑖𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛) =

𝑎

4
[011] (𝑒𝑑𝑔𝑒) +  

𝑎

4
[2̅11̅] (𝑠𝑐𝑟𝑒𝑤)          (6-6) 

Due to the edge component of the mixed desolation, it can climb along [111̅] direction to absorb 

interstitials. In the faulting process, one partial dislocation glides towards a neighboring partial 

dislocation that is separated by 3C region (glide direction is shown by the red arrow in Figure 6-

6c), and therefore fault this 3C region to produce SF. Similarly, this process produces a mixed 

dislocation that can climb along [111̅] direction to absorb interstitials. It is important to note that 

the faulting and unfaulting process is energy favorable only when interstitials are presented at 

GB. This is because the newly formed mixed dislocation can climb to absorb interstitials so the 

system energy can be lowered by moving interstitials to grow crystal there. However, because 

primitive dislocations have higher elastic energy than dissociated partials so these processes are 

energy unfavorable without the presence of interstitials.  
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Figure 6-7 | Evidence of faulting and unfaulting process at (111̅)  twist GBs induced by 

interstitial loading. a, GBs without interstitial loading; b, GBs loaded with 215 C interstitials; c 

and d, in-plane view of GBs in panel a and b. Green lines are partial dislocations with Burgers 

vector of 
𝑎

6
〈211〉 and blue lines are primitive dislocations with Burgers vector of 

𝑎

2
[011]. Thin 

black lines serve as a reference to note crystal directions at each MDI. The red and black arrows 

in panel b show evident faulting and unfaulting processes to form mixed dislocations as detailed 

in Figure 6-6. The thick blue line in panel b highlights the mixed dislocation segment whose 

atomic structure is detailed in Figure 6-8. The unfilled arrows in panel d show the climbing 

directions of mixed dislocations. Dislocations are identified and visualized by dislocation 

analysis implemented in Ovito134. 
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Figure 6-8 | Atom structure around the dislocation segment highlighted by thick blue line in Fix. 

8b. a, Projection along the dislocation line direction; b, Projection perpendicular to the 

dislocation line; c, Formation of dislocation dipole by shifting atom planes locally. In panel a 

and b, large yellow spheres are Si, small green spheres are C, the blue line is the dislocation 

segment, and the blue arrow is the Burgers vector determined from a Burgers circuit labeled by 

the red arrows.  



162 
 

Evidence of formation and climb of mixed dislocations is shown in Figure 6-7 and Figure 6-8. 

Network of partial dislocations in an intact GB is shown by green lines in Figure 6-7a, and in-

plane view of the GB is shown in Figure 6-7c. The structure of GBs loaded with 215 C 

interstitials (density: 1.93 #/nm2) and in-plane view are shown in Figure 6-7b and 6-7d. It is clear 

GB structure changes significantly due to the load of interstitials, and this change is induced by 

the formation and climb of mixed dislocations. One example is MDI labeled as “1” in Figure 6-

7a and 6-7b where all initial 3C regions around it were faulted to become SF (this process is 

shown by red arrows in Figure 6-7b). The newly formed dislocations (blue lines in Figure 6-7b) 

aligns along <211> directions but not <011> which is the direction of their Burgers vector. This 

implies the nature of mixed dislocation. Another example is MDI labeled as “2” where all initial 

SF regions around it were unfaulted to be 3C regions (this process is shown by black arrows in 

Figure 6-7b). The atomic structure around the mixed dislocation segment is highlighted by the 

thick blue line in Fix. 8b is shown in Figure 6-9a and 6-9b. This mixed dislocation is formed by 

the reaction in Equation (6-5) and its edge and screw component are shown in Equation (6-6). 

From the projection along dislocation line direction in Figure 6-8a, we can easily identify an 

edge vector of 
𝑎

4
[011] by drawing a Burgers circuit around the dislocation core. In another 

projection perpendicular to the dislocation line, the screw vector of 
𝑎

4
[2̅11̅]  can be clearly 

determined from the Burgers vector (blue arrow). All evident faulting and unfaulting process are 

labeled by red and black arrows in Figure 6-7b so readers can exam them to picture the GB 

structure evolution.  

These newly formed mixed dislocation climbs along [111̅] or [1̅1̅1] direction out of the GB 

plane to accommodate interstitials, as labeled by the empty arrows in Figure 6-7d. It is important 

to note that some mixed dislocations climb upwards along [111̅] while others climb downwards 
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along [111̅], as shown in Figure 6-7d. This is because as the faulting or unfaulting process 

produces one mixed dislocation, it has to be compensated at another position by a similar process 

to produce a mixed dislocation climbing at the opposite direction. This literately likes the 

formation of a dislocation dipole by shifting parts of top and bottom crystals locally, as shown in 

Figure 6-8e. Another nature of the mixed dislocation is that at least one end of the mixed 

dislocation is pinned to the SF plane. To be more specific, the end connected with two partials 

separating SF and 3C regions (e.g., point α in Figure 6-7b) is pinned to the SF plane. This end 

can only move if the SF plane is shifted upwards or downwards due to thermal vibration or stress. 

The other end, if connected with only mixed dislocations (e.g., MDI labeled as “1” in Figure 6-

7b), can move due to the collective climb of these connected dislocations. This is the reason why 

these mixed dislocations develop curvatures in the in-plane view and therefore increase in 

dislocation length as they climb to absorb interstitials.   
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Figure 6-9 | Long term evolution of {111} twist GBs under interstitial flux. a, length of mixed 

dislocations; b, change in supercell energy; c, number of non-diamond/SF atoms. 

The long term evolution of {111} twist GBs to absorb interstitials is characterized and shown 

in Figure 6-9. Figure 6-9a shows a linear relationship between mixed dislocation length and 

loaded interstitial density. This is an evidence to support that mixed dislocations climb to absorb 

interstitials. Because attaching of interstitials to dislocations grows lattice, it is always energy 

favorable for interstitials diffuse to these dislocations rather than stay in the lattice. This 

preference is quantified in Figure 6-9b, where changes in bi-crystal supercell energy as a 
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function of loaded interstitial density are plotted for two cases. In the case shown by black 

squares, interstitials are absorbed by these mixed dislocations, obtained from interstitial loading 

simulations. In the other case shown by the red line, interstitials are randomly distributed in bulk 

without interactions among them. It is evident that segregation to GBs and attachment to 

dislocations are more energy favorable than staying in bulk by a magnitude of approximate 1.6 

eV/interstitial. This implies the structural evolution in {111} twist GBs will not lead to saturation 

in absorbing interstitials. Furthermore, extension of dislocations out the GB plane will not lead to 

amorphization of the interface in the long run. Here we characterize amorphization by the 

number of non-diamond and non-SF atoms. Atoms in SF are excluded because SF is stable and 

even energy favorable in cubic SiC196-197. The trend between non-diamond/SF atoms and number 

density of loaded interstitials are shown in Figure 6-9c. In the beginning of loading, the number 

of non-diamond/SF atoms increases at a high rate because the formation of mixed dislocations 

whose core deviates from diamond and SF structure. As a certain amount of mixed dislocations 

is developed, the increase rate reduces gradually because interstitials are converted to crystal 

lattice by dislocation climb. The climb process do not significantly increase the number of 

disordered atoms. Besides, by varying the stoichiometry of C/Si atoms loaded onto the GB, we 

found the similar trend as reported for C:Si = 1:1 loading. Again, C antisites can accumulate 

when more C interstitials than Si interstitials are loaded. 

6.5 Discussions and conclusions 

First of all, we found MDIs play a critical role in understanding defect kinetics in twist GBs 

and GB structure evolution. This is because MDIs are strong traps for interstitials. On the one 

hand, the deep potential well at MDIs raises the barrier for defect diffusion and therefore retards 

the mobility of defects along dislocation grids. On the other hand, the deep potential wells at 
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MDIs attract defects and initiate structural evolution there. Analysis on defect diffusivity at GBs 

and defect flux to GBs shows twist GBs play different roles in annihilating defects in various 

radiation conditions. In large grain size SiC irradiated at low temperature and low dose rate, 

defects don’t have high thermal energy to actively escape from MDIs. So there are high chances 

that defects cluster at MDI and GBs annihilate these defects by structural evolution. While in 

small grain size SiC irradiated at high temperature and low dose rate, defects can frequently hop 

among MDIs due to the increased thermal energy. In this case, twist GBs mainly serve as a 

diffusion channel for defects to reach other sinks.  

 Second, we found both {001} and {111} twist GBs have to form dislocations with edge 

component in order to absorb interstitials. This is because screw dislocations naturally developed 

in twist GBs cannot climb but edge dislocations can. If dislocations with edge component can 

form in GBs, they can climb to grow lattice by absorbing point defects. Different twist GBs 

differ in the way of forming edge dislocations. In {001} twist GBs, interstitial loops nucleate at 

MDIs in the GB plane and dislocations around the edge of loops have edge component. In {111} 

twist GBs, one partial dislocation glide toward another partial to form a mixed dislocation with 

both edge and screw component. This process can either fault or unfault the region between the 

two partials. A similar behavior of {111} twist GB was reported in Cu119. Upon loading a little 

amount of vacancies, the author found vacancies segregate to MDIs and are delocalized by the 

shrinkage of SF area. Here we advances the understanding of this process by providing detailed 

analysis on dislocation reactions and the afterward evolution of GBs upon further defect loading. 

Given the two twist systems in SiC exanimated in this study and the {111} twist GB reported in 

Cu, we believe it is universal for twist GBs to develop dislocations with edge component in order 

to absorb point defects. The question how other twist GB systems such as {011} twist GBs or 
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even high angle twist GBs develop mixed dislocations to absorb point defects requires further 

investigation.  

In summary, we investigated defect kinetics and long-term microstructural evolution of {001} 

and {111} twist GBs in SiC under interstitial flux. Dislocation networks and dislocation 

intersections in the GB plane are strong traps for both C and Si interstitials. Because of the deep 

potential well at dislocation intersections, point defect diffusion along the dislocation grid is 

retard and this can lead to defect accumulation at GBs under defect flux in the long run. By using 

a combination of grand canonical Monte Carlo and molecular dynamics, we revealed the 

structural evolution in both types of twist GBs. In {001} twist GBs, interstitials aggregate at 

dislocation intersections and nucleate interstitial loops lying on {001} plane. These loops can 

extend to absorb incoming interstitials from bulk until a full {001} f lattice plane grows at the 

interface. The initial screw dislocation grid is recovered in this way and new loops can nucleate 

and extend again from intersections. This repeating structural evolution enables {001} twist GBs 

to accommodate a huge amount of interstitials under irradiation. In {111} twist GBs, we found 

the faulting and unfaulting processes at dislocation intersections to form mixed dislocations with 

both edge and screw components. Interstitials are absorbed by the climb of these mixed 

dislocations out of the GB plane. The common feature of developing dislocations with edge 

component in both types of twist GBs suggests this could be a universal way for twist GBs to 

accommodate point defects. The continuous formation and climb of mixed dislocations imply 

twist GBs are unsaturatable sinks for radiation induced defects in SiC. 
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Chapter 7 Summary and Future Work 

In this thesis, I have employed multiscale simulation techniques to investigate the long term 

evolution of radiation induced defects in SiC.  

First of all, by programing and implementing an on-the-fly KMC model, I fully explored the 

migration behavior of the most stable carbon tri-interstitial cluster in SiC. It is found this cluster 

migrates with high barriers (minimum barrier 4.3 eV) and in a multistep process. With the high 

barriers detected, I show that the most stable cluster is immobile at temperatures below 1100 K, 

and that it only has limited diffusivity up to 1500 K. At temperatures beyond 1500 K, this cluster 

can be annihilated by dissociation into smaller clusters and single interstitials. Because this 

carbon tri-interstitial cluster is a basic building block for larger interstitial clusters in SiC, similar 

diffusion behavior is expected for larger clusters. Therefore, one can conclude that the thermal 

diffusivity of interstitial clusters in SiC is extremely low over a wide range of temperatures.  

In collaboration with STEM scientists, we found tiny interstitial clusters can diffuse at room 

temperature under the influence of electron beam. It was experimentally verified that the 

athermal diffusion phenomenon is induced by the elastic collision between energetic electrons 

and cluster atoms. This is the first report of direct observation of radiation-induced diffusion of 

defect clusters in bulk materials in literature.  A model was developed to predict the radiation 

induced diffusivity of clusters and it predicts diffusivity on the same order of magnitude with 

experimental measurements. This study implies thermally immobile clusters can diffuse under 

certain irradiation environments. The radiation induced mobility of cluster may lead to 

consequences such as cluster coalesces or diffuse to nearby sinks such as grain boundaries. The 

above studies on cluster diffusion provide important insights and parameters for other models 
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such as cluster dynamics to investigate microstructure evolution in SiC. In fact, with the 

knowledge of cluster diffusion in SiC demonstrated in this thesis, we now become able to predict 

cluster evolution in SiC with good agreement with experimental measurements.   

The response of tilt and twist GBs to radiation induced defect fluxes to GBs has also been 

investigated to shed light on the radiation response of polycrystalline SiC. I first demonstrated 

the exact role of tilt GBs in annihilating defects in SiC under various radiation environments. I 

found that once interstitials have segregated to tilt GBs, pipe diffusion of defects in these GBs is 

slower than bulk diffusion. This is because the stretched interatomic distance at dislocation cores 

raises the migration barrier of interstitial dumbbells. Furthermore, I showed that the annihilation 

of interstitials at jogs has low activation energies and thus is a diffusion-controlled process. Jog 

nucleation from interstitial clusters is also found to happen with barriers no higher than the 

diffusion barrier of interstitials when cluster size is equal to or larger than four, regardless of its 

composition. Finally, a dislocation line model was developed to take into account defect flux to 

GBs, pipe diffusion of defects in tilt GBs, and interactions between defects and jogs. This model 

reveals the multiple roles of tilt GBs in annihilating radiation-induced defects in SiC. It predicts 

that tilt GBs mainly serve as a diffusion channel for defects to reach other sinks like surface 

when the defect accumulation rate at boundaries is low. The diffusion channel regime occurs in 

nano-crystalline materials with small grain diameter (smaller than 100 nm) irradiated under low 

dose rate (lower than 10-3 dpa/s) at high temperature (higher than 873 K). In other cases, when 

the accumulation rate is high, most of the defects diffused to tilt GBs are annihilated by 

dislocation climb. 

The response of {001} and {111} twist GBs to fluxes of radiation induced defects was also 

investigated. Screw dislocation networks and dislocation intersections in twist GB plane are 
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found to be strong traps for both C and Si interstitials. Because of the deep potential wells at 

dislocation intersections, point defect diffusion along the screw dislocation grid is retard and this 

can lead to defect accumulation at GBs under many circumstances. By using a combination of 

grand canonical Monte Carlo and molecular dynamics, I revealed the structural evolution of both 

types of twist GBs to annihilate accumulated interstitials. In {001} twist GBs, interstitials 

aggregate at dislocation intersections and nucleate interstitial loops lying at the interface. These 

loops can extend to absorb incoming interstitials, and this process leads to the continuous growth 

of {001} lattice plane at the interface. In {111} twist GBs, I found the formation of mixed 

dislocations with both edge and screw components. This is enabled by the faulting and 

unfaulting of stacking fault initiated at dislocation intersections. Interstitials are absorbed by the 

climb of these mixed dislocations out of the GB plane. The common feature of climbing 

dislocations with edge components in both types of twist GBs suggests this is a universal way for 

twist GBs to accommodate point defects. Because of the continuous formation and climb of 

dislocations, twist GBs can behave as unsaturatable sinks to radiation induced defects. 

A future work continuing the current research on GBs would be investigating how defects are 

transported and accommodated in general GBs with both tilt and twist features. General GBs are 

common in polycrystalline materials so their response to defect fluxes under irradiation is of vital 

importance. The methods developed in studies on tilt and twist GBs such as KMC models and 

grand canonical Monte Carlo simulations can be readily adapted to investigate response of 

general GBs to defect fluxes. Another interesting topic to investigate is the radiation response of 

large-angle tilt and twist GBs. In large-angle GBs, the distance between dislocation cores are so 

small that dislocation cores overlap with each other. These GB structures can differ significantly 

from small-angle tilt/twist GBs and so does their radiation response. Furthermore, GBs’ structure 
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evolution under defect fluxes predicted by simulations can potentially be verified by experiments. 

For instance, by fabricating bi-crystal SiC samples properly, pure tilt/twist GBs can be obtained. 

Investigation of radiation effects on these bi-crystal samples will be extremely helpful to 

understand how GBs annihilate defects and provide comparison to simulation predictions. These 

works can help to develop a full understanding of GBs’ sink strength in SiC and therefore 

improved resistance to radiation damages by interfacial engineering. 
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