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ABSTRACT 
 

Microglia are the only resident immune cells in the CNS, and they are major producers of 

inflammatory molecules. The overarching hypothesis guiding this thesis is that microglia are 

activated by pathologic forms of hypoxia, to induce the expression of pro-

inflammatory/neurotoxic molecules and contribute to neuropathology.  Experiments utilize both 

animal and cell culture models as well as immuno-magnetic microglia isolation from fresh CNS 

tissue and a newly developed flow cytometry method to directly examine the impact of hypoxia 

on microglial function and investigate the mechanisms regulating these responses.  Our initial 

studies demonstrated that a single sustained hypoxia/reoxygenation (HRO) event was sufficient 

to induce pro-inflammatory gene expression in microglia of rats exposed 2 hours of sustained 

hypoxia (10% O2) followed by a return to room air for 22 hours.  In addition, the HRO event 

modulated P2X4 and P2X7 purinergic receptor signaling pathways, such that the P2X receptor 

agonist BzATP, promoted inflammation under normoxic conditions and had protective/anti-

inflammatory effects following HRO, suggesting that microglia are activated by a single hypoxic 

event and that purinergic receptors play an important modulatory role. We next investigated the 

effects of multiple, brief HRO events (intermittent hypoxia), on microglial inflammatory 

activities. Intermittent hypoxia (IH), is a hallmark feature of sleep disordered breathing, and it 

causes significant neurological deficits. Oxidative stress and inflammatory pathways play a 

central role in IH-induced neuropathology, however, the cellular source(s) and mechanisms 

underlying IH-induced inflammation are poorly understood.  This thesis explores the role of 

microglia in IH-induced neuroinflammation, and identifies key pathways modulating these 

responses.  We found that IH up-regulated microglial pro-inflammatory genes/proteins in rodent 

models of IH, effects that are region-specific, with a time course correlating with neuron death.   
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Importantly, toll-like receptor 4 (TLR4) expression was also increased in microglia exposed to 

IH (both in vivo and in vitro) with a time course corresponding with pro-inflammatory gene 

expression acutely. However, TLR4 up-regulation persisted even after inflammation returned to 

baseline, suggesting it may not be exerting pro-inflammatory effects chronically. In vitro, we 

found that the microglial inflammatory response to IH is attenuated in primary cells derived from 

TLR4 deficient mice, suggesting that TLR4 is a key receptor mediating IH-induced microglial 

inflammatory activation.  In vitro, upregulated microglial TLR4 exacerbated their inflammatory 

response to a TLR4 agonist, lipopolysaccharide (LPS), suggesting that IH may prime microglia 

to become more pro-inflammatory.  To test if this was true in vivo, systemic inflammation was 

induced by intraperitoneal LPS injection in mice exposed to 14 days of IH.  Surprisingly, 

microglial inflammatory responses to LPS were attenuated, whereas the expression of anti-

inflammatory cytokines and trophic factors such as interferon-β, interleukin-10, and brain 

derived neurotrophic factor were increased by IH.  These findings suggest that chronic IH may 

shift the TLR4 signaling pathway from a primarily pro-inflammatory (MYD88-dominant) to an 

anti-inflammatory (TRIF-dominant) signaling pathway, perhaps as a mechanism of 

compensation to provide neuroprotection against the chronically injurious IH stimulus.  To better 

understand the gene regulatory effects of IH on microglia, we investigated the ability of chronic 

IH exposure to induce epigenetic changes known to regulate microglial inflammatory responses.  

We focused on a class of Jmj-C domain containing histone demethylases (Jumonjis) whose 

expression is up-regulated by hypoxia but also require molecular oxygen for catalytic activity.  

We found JMJD3 and JMJD5 to be enriched in microglia compared to other CNS cell types 

using the newly developed flow cytometry method. We also found JMJD3 expression to be 

increased by IH in vitro and in microglia isolated from rats exposed to IH in a time frame 
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correlating with peak inflammatory gene expression. Moreover, IH-induced inflammation in 

cultured microglia was attenuated in the presence of the JMJD3 inhibitor, GSK-J4.  These 

findings suggest that JMJD3 is an important mediator of IH-induced pro-inflammatory gene 

transcription in microglia.  Overall, this research provides fundamental information into the 

biological responses of microglia following exposure to IH, and has identified 3 pathways 

whereby IH-induces microglial inflammation.   These studies lay the foundation for future work 

exploring the manipulation of microglial inflammatory and neurotrophic phenotypes by IH. In 

addition, they also provide insight into cell regulatory mechanisms that may be therapeutically 

targeted in microglia to reduce their activation in sleep apnea and other diseases associated with 

microglial inflammatory activities and hypoxia.   
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INTRODUCTION 
 

Sleep-disordered breathing, most commonly experienced as obstructive sleep apnea 

(OSA), affects millions of people worldwide and has gained recognition over the past few 

decades as an important and growing global health concern.  By current estimates, ~6% of 

women and 13% of men between the ages of 30-70 experience moderate to severe SDB1, 

representing a 43% and 48% increase in the prevalence of SDB over the past 2 decades1,2.     

Perhaps even more alarming than the sheer prevalence of OSA is the overwhelming body of 

research linking OSA to an increased risk of developing and/or exacerbating cardiovascular 

diseases, metabolic disorders, and cognitive deficits2–6.  The most common treatment for OSA is 

continuous positive airway pressure (CPAP) which is applied via a nasal device throughout the 

night, but despite the devastating consequences of OSA, the cumbersome nature of this treatment 

along with other factors including poor education on the risks associated with OSA results in low 

patient compliance7.  As such, increased research efforts have sought to understand the 

biological consequences of OSA in order to develop new pharmacologic/therapeutic treatment 

options for OSA.  A link between all of these OSA-associated co-morbidities is inflammation 

which is known to play an important role in the initiation, progression, and/or severity of each 

condition8–10.  The pathological consequences of OSA-induced inflammation have been best-

studied in the context of cardiovascular disease and are the subject of several recent reviews11–13.  

While the relationship between the neurological consequences of OSA and inflammation are less 

clear, the central nervous system (CNS) is highly vulnerable to increases in inflammation, as 

many of inflammatory molecules are neurotoxic, and inflammation has been linked to 

exacerbation of both traumatic and degenerative neuropathologies14,15.  Evidence from animal 

models exposed to intermittent hypoxia (IH), a hallmark feature of OSA, suggest inflammation 
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underlies OSA-induced neuronal injury and cognitive impairment, and is therefore a promising 

target for therapeutic intervention16,17.  However, the cellular sources and mechanisms regulating 

this inflammation are poorly understood.  

This chapter will be divided into 3 main sections.  The first section will provide 

background information on OSA, the neurological consequences of OSA and the evidence 

implicating IH-induced oxidative stress inflammation in this pathology.  The second section will 

focus on data from animal and cell culture models discussing molecular mechanisms mediating 

IH-induced CNS injury.  In the third section we will discuss our hypothesis that microglia, the 

only resident immune cell in the CNS, play a crucial role in IH-induced inflammatory processes 

and the potential mechanisms underlying microglial responses to IH.  We focus on what is 

known about microglial inflammation, and introduce new concepts that have yet to be explored.   

OBSTRUCTIVE SLEEP APNEA (OSA) 
 

Sleep-disordered breathing is defined as intermittent and cyclical cessations in breathing 

(apneas) or reductions in airflow (hypopneas) that are: specific to the sleep state, significant 

enough to cause hypoxemia and hypercapnea, and often result in arousal from the sleep state18.  

Thus, sleep-disordered breathing has two primary hallmark features: intermittent hypoxemia and 

sleep fragmentation18.  Sleep apnea is the most common form of sleep-disordered breathing and 

occurs due to: 1) a collapsing or “obstruction” of the upper airway (OSA); 2) a “central” event or 

cessation of brainstem respiratory motor output (central sleep apnea; CSA); or 3) a combination 

of the two18.  

OSA is the most common (~90% of all cases) and the best studied form of sleep-

disordered breathing6, and will be the primary focus of this review.  The severity of OSA is 

defined by the apnea/hypopnea index (AHI) where the combined number of apnea and hypopnea 
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events is divided by the number of hours asleep.  OSA severity is classified as mild (AHI 5<15), 

moderate (AHI 15<25), or severe (AHI<25)18.  Approximately 1 in 5 adults have an AHI <5.  

The prevalence and severity of OSA is significantly increased in obese patients19.  While obesity 

is the largest risk factor for developing OSA, additional risk factors include: male sex, age, 

ethnicity, menopause, and craniofacial abnormalities2,19,20.  Obesity and aging are two prominent 

risk factors for developing OSA2,19, and as such, the prevalence of OSA is likely to increase as 

the incidence of obesity and life expectancy continue to rise19.  This is particularly concerning as 

OSA increases the risk of developing and/or exacerbating existing cardiovascular disease, 

metabolic disorders, and cognitive deficits3–5,21,22.  CPAP is the most common and effective 

treatment for OSA23, and regular use of CPAP can reverse many of the adverse side effects of 

OSA24,25.  While CPAP is particularly effective in improving cardiovascular and metabolic 

outcomes for OSA patients, CPAP is less effective in reversing OSA-induced cognitive 

deficits25–27, suggesting that OSA can cause permanent CNS damage.  Thus, alternative 

mechanisms to treat the neuropathological consequences of OSA are of particular interest. 

In addition to affecting adults, OSA is experienced by at least 2-3% of school-aged 

children, and 10-20% of children who are habitual snorers19. Risk factors for children include 

obesity and enlarged adenoid tissue that constricts the upper airway19.  In children, OSA caused 

by enlarged adenoid glands can be surgically corrected by removal of the excess tissue28–30.  Left 

untreated, the condition often improves over the course of development as the upper airway 

widens, but long-lasting cardiovascular and cognitive consequences last into adulthood19,31,32.  

While there are many similarities in the pathology of OSA between adults and children 

including: disruptions to the cardiovascular system, metabolism, cognitive processing and 

increased inflammatory processes, the overall effect of OSA on these systems are different 
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during development and the adult33.  Because age-dependent differences in the pathophysiology 

of OSA and its associated co-morbidities are beyond the scope of this research in this thesis, we 

focus here on the effects of OSA in adults, but will draw inference from studies in children when 

necessary.  For a review on the pathophysiology of OSA in children refer to34,35.   

OBSTRUCTIVE SLEEP APNEA AND CNS DYSFUNCTION 
 

Adults with untreated OSA self-report increased excessive daytime sleepiness (EDS)36, 

difficulty with concentration, mood instability, depression, and cognitive problems that 

significantly impact quality of life37.  Clinical studies investigating the effects of OSA on 

cognition have yielded mixed results that have made it difficult to discern the direct impact of 

OSA on specific cognitive processes38,39. These inconsistencies are likely due at least in part to 

differences in sample population criteria, and differing batteries of the neurocognitive tests used.  

However, the interpretation of these studies is also complicated by the fact that many patients 

with OSA also have co-morbidities that are associated in their own right with neurocognitive 

decline including diabetes, hypertension, and cerebrovascular disease21.  In addition, the 

neuropathology of OSA is likely to progress with time, and OSA is often diagnosed years after 

symptom onset, making it difficult if not impossible to normalize for time since disease onset40.  

Regardless, the overwhelming number of studies reporting cognitive deficits in OSA patients is 

telling and highly suggestive that OSA negatively impacts cognition.  More recently, imaging 

studies have demonstrated that OSA patients have neuroanatomical and metabolic abnormalities 

that are consistent with studies indicating cognitive decline41–50.  In addition, neural injury and 

cognitive impairment are present in animal models designed to mimic the intermittent hypoxia 

aspect of OSA51,52.  Taken together, these studies exemplify the negative impact of OSA on 
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neural function.  Below we will briefly discuss the major findings and recent advances arising 

from clinical, neuroimaging, and animal studies on the effects of OSA on the CNS.   

Neurological Consequences of OSA  

Clinical studies in adult patients with OSA show a relationship between OSA and 

cognitive impairments which present as attention deficits, memory loss, and decreased executive 

functioning.  For a comprehensive review on the neurological consequences of OSA, refer to 

reference 53.  A large population-based study into the effect of OSA on attention found that OSA 

patients have reduced coordination of fine motor skills during sustained attention and 

concentration that is not explained by fatigue or daytime sleepiness54.  Additionally, studies 

revealed increases in involuntary attention switching in OSA patients that correlated with both 

sleep fragmentation and hypoxemia55.  Combined, these studies indicate that OSA causes 

significant deficits in attentive behavior.   

Memory is a complex function that can be divided into two main classifications: short-

term and long-term.  Memory impairment is a common complaint in OSA patients53.  A large 

collection of studies have been performed investigating the effects of OSA on memory, and 

some degree of impairment is clear. However, a consensus on the type of memory affected by 

OSA remains unclear53.  Studies controlling for vigilance report verbal episodic memory is the 

most affected by sleep apnea56,57 Overall, these findings suggest OSA has a negative impact on 

memory, however the effects may be small and variable.  

Executive function is a term that broadly refers to the management and control of 

cognition and includes: working memory, reasoning, planning, multi-tasking, and problem 

solving.  Several studies have reported deficits in various aspects of executive functioning in 

untreated OSA patients57,58, and these impairments have been associated with decreased 
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activation of the prefrontal cortex59.  Possibly, the most notable and intriguing data implicating 

OSA in the impairment of executive function come from studies investigating the impact of OSA 

on incidence of automobile accidents.  People with OSA are 2-7 times more likely to be involved 

in automobile accidents19,58,60 The complex act of driving integrates executive functioning with 

attention and vigilance, all of which are negatively affected by OSA.   The increased incidence of 

automobile accidents likely represents a tangible and potentially devastating manifestation of the 

combined negative consequences of OSA on cognition.   

To correlate cognitive impairments observed in OSA to changes in the underlying 

neuroanatomical structure, a growing body of studies has taken advantage of MRI technology 

and new highly sensitive analytical techniques to measure gray matter in patients with OSA 

compared to controls.  For a comprehensive review of these findings refer to reference 43.  The 

areas the area most affected by OSA are regions associated with memory, attention, and higher 

cognition. Significantly reduced gray matter has been reported in the hippocampus and temporal 

cortices in patients with OSA.  In addition to affecting regions of higher cognition, several 

studies have found decreased gray matter in regions of the cerebellum associated with motor 

regulation of the upper airway as well as cognitive processing  

Neurodegenerative diseases and Traumatic/Ischemic injury 
 

In addition to the negative effects of OSA on normal cognition, OSA is highly correlated 

with other major neurological problems.  Indeed, over 50% of patients with ischemic (e.g 

stroke), traumatic (e.g. spinal or brain injury), neurodegenerative (e.g. Alzheimer’s disease61, 

Parkinsons’s disease62,63, Amyotrophic Lateral Sclerosis, Multiple Sclerosis), and genetic neural 

disorders (e.g. Down’s syndrome, Fragile X) experience sleep disordered breathing/OSA64.  Of 

these, the association between OSA and ischemic injury/stroke has been the best studied.  The 
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percentage of stroke patients with sleep apnea is strikingly high and has been reported to be 

anywhere from 45% to 95% of patients65.  Untreated OSA increases the risk factor for having a 

stroke by >2.5 fold in men66, and stroke patients with preceding OSA have more functional 

deficits than those without OSA and spend more time in the hospital following the ischemic 

event65.  In addition, if the OSA remains untreated, stroke patients have increased 

morbidity/mortality rates, and they are at a heightened risk for having a subsequent stroke.   

The impact of OSA on the progression of neurodegenerative and genetic disorders is less 

understood.  However, a recent study in a small population of Alzheimer’s patients with OSA 

found that CPAP improved cognitive scores in the fields of memory and attention67 suggesting 

that some of the cognitive deficits exhibited in these patients could be slowed or reversed by 

treating the OSA.  However, these studies need to be repeated on a larger cohort of patients.  

OBSTRUCTIVE SLEEP APNEA: AN INFLAMMATORY DISORDER? 
 

Inflammation is a complex, programmed biological process that is initiated in response to 

infection or injury. It is the body’s natural mechanism designed to remove/heal the insult and 

return the system to homeostasis.  However, when this process goes unchecked or becomes 

dysregulated, it has deleterious effects on health and can often cause or exacerbate disease. Over 

the past several years, numerous studies have reported that patients with OSA have higher levels 

of circulating inflammatory molecules compared to matched control subjects without OSA68–70.  

While the biological consequences of OSA-induced inflammation are not well understood, it is 

hypothesized to play a role in the development and progression of OSA-associated co-

morbidities69,71,72.   
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Systemic Immune Response 

The connection between OSA and inflammation is best documented in the periphery, 

where both children and adults with OSA are reported to have higher levels of circulating 

inflammatory molecules.  Increased levels of the pro-inflammatory cytokine, tumor necrosis 

factor (TNF)-α in OSA patients is perhaps the most consistent evidence to support the notion that 

OSA can directly activate inflammatory pathways69,73.  In addition to TNFα, other molecules 

indicative of inflammation are reportedly increased in OSA patients including the pro-

inflammatory cytokines interleukins (IL)-1α, -6, -8, and -18, and cell adhesion molecules 

(CAMs)68,74,75. Additionally, circulating levels of the anti-inflammatory cytokine IL-10 are 

decreased in OSA patients13,68.  T-cells, monocytes, and neutrophils are reported to be major 

producers of inflammatory molecules in response to OSA76.  Many of these molecules decrease 

to normal levels after surgery or treatment of OSA with CPAP69, suggesting that the increased 

inflammation is a direct consequence of OSA.   

Consequences of inflammation 
 

Inflammation is known to increase the risk of developing and/or exacerbating 

cardiovascular disease, metabolic syndrome, mood disorders, and neurodegenerative 

diseases9,15,77,78.  Therefore, OSA-induced inflammation may be one mechanism underlying the 

pathological consequences of OSA.  Here we will explore this concept more fully, as well as 

what is known about inflammation in the progression of cardiovascular, metabolic, and cognitive 

disorders.   

Cardiovascular Disease 
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The causative link between inflammation and cardiovascular disease is becoming 

increasingly appreciated, and the role of OSA in this paradigm has been the subject of several 

recent reviews68,69.   

Inflammation has been implicated in all phases of atherosclerosis development10.  It is 

understood that immune cells, primarily monocytes, adhere to the vasculature in response injury, 

lipid peroxidation, or even infection, and produce inflammatory molecules such as cytokines, 

chemokines, and adhesion molecules that facilitate the recruitment of foam cells, ultimately 

resulting in vascular plaque formation10.   

Several of the pro-inflammatory molecules reported to be increased in OSA patients 

including TNFα, IL-8, and CAMs independently increase the risk for developing atherosclerosis 

and other cardiovascular diseases.  Cardiovascular disease and particularly atherosclerosis, is 

associated with cognitive decline79,80.  While all of the factors discussed above can contribute to 

heart disease, they are also predictors of CNS dysfunction77.  The brain is a highly metabolic 

organ, utilizing up to 20% of total oxygen consumption81.  Plaque formation and narrowing of 

the cerebrovasculature reduces blood flow to the CNS resulting in inefficient oxygen delivery 

and waste removal.  This can ultimately result in the development of a form of dementia known 

as vascular dementia79.  In addition, increased inflammation within the cerebrovasculature can 

cause endothelial cell dysfunction and disruption of the blood brain barrier, thus increasing 

diffusion of inflammatory molecules and enabling peripheral immune cell infiltration into the 

CNS10.    

Cognitive deficits 
 

While it is unknown if OSA-induced systemic inflammation plays a definitive, causal 

role in the associated cognitive impairments, there is some evidence in support of this idea.  As 
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previously discussed, there is an increased incidence of mood disorders including mood 

instability, depression, and cognitive problems that significantly impact quality of life among 

patients with OSA37,82.  While the root of these problems is unknown, chronic systemic and 

central inflammation are believed to be a contributing factor to the development of major 

depressive disorder83 supporting the idea that OSA-induced inflammation may underlie some of 

these mood disturbances experienced by OSA patients72.  Many of the inflammatory molecules 

increased in patients with OSA are among the molecules identified to regulate depressive 

disorders including: TNFα, IL-6, CAMs, and various chemokines72.  Although this is an 

intriguing prospect, there have been no studies yet that have directly examined the correlation 

between OSA, inflammation, and mood disruption. 

To our knowledge, only two studies have directly investigated the relationship between 

OSA-induced inflammation and cognitive impairments.  The first study found that increased 

blood concentrations of the soluble TNF-receptor 1 (sTNF-R1) correlated with diminished 

cognitive performance72. The second found that OSA patients with metabolic syndrome are at an 

increased risk of developing cognitive deficits compared to those without metabolic syndrome77. 

But interestingly, after stratifying for inflammation, only those with metabolic disorder coupled 

with a high level of inflammation were at risk for developing cognitive deficits77.  These results 

indicate that inflammation may be a more robust predictor of the risk for developing OSA-

induced cognitive decline. Failure to account for this may explain some of the discrepancies 

between studies investigating the impact of OSA on cognition.   

IH AND NEUROPATHOLOGY: FINDINGS FROM ANIMAL MODELS 
 

IH is only one component OSA.  OSA patients also experience sleep fragmentation and 

airway obstructions which cause increased intratracheal pressure6. In addition, OSA patients 
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often have confounding variables such as obesity and existing cardiovascular disease.  While the 

consequences of OSA are likely to be combinatorial, with all of these factors contributing to 

pathology, animal models mimicking the IH aspect of OSA have become useful research tools to 

study the pathophysiology of OSA since they develop cardiovascular, metabolic, and cognitive 

disorders51,84–86 that are similar to presentations in OSA patients.  The role of oxidative stress and 

inflammation in the progression of IH-induced neural injury are among the exciting findings 

emerging from this body of research. 

Intermittent hypoxia is a broad term used to describe repeated exposures of hypoxia 

followed by reoxygenation.  It is important to note that not all IH protocols are made equal, and 

they can have widely disparate effects on the system depending on hypoxia severity, duration, 

and number of the hypoxic events87.  Indeed, mild to moderate IH protocols can have beneficial 

effects and can be used therapeutically88–90, while severe and chronic IH protocols (as in the 

sleep apnea animal model) cause deleterious and pathologic effects51.  In this chapter, we focus 

on the pathologic paradigms of IH as those induce neuroinflammation, promote cognitive and 

memory impairments, and promote neuronal loss in rodent models.   

IH-induced neurotoxicity 
 

Whereas insights from clinical studies have yielded useful information into the 

neuropathology associated with OSA, the mechanisms underlying OSA-induced cognitive 

deficits and neural injury are not easily studied in humans. Animal models mimicking the IH 

component of OSA exhibit cognitive deficits and neuronal injury strikingly similar to what is 

observed in OSA patients.  In a seminal paper by Gozal et al., they reported increased neuronal 

apoptosis in cortical and hippocampal regions in rats exposed to intermittent hypoxia, and this 

neuronal loss correlated with spatial learning deficits91.   This was the first study to report neuro-
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cognitive deficits in an animal model of IH and it has since sparked intense research efforts into 

the neuropathological consequences and molecular mechanisms underlying IH-induced CNS 

injury.   

Consistent with the MRI information from OSA patients, animal models also exhibit 

regional susceptibility of IH-induced damage. In both mouse and rat animal models, regions 

associated with memory and cognition are the best studied.  Numerous studies using both rodent 

models have reported that neurons in the cortex17,91–93 and hippocampus 91,93 are particularly 

susceptible to IH-induced apoptosis, and this apoptosis is associated with decreased performance 

on cognitive tests91,93.  Surprisingly, there is differential susceptibility of neurons within the 

hippocampus to the damaging effects of IH; significant neuronal apoptosis is observed in the 

CA1 region, while the CA3 region is somehow protected from these effects91,94.  Additional 

studies in animal models have provided evidence of IH-induced neural injury to cerebellar 

Purkinje cells and apoptosis of fastigial nuclei neurons, both of which are important for 

cardiovascular and respiratory patterning and control47.  Interestingly, in several cases, neuronal 

death and cognitive impairments were prevented or reversed with the administration of 

compounds that interfere with oxidative stress and inflammatory pathways16,17,95–99.  These 

findings suggest that oxidative stress and inflammation may underlie IH-induced neural injury.  

Role of oxidative stress and inflammation in IH-induced neuronal death 
 

Oxidative stress and inflammation are highly interrelated, and both are known to cause 

neuronal death.  Repeated exposure of hypoxia and reoxygenation can induce cellular oxidative 

stress, or a shift in the energy balance within a cell resulting in increased production of reactive 

oxygen species (ROS) or reactive nitrogen species (RNS) that supersede the antioxidant 

capabilities of the cell100.  Animal models of IH exhibit signs of oxidative stress within the CNS 
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as evidenced by the presence of lipid peroxidation93, and increased levels of ROS- producing 

enzymes 97,99, all of which correlate with neuronal death and cognitive impairments.  In addition, 

antioxidant treatment95,96 or inhibition of ROS producing enzymes96 can reverse these effects, 

further signifying the importance of oxidative stress in the progression of IH-induced neuronal 

injury.   

Oxidative stress is an upstream mediator of inflammatory processes101, and of particular 

note, has been shown to regulate the expression of the pro-inflammatory enzymes inducible 

nitric oxide synthase (iNOS) and cyclooxygenase-2 (COX-2), both of which have been 

implicated in the progression of IH-induced neuronal injury14,101,102.  In animal models, IH 

induces the expression of iNOS and COX-2 in neuronal cells, and inhibition of either molecule 

has protective effects against neuronal apoptosis and cognitive deficits16,98.  Taken together, 

these studies implicate oxidative stress and inflammation as key mechanisms whereby IH 

induces neuronal death. Oxidative stress may be an upstream mechanism by which IH induces 

inflammation within the CNS.   

DIFFERENTIAL CELLULAR RESPONSES TO INTERMITTENT HYP OXIA 
 

Animal models of IH provide useful information regarding the effects of IH in the CNS.  

However, the complexity of the intact system makes it difficult to ascertain the direct effects of 

IH on specific CNS cell types.  While animal models are more physiologically relevant, cell 

culture systems are useful tools for the study of specific cell populations, and in vitro systems 

provide unique insights into the differential cellular responsiveness to a given stimuli.   

Approximately 1011- 1012 neurons comprise the adult CNS, and they are supported by 

possibly 2 times that many glial cells including astrocytes, oligodendrocytes, and microglia.  

Before discussing the cellular susceptibility to intermittent hypoxia it is important to note the 
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heterogeneity that exists within of CNS cell populations.  For example, hundreds of distinct 

neuronal cells have been classified based on function, morphology, neurotransmitter production, 

and localization within the CNS.  As such, it is reasonable to presume that there will be at least 

some heterogeneity in the cellular responses of neurons and the surrounding glial cells to IH due 

to differences in cellular functions and the microenvironments in which the cells reside.  This is 

particularly important to consider when interpreting tissue culture studies which utilize either 

immortalized neuronal cell lines or primary cells cultured from embryonic tissues that are grown 

in vastly different environments compared to the native, intact system.  Here we will discuss 

what is known about the molecular mechanisms mediating differential cellular susceptibility and 

responses of CNS cells to oxidative stress and inflammation, and how these findings relate to IH-

induced neuropathology.   

Thus far, few studies have looked at the effects of IH on CNS cells in culture.  However, 

numerous studies have investigated the impact of a single sustained hypoxic event followed by 

reoxygenation.  This paradigm of hypoxia/reoxygenation (HRO) is commonly utilized to study 

one aspect of ischemia/reperfusion injury, with other features being nutrient (glucose) 

deprivation and mechanical injury caused by reperfusion of the tissue.  Because of the relevance 

of HRO to ischemic injury, its cellular and neuropathologic effects have been widely studied, 

and may provide useful insights into the mechanisms underlying IH-induced injury.  Importantly, 

in HRO models, cells are exposed to a single sustained hypoxic episode followed by a single 

reoxygenation event, while IH consists of repeated, shorter episodes of hypoxia and 

reoxygenation.  Thus, the HRO model may provide insights into the general cellular responses to 

hypoxia and reoxygenation, although the pattern and duration of HRO as experienced in IH, are 

certain to impact cellular responses.  Nevertheless, with so few studies investigating IH in 
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culture, we will draw on the HRO literature when necessary to piece together what is known 

about the cellular responses to hypoxia, and combine this with data from animal studies to 

speculate about the differential effects of IH on CNS cells.   

Neurons 
 

Neurons form the core component of the CNS and facilitate all sensory, motor, and 

cognitive functions.  Although there is evidence for neuro-regeneration in the hippocampus and 

olfactory bulbs, neurons are primarily post-mitotic cells that differentiate from stem cells early 

during development; this differentiation ceases into adulthood103.  This inability for neuronal 

cells to regenerate may explain why CPAP therapy is less effective in restoring OSA-induced 

cognitive impairments.  Thus, the mechanisms underlying neuronal death/dysfunction are of 

particular interest for the development of new therapeutic interventions.   

Neurons are by far the best studied CNS cell in the context of IH.  As expected, IH 

affects various neuronal populations differently. As previously discussed, IH causes neuronal 

injury and death in cortico-hippocampal regions while other regions including the brainstem and 

spinal cord neurons undergo physiological adaptations that are believed to be neuroprotective to 

preserve the cardio-respiratory system51.  Such differences are difficult to recapitulate in vitro, 

likely due to the difficult nature of culturing certain populations of neurons as well as an inability 

to accurately recapitulate the proper microenvironment.  To our knowledge, no studies have 

investigated the impact of IH on neuronal cultures.  However, several studies have investigated 

HRO, in hippocampal and cortical neurons.  Exposure of these neurons to HRO in culture 

promotes apoptotic cell death as a result of increased ROS and RNS which induce glutamate 

release from neurons.  Glutamate binds NMDA receptors, enhancing excitability, and causes cell 
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death due to excitotoxicity104.  Neuronal survival in response to HRO is increased in the presence 

of antioxidants and/or ROS/RNS inhibitors100,104,105.  

Astrocytes 
 

Astrocytes are the most numerous glial cell type in the CNS.  They provide metabolic 

support to neurons, uptake neurotransmitters, regulate ion homeostasis, maintain the blood-brain 

barrier, and mediate scar formation/tissue repair in response to injury106.  Astrocytes have long 

been appreciated for their ability to produce neurotrophic factors that support neuron health106, 

but very little is known about their response to IH.   

To date, only one study has specifically looked at the astrocytic response to IH. In a rat 

model of IH, there was significant astroglial hyperplasia and hypertrophy in the cortex and 

hippocampus that persisted even after neuronal apoptosis had ceased107 In addition, they 

observed increased branching and restructuring of neuronal circuits despite the presence of 

reactive gliosis.  Thus, astrocytes may be neuroprotective and promote survival under conditions 

of chronic exposure to IH.  This is consistent with a previous study where astrocytes exposed to 

HRO in culture increased IL-6 production in a ROS-dependent manner, and this IL-6 protected 

PC-12 neurons from HRO-induced death108.   

Astrocytic processes line the vasculature in the CNS and help maintain the integrity of 

the blood-brain barrier109.  IH increases angiogenesis and vascularization of the CNS110, but thus 

far, no studies have examined whether IH alters the integrity of the vasculature within the CNS.  

If IH does alter the integrity of the vasculature within the CNS, it could result in the breakdown 

of the blood-brain barrier and increase leakage of proteins and water into the CNS promoting 

brain damage111.  Results from studies investigating astrocyte/blood-brain barrier function in 

response to HRO have yielded mixed results111.   
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Oligodendrocytes 
 

Oligodendrocytes are the myelinating cells in the CNS.  They undergo a complex 

proliferation and differentiation process culminating the insulation axon sheath112.  Disruption of 

myelination during development results in cognitive deficits and neuro-structural 

abnormalities112. In the adult CNS, demyelination causes reduced signal transduction, axon 

damage and neuron death.  To date, no study has directly examined the effects of IH on 

oligodendrocytes in the adult CNS, but adults with OSA have reduced white matter in multiple 

CNS regions, which suggests there may be demyelination, shrinkage of axons, and/or axonal 

loss113. One study investigating the effects of IH on the developing CNS found that IH causes 

significant damage to immature oligodendrocytes while mature oligodendrocytes are less 

affected114.  Interestingly, there are regional differences in the effects of IH on oligodendrocytes, 

as there was decreased myelination in the corpus callosum, striatum, fornix, and cerebellum 

whereas the pons and spinal cord retained normal myelination114. In addition, IH decreased the 

expression of several proteins associated with myelination in the affected CNS regions, 

indicating that changes in the process of myelination and possibly arrested oligodendrocyte 

maturation correlate with observed decreases in neurofilament synthesis, stunted axonogenesis, 

and synaptogenesis114.  A second study investigating the effects of IH on the developing brain 

also showed that IH caused significant decreases in the myelination of the corpus callosum, and 

that these effects were irreversible and more severe in IH-treated animals compared to those 

treated with sustained hypoxia110. These findings may explain the long-lasting cognitive deficits 

exhibited by children with OSA and young animals exposed to IH.  However, the mechanisms 

underlying IH-mediated injury of oligodendrocytes remain unclear.   
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Microglia 
 

Microglial cells are similar to macrophages and are the only resident immune cell in the 

CNS.  In the healthy brain, microglia exhibit a ramified morphology with highly dynamic 

processes that continuously survey the brain, monitor synaptic health, and facilitate synaptic 

pruning/remodeling115.  When disturbances in cellular homeostasis are detected, they undergo a 

complex activation process enabling them to migrate to the site of injury, proliferate, 

phagocytose cells or cellular debris, and produce large quantities of neurotoxic and/or 

neuroprotective molecules115.  Microglial activation and production of inflammatory molecules 

contributes to neurotoxicity in almost all known neurodegenerative, traumatic and ischemic 

injuries.  The involvement of microglia in the contribution to IH-induced neuropathology has 

been widely speculated, but no studies except our own (Chapters 4, 5, and 6) have directly 

investigated the impact of IH on any microglial activity.   

Although no studies have directly investigated the role of microglia in OSA or IH-

induced neural injury, these cells are a likely source of inflammation in the CNS.  We know that 

a single episode of hypoxia/reoxygenation is sufficient to activate cultured microglia and 

promote an inflammatory state116.  Many molecules have been shown to regulate the microglial 

inflammatory response to HRO including oxidative enzymes, mitogen-activated protein kinases 

(MAPKs), and transcription factors ultimately resulting in production of pro-inflammatory 

molecules117–123.  These molecules and their potential role in IH-induced inflammation will be 

further discussed.  In addition, IH causes oxidative stress and neuronal damage, both of which 

are signals of cellular distress that induce the release of molecules known to activate microglia 

124.  Microglial production of inflammatory molecules in response to inflammatory stimuli likely 

exacerbates the already injured CNS and further promotes neuronal injury.  In the following 
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sections, we will explore the possible role of microglia in IH-induced inflammation and 

neuropathology in greater detail. 

INTERMITTENT HYPOXIA AND CNS INFLAMMATION 
 

Thus far, we have provided a literature review on neuropathological consequences of 

OSA as well as evidence for inflammation as an important factor in the development of OSA 

associated co-morbidities.  Studies in animal and cell culture models have revealed the extensive 

mechanistic and regional heterogeneity in the cellular responses to IH and HRO.  Additionally, 

animal models identify oxidative stress and inflammation in the CNS as the cause of cortico-

hippocampal neurotoxicity and cognitive deficits following exposure to IH.  These studies have 

provided significant advances into the mechanisms underlying the neuropathological 

consequences of IH and OSA.  However, the cellular source(s) of IH-induced neuroinflammation 

and the molecular underpinnings of this inflammation are not well understood.   

The CNS was once believed to be an immune privileged organ.  It is now well-

established that the CNS has a specialized population of resident innate immune cells known as 

microglia that act as the first line of defense against infection or injury, and that are often a major 

source of inflammatory molecules within the CNS115.  However, despite their fundamental role 

in neuroinflammation, microglia have never been studied in the context of IH or OSA.  In the 

following sections, we focus on microglial cells, present possible mechanisms whereby IH can 

activate microglia, and discuss their potential contributions to IH-induced neuropathology. 

MICROGLIA  
 

Microglia are derived from myeloid progenitor cells that migrate into the brain 

parenchyma during embryonic development where after they become trapped when the blood 

brain barrier forms. They then differentiate into a self-renewing population of mature microglial 
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cells115.  Following this window of CNS infiltration, there is little to no exchange between the 

blood and brain parenchyma, and thus, microglia exist as a stable cell population that inhabits the 

brain, spinal cord, eye, and optic nerve.   

While microglia are often compared to macrophages due to their etiologic and phenotypic 

similarities, microglia are a specialized immune population with functional characteristics which 

are especially suited for monitoring and responding to changes within the CNS125.  In the healthy 

CNS, microglial cells have a ramified morphology with extensive processes that continuously 

survey the environment.  Microglial activities are essential for the development and maintenance 

of the healthy CNS, as they unremittingly monitor synaptic activity, produce neurotrophic 

factors, and facilitate synaptic pruning/remodeling115.  When disturbances in CNS homeostasis 

are detected due to altered neuronal activity, infection, trauma, or neurodegeneration, microglia 

rapidly alter their phenotype in a programmed response to the given stimuli. These responses can 

include increased motility, proliferation, phagocytic activity, and the production of pro/anti-

inflammatory and/or immunomodulatory molecules.  As previously discussed, the CNS is a 

highly complex organ with extensive regional and cellular heterogeneity which results in vastly 

different microenvironments.  As such, microglial cells are not a homogeneous population, and 

they have extensive regional differences in their basal activities126–128 as well as in their 

responses to pathologic stimuli129.  Indeed, differential microglial responses may underlie some 

of the regional heterogeneity in neurotoxicity in the context of IH.  

Microglia are a major source of pro-inflammatory molecules within the CNS.  Many of 

these inflammatory molecules are transcriptionally regulated and are very lowly expressed in the 

healthy CNS, but they can be rapidly transcribed and produced in large quantities in response to 

pathologic stimuli130,131.  Many of the pro-inflammatory molecules produced during pathology 
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are neurotoxic, and thus, if this system goes unchecked, it can cause severe neurological damage.  

Dysregulation of microglial inflammatory pathways are believed to contribute to the progression 

of neurodegenerative pathologies102.   

POTENTIAL MECHANISMS OF IH-INDUCED MICROGLIAL ACTIV ATION 
 

Very little is known regarding the mechanisms mediating IH-induced CNS inflammation.  

In this section we will discuss three potential methods by which IH can activate microglia: 1) 

Systemic inflammation cross-talk with the CNS, 2) Indirect activation of microglia by damage-

associated molecular patterns (DAMPs) released from surrounding cells that have been injured 

by IH, and 3) Direct activation of microglia by IH.  While we will be discussing these 

possibilities separately and in more detail below, they are highly interconnected and share many 

common signaling molecules and inflammatory cascades.  See Figure 1 for our working 

schematic for how these 3 pathways are activated by IH and integrate to promote 

neuroinflammation/pathology.   

Systemic Inflammation 
 

While increased systemic inflammation in OSA and animal models of IH is well 

established, it is unclear whether it is sufficient to induce inflammation in the CNS.  While the 

CNS is to some extent protected from peripheral immune responses, there is ample evidence in 

support of peripheral involvement in the induction of central immune responses despite the 

presence of the blood brain barrier.  These mechanisms will be discussed below. (Fig.1, A & B) 

Direct communication between peripheral and central inflammation 
 

Circulating inflammatory molecules can gain entry into the CNS via active transport 

mechanisms as has been described for IL-1, TNFα, and IL-1ra132.  Alternatively, it is possible 

that these molecules gain direct entry into the brain parenchyma through the circumventricular 
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regions such as the organum vasculosum lateralis terminalis (OVLT), where the BBB is 

lacking133.   Both of these methods would facilitate direct microglial activation by circulating 

inflammatory molecules.  

Blood brain barrier disruption 
 

The BBB is a highly selective barrier that is formed by tight junctions between 

cerebrovascular endothelial cells, a thick basement membrane, and a layer of astrocytes that 

separates the blood from the cerebral spinal fluid111.  Despite the protective nature of the BBB, 

circulating cytokines can directly bind to the endothelial cells in the brain and induce endothelial 

production of inflammatory molecules that readily cross the BBB such as nitric oxide (NO) and 

prostaglandins that can directly activate microglia and cause damage to surrounding neurons and 

astrocytes.  In addition, both of these molecules are known to cause breakdown of the BBB134, 

thus permitting direct entry of cytokines/chemokines as well as peripheral immune cells into the 

otherwise restricted CNS parenchyma.  An additional mechanism by which the BBB may 

become compromised in the context of IH is through negative effects of IH directly on the 

endothelial cells and astrocytes that comprise the BBB111.  However, while BBB disruption is 

possible, this mechanism is unlikely to occur in response to IH as peripheral immune cells have 

not been reported to accumulate in the CNS and we have not observed measurable lymphocytes 

or monocytes in our studies (data not shown). 

Vagal nerve transmission 
 

Although it is not fully understood, there is evidence that stimulation of peripheral vagal 

neural afferents by inflammatory cytokines can directly induce production of pro-inflammatory 

cytokines in the CNS.  This was best demonstrated with peripheral administration of the pro-

inflammatory cytokine, IL-1135, or lipopolysaccharide (LPS)136, a component of the gram-
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negative bacterial cell wall and a potent immune activator. However, this response was abolished 

in vagotomized animals135,136, which suggests that peripheral inflammatory signals can be 

perpetuated in the CNS via the vagal nerve.  

Indirect activation of microglia by DAMPs released from stressed/injured cells 
 

Microglia are master surveyors of their environment.  While the mechanisms by which 

microglia sense their environment are not fully understood, it is well established that they 

possess receptors that are activated by molecules released from stressed/dying cells124,129.  Upon 

activation of these receptors, microglial inflammatory, phagocytic, and/or migratory activities 

can be initiated115.  In animal models of IH, these damage associated molecules may be released 

from injured or stressed neurons and glia resulting in microglial activation (Fig. 1, D).  In the 

following sections, we will discuss potential receptor families and molecules mediating this 

response.  

Damage-Associated Molecular Patterns (DAMPs)  
 

Cell culture and animal models reveal that cortical and hippocampal neurons are highly 

susceptible to HRO-induced oxidative stress and cell death.  Injured/stressed neurons and glia 

release stress molecules (collectively known as DAMPs, damage-associated molecular patterns) 

into the extracellular space that function as ‘alarmins’ or danger signals to microglia124.  Many 

DAMPs are endogenous ligands for pattern recognition receptors (PRRs) or scavenger receptors 

expressed on microglia, and as a result, they are capable of initiating a sterile immune response.   

PRRs are best known for their ability to bind highly conserved motifs expressed by 

microbial cells, known as pathogen-associated molecular patterns (PAMPs)137.  Four families of 

PRRs have been identified: Toll-like receptors (TLRs), NOD-like receptors (NLRs), C-type 

lectin receptors (CLRs), and Retinoic acid-inducible gene (RIG)-I-like receptors (RLRs).  Within 



25 
 

 

the CNS, these receptors are primarily expressed on microglial cells, but they can also be found 

to varying degrees on neurons, astrocytes, and cerebrovascular endothelial cells138.  We will 

discuss the potential role of these PRRs and DAMPs in IH-induced CNS inflammation with a 

particular emphasis on the TLRs and NLRs (see inflammasome).  

Toll-like Receptors (TLRs) 
 

The TLR family is arguably the best studied of the PRRs.  They consist of a single 

transmembrane domain with an extracellular N-terminal domain comprised of leucine-rich 

repeats (LRRs) and a cytoplasmic tail with a conserved region known as the Toll/IL-1 receptor 

domain (TIR)139. Ten human and at least12 rodent TLR receptors have been identified, and are 

distinguished based on their associated ligand affinity and signaling pathways.  Upon ligand 

binding, TLRs homo- or hetero- dimerize resulting in activation of complex intracellular 

signaling cascades that ultimately lead to the expression of a wide array of genes involved in 

inflammatory responses140; and this transcriptional profile differs among cell types and the 

specific TLR activated141. TLR signaling cascades can be roughly divided into two distinct 

pathways based on the major adaptor molecules utilized for signal transduction.   With the 

exception of TLR3, the most prominent TLR signaling cascade involves the recruitment of an 

adaptor protein, Myeloid differentiation factor-88 (MyD88), which initiates a cascade of events 

ultimately leading to MAPK activation and transcription factor activation including: nuclear 

factor kappa-light-chain-enhancer of activated B cells (NFκB), activating protein (AP)-1, and 

hypoxia inducible factor (HIF)-1α142–145. Alternatively, TLR3 recruits a different adaptor protein 

known as TIR domain containing adaptor inducing IFNβ (TRIF) which again, through a multi-

step process ultimately results in the activation of the transcription factor, interferon responsive 

factor (IRF)- 3 and 7 which translocate to the nucleus to directly induce (or indirectly through 
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activation of STAT1) to induce type-I interferons and interferon related genes145,146.  

Importantly, TLR4 is also capable of activating the TRIF pathway.  See Figure 2 for a model 

depicting the TLR4-mediated MYD88- and TRIF- dependent signaling cascades..  For a 

complete review of TLR receptors and their signaling pathways see reference 147. 

TLR Signaling in the CNS 

Within the CNS, microglia are the primary cells expressing TLRs.  Microglia express 

TLRs 1-9148 and these receptors are potent regulators of microglial immune responses.  In 

addition to microglia, astrocytes, oligodendrocytes, and neurons have all been reported to 

express TLRs under certain conditions138.  However, the functional relevance of TLRs in these 

cells is not well understood and therefore, will not be further discussed here.  Activation of 

microglial TLRs has been best studied in the context of PAMPS, and they result in the 

production of a host of cytokines, chemokines, and enzymes that promote neurotoxicity.  TLR-

mediated inflammation has long been recognized to induce neurotoxicity in response to 

infections including: bacterial, viral, fungal, and prion149.  However, the activation of TLRs by 

endogenous ligands to induce sterile inflammation during neuropathology is not as well 

understood149. The role of TLRs in IH-mediated microglial activation and neuronal injury has yet 

to be investigated.  In the following sections, we will review evidence for TLR involvement in 

OSA-mediated systemic inflammation and present information to support TLR-mediated 

responses in the CNS.  

Evidence for TLR involvement in OSA-induced inflammation 

A recent study demonstrated that monocytes isolated from patients with OSA have 

increased expression of TLR2 and TLR4 compared to non-OSA controls.  The increased 

expression of TLR2 and TLR4 was associated with elevated production of cytokines, suggesting 
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that the increased expression of these receptors may prime the cells to be more pro-

inflammatory.  The increased expression of TLR2, TLR4, and pro-inflammatory cytokines were 

reversed with CPAP treatment, indicating that IH and/or sleep disruption promotes the 

upregulation of these molecules150.  Consistent with these data, TLR4151 and TLR2/6152 have 

been reported to be upregulated by hypoxia in cultured macrophages through a HIF-1α-

dependent pathway, potentiating LPS-induced inflammation in hypoxia151.  In addition to 

increased TLR expression, patients with OSA have increased circulating levels of several known 

DAMPs which are ligands for TLR2 and TLR4 (Fig. 2).     

High-mobility group box 1 (HMGB1), a TLR2 and TLR4 ligand, is increased in the 

serum of children and adults with OSA153,154.  In addition, the circulating levels of the TLR4 

ligand monocyte responsive protein (MRP)-8/14 (S100A8/S100A9, or calprotectin) is increased 

in both children and adults with OSA32,155 and is proposed to be a potential biomarker for disease 

severity and predicting risk of long-term morbidity.  In addition to HMGB1 and MRP8/14 other 

known TLR4 ligands are reported to be increased in adults with OSA including HSP70, 

fibrinogen, and oxidized LDL156–161 HSP70 expression is increased in monocytes of OSA 

patients161.  Fibrinogen has been reported by numerous groups as being increased in patients with 

OSA and is used as a biomarker for determining the risk of developing cardiovascular disease156–

159 Oxidized LDL, a marker of oxidative stress, is increased in the plasma of OSA patients160. 

Oxidized LDL activates a TLR4/TLR2/CD36 complex on macrophages to induce formation of 

foam cells that can cause arterial plaques162.  While the cellular source(s) of these circulating 

DAMPs are unknown, they are all potential mediators of peripheral inflammation in OSA 

patients, and many of them have been shown to mediate sterile inflammation within the CNS. 
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However, whether these DAMPs are also increased extracellularly in the CNS of IH-exposed 

animals or OSA patients is not yet known.  

TLR involvement in IH-induced inflammation and neural injury  
 

TLR-mediated microglial inflammation has been linked with increased neurotoxicity in 

almost all neurodegenerative, infectious, traumatic, and ischemic pathologies138,149,163.  During 

sterile inflammation, the prevailing hypothesis is that DAMPs released from damaged or stressed 

cells activate microglia through TLRs (or other PRR and scavenger receptors) to induce 

inflammation (Fig. 1D).  In turn, this inflammation is neurotoxic and promotes further cellular 

stress/death in the surrounding cells, thus creating a ‘vicious cycle’ of inflammation and cell 

death164–167 (Fig. 1C), .  HSP60, HMGB1, and MRP8/14 are the primary DAMPs that have been 

identified in inducing microglial inflammation within the CNS166–168.  

IH-induced hippocampal neuronal death is confined to the CA1 region of the 

hippocampus, while neurons in the CA3 and dentate gyrus are protected from the effects of IH91.  

A proteomic analysis comparing the CA1 and CA3 regions immediately following a 6 hour 

exposure to IH was performed94, and HSP60 and α-synuclein, two known DAMPs and TLR4 

ligands94, were identified as being selectively increased by IH in the CA1 region.  Although it is 

unknown if these increases truly reflect an increase in extracellular DAMPs in the CA1 region 

since extracellular protein concentrations were not determined in these studies, IH does induce 

oxidative stress and cell death in this region, both of which are known to induce HSP60 release 

from cells in vitro166.  The mechanisms regulating extracellular levels of α-synuclein are less 

well understood but are associated with increased microglial inflammation in Parkinson’s 

disease15. The IH-induced CA1-specific increase in DAMPs may contribute to the enhanced 
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susceptibility of the CA1 region to IH-induced neuronal death if these molecules are released 

into the extracellular space.   

Additionally, HMGB1 and MRP8/14 are two other potential molecules mediating IH-

induced inflammation, as they are both increased in the serum of patients with OSA and they are 

known to have inflammatory effects within the CNS15.   HMGB1 is a nuclear protein, but it is 

rapidly released into the extracellular space in response to cellular stress and inflammasome 

activation169.  In response to oxidative stress, neurons rapidly translocate HMGB1 from the 

nucleus to the cytosol, where it is subsequently secreted from the cell170 (Faraco, 2011).  

HMGB1 acts on microglia via interactions with TLR2, TLR4, and/or the scavenger receptor 

MAC-1 (CD11b) to induce inflammation168,171.  HMGB1 has also been shown to be released 

from macrophages in response to stress and it acts in an autocrine/paracrine fashion to enhance 

inflammation169,172.  Similarly, MRP8/14 is also released from microglia and can act as an 

autoregulator. MRP8/14 is released from activated phagocytes to enhance TLR4 signaling in 

response to LPS173, and increased expression of MRP8/14 in the CNS is an indicator of 

neuroinflammation167,173.  In addition, HMGB1 and MRP8/14 have been identified as key 

DAMPs inducing TLR4-mediated inflammation following ischemic injury167,169,170,173.  

Interestingly, oxidization of MRP8/14 causes it to be less pro-inflammatory, and may be one 

mechanism regulating the extent of microglial inflammation during IH174.    

Hypoxia may independently enhance TLR4 signaling pathways resulting in increased 

production of inflammatory molecules in response to DAMPs.   HRO increases the effects of 

LPS in cultured microglia and potentiates the expression of iNOS, TNFα, and NF-κB175, 

suggesting that TLR4-mediated inflammation may be primed by the HRO event.  Wherease, 48 

hours of sustained hypoxia increases TLR4 expression in cultured microglial cells, and this 
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paradigm of hypoxia reportedly shifts TLR4 signaling away from the MyD88 pathway to a TRIF 

dominant pathway176.   While the role of TLR4 in IH-mediated neuroinflammation remains to be 

studied, IH may enhance TLR-mediated inflammation by causing a release of endogenous TLR 

ligands into the extracellular space, and by strengthening TLR signaling pathways to promote 

increased inflammatory microglial gene expression.   

Extracellular ATP and Purinergic Receptor Activation 
 

Extracellular ATP is an essential neurotransmitter and a potent regulator of microglial 

processes through purinergic P2 receptor activation.  The concentration of extracellular ATP is 

determined by the release rate relative to the rate of enzymatic degradation and cellular uptake.  

Under normal conditions, the concentration of extracellular ATP is low and localized primarily 

at the synapse, where it is less likely to activate purinergic receptors on microglia177.  However 

many pathologic stimuli including: traumatic and/or metabolic stress resulting from 

hypoxic/hypoglycemic/ischemic injury, inflammatory stimuli including LPS and IL-1β, and 

cytolysis can cause a potent increase in extracellular nucleotide concentration178 that is sufficient 

to activate purinergic receptors on microglial cells178.  As ATP is ubiquitously produced, all cells 

within the proximity of microglia are potential sources of extracellular ATP including: neurons, 

astrocytes, oligodendrocytes, endothelial cells, and even other microglia.  To our knowledge, 

with the exception of our own studies179 microglial purinergic signaling has not been studied in 

the context of HRO or IH. However, ATP is released from primary cortical neurons exposed to 

HRO in a severity-dependent manner to regulate microglial responses180.  Thus, IH is likely to 

increase extracellular concentrations of ATP that can modulate several microglial responses.   

Purinergic receptors can regulate many microglial processes including: migration, 

phagocytosis, inflammation, proliferation, and trophic factor production181. ATP and its 



31 
 

 

metabolite ADP are potent purinergic P2 receptor agonists, while AMP and adenosine are 

specifically recognized by adenosine (P1) receptors. P2 receptors are divided into two classes: 

ligand-gated, ionotropic P2X receptors and the G-protein coupled, metabotropic P2Y 

receptors177.  There are seven known P2X receptors (P2X1-7) and nine P2Y receptors (P2Y1-2,4-6,8-

14).  Our lab has recently shown that all P2 receptors (with the exception of P2Y11 which is not 

present in the rodent genome), are expressed in murine microglia to varying degrees, the 

expression profiles of which differ based on age and sex128.  These findings suggest that 

microglial responses to purines may differ between males and females and during 

development/aging.   

P2Y1, P2Y6, and P2Y12 are highly expressed in microglia.  P2Y1 and P2Y12 regulate 

chemotaxis/migration128,182,183. P2Y6 regulates phagocytosis and is important for clearing 

cellular debris when activated by UDP that is released from injured cells184.  In addition P2Y1, 

and P2Y2 have been shown to suppress inflammatory responses in microglia185,186.  

By far the most well studied P2 receptors in microglia are P2X4 and P2X7.  P2X4 is best 

known for its role in chronic pain.  Chronic upregulation and activation of P2X4 in dorsal spinal 

cord microglia induces the production of BDNF187 which enhances a form of neuroplasticity that 

results in chronic neuropathic pain.  In addition, P2X4 is reported to regulate microglial 

inflammatory responses and chemotaxis188.  P2X7 is highly expressed on myeloid cells and is 

best known for its regulatory role of inflammatory pathways through the 

inflammasome189(discussed in further detail below).  On macrophages, P2X7 activation enhances 

LPS-induced inflammation190,191, and its activity is indeed necessary for LPS-induced 

inflammation190. Upon activation of TLR4 by LPS, intracellular stores of ATP are released from 

the cell and act P2X7 to facilitate inflammasome activation191.  While this process has been well 
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described in cultured macrophage cells, P2X7 may have immune-suppressive effects on 

microglia.  Our lab has previously shown that P2X7 activation downregulates LPS-induced 

microglial inflammation through activation of the transcription factor receptors (EGRs)192.  

Several labs have since found similar P2X7-mediated effects in microglial responses to 

inflammation.  Interestingly, P2X4 and P2X7 have been hypothesized to work together to 

mediate inflammatory processes188,193.  P2X4 is rapidly is rapidly trafficked to the cell surface 

from intracellular stores in response to LPS in microglia, but not macrophages188.  Additionally, 

selective inhibition of P2X7 blocks LPS-induced trafficking of P2X4 to the microglial cell 

membrane194.  P2X4 and P2X7 prefer to assemble as homotrimers195, but they can also form 

functional hetertrimers196.  However, the functional significance of P2X4 and P2X7 complexing 

is currently unknown.    

Direct Activation of Microglia by IH 
 

Aside from peripheral inflammatory molecule involvement in microglial activation, and 

indirect microglial activation through DAMPs, IH may also have direct physiological 

consequences in microglial cells through activation of oxidative stress pathways (Fig.1-3). As 

previously discussed, ROS are the product of normal cellular metabolism and are produced 

primarily during aerobic mitochondrial respiratory metabolism197.  The biological reduction of 

molecular oxygen produces normal byproducts such as superoxide anion, hydrogen peroxide, 

hydroxyl radical, and organic peroxides that are collectively referred to as ROS197.  These are 

essential cell signaling molecules, but at high levels, they can also cause cellular damage 

including lipid and protein oxidation and DNA damage.  As such, there are critical cellular 

mechanisms available to prevent ROS accumulation, including the production of endogenous 

antioxidants enzymes and ROS scavengers that keep the levels of ROS within the cell in 
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check100.  Oxidative stress occurs when the balance between the production of ROS and its 

elimination by antioxidants shifts, resulting in an increased concentration of ROS.  In microglia 

HRO results in the activation of NADPH oxidase on the cell membrane Hypoxia followed by 

reoxygenation causes changes in the cellular membrane potential, oxidant generating systems, 

and antioxidant defenses that culminate as oxidative stress or an increase in ROS production100. 

ROS can be formed by a number of mitochondrial and extra-mitochondrial enzymes, both of 

which are important for induction of inflammatory pathways.  While ROS production by 

microglia has not been studied in the context of IH, several studies have found that HRO-induced 

ROS is sufficient to induce microglial inflammation and their production of pro-inflammatory 

cytokines117,119,198.   

NADPH Oxidase, ROS and Inflammation  
 

NADPH oxidase is the primary source of microglia-generated extracellular ROS198.  

Under normal conditions, this membrane-bound enzyme is inactive, but in response to a wide 

array of stimuli, including HRO, NADPH oxidase is activated and rapidly catalyzes the 

production of superoxide (O2-) from oxygen197.  Extracellular superoxide is a key mediator of 

neurotoxicity and acts synergistically with pro-inflammatory cytokines to enhance neurotoxic 

effects102.  In addition to the role of NADPH oxidase in the production of extracellular ROS, it 

may also contribute to the generation of intracellular ROS formation which are important second 

messengers regulating inflammatory cascades.  ROS have a particularly important role in the 

regulation of inflammation.  Indeed, the induction of ROS is hypothesized to be common 

pathway induced by all forms of inflammatory stimuli and its production is essential for 

microglia to mount an inflammatory response199.    
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In microglia, sustained hypoxia causes an accumulation of extracellular K+, and with 

reoxygenation, there is an influx of calcium through voltage-gated potassium/calcium channels 

which induces NADPH oxidase activation and ROS formation119. ROS accumulation is an 

indicator of cellular stress and they activate inflammatory signal transduction pathways including 

the inflammasome, MAPKs, and transcription factors such as HIF-1, NF-κB, and AP-1197.  

(Further discussed the following sections).  In animal models, IH-induced ROS formation 

contributes to neuronal death and cognitive impairments92,93,95–97, and ROS are hypothesized to 

mediate induction of inflammatory pathways in glial cells95,200.  Administration of the superoxide 

dismutase mimetic manganese tetrakis, or flavanoids with broad spectrum antioxidant 

capabilities, has neuro-protective effects in IH-treated animals and blocks IH-induced neuron 

death and cognitive impairments92,95–97,99.   

COMMON SIGNAL TRANSDUCTION PATHWAYS MEDIATING MICRO GLIAL 
INFLAMMATION: RELEVANCE TO IH-INDUCED MICROGLIAL AC TIVATION 
 

Thus far, we have proposed several potential mechanisms by which IH can induce 

microglial activation.  In reality, the impact of sleep apnea on microglial activities is multifaceted 

and likely involves a combination of some or all of the mechanisms presented, as well as some 

that have yet to be identified.  Regardless, many of these pathways intersect on common 

downstream signaling molecules and induce similar patterns of gene expression.  Here we will 

discuss these pathways and the evidence for their involvement in IH and OSA-mediated CNS 

injury.  

Inflammasome 
 

The inflammasome is a high molecular weight, multi-protein complex that is a core 

component of the innate immune system.  The inflammasome complex activates caspase-1 

which causes cleavage of pro-IL-1β and IL-18 into their mature forms, subsequently enabling 
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their release from the cell through a non-canonical secretory pathway201.  In addition, the 

inflammasome also facilitates release of the DAMP, HMGB1, from immune cells202,203. There 

are 4 well-defined inflammasome complexes and that are distinguished based on the main core 

receptors making up the complex; NLRP1, NLRP3, or NLRP4 from in the NLR family of PRRs, 

or AIM2 from the HIN protein family201.  The NLRP3 inflammasome is the most widely 

activated and best studied inflammasome, and will be the primary focus here.   

The NLRP3 inflammasome is activated by a wide variety of stimuli including pathogenic 

stimuli including bacterial, fungal, viral, and components (PAMPs), endogenous danger 

molecules including extracellular ATP and DAMPs, elevated levels of extracellular glucose, 

prion proteins, and synthetic particles such as silica and asbestos201,204.  NLRP3 activation by 

TLRs is hypothesized to occur through a two step process where TLR activation primes the 

NLRP3 inflammasome by 1) increasing transcription and translation of IL-1β, IL-18, and 

NLRP3, and 2)  ATP and/or ROS release into the extracellular space acts as a secondary 

activator to induce P2X7 mediated pore formation or ROS-dependent assembly of the 

inflammasome complex.  The mechanisms regulating inflammasome activation have been 

widely debated.  Four pathways for inflammasome activation have been proposed (for a 

comprehensive review see references 199 and 201): 1) the lysosome rupture and release of 

cathespin B into the cytosol, 2) extracellular ATP binding to P2X7 and inducing pore formation 

allowing NLRP3 ligands to enter the cell, 3) ROS-dependent activation, and 4) TLR-IRAK-1 

mediated direct activation of NLRP3.  Inflammasome activation is associated with many 

neuropathologies including: infectious diseases (encephalomyelitis and meningitis), injury 

(ischemia/stroke, spinal cord injury, and traumatic brain injury), and chronic neurodegenerative 
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diseases (demyelinating diseases, amyotrophic lateral sclerosis, Parkinson’s disease, Alzheimer’s 

disease, and prion disease) (comprehensively reviewed in reference 163).   

Inflammasome involvement in IH-induced neuropathology has not been investigated.  

However, it is a key pathway mediating microglial inflammatory responses, and many of the 

mechanisms previously discussed for IH-induced microglial activation converge on the 

inflammasome, as it is activated by TLRs, DAMPs, extracellular ATP, and ROS199.  In addition 

to increased production of inflammasome activators, hypoxia alone increases inflammasome 

activation in microglial cells in culture through the up-regulation of caspase-11 which in turn 

activates caspase-1 and subsequent IL-1β processing121.  HRO induced expression of caspase-1 

and IL-1β in the amygdala impairs new memory formation205, providing one mechanism 

whereby IH-induced inflammation and memory deficits can occur.  Evidence for IH-induced 

inflammasome activation also comes from studies in OSA patients and IH animal models that 

have evaluated peripheral immune responses. The inflammasome-mediated molecules IL-18, IL-

1β, and HMGB1 are increased in the serum of patients with OSA154,206–208.  

Mitogen-Activated Protein Kinases (MAPKs) 
 

External cellular stimuli trigger intracellular signaling cascades that are transmitted and 

propagated via coordinated kinase and phosphatase activity that ultimately translates the original 

stimulus into a cellular response that often involves alterations in gene expression.  In 

inflammatory cells, one of the most prominent kinase families is the mitogen-activated protein 

kinases (MAPKs).  There are four subfamilies of MAPKs including: (1) extracellular signal-

regulated kinases (ERK1/2 or p44/p42 MAPK), (2) p38 MAPKs, (3) c-jun N-terminal kinases 

(JNKs), and (4) ERK5/big MAP kinase 1 (BMK1).  In microglia, p38 and ERK1/2 have been 

best studied for their role in the induction of inflammatory gene expression, and both have been 
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shown to regulate microglial activities in response to inflammatory stimuli (Reviewed in 

reference 209).  p38 activation is associated with induction of pro-inflammatory gene expression 

through activation of transcription factors such as NF-κB and AP-1209.   ERK1/2 is traditionally 

associated with cell survival pathways, but it has also been shown to mediate microglial 

production of inflammatory molecules under certain conditions209.   

p38 is a cytosolic serine threonine kinase that is activated when dually phosphorylated at 

both Tyr and Thr residues by the MAPK kinases (MAPKKs), MEK3 or MEK6. In microglia, 

p38 phosphorylation is triggered by a variety of stimuli including: oxidative stress, HRO, ATP, 

glutamate, PAMPs, DAMPs, and inflammatory molecules186,209–213.  In cultured microglia, HRO 

induces p38 activation but not ERK or JNK, and mediates expression of NO and TNFα as well 

as iNOS213.  Inhibition of p38 blocked the induction of NO and iNOS by hypoxia213.  In addition, 

HRO-induced p38 MAPK increases expression of caspase-11, causing activation of caspase-1, 

and secretion of IL-1β and IL-18121.  Consistent with these results, HRO-induced production of 

NO, TNFα, IL-1β, and iNOS is blocked by a p38 inhibitor123.  Similarly, monocytes exposed to 

IH in culture increased p38 MAPK and subsequent NF-κB activity214.  

Like p38, ERK1 and ERK2 are also serine threonine kinases that are localized to the 

cytosol until activation by the MAPKKs, MEK1 or MEK2.  When activated, ERK1/2 can 

phosphorylate both cytosolic and nuclear proteins after nuclear translocation209.  While ERK1/2 

activation can regulate microglial inflammatory gene induction through activation of the 

transcription factor AP-1, it can also promote anti-apoptotic, proliferative, and trophic pathways 

through the activation of the transcription factor CREB210.  We have previously shown that 

microglia increase p38 and ERK1/2 in response to oxidative stress, but pre-treatment with ATP 

decreases ERK1/2, possibly via effects on P2Y1 receptor activation, while having no effect on 
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p38210.  These data suggest that during oxidative stress, activation of microglia by ATP may 

increase inflammatory gene expression by preferentially activating the pro-inflammatory MAPK 

p38 and suppressing the repressive activities of ERK1/2.   

Transcription Factor Activation 
 

Transcription factors are proteins that bind conserved domains of DNA in a gene 

promoter region, recruit transcriptional machinery, and promote gene transcription.  All of the 

previously discussed pathways converge on downstream transcription factors that facilitate 

microglial gene transcription. Although there are many hypoxia-sensitive transcription factors, 

we will discuss those we hypothesize to regulate microglial inflammatory gene expression in 

response to IH.  

HIF-1a 
 

HIF-1a is the prototypical hypoxia responsive transcription factor.  Under normoxia, 

HIF-1α is hydroxylated by prolyl hydroxylases (PHDs) which targets HIF-1α for poly-

ubiquitination, thus keeping cytosolic HIF-1α protein levels low (Reviewed in references 142 

and 215).  However, during hypoxia, these PHDs are inhibited, thus enabling accumulation of 

HIF-1α protein where it translocates to the nucleus to induce gene transcription.  Many HIF-1α 

target genes regulate cell survival and angiogenesis, and are increased as both adaptive measures 

to protect cells from hypoxic injury and to increase vascularization and tissue oxygenation.  

Additionally, HIF-1α plays an important role in inflammatory processes under both hypoxic and 

normoxic conditions.  HIF-1α increases TLR4 expression in cultured microglia exposed to 

hypoxia and in animal models of neonatal hypoxic injury176,216.  In addition, HIF-1α has recently 

been found to play an important role in the innate immune system, as it is necessary for proper 

inflammasome function, NF-κB activation and inflammatory gene expression (Reviewed in 
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reference 217).  HIF-1α can be activated under normoxic conditions in macrophages through 

activation of TLR4, and mediates transcriptional upregulation of iNOS and COX-2, two known 

mediators of IH-induced neuronal death in animal models218.  

NF-κB 
 

The transcription factor NF-κB is the central regulator of inflammatory gene expression 

in innate immune cells.  NF-κB is rapidly activated in microglia in response to inflammatory 

stimuli and promotes pro- and anti-inflammatory gene transcription. NF-κB activation is induced 

by inflammatory stimuli including PRR activation and via cytokines including TNFα and IL-1β.   

NF-κB is sequestered in the cytosol by IkB.  Activated IkB kinase-beta (IKKβ) phosphorylates 

IkB and induces its degradation, freeing NF-κB to translocate into the nucleus where it 

influences the expression of many inflammatory genes (Reviewed in reference 219).  IKKβ can 

be activated downstream of p38 or through MYD88-dependent TLR activation of TAK1144.  NF-

κB has has long been known to be activated by hypoxia, although it was only recently that the 

link between hypoxia and NF-κB was been identified220.  As PHDs negatively regulate HIF-1α, 

they also negatively regulate IKKβ targeting it for degradation.  During hypoxia, when PHDs are 

inhibited, IKKβ becomes activated and ultimately induces NF-κB activation220.   In addition, NF-

κB is necessary for the HIF-1α protein to accumulate during hypoxia220, although the 

mechanisms involved in this are not fully understood. Thus, NF-κB plays a central role in the 

hypoxic response, and indeed, without IKKβ, HIF-1α protein failed to accumulate in the cytosol 

in response to hypoxia and in bacterial-infected macrophages220.  

NF-κB is a common downstream regulator of microglial inflammatory gene expression 

induced by a number of stimuli102, and in cells where multiple hypoxia-sensitive transcription 

factors are expressed, NF-κB can be preferentially activated, and the pattern of hypoxic exposure 
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is an important determinant in this.  For example, in response to IH, NF-κB is preferentially 

activated over HIF-1α in vasculature221,222, whereas sustained hypoxia increased HIF-1α.  In 

addition, cultured monocytes from OSA patients exhibit increased NF-κB activity and pro-

inflammatory gene expression221,223, but not HIF-1α.  Lastly, there are also cell type-specific 

responses with regard to NF-κB activation. HRO preferentially increases NF-κB activities in 

microglia over astrocytes175.  Together, these studies suggest that IH-induced inflammatory gene 

expression is at least in part regulated by NF-κB.  

CREB 
 

cAMP response element-binding proteins (CREB) are a family of  transcription factors 

that bind DNA at cAMP response elements (CRE).  CREB proteins localize to the nucleus and 

they become activated by phosphorylation by many serine threonine kinases including 

MAPKs186,209,224. Activated CREB proteins associate with the transcriptional co-activator 

proteins CBP (CREB- binding protein) and p300 to promote gene transcription.  During hypoxia, 

MAPK-dependent CREB activation occurs, although the mechanisms are not well defined.  

However, activation of CREB is associated with the increased transcription of cell-survival 

genes, and its activation promotes neuron survival during hypoxic/ischemic injury225.   In 

microglia, CREB activation induces cell survival and anti-inflammatory pathways186.  CREB 

activation is downstream of many inflammatory cascades that induce ERK1/2 and/or JNK 

activation.   In addition, P2Y1 receptor activation by ATP will induce phosphorylation of CREB, 

and our lab has previously shown that P2Y1 activation in microglia will down-regulate LPS-

induced inflammation through a CREB-mediated pathway115,186,210. CREB-mediated anti-

inflammatory activity is hypothesized to occur through competitive inhibition of NF-κB149.  Both 

the RelA subunit of NF-κB and CREB require the co-activator CBP/p300 for full activation, thus 



41 
 

 

they compete with each other for the rate-limiting availability of CBP/p300226.  In addition, 

CREB induces transcription of the anti-inflammatory cytokine IL-10227 which is another 

mechanism by which CREB can exert anti-inflammatory activities.  

In the context of IH, phosphorylated CREB (p-CREB) is increased in the CA1 region of 

the hippocampus following 14 and 30 days of IH228.  This time point corresponds with a 

reduction in neuronal apoptosis.  Decreased p-CREB is observed at 1, 3, and 7 days of IH, 

consistent with peak neuronal death and poor performance on the Morris-water maze task in the 

rodent model.  Although p-CREB co-localized with neurons within the CA1 region, there were 

also non-neuronal cells expressing p-CREB, but they were not identified.  The exact role of p-

CREB during IH, and cell-specific regulation of immune responses and neuronal survival are yet 

unknown.  

Secreted molecules produced by microglia 
 

Microglia release extracellular signaling molecules that bind specific receptors on 

surrounding cells and induce a physiological change.  The response is highly dependent on the 

particular signaling molecule and activating receptor, and this response can be cell-type specific.  

These signaling molecules are traditionally characterized as pro-inflammatory, anti-

inflammatory, trophic, or chemotactic.  However, these categories are not mutually exclusive, 

and a single molecule can fit into multiple categories. We will briefly discuss the main classes of 

extracellular signaling molecules produced by microglia and their possible role in IH-mediated 

neurotoxicity/protection.  

Cytokines and Chemokines 
 

Cytokines are small (~5-20kD), secreted signaling molecules that can act on surrounding 

cells in an autocrine or paracrine fashion. These molecules can exert pro-inflammatory, anti-
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inflammatory, and/or trophic effects.  There are many families of cytokines which include: 

interleukins (ILs), interferons (IFNs), tumor necrosis factors (TNFs), colony stimulating factors 

(CSFs), and transforming growth factors (TGFs).  Cytokines are typically classified as either 

pro- or anti- inflammatory.  As previously discussed, OSA increases the circulating levels of 

several inflammatory cytokines including TNFα, IL-1, IL-6, IL-8, and IL-18, whereas OSA 

decreases the expression of the anti-inflammatory cytokine IL-1013,69,229  Interestingly, in the 

CNS, low levels of cytokines that are traditionally classified as “pro-inflammatory” such as 

TNFα, IL-1β, IL-18, and IL-6, are important neuromodulators that promote neurogenesis and 

synaptic plasticity230.  However, these molecules become neurotoxic at high concentrations and 

are commonly associated with neuropathologic events/diseases.  HRO induces the production of 

pro-inflammatory cytokines IL-1β, IL-18, IL-6, TNFα and the chemokine MIP-2 in cultured 

microglial cells116,118,120–123,175,213.  Inflammatory cytokine and chemokine production is 

associated with increased infarct size, peripheral immune cell infiltration, and neurotoxicity 

following ischemic injury231.  It is yet unknown if cytokines contribute to IH-mediated 

neurotoxicity.   

Inflammatory Enzymes 
 

In addition to increasing the production and release of pro-inflammatory cytokines and 

chemokines following an inflammatory stimuli, microglia upregulate enzymes such as iNOS and 

COX-2 which catalyze the production of nitric oxide (NO) and prostaglandins, respectively.  

iNOS and COX-2 are both implicated in IH-induced neuropathology in animal models16,231. 

 There are 3 nitric oxide synthase enzymes that produce NO in the CNS, the constitutively 

active nitric oxide synthase enzymes eNOS (endothelial) and nNOS (neuronal), and the inducible 

isoform (iNOS).  A large number of studies have demonstrated the important functional role of 
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NO in normal neuronal functioning.  Indeed, NO production through nNOS is necessary for a 

form of spinal motor plasticity induced by a therapeutic form of IH232.  However, when NO is 

produced in large amounts, it can induce nitration of proteins and cause lipid peroxidation233.  In 

addition, NO can induce excitotoxicity-mediated neuronal death through NMDA receptor 

activation104.  While all NOS isoforms can contribute to neuropathologies associated with 

ischemic and neurodegenerative injuries234, iNOS is the primary source for large quantities of 

NO production during injury234.  iNOS is the primary isoform expressed in innate immune cells, 

and its levels are rapidly upregulated in microglia following inflammatory stimulation to 

promote NO production at concentrations known to be neurotoxic.  HRO induces iNOS in 

cultured microglial cells in a p38-dependent manner213.  While a large body of research from 

animal models demonstrates that microglia are the primary source of iNOS and NO in the CNS 

in response to LPS stimulation, it is unclear whether this is true of human microglia, as several 

studies have found that human microglia do not induce NO production following activation with 

LPS.   

COX-2 is an inducible cyclooxygenase enzyme that is rapidly upregulated in microglial 

cells following activation by an inflammatory stimulus.  COX2 catalyzes the production of 

prostaglandins which, like NO, are neurotoxic at high concentrations and are associated with 

increased neuropathology following ischemic injury and in neurodegenerative diseases234.    

MICROGLIAL RESPONSES TO IH: FRIEND OF FOE? 
 

Thus far we have primarily focused on the potential deleterious activities of microglia in 

IH-induced neuropathology.  While dysregulation of microglial inflammatory processes are 

implicated in virtually every neuropathology, microglia also have neuroprotective capabilities.  

Indeed, selective ablation of microglia in a rodent model of ischemia (MCAO) exacerbated 
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infarct size, thus suggesting microglia have a supportive role and protective capabilities235. In 

addition, microglial production of brain derived neurotrophic factor (BDNF) has recently been 

shown to be necessary for hippocampal long-term potentiation and synaptic remodeling236,237, a 

form of synaptic plasticity that correlates with learning and memory.  While OSA/IH can cause 

neuronal injury and cognitive deficits, the extent of pathology is relatively minor compared to 

those of other neurodegenerative and ischemic injury.  In addition, in the rat IH model, neuronal 

apoptosis peaks after 3-7 days of IH exposure and ceases by 14 days238.  Interestingly, following 

14 days of IH there is evidence of neuro-regeneration in that there are increases in the number of 

neuronal precursor cells present in the hippocampus239,240.  Little is known about the mechanisms 

underlying this switch from IH-induced neuronal degeneration to regeneration, or whether 

microglia activities contribute to this transition.   

Chronic exposure to IH may induce long-term adaptive changes in microglia to promote 

their neurotrophic phenotype to combat the repeated exposures to IH. Of particular interest is the 

potential for epigenetic modifications which may modify cellular responses to a given stimulus 

by changing DNA methylation states, remodeling the chromatin, or promoting gene silencing via 

miRNA production.  Research into epigenetic regulation of microglia is still in its infancy.  

However, chromatin changes facilitated by the jmj-C domain containing histone demethylase, 

JMJD3, have recently been shown to mediate the transition between microglia inflammatory and 

anti-inflammatory phenotypes241,242.  Interestingly, JMJD3 is one of many jmj-C domain 

containing histone demethylases that are hypoxia-sensitive enzymes, and that are upregulated by 

hypoxia243. These enzymes are interesting in the context of IH because they require molecular 

oxygen for their catalytic activity, and their expression is also increased by hypoxia, making 

JMJD3 in particular, an intriguing target in the context of IH because both hypoxia and 
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molecular oxygen are intermittently abundant.  In addition, several miRNAs are known to down 

regulate TLR4-induced inflammation by targeting key adaptor and signaling proteins in the 

signaling cascade.  While this is an exciting avenue of research, more work needs to be done in 

order to understand how/if epigenetic mechanisms play a role in acute or adaptive microglial 

responses to chronic IH exposure.    

CONCLUDING REMARKS 
 

Overall health is significantly impacted by OSA and many of the deleterious 

cardiovascular and metabolic effects correlate with increased systemic inflammation.  Here, we 

discuss existing evidence supporting the notion that inflammation also underlies OSA/IH-

mediated neuronal injury and cognitive deficits.  We speculate that microglia become reactive 

following exposure to IH contributing to neuroinflammation that underlies the associated 

neuronal injury and cognitive deficits.  We have proposed a model (depicted in Fig. 1) whereby 

IH can induce microglial inflammation through systemic inflammation, activation by DAMPs, 

and/or direct IH-induced oxidative stress.  However, more studies need to be performed to 

elucidate the role of microglia in IH induced neuropathology.  In this thesis, we begin to address 

some of these gaps in knowledge by first investigating purinergic modulation of microglial 

inflammatory responses to HRO (Chapter 2).  We then describe our newly developed flow 

cytometry method for analyzing multiple CNS cells simultaneously while retaining the ability to 

retrieve nucleic acids from the fixed samples (Chapter 3), and which will be utilized in chapters 

5 and 6.  Chapter 4 is the foundation for all subsequent chapters as it details for the first time, 

microglial responses to IH across CNS regions and at multiple time points.  In chapters 5 and 6, 

we start to investigate the molecular mechanisms underlying microglial pro-inflammatory 

responses to IH with a focus on TLR4 (Chapter 5) and JMJD3 (Chapter 6).  



 

 

FIGURE 1 
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Figure 1 Legend 

Schematic of potential inflammatory sources contributing to IH-associated neuropathology. 

Here we present a simplified schematic depicting the 3 central pathways that we hypothesize 

contribute to IH-induced inflammation and neuropathology (black arrows) and the potential 

cross-talk between these pathways (blue arrows).  Through activation of oxidative stress 

pathways, IH induces 1) systemic inflammation, 2) neuronal injury, and 3) microglial 

inflammation. IH-indcued peripheral inflammation promotes central inflammation through direct 

diffusion of inflammatory molecules across or breakdown of the blood brain barrier (BBB), 

and/or through activation of vagal neural afferents,  all of which may promote microglial 

transition to a pro-inflammatory phenotype (A) and/or directly induce neuronal injury (B).  

Microglial production of pro-inflammatory/neurotoxic molecules induce neuronal injury/cell 

death (C).  Damaged neurons release DAMPs in to the extracellular space which can activate 

microglial inflammatory pathways through pattern recognition receptors (e.g. TLRs) or 

scavenger receptors (D).     



 

 

FIGURE 2 
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Figure 2 Legend 

IH induced inflammation through TLR4 activation: model of TLR4 signaling cascade.   

Circulating endogenous TLR4 ligands are increased in the serum of patients with OSA and in the 

brain tissue of rodents exposed to IH (see main text reference information).  Endogenous TLR4 

ligands among the factors released from stressed/dying cells known as damage associated 

molecular patters (DAMPs) that as ‘alarmins’ to alert surrounding immune cells of cellular 

damage.  We hypothesize these DAMPs are released from peripheral and CNS cells in response 

to IH/OSA and induce inflammation through activation of TLR4.  Here, we present a simplified 

diagram of the TLR4 signaling cascades.  TLR4 signaling occurs through two different 

pathways: MYD88-dependent and TRIFF-dependent.  The MYD88-dependent pathway induces 

pro-inflammatory gene expression through activation of MAPKs and transcription factors such 

as NF-κB and AP-1.  The TRIFF-dependent pathway induces phosphorylation of IRF3 which 

then translocates to the nucleus and induces expression of the neuroprotective cytokine, IFNβ.    
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ABSTRACT 

Hypoxia and increased extracellular nucleotides are frequently coincident in the 

brainstem. Extracellular nucleotides are potent modulators of microglial inflammatory gene 

expression via P2X purinergic receptor activation. Although hypoxia is also known to modulate 

inflammatory gene expression, little is known about how hypoxia or P2X receptor activation 

alone affect inflammatory molecule production in brainstem microglia, nor how hypoxia and 

P2X receptor signaling interact when they occur together. In this study, we investigated the 

ability of a brief episode of hypoxia (2hrs) in the presence and absence of the non-selective P2X 

receptor agonist 2'(3')-O-(4-benzoylbenzoyl) adenosine-5'-triphosphate (BzATP) to promote 

inflammatory gene expression in brainstem microglia in adult rats. We evaluated inducible nitric 

oxide synthase (iNOS), tumor necrosis factor alpha (TNFӧ) and interleukin-6 (IL-6) mRNA 

levels in immunomagnetically-isolated brainstem microglia. Whereas iNOS and IL-6 gene 

expression increased with hypoxia and BzATP alone, TNFӧ expression was unaffected. 

Surprisingly, BzATP-induced inflammatory effects are lost after hypoxia, suggesting that 

hypoxia impairs pro-inflammatory P2X receptor signaling. We also evaluated the expression of 

key P2X receptors activated by BzATP, namely P2X1, P2X4 and P2X7 receptors. Whereas 

hypoxia did not alter their expression, BzATP upregulated P2X4 and P2X7 mRNAs; these 

effects were ablated in hypoxia. Although both P2X4 and P2X7 receptor expression correlated 

with increased microglial iNOS and IL-6 levels in microglia from normoxic rats, in hypoxia, 

P2X7 only correlated with IL-6, and P2X4 correlated only with iNOS.  In addition, correlations 

between P2X7 and P2X4 were lost following hypoxia, suggesting that P2X4 and P2X7 receptor 

signaling differs in normoxia and hypoxia. Together, these data suggest that hypoxia suppresses 

P2X receptor-induced inflammatory gene expression, indicating a potentially 
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immunosuppressive role of extracellular nucleotides in brainstem microglia following exposure 

to hypoxia. 

  



74 
 

 

INTRODUCTION 

Microglia are CNS resident immune cells that continuously survey their environment and 

respond to changes in cellular homeostasis resulting from infection, hypoxia, cell death and other 

stimuli to produce inflammatory molecules that are ultimately thought to be detrimental to 

neurons. Although mechanisms activating microglia are widely studied, little is known 

concerning the role of extracellular nucleotides, including ADP and ATP, in microglial 

activation and transcription of inflammatory genes in vivo. Extracellular nucleotides and their 

interactions with P2X and P2Y purinergic receptors are important signals permitting microglia to 

sense and respond to their local CNS environment 1,2. Nucleotides are co-packaged with 

neurotransmitters 3 and released from astrocytes during calcium wave propagation, 4,5 perhaps 

enabling microglia to sense synaptic health 6,7. Nucleotides also leak from damaged and/or dying 

cells, 3 creating extracellular ATP concentrations sufficient to induce inflammatory activities via 

P2X7 receptor activation 8.  

Many disorders accompanied by microglial inflammation and high extracellular adenine 

nucleotide levels (i.e. cell death) are associated with hypoxia. For example, hypoxia is an 

element of ischemic injuries during stroke or myocardial infarction. Another example is the 

chronic intermittent hypoxia (repeated hypoxia/reoxygenation events) experienced during sleep 

disordered breathing, a frequent occurrence in many neurodegenerative, traumatic and genetic 

CNS disorders 9-14. Although nucleotides and hypoxia each regulate microglial inflammatory 

activities (reviewed in 15,16), little is known concerning their interactions in regulating microglial 

activities when hypoxia and increased extracellular nucleotides occur together. These microglial 

stimuli are often coincident in pathology, 17-21 and during normal CNS function in hypoxia-

sensitive CNS regions, such as the brainstem where hypoxia-induced ATP release is important 
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for maintaining respiration 22. Thus, we investigated the effects of a brief 2-hour period of 

hypoxia in the presence and absence of P2X receptor activation on microglial inflammatory gene 

expression in vivo. In specific, we tested the hypotheses that P2X receptor activation stimulates 

microglial inflammatory gene expression in normoxia, and that these effects would be 

potentiated in hypoxia.  

In microglia, many immunomodulatory effects of ATP are mediated through the P2X 

receptor family member P2X7 23-26. BzATP (3’-O-(4-benzoyl) benzoic ATP) is often regarded as 

a specific P2X7 receptor agonist, although it has at least some potency at all P2X receptor 

subtypes with the exception of P2X6 27. Here, we treated rats intracisternally with BzATP, and 

then exposed them to hypoxia or normoxia for 2 hours, followed by return to room air. We then 

evaluated the expression of several inflammatory genes including inducible nitric oxide synthase 

(iNOS), interleukin-6 (IL-6) and tumor necrosis factor alpha (TNFα) in freshly-isolated 

microglia. We chose iNOS as an endpoint because the inhibition or genetic deletion of this 

enzyme ameliorates brain damage in multiple ischemic, excitoxic and hypoxic injury models 28-

32. The pro-inflammatory cytokines TNFα and IL-6 were chosen because their upregulation is a 

hallmark of neuroinflammation, and they are often implicated in neuronal toxicity following 

many CNS insults, including hypoxia/ischemia, neurodegeneration and traumatic injury 

(reviewed in 33-36). 
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MATERIALS AND METHODS 

Materials:  

3’-O-(4-benzoylbenzoyl)-adenosine 5’-triphosphate (BzATP) was purchased from Sigma 

Chemical Company (St. Louis, MO).   

Animals:  

Experiments were performed using 3- to 5-month-old adult male Sprague-Dawley rats 

(Harlan Laboratories, Madison, WI). Animals were maintained in an AAALAC-accredited 

animal facility according to protocols approved by the University of Wisconsin Institutional 

Animal Care and Use Committee.  All animals were housed under standard conditions, with a 12 

hour light/dark cycle and ad libitum food and water. All efforts were made to minimize animal 

distress and reduce the numbers used, while permitting the formation of statistically reliable 

conclusions. 

Nucleotide (BzATP) treatment:  

Rats were naïve (n=6) or treated intracisternally with vehicle (25 µl of 250 mM Hepes) or 

BzATP (25 µl of 0.3µM stock in 250 mM Hepes).  Briefly, rats were presedated with 

dexmedetomidine (50-65 µg/kg, s.c.), anesthetized with isoflurane (1.5%, 100% O2 balanced), 

orotracheally intubated and ventilated (Harvard rodent ventilator). A tail vein catheter was 

placed in order to deliver fluids into the animal post-injection (Lactated Ringer, 2.5ml per hour, 

i.v.).  After dorsal laminectomy at C2, the dura was cut to allow insertion of a silicone catheter 

into the cisterna magna (12 mm, inserted from the caudal end of the C1 vertebrae) through which 

vehicle or BzATP was delivered. The muscle and the skin were sutured closed, and atipamezole 

(500 µg/kg, i.m.), buprenorphine (0.05 mg/kg, s.c.) and baytril (10 mg/kg, s.c.) were 

administered prior to termination of isoflurane anesthesia.  
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In vivo hypoxia exposures:  

Exposures were performed by placing animals into individual chambers connected to a 

computer-driven controller that monitors O2 and CO2 within the exposure chamber and mixes O2 

and/or N2 to achieve the desired inspired oxygen concentrations, with a CO2 concentration 

<0.5%. Animals were exposed to either normoxia (vehicle, n=8; BzATP, n=8) or hypoxia 

(vehicle, n=7; BzATP, n=7) for 2 hours, with free access to food and fluids. This paradigm of 

hypoxia induces a rapid decrease in oxygen tension in the CNS 37, exerts measureable 

physiological changes in brainstem neuron excitability 38-40 and promotes translocation to the 

nucleus of hypoxia inducible factor-1α (HIF-1α) 41. In addition to vehicle-treated rats, naïve rats 

were also exposed to normoxia to control for non-specific, surgically-induced inflammation. At 

the end of the 2-hour exposure period, rats were removed from the chambers, the tail vein 

catheter was removed, and they were returned to their cages for 22 hours. At that time, the rats 

were euthanized, and brainstem microglia were immunomagnetically isolated for analysis of 

gene expression by qRT-PCR. 

Immunomagnetic CD11b+ cell isolation:   

CD11b+ cells were isolated from the brainstems of 6-13 individual animals/treatment 

group, as we have previouslybreported42,43. The average purity of cells isolated from these 

animals that had the characteristics of microglia was >95% as determined by FSC/SSC scatter 

analysis and CD11b+/CD45low staining 42,43 (and data not shown), consistent with previous 

reports 44.  These CD11b+ cells will subsequently be referred to as “microglia.”   

RT-PCR:  

Total RNA was isolated from freshly-isolated brain stem microglia (or whole brain as a 

positive control for primer set validation) using the TRI-reagent according to the manufacturer’s 
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instructions. Purified RNA was then digested with DNase I (Invitrogen, Carlsbad, CA) according 

to the manufacturer’s protocol. First-strand cDNA was synthesized from 1µg of total RNA using 

MMLV Reverse Transcriptase (Invitrogen) and an oligo(dT)/random hexamer cocktail 

(Promega). The cDNA was used for qPCR using Power SYBR (Applied Biosystems, Foster 

City, CA). Fluorescence was monitored in real-time using the TaqMan ABI 7300 Sequence 

Detection System (Applied Biosystems). The standard curve method 45 was used to determine 

the relative amounts of each gene between samples using the average of duplicate interpolated 

CT values normalized to 18s rRNA. A 2-way ANOVA was used to determine whether treatment 

had any effect on the expression of 18s; we found no statistically significant differences in any 

treatment group (data not shown). The following primer sequences had efficiencies >97%, and 

were used for quantitative PCR; Genbank Accession numbers are provided in parentheses. iNOS 

(NM_012611.3) - 5' AGG GAG TGT TGT TCC AGG TG and 5' TCT GCA GGA TGT CTT 

GAA CG; IL-6 (NM_012589.2) - 5' GTG GCT AAG GAC CAA GAC CA and 5' GGT TTG 

CCG AGT AGA CCT CA; TNF-α (NM_012675.3) - 5' TCC ATG GCC CAG ACC CTC ACA 

C and 5' TCC GCT TGG TGG TTT GCT ACG; P2X1 (NM_001142367.1) - 5' AGC CCA AGG 

TAT TCG CAC AG and 5’ TTC ACA GTG CCA TTG AAG GG; P2X2 (NM_053656.2) - 5' 

GTA GTC AGC ATC ATC ACC AGG and 5’ TCA GAC AAG TCC AGG TCA CAG T; P2X3 

(BC081783.1) - 5' TAC CAA GTC GGT GGT TGT GA and 5' CCA CCC CAC AAA GTA 

GGA GA; P2X4 (NM_031594.1) - 5' GTG GCG GAC TAT GTG ATT CC and 5' GGT GCT 

CTG TGT CTG GTT CA; P2X5 (NM_080780.2) - 5' TCT TGC ATC CAG TGA AGA CG and 

5' AGT TCA GAG CTG TGG CCT GT; P2X6 (NM_012721.2) - 5' ACG TGT TCT TCC TGG 

TAA CCA ACT and 5' TGG ACA TCT GCC CTG GAC TT; P2X7 (NM_019256.1) - 5' GGC 

ACC ATC AAG TGG ATC TT and 5' CTT GTC GCT CAT CAA AGC AA; and 18s 
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(NR_046237.1) - 5’ CGG GTG CTC TTA GCT GAG TGT CCC G and 3’ CTC GGG CCT GCT 

TTG AAC AC. All primers were designed to span introns whenever possible, and primer 

efficiency was tested through the use of serial dilutions in standard curves. Primer specificity 

was assessed through NCBI BLAST analysis prior to use, and all dissociation curves had a single 

peak with an observed Tm consistent with the intended amplicon sequences. Samples with CT 

values > 34 cycles were considered undetectable, and were removed from statistical analyses.   

Statistical analyses:   

Statistical analyses were performed on the normalized, interpolated CT values from the 

standard curves from each gene, as previously described 45. Outliers (identified using the 

Grubb’s outlier test) were removed from the data set. When comparing two population means, 

statistical inferences were made using a Student’s t-test. When comparing treatment and oxygen 

effects, comparisons were made using a two-way ANOVA (Sigma Stat version 11, Systat 

Software, San Jose, CA); Tukey post hoc tests were used to assess statistical significance in 

individual comparisons. Data sets that failed normality were logarithmically transformed prior to 

running the statistical analyses. Statistical significance was set at p<0.05. There was no 

significant difference in gene expression between vehicle-treated and naïve normoxic animals for 

all genes studied, as determined by a Student’s t-test (data not shown). Therefore, these groups 

were combined for subsequent statistical and graphical purposes.  Mean data are expressed + 1 

SEM.   
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RESULTS 

mRNA levels of pro-inflammatory genes are differentially increased by hypoxia in 

microglia  

Hypoxia increased both iNOS and IL-6 mRNA levels (2.57±0.63 fold, p=0.02 and 

2.77±0.56 fold, p=0.04 respectively) in freshly-isolated brainstem microglia (Fig. 1A, B). 

Interestingly, TNFα mRNA levels were not changed by hypoxia (0.89±0.35 fold, p>0.05) (Fig. 

1C), suggesting that the pro-inflammatory effects of hypoxia are gene-specific. Thus, hypoxia 

increases expression of some, but not all pro-inflammatory genes in brainstem microglia in vivo. 

P2X receptor activation in normoxia upregulates inflammatory gene expression in 

brainstem microglia  

To investigate the effects of P2X receptor activation on microglial inflammatory gene 

expression, rats were intracisternally injected with vehicle or BzATP, and exposed to normoxia 

or hypoxia. Similar to hypoxia alone, BzATP increased microglial iNOS (6.73±2.17 fold, 

p<0.001) and IL-6 (2.32±0.53 fold, p=0.01) mRNA levels, but not TNFα (1.47±0.24 fold, 

p>0.05), demonstrating gene-specific regulation of pro-inflammatory molecules by P2X 

receptors (Fig. 1A, B, C). The stimulatory effects of BzATP on microglial IL-6 gene expression 

in vivo are consistent with our previous observations in vitro 46 where BzATP increased IL-6 

mRNA levels.  

BzATP-induced inflammation is prevented by exposure to hypoxia  

Surprisingly, the effects of P2X receptor activation on microglial inflammatory gene 

expression in normoxia were lost in hypoxia. In hypoxia, BzATP failed to increase iNOS, IL-6 

or TNFα mRNA levels compared to vehicle treatment (Fig. 1). The approximate seven-fold 

increase in iNOS expression stimulated by BzATP in normoxia was reduced by more than half 
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(2.37+0.87 fold, p=0.039) in hypoxia, and was not different from the effects of hypoxia alone 

(2.57±0.63 fold, p=0.536). Similarly, the ~2-fold increase in IL-6 mRNA levels stimulated by 

BzATP in normoxia appeared to decrease (to 0.92±0.25 fold), although these apparent changes 

were not significant with a 2-way ANOVA (p=0.193). However, there was a significant 

difference between BzATP effects in normoxia and hypoxia (Student’s T-test; p=0.045). BzATP 

effects on IL-6 expression during hypoxia were not different from vehicle (p=0.409). Further, 

BzATP had no effect on TNFα mRNA expression (p>0.05) with hypoxia. Collectively, these 

data suggest that P2X receptor function differs in normoxia and hypoxia, and that the ability of 

P2X receptor signaling to induce inflammatory gene expression in microglia is ablated by 

hypoxia.  

BzATP increases P2X4 and P2X7 mRNA levels  

We evaluated the expression of all mammalian P2X receptors in brainstem microglia to 

narrow the potential list of P2X receptors that could be mediating the BzATP effects. The 

average CT values for P2X receptors in brainstem microglia are as follows: P2X1- 29.89, P2X2- 

ND, P2X3- 30.34, P2X4- 28.14, P2X5- 30.48, P2X6- ND, P2X7- 28.15 and 18s rRNA- 14.41. 

Because P2X7, P2X4 and P2X1 receptors are the most highly expressed P2X receptors in 

brainstem microglia, and BzATP has the highest affinity for these same receptors 27, we 

evaluated BzATP effects on the expression of these receptors in normoxia versus hypoxia (Fig. 

2). Hypoxia alone had no effect on P2X7 (1.51±0.38 fold, p=0.217) (Fig. 2A), P2X4 (0.48±0.13 

fold, p=0.565) (Fig. 2B), or P2X1 (0.41±0.18 fold, p >0.05) (Fig. 2C) expression. In normoxia, 

BzATP increased expression of both P2X4 (4.12±1.42 fold, p=0.002) and P2X7 (3.03± 0.70 

fold, p=0.002) receptors, but not P2X1 receptors (0.78± 0.70 fold, p>0.05). As observed with the 

inflammatory genes, the effects of BzATP on P2X4 (1.05±0.31 fold, p<0.001) and P2X7 
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(0.23±0.07 fold, p<0.001) mRNA levels were lost in hypoxia (Fig. 2A, B). Interestingly, while 

the effects of BzATP in hypoxia on P2X4 and P2X7 mRNA levels were not different from 

vehicle (p=0.227 and p= 0.509, respectively), BzATP increased P2X1 mRNA levels (p=0.024) in 

hypoxia (Fig. 2C).  

P2X receptor expression correlates with inflammatory gene expression in brainstem 

microglia 

Because of similarities between the regulation of inflammatory genes, P2X4 and P2X7 

receptors in normoxia and hypoxia by BzATP, we sought to determine if correlations existed 

between these genes using regression analyses. We observed strong, positive correlations 

between both P2X7 and P2X4 receptors and iNOS (Figs. 3A and B) and IL-6 (Figs. 3C and D) 

expression, although some correlations differed in normoxia and hypoxia. In normoxia, iNOS 

mRNA correlated with both P2X7 (Fig. 3A) (R2=0.480; p=0.003) and P2X4 (Fig. 3B) mRNA 

levels (R2=0.644; p<0.001), although the correlation was stronger with P2X7 (correlation 

coefficient (r)=0.936) than with P2X4 (r=0.771). In contrast, the iNOS correlation with P2X7 

mRNA was lost in hypoxia (R2=0.0689; p<0.386), whereas the correlation with P2X4 was 

increased (R2=0.936; r=0.971; p<0.001). 

 Like iNOS, IL-6 positively correlated with both P2X7 (Fig. 3C) (R2=0.556; r=0.936; 

p<0.001) and P2X4 expression (Fig. 3D) (R2=0.821; r=1.02; p<0.001) in normoxia. However, 

the correlation with P2X4 was lost in hypoxia (R2=0.105; r=0.359; p=0.310), whereas the 

correlation with P2X7 remained intact (R2=0.412; r=0.314; p=0.018). IL-6 regulation by P2X7 in 

vivo is consistent with our previous in vitro observations using P2X7 RNAi 46 where we found 

that P2X7 receptor knockdown in N9 microglia ablated more than 90% of the BzATP-induced 

upregulation of IL-6. No correlation was observed between TNFα and either P2X4 or P2X7 (data 
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not shown), consistent with the lack of effect of BzATP on TNFα gene expression in any oxygen 

condition. In addition, P2X1 expression did not correlate with iNOS, TNFα, or IL-6 (data not 

shown). Interestingly, P2X4 and P2X7 receptor expression strongly correlated with each other in 

normoxia (Fig. 4A) (R2= 0.815; r=1.311; p<0.001), but not in hypoxia (R2= 0.139; r=0.412; 

p=0.233), suggesting an “uncoupling” of P2X4 and P2X7 regulation by hypoxia.  

P2X1 mRNA did not correlate with P2X4 (Fig. 4B) (R2=0.0097; r=0.119; p=0.773) or 

P2X7 (Fig. 4C) (R2=0.020; r=0.17; p=0.658) in normoxia. In hypoxia, there was a marginal 

negative correlation between P2X1 and P2X4 expression (R2=0.346; r=-0.761; p=0.073, n=10), 

and a significant correlation with P2X7 mRNA (R2=0.632; r=-1.283; p=0.006), suggesting that 

hypoxia may alter P2X receptor signaling by shifting the relative balance of P2X receptors. 
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DISCUSSION 

This is the first report to describe the effects of P2X receptor activation and hypoxia on 

microglial inflammatory and P2X receptor gene expression in vivo. We found that exposure to 

hypoxia for only 2 hours is sufficient to induce microglial iNOS and IL-6 gene expression, 

detected the next day, although the effects of hypoxia are gene-specific since not all cytokines 

are similarly upregulated (i.e. TNFα). Because hypoxia and ATP release are often coincident, 

and P2X receptors are potent regulators of microglial activities, we also tested the impact of P2X 

receptor activation on iNOS, IL-6 and TNFα expression in hypoxia. We report here that, whereas 

P2X receptor activation in normoxia promotes iNOS and IL-6 gene expression (but not TNFα), 

these effects were nearly abolished by hypoxia. We also investigated if the apparent alteration in 

P2X receptor signaling by hypoxia was related to shifts in the balance of key microglial BzATP-

responsive P2X receptors. Although hypoxia alone had no effect on P2X1, P2X4 or P2X7 

receptor expression, BzATP-stimulated increases in P2X4 and P2X7 receptor expression in 

normoxia were prevented in hypoxia, similar to BzATP effects on iNOS and IL-6 gene 

expression. Because decreases in P2X receptor gene expression were not observed with hypoxia, 

P2X receptor signaling is likely altered by hypoxia via as yet, unknown mechanisms.  

One possibility contributing to reduced P2X receptor signaling in hypoxia may be the 

altered composition of P2X receptor heterotrimers or altered interactions among homotrimers. 

These effects can conceivably occur relatively quickly (i.e. within the 2 hours of hypoxia 

exposure) due to rapid receptor subunit trafficking to the plasma membrane from intracellular 

pools. Intracellular pools of P2X4, P2X7 and P2X1 receptors have all been reported to influence 

ion channel function 47-50. However, it should be noted that all gene expression analyses in our 

study were performed one day (22 hours) after the hypoxic exposure ended, so it is possible that 
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alterations in P2X receptor expression may also contribute to the modulation of inflammatory 

gene expression by BzATP reported here. In this study, we focused on the role of P2X1, P2X4 

and P2X7 receptor regulation of microglial inflammatory activities for several reasons. 1) These 

receptors are among the most highly expressed in brainstem microglia (rank order abundance in 

freshly isolated adult brainstem microglia is: P2X4=P2X7 > P2X1 > P2X3=P2X5), and BzATP 

has the highest potency at P2X1 and P2X4 receptors 27. 2) BzATP has higher potency at P2X2, 

P2X5 and P2X7 receptors versus P2X3 receptors 27, P2X2 (and P2X6) mRNAs are undetectable 

in brainstem microglia, and P2X3 (and P2X5) are the least abundant of the P2X receptors in 

brainstem microglia. Thus, BzATP is most likely acting via P2X1, P2X4 and/or P2X7 receptors 

in brainstem microglia. 3) P2X4 and P2X7 receptors are the best characterized purinergic 

receptor subtypes in microglia 51,52. Little is known concerning P2X1 receptor function in adult 

microglia, although P2X1 receptors are present on microglia in the developing rat brain 53. P2X7 

receptors mitigate microglial production of cytokines such as IL-1β and IL-6 46,54 as well as 

iNOS 55, whereas microglial P2X4 receptors contribute to neuropathic pain 56. Finally, 4) P2X 

receptors are homo- or hetero-trimeric proteins 57. P2X4 and P2X7 receptor subunits can form 

heterotrimers 58, although the preferred configuration in many tissues 59 and in cultured microglia 

appears to be homotrimers 48. Importantly, in cultured microglia there are also interactions 

between P2X4 and P2X7 homotrimers, suggesting cross-talk among these P2X receptors, even if 

they are not components of the same receptor trimer 48. Because P2X1 and P2X4 subunits can 

also trimerize 60, P2X4 subunits may be a common “partner” for P2X1 and P2X7 effects. In our 

studies, we found no effects of hypoxia or nucleotides on P2X1 receptor mRNA in normoxia; 

however, P2X1 receptor expression in hypoxia is negatively correlated with the P2X receptors. 

A negative association of P2X1 subunits may therefore reflect a complex shift in either the 
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composition of P2X4 and/or P2X7 trimers, and/or altered signaling interactions between these 

homomeric receptors. P2X receptor trimer composition, or between receptor interactions, have 

not been evaluated in hypoxia in any system. Thus, it is not yet known if alterations in these 

parameters contribute to the impaired ability of BzATP to signal to inflammatory genes during 

hypoxia.  

To study the effects of exogenously administered nucleotides on microglial responses, we 

injected BzATP directly into the cisterna magna. Although the half-life of BzATP in vivo is 

unknown, this route of administration minimizes tissue trauma caused by direct injection into the 

brainstem parenchyma, while also maximizing exposure of brainstem cells to high nucleotide 

levels, the CNS region of interest in these studies. Interestingly, we found in pure microglial 

cultures in vitro, that between 1 and 8 hours of hypoxia ranging from 1-15%, followed by 

reoxygenation for 16-23 hours failed to induce any of the inflammatory genes assessed here (data 

not shown), suggesting that additional CNS cell types are likely necessary to recapitulate full 

microglial in vivo responses. This idea is consistent with the brainstem literature indicating an 

important role of astrocytes in sensing and responding to ATP during hypoxia 61,62 to modulate 

respiratory rhythm generation and the hypoxic ventilatory response 22,63-66, key physiologic 

functions of the brainstem. It is also important to mention that we discuss the effects on 

microglial gene expression observed here as being the result of hypoxia. However, because we 

allowed the animals to control their own CO2 during the hypoxic exposures, they also became 

hypocapnic. At this time, we cannot rule out the possibility that hypocapnia or a combination of 

both hypoxia and hypocapnia play a role in these observed effects. 

Identifying individual contributions of P2X4 receptors to microglial activities in hypoxia 

in vivo is challenging because selective agonists or antagonists for P2X4 receptors are not 
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available. Most general P2 receptor antagonists have no affinity for P2X4. TNP-ATP has some 

ability to antagonize P2X4 receptors at high doses, but it has even higher potency at P2X7 

receptors 27, making it difficult to pharmacologically distinguish P2X4 receptor-specific effects 

in cells such as microglia, where both receptor subtypes are highly expressed and likely play 

opposing roles. Moreover, antagonists such as iso-PPADS that lack the P2X7 receptor activities, 

have effects at P2X1 receptors which are also highly expressed in brainstem microglia and which 

we hypothesize play a role in responses to hypoxia. Due mostly to the lack of highly selective 

P2X receptor ligands, very little is known of P2X1 receptor activities in microglia in any 

situation, and little is known about P2X4 receptors in regulating microglial inflammatory gene 

expression in vivo. Indeed, the best studied role of P2X4 receptors is their function in tactile 

allodynia and neuropathic pain 67,68. Importantly, both P2X4 and P2X7 receptor protein levels 

are upregulated in microglia following ischemia 69-71, but no studies to our knowledge have 

evaluated P2X4 receptor levels in adult microglia after exposure to hypoxia alone 72 or what the 

functional correlate is of P2X4 upregulation.  

There are advantages and disadvantages to the immunomagnetic microglial isolation 

method used here. The major strength is that all experimental manipulations are performed in 

vivo, and microglia are rapidly isolated and analyzed. The ability to directly assess microglial 

gene expression in freshly-isolated cells is absolutely critical for making the most accurate 

conclusions about microglia. Typically, in the literature changes in microglial morphology are 

coupled with the presence of inflammatory mRNAs in whole tissue homogenates, the source of 

which is then ascribed to microglia. These conclusions may or may not be correct. However, the 

ability to perform these direct and microglia-specific analyses also comes at a cost. Microglia 

only comprise between 5 and 10% of all CNS cells, and unlike the cortex where 10% of the cells 
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are microglia in the rat, only about ~5% of brainstem cells are microglia (data not shown). 

Therefore, performing protein analyses by Western blots or ELISA assays are not feasible with 

such limited sample availability, and immunohistochemical (IHC) analyses are not appropriate 

for investigations of secreted molecules such as cytokines.  

In this study, we were interested in identifying changes in mRNA levels for inflammatory 

genes induced by hypoxia and/or P2X receptor activation in microglia. In addition to the well-

established roles of these inflammatory molecules in neurotoxicity as addressed above, we also 

chose to evaluate the expression of these particular genes because each one is inducible in 

microglia. They are regulated primarily at the level of transcription in response to common 

inflammatory stimuli such as LPS 73-76. Thus, although concomitant increases in protein levels 

were not specifically investigated here, they are likely to occur. The transcriptional regulation of 

these genes is complex, and depending on the inflammatory stimulus used, may involve the 

transcriptional activities of several transcription factors including NF-κB, AP-1, Egr factors and 

CREB 46,77-79. Important with regard to P2X receptor signaling in hypoxia is the fact that all of 

these transcription factors can be independently regulated by hypoxia 80-82 and P2X receptor 

activation 46,83-85. However, because both stimuli individually increase the activation of these 

transcription factors, we would predict that simultaneous activation of P2X receptors in hypoxia 

would result in augmented inflammatory gene expression if these transcription factors were 

involved, not the inhibition that we observed. Thus, it seems likely that the activation of a 

transcriptional repressor or the recruitment of a transcriptional co-repressor in the context of 

hypoxia may occur in response to P2X receptor activation. To our knowledge, no literature is 

available yet in support of or opposition to this hypothesis, and no information exists on specific 

activation or recruitment of transcriptional repressors or co-repressors by P2X receptors.  
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In summary, the present studies show that hypoxia prevents P2X receptor signaling to 

inflammatory gene expression in adult brainstem microglia in vivo. Detection of extracellular 

nucleotides by P2X receptors is likely one mechanism whereby microglia sense disturbances in 

cellular homeostasis in the CNS. That P2X receptor activation promotes inflammatory gene 

expression in microglia in normoxia suggests that, in pathologic situations when ATP is 

abundant, microglial inflammatory activities may contribute to neural injury. We suspect that 

downregulated P2X receptor signaling during hypoxia may be an adaptive measure used by 

microglia to prevent exaggerated inflammatory responses to the combined stimuli of increased 

extracellular nucleotides and hypoxia. This adaptation may represent a neuroprotective or anti-

inflammatory function of microglia to mitigate hypoxic injury to neurons in this critical CNS 

region. These results indicate that microglia inherently adapt in hypoxia to mitigate their 

responsiveness to high concentrations of extracellular ATP when present. Indeed, if this is a 

generalized mechanism in microglial responses, this pathway could also be detrimental by 

inducing microglial quiescence during pathological periods of cellular dysregulation when 

microglial inflammatory activities would be beneficial.  For example, the centers of growing 

tumors are hypoxic and contain high levels of extracellular ATP due to insufficient 

angiogenesis/vascularization 86 and cell death, respectively 87,88. The desired microglial response 

in this situation is an increased production of pro-inflammatory/anti-tumorigenic molecules. 

However, microglia located directly in the tumor microenvironment are generally 

immunologically suppressed (reviewed in 89), and underlying mechanisms of this may involve 

similar alterations in P2X receptor signaling in hypoxia. Thus, identifying mechanisms that 

regulate microglial responses to the combination of hypoxia and extracellular nucleotides will 
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provide new insights and understanding into microglial regulation and identify new therapeutic 

targets that can be used to manipulate microglial activities in various CNS pathologies.  
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FIGURE  1 
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Figure Legend 1 

Effects of BzATP treatment and hypoxia exposure on microglial inflammatory gene expression. 

Brainstem microglia were immunomagnetically isolated from animals treated with vehicle (Veh) or 

BzATP and exposed to normoxia (Nx) or hypoxia (Hx). Total RNA was isolated and subjected to qRT-

PCR for analysis of: A) iNOS B) IL-6 and C) TNFα. Hypoxia for 2 hours increased the expression of 

iNOS and IL-6. BzATP treatment also increased iNOS and IL-6 expression in normoxia, but these effects 

were prevented in hypoxia. Neither treatment effected TNFα gene expression. Solid lines indicate 

statistically significant differences with a Two Way ANOVA and dashed lines with a t-test. *p<0.05; 

***p<0.001.  Data are graphed as fold change relative to vehicle treatment.   
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FIGURE 2 
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Figure Legend 2  

Effects of BzATP treatment and hypoxia exposure on microglial P2X receptor gene expression. 

Brainstem microglia were immunomagnetically isolated from animals treated with vehicle (Veh) or 

BzATP and exposed to normoxia (Nx) or hypoxia (Hx). Total RNA was isolated and subjected to qRT-

PCR for analysis of: A) P2X7 B) P2X4 and C) P2X1 receptors. Whereas hypoxia alone had no effect on 

P2X receptor expression, BzATP treatment increased P2X7 and P2X4 expression in normoxia, effects 

that were prevented in hypoxia. Neither BzATP treatment in normoxia, or hypoxia exposure affected 

P2X1 gene expression, but BzATP increased P2X1 mRNA levels in hypoxia. Solid lines indicate 

statistically significant differences determined by Two Way ANOVA and dashed lines by a t-test. 

*p<0.05; **p< 0.01; ***p<0.001.  Data are graphed as fold change relative to vehicle treatment.   
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FIGURE 3 
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Figure Legend 3  

Correlations between P2X4 and P2X7 receptor mRNAs and iNOS and IL-6 gene 

expression differ in normoxia and hypoxia. Multiple linear regression analyses were 

performed on inflammatory and P2X receptor gene expression data (logarithmically transformed 

interpolated CT values) in normoxia and hypoxia. Correlations between A) iNOS and P2X7, B) 

iNOS and P2X4, C) IL-6 and P2X7 and D) IL-6 and P2X4 are shown. iNOS expression 

significantly correlated with both P2X7 and P2X4 receptors in normoxia whereas in hypoxia, 

correlation with P2X7 was lost. Likewise, IL-6 expression correlated with both P2X4 and P2X7 

in normoxia, but correlation with P2X4 was lost in hypoxia.  
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FIGURE 4 
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Figure Legend 4 

The correlation between P2X4 and P2X7 receptor mRNAs in normoxia is lost in hypoxia 

when P2X1 receptor expression negatively correlates. Multiple linear regression analyses 

were performed between P2X receptor data (logarithmically transformed interpolated CT values) 

in normoxia and hypoxia. Correlations between A) P2X4 and P2X7 B) P2X1 and P2X4, and C) 

P2X1 and P2X7 are shown. P2X4 expression significantly correlated with both P2X7 in 

normoxia, an effect that was lost hypoxia. In hypoxia, P2X1 negatively correlated with both 

P2X4 and P2X7. 
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ABSTRACT  

Our understanding of how histone demethylation contributes to the regulation of basal 

gene expression in the brain is largely unknown in any injury model, and especially in the 

healthy adult brain. Although Jumonji genes are often regulated transcriptionally, cell-specific 

gene expression of Jumonji histone demethylases in the brain remains poorly understood. Thus, 

in the present study we profiled the mRNA levels of 26 Jumonji genes in microglia (CD11b+), 

neurons (NeuN+) and astrocytes (GFAP+) from the healthy adult rat brain. We optimized a 

method combining a modified zinc-based fixative (mZBF) and flow cytometry (FCM) to 

simultaneously sort cells from non-transgenic animals. We evaluated cell-surface, intracellular 

and nuclear proteins, including histones, as well as messenger- and micro-RNAs in different cell 

types simultaneously from a single sorted sample. We found that 12 Jumonji genes were 

differentially expressed between adult microglia, neurons and astrocytes. While JMJD2D was 

neuron-restricted, PHF8 and JMJD1C were expressed in all three cell types though expression 

was highest in neurons. JMJD3 and JMJD5 were expressed in all cell types, but were highly 

enriched in microglia; astrocytes had the lowest expression of UTX and JHDM1D. Levels of 

global H3K27 methylation varied among cell types and appeared to be lowest in microglia, 

indicating that differences in basal gene expression of specific Jumonji histone demethylases 

may contribute to cell-specific gene expression in the CNS. This multiparametric technique will 

be valuable for simultaneously assaying chromatin modifications and gene regulation in the adult 

CNS.   
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INTRODUCTION 

The CNS is comprised of highly interconnected, yet functionally heterogeneous CNS cell 

populations. Understanding how these cells function both individually and within a network is 

crucial to unraveling their role in health and disease. Interpretation of many existing epigenetic 

and gene regulation studies in the adult CNS are complicated by the fact that they are typically 

performed on tissue homogenates, so effects within individual cell types cannot be distinguished. 

Another major technical hurdle in evaluating gene expression in vivo is the inability to efficiently 

isolate nucleic acids (RNA) from paraformaldehyde-fixed and sorted cells since major CNS cell 

types are best characterized by proteins expressed intracellularly. As a result, investigations of 

gene regulation in the brain often utilize cultured CNS cells that are usually derived from late 

embryonic or neonatal animals, confounding understanding of these processes in the adult. Laser 

capture microdissection 1,2, live cell sorting by flow cytometry from transgenic animals 

expressing fluorescent proteins driven by cell-type specific promoters 3, ribosomal-tagging for 

mRNA isolation from transgenic animals 4-6, and alcohol-based fixation to sort neurons for 

subsequent RNA analysis 7 are commonly used methods permitting assessments of RNA in 

specific CNS cell populations, but each have their own drawbacks. Although each technique has 

enabled significant advances in neurobiology, their limitations include investigations of only a 

single cell type at a time, the need to use and maintain transgenic animals, and/or the inability to 

concurrently analyze nucleic acids and intracellular proteins in a single sample. Therefore, we 

endeavored to overcome these obstacles by optimizing a novel method using non-transgenic, 

adult rats where proteins and nucleic acids can be concurrently analyzed by flow cytometry 

(FCM) in multiple neurons and glial cell types simultaneously identified using a combination of 

intracellular and extracellular markers.  
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Although FCM is commonly used to analyze and sort pure cell populations, the ability to 

efficiently recover nucleic acids from formaldehyde-fixed cells is not 8. This limitation is 

particularly significant for neuroscience research because the best-characterized cell-type 

specific markers for neurons and astrocytes are intracellular, thus requiring fixation and 

permeabilization for immunostaining-based detection. Guez-Barber and colleagues 7 reported the 

use of an alcohol-based fixative to sort neurons from non-transgenic animals for subsequent 

RNA analysis, the utility of which for evaluating nucleic acids in sorted neurons has been 

demonstrated several times 9-11. However, when endeavoring to isolate nucleic acids from 

identified and sorted neuron and glial cell populations simultaneously, based on a combination of 

intracellular and cell surface identification markers, alcohol fixation was ineffective in our 

studies. We thus turned to a zinc-based fixative (ZBF) which was previously shown to preserve 

cellular structure, proteins, and nucleic acids in histological and cellular studies 12-14. Because a 

modified ZBF (mZBF) was previously shown to preserve nucleic acids better than standard zinc 

fixation methods, we evaluated intracellular, extracellular and nuclear proteins, as well as post-

translational modifications to histone tails with mZBF after a mechanical dissociation protocol.  

found that all parameters were readily preserved. Fixed microglia, neurons and astrocytes were 

sorted based on cell surface (CD11b) and intracellular markers (NeuN and GFAP, respectively), 

and we obtained high quality messenger and small non-coding RNAs (miRNAs). We also 

observed differences in basal histone H3 lysine 27 (H3K27) methylation status among cell types, 

suggesting fundamental differences in chromatin structure between CNS cell types. The purity of 

sorted cell populations from the adult CNS was confirmed by evaluation of mRNA levels of cell-

type specific genes in individual cell populations.   
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The importance of histone demethylation in the molecular regulation of CNS gene 

transcription is becoming increasingly appreciated. Our overall research goal is to understand the 

role of histone demethylation in regulating gene transcription in individual CNS cell types 

(microglia, neurons and astrocytes), since cell-specific gene regulation strongly contributes to 

cell-cell communication in CNS health and disease. Two families of histone demethylases have 

been identified: lysine specific demethylases (LSD) and Jumonji C (JmjC) domain family 

proteins 15. Whereas the Jumonji demethylases comprise the largest gene family of histone 

demethylases, little is known about their expression or function in the adult CNS, in any cell 

type. To begin to understand how epigenetic regulation influences CNS cell function, and 

because so little is known about the expression of key Jumonji demethylases in any CNS cell 

type in the adult, we used the present method to independently profile the expression of the 26 

best characterized Jumonji histone demethylase family members in microglia, neurons and 

astrocytes. We found that seven Jumonji genes had greater than a 3-fold change in mRNA 

expression levels between cell types. Of these, PHF8, JMJD1C, and JMJD2D had neuron-

specific expression, whereas JMJD3 and JMJD5 were primarily expressed in microglia. UTX 

and JHDM1D had very low expression in astrocytes compared to neurons and microglia. 

Collectively, these data suggest that there is cell type-specific regulation of basal histone 

demethylase expression in the CNS. Moreover, because these enzymes have different histone 

targets and enzymatic specificities 15, these results also suggest that histone demethylation likely 

plays different functional roles in the control of gene expression in neurons, astrocytes and 

microglia in the healthy brain. The present technique provides a simple experimental means with 

which to begin in vivo studies of cell-specific epigenetic gene regulation in multiple CNS cell 

types simultaneously. 
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MATERIALS AND METHODS 

Animals 

This study was carried out in strict accordance with the recommendations in the Guide 

for the Care and Use of Laboratory Animals of the National Institutes of Health. Experiments 

were performed on adult, male, Sprague-Dawley rats (Harlan, Indianapolis, IN) weighing 300 g 

± 50 g. Rats were housed and handled in accordance with the Guide for Care and Use of 

Laboratory Animals in an AAALAC-accredited facility. All surgical and experimental 

procedures were approved by the University of Wisconsin, Madison Institutional Animal Care 

and Use Committee. All efforts were made to minimize the number of animals used and their 

suffering. 

Materials 

Hank’s Buffered Salt Solution (HBSS) was purchased from Cellgro (Herndon, VA). 

Calcium acetate, zinc chloride, zinc trifluroacetate, glycerol, DEPC, EDTA, and TRI reagent 

were purchased from Sigma Aldrich (St. Louis, MO). Percoll was purchased from GE Healthcare 

(Waukesha, WI).  DNase was purchased from Worthington Biochemicals(Lakewood, NJ). 

Lightning Link Antibody conjugation kit was purchased from Novus (Littleton, CO). Glycoblue 

reagent was purchased from Ambion (Austin, TX). NCode™ VILO™ miRNA cDNA Synthesis 

Kit, and RNase AWAY, and DAPI were purchased from Invitrogen (Carlsbad, CA). Primers 

were designed using Primer 3 software and were purchased from Integrated DNA Technologies 

(Coralville, IA). Power SYBR green was purchased from Applied Biosystems (Foster City, CA).  

CD11b and GFAP antibodies were purchased from BD Biosciences (San Jose, CA).  NeuN, 

EAAT2 (GLT-1), H3K27me3, H3, and the rabbit IgG isotype control antibodies were purchased 

from Millipore (Billerica, MA). The H3K27me1 antibody was purchased from Epigentek 
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(Farmingdale, NY). The goat anti-rabbit PE-CY7 antibody, was purchased from Santa Cruz 

Biotechnology (Dallas, TX). 

Control of RNAse and DNAse contamination 

Special precautions were taken during sample collection and processing to preserve RNA 

integrity. Only certified nuclease-free plastic ware and/or glassware baked at 400°C for 4 hours 

were used. All surfaces and tools were treated with RNase AWAY (Invitrogen) to prevent RNase 

contamination. All solutions were prepared with DEPC-treated water.   

Mechanical dissociation and fixation of neural tissue 

Rats were euthanized with an overdose of isoflurane anesthetic, and perfused with cold 

0.1M phosphate buffered saline (PBS). The brain, excluding olfactory bulbs, brainstem and 

cerebellum was dissected, and placed into cold HBSS on ice. Samples remained on ice for the 

duration of the procedure, and all centrifugation steps were performed at 4°C. We modified a 

mechanical dissociation protocol 16 for creating single cell suspensions of CNS tissues by 

pushing the tissue through a pre-moistened 100µm filter with a syringe plunger and flushing the 

filter with ice-cold HBSS supplemented with 0.01mg/ml DNase and 0.1mM EDTA. Myelin was 

removed by high speed centrifugation at 850g for 15 minutes in a solution consisting of 26% 

Percoll in 0.1M PBS. Dissociated cells were washed in ice-cold HBSS and pelleted by 

centrifugation at 350g for 5 minutes. Cells were resuspened in a modified zinc-based fixative 

(mZBF) (0.5% zinc chloride, 0.5% zinc trifluroacetate, 0.05% calcium acetate in 0.1M Tris-

HCL, pH to 6.4-6.7) and glycerol (1:1), as previously described 12,14. Samples were stored at -

20°C overnight or until ready to be used. Consistent with previous reports 14, we have stored 

samples for several weeks with no detectable loss of cell integrity or immunostaining efficiency 



114 
 

 

(data not shown). To assess the effects of the fixation process on RNA quality, comparisons 

between fresh and fixed tissues, and fixed/sorted cells were performed. 

Cell population analysis by flow cytometry 

Fixed samples were washed 3X in ice-cold PBS and permeabilized on ice for 20 min in 1X 

PBS + 0.2% saponin + 0.1% BSA. All staining occurred on ice in the permeabilization buffer, 

protected from light. Cells were stained with anti-NeuN-Alexa 488 (1:200), anti-CD11b-PE-Cy7 

or PE (1:200), and anti-GFAP- Alexa 647 (1:50) or anti-EAAT2 (GLT-1)-Alexa 647 (1:100) 

antibodies for 45 min on ice. Prior to staining, the EAAT2 (GLT-1) antibody was custom 

conjugated to Alexa 647 utilizing the Lightning-Link antibody conjugation kit, according 

manufacturer’s instructions. Samples were washed and resuspended for sorting in 

permeabilization buffer containing DAPI (1 µg/ml) to identify cells with intact nuclei. Flow 

cytometry analysis and cell sorting was performed using a FACSAria II equipped with 350-, 

405-, 433-, 532-, and 633-nm lasers, a standard filter set, and FACSDiva software (BD 

Biosciences). All appropriate compensation and FMO controls were performed and utilized in 

the analysis. Intact cells were identified using forward and side-scatter parameters, singlet gates, 

and DAPI staining to identify cells in cell cycle at the time of fixation. Samples were first gated 

to exclude doublets and any events off scale with the following singlet gates: FSC-Width/SSC-

Area, SSC-Width/FSC-Area. We then used a cell cycle gate to identify cells with intact nuclei 

based on DAPI-Width/DAPI-Area plotted on a linear scale. Cell populations were identified and 

gated using FMO controls. Cells were identified based on their fluorescence properties, and were 

sorted through a 120µM nozzle at 14 psi into 1.5 ml Ependorff tubes. Sorted cell populations 

were defined as the following: neurons (NeuN+/CD11b-/GFAP or GLT-1-), microglia 

(CD11b+/NeuN-/GFAP or GLT-1-), and astrocytes (GFAP or GLT-1+/CD11b-/NeuN-). 
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Immediately following the sort, the cells were pelleted and resuspended in Tri Reagent for RNA 

isolation. Following the sort, an aliquot of the remaining, unsorted, fixed and stained cells was 

taken for comparison to the unfixed and fixed/sorted cells. Post-sort population analyses and 

graphical representations were performed in FlowJo software v.10. (TreeStar Inc.). Data are 

representative of 3 separate experiments with 4 independent samples per experiment. 

Cell-Type Identification on ImageStream 

Cortical tissue was mechanically dissociated into a single cell suspension, fixed in mZBF, 

and stained with CD11b-PE, NeuN-Alexa488, GFAP- Alexa647, and DAPI as described above. 

Fluorescent images were visualized on the Amnis ImageStream. Cellular expression and 

distribution of these cell identifiers were analyzed in >20,000 cells at 40X magnification, using 

IDEAS software (Amnis).  

Detection of histone-tail post-translational modifications 

To test whether the mZBF is compatible with detection of histone-tail post-translational 

modifications by flow cytomery, samples were prepared as described in the previous sections, 

with the following modifications. Cells were stained with anti-NeuN-Alexa 488 (1:200), anti-

GFAP- Alexa 647 (1:50), anti-CD11b-PE (1:200), and rabbit-anti-H3K27me3 (1:100), rabbit-

anti-H3K27me1 (1:100), or rabbit-anti-H3 (1:100) antibodies for 45 min on ice. Samples were 

washed, and stained on ice for 30 min with an anti-rabbit-PE-Cy7 (1:750) secondary antibody. 

Following incubation with the secondary antibody, the cells were washed and resuspended in 

permeabilization buffer containing DAPI (1 µg/ml). The cells were analyzed on a BD LSR II 

equipped with 350-, 405-, 433-, 561-, and 642-nm lasers, a standard filter set, and FACSDiva 

software (BD Biosciences). All single stain compensations and FMO controls were performed 

and utilized in the analysis. In single stains and FMO control samples, we included rabbit IgG 
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isotype control (1:100) for the histone antibodies plus secondary antibodies when appropriate, to 

control for nonspecific antibody binding. A total of 250,000 events were collected for each 

sample. Populations were identified and defined as previously described, and the median 

fluorescent intensity for H3, H3K27me3, and H3K27me1 were calculated for each cell 

population. All data analyses were performed using FlowJo software v. 10 (TreeStar Inc.). Data 

are representative of 4 independent rat brain samples.    

DNA, mRNA & miRNA extraction/reverse transcription 

Total RNA was extracted from fresh, fixed, and fixed/sorted cells according to the Tri 

Reagent protocol, with the addition of Glycoblue during the isopropanol incubation for RNA 

isolation. cDNA was synthesized from 0.25µg of total RNA using the NCode™ VILO™ miRNA 

cDNA Synthesis Kit according to manufacturer’s protocol. This enables amplification of both 

mRNA and miRNAs by qPCR. 

Custom Jumonji histone demethylase arrays 

A custom Jumonji qRT-PCR array was performed in duplicate on pooled samples 

(n=4/pool) for the initial broad screen. mRNA expression levels of 26 characterized Jumonji 

genes were present on the array and results were normalized to the average CT of the control 

genes 18s and β-tubulin, using the delta CT method 17. The expression of a given gene was 

averaged across all cell types, and expression within a given cell type was normalized to this 

average. The normalized values were subjected to a Log2 transformation and were graphically 

displayed as a heat map created with TreeView software 18. All genes whose expression differed 

among cell types by greater than 3-fold were independently confirmed by gene-specific qRT-

PCR in each of 4 independent sorted samples, derived from 4 different animals.  

Quantitative Real-Time PCR (qRT-PCR) 
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qRT-PCR was performed on cDNA using Power SYBR Green and quantified using an 

ABI 7500 Fast system. Primers were designed using Primer 3 software and specificity of target 

gene amplification was confirmed by NCBI BLAST searches and verification that the 

dissociation curves had a single peak with a Tm consistent with the expected amplicon. Primer 

efficiency was tested through the use of serial dilutions. Genes were considered non-detectible if 

the CT value fell outside of the linear range of the given primer set serial dilution curve. Values 

from duplicate qPCR measurements were averaged, normalized to the average of two control 

genes (18s and β-tubulin, for mRNA analyses; and snoRNA135 and snoRNA234, for miRNA 

analyses), and relative expression was determined using the delta CT method. Primer sequences 

are provided in Table 1.    

Statistical analyses 

Statistical analyses were performed on delta CT values using Sigma Plot 11.0 software. A 

one-way ANOVA followed by the Tukey post hoc test was utilized when comparing multiple 

groups. The student t-test was utilized when comparing two groups. Statistical significance was 

set at the 95% confidence limit (p < 0.05). A single symbol above a bar represents p < 0.05; two 

symbols p < 0.01; and three symbols p < 0.001. Quantitative data are expressed as the mean ± 1 

SEM.   
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RESULTS 

Mechanical dissociation and mZBF fixation is suitable for the processing of brain 

tissue for flow cytometry  

Mechanically dissociated and fixed adult rat brain tissue samples were analyzed by flow 

cytometry. The gating strategy involved gating out doublets and off scale events based on the 

singlet gates obtained using FSC-width/SSC-area and SSC-width/FSC-area. The plots shown in 

Fig. 1 are from a single sample representative of four independent samples analyzed on the same 

day. Cells are readily distinguished from debris based on DAPI staining and forward-side scatter 

properties (Fig. 1A,B). There is a clear separation in the Forward-Side Scatter plot of 

mechanically dissociated brain tissue (Fig. 1A), representing a visible division between cells and 

debris. These results are consistent with a report performed on zinc-fixed epithelial cells, 

showing that ZBF preserves forward-side scatter properties 14. We used DAPI to distinguish 

between debris and cells with intact nuclei/cells in the cell cycle at the time of fixation (Fig. 1B). 

DAPI fluorescence was plotted as DAPI-Area/DAPI-Width to both identify the DAPI+ cells 

while also serving as an additional singlet gate. The DAPI+ cell population accounts for 49.2 ± 

3.1% (n=4) of the total number of events. The DAPI stain is essential, as it acts as an additional 

means to identify intact cells and to exclude debris from the sample (Fig. 1C). This reduces 

background autofluoresence and signal from non-specifically bound antibody.  

Microglia, astrocytes, and neurons can be simultaneously identified in the non-

transgenic, adult CNS  

Dissociated and fixed samples were stained with antibodies to identify microglia (cell 

surface, anti-CD11b), astrocytes (intracellular, anti-GFAP or cell surface, anti-GLT-1), and 

neurons (intracellular, anti-NeuN). Distinct populations of DAPI+ microglia (Fig. 2A), neurons 
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(Fig. 2A,C), and astrocytes (Fig. 2B,C) were identified based on their immunofluorescent 

properties. There was clear separation between CD11b vs. NeuN (Fig. 2A) and CD11b vs. GFAP 

(Fig. 2B) immunostained cells. To determine if there was overlap between the NeuN and GFAP 

staining, we plotted NeuN vs. GFAP in the CD11b- cell population (Fig. 2C). There were 

separate populations of cells that were single positive for NeuN (42.6% ± 2.29), GFAP (3.78% ± 

0.28) and CD11b (11.3% ± 1.85) (n=4). However, there was also an unexpected population of 

cells that were double positive for NeuN and GFAP (0.94% ± 0.21, n=4). In addition, there was a 

population of DAPI+ cells that were triple negative for CD11b, NeuN, and GFAP (39.0 ± 1.3%, 

n=4). All CNS cells are not recognized by immunostaining with these three markers. On a per 

100mg of tissue basis, Table 2 summarizes the cell population frequencies, as well as the average 

number of cells of each type obtained in 3 separate and independent sample sorts. A wide 

Forward Scatter (FSC)/Side Scatter (SSC) gate is necessary to encompass all neurons and 

astrocytes, and indicates that each cell type exhibits different but overlapping scatter properties 

(Fig. 2D). Single positive CD11b-, GFAP-, and NeuN-stained cells were visualized with an 

ImageStream analysis system where distribution and localization of immunostaining was 

evaluated in single cells (Fig. 2E). Data shown in Fig. 2A-D are from a single sample 

representative of four independent samples, analyzed on the same day. 

mZBF permits retrieval of intact ribosomal-, messenger-, and micro- RNAs from 

sorted CNS cells  

We next sought to determine if we could isolate RNA from the mZBF-fixed and sorted 

cells. Table 2 indicates the average RNA concentrations obtained from 50,000 cells, and the 

purity of RNA obtained from each cell population based on the 260/280 ratios. To assess 

whether RNAs isolated from mZBF-fixed and sorted CNS cells was of suitable quality for 
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downstream analyses, we utilized qRT-PCR to compare the levels of two commonly used 

“control genes”, the ribosomal RNA18s, and the messenger RNA, β-tubulin (n=8). We examined 

this in live cells (unfixed), and cells that were either fixed and unsorted, or fixed and sorted, to 

test the influence of both the fixation and sort processes. We found that the CT values for both 

18s and β-tubulin with zinc fixation were higher when compared to CT values in live, unfixed 

cells (Fig. 3A), indicating that RNA quality is somewhat reduced by the fixation process, or that 

there are factor(s) acting as PCR inhibitors. Interestingly, 18s RNA appears to be more 

negatively affected by the fixation process than β-tubulin, suggesting a potential RNA size 

effect. When compared to live cells, the CT values for 18s were increased by ~3 cycles in both 

the fixed/unsorted (p<0.001) and fixed/sorted (p<0.001) samples, whereas β-tubulin was 

increased by ~1 cycle in the fixed/unsorted samples (p=0.260) and by 2 cycles in the fixed/sorted 

samples (p=0.024). This suggests that larger RNAs may be more susceptible to degradation 

and/or that they are more difficult to isolate than smaller RNAs. Although there is indication that 

the fixation process causes some RNA degradation/PCR inhibition, mRNA levels are readily 

detectable, and the sorting process does not appear to further compromise downstream analyses. 

We next compared the levels of 18s and β-tubulin among microglia, astrocytes and neurons (Fig. 

3B). We found that 18s levels were significantly lower in astrocytes (GFAP+) compared to levels 

in microglia (CD11b+; p<0.002) and neurons (NeuN+; p=0.001). In addition, the expression of β-

tubulin was significantly higher in neurons compared to microglia (p<0.001) and astrocytes 

(p=0.001).   

Since we were effective in retrieving both rRNA and mRNA from fixed/sorted cells, we 

next evaluated the compatibility of zinc fixation with the recovery of small RNAs in four 

independent samples derived from four separate animals. We screened two small noncoding 
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nuclear RNAs that are often used as loading controls for miRNA qRT-PCR studies, snoRNA135 

and snoRNA234. We successfully detected both snoRNAs (Fig. 3C), and found no cell-type 

specific differences in the levels of either (p=0.278 and p=0.463, respectively). Finally, we 

screened two microRNAs (miRNAs): miR-26 highly expressed in the CNS 19, and miR-146a, an 

important regulator of innate immune responses in microglia 20-22. Although they did not reach 

statistical significance, we found that compared to expression levels in microglia, miR-26 tended 

to be 2-3 fold more highly expressed in neurons (p=0.051) and astrocytes (p=0.080). miR-26 

expression levels were comparable in astrocytes and neurons (p=0.696). miR-146a was highly 

expressed in microglia, but as expected, it was nearly undetectable in both astrocytes (p=0.006) 

and neurons (p=0.001).  

It is unclear at this time if the differences in CT values among cell types for 18s and β-

tubulin are the result of cell type-specific differences in expression of these RNAs, or if there are 

inherent differences in the quality of RNA harvested from different cell populations. We suspect 

the latter because similar differences in expression patterns were observed with two other 

housekeeping RNAs (snoRNA135 and snoRNA234), although they were not statistically 

significant. snoRNA135 was similar in pattern to 18s whereas snoRNA234 was similar to β-

tubulin. In addition, the quantity of RNA obtained from the same number of cells based on 

absorbance at 260nm appeared to be 3-4 times higher for astrocytes compared to neurons and 

microglia (Table 2). To account for these differences in subsequent gene expression analyses, we 

averaged the 18s and β-tubulin CT values for ∆CT calculations. 

Cell-specific gene expression confirms purity of fixed, stained and sorted cells  

Using qRT-PCR to analyze the expression of known cell-type specific genes, we assessed 

the purity of sorted neuron, microglia, and astrocyte cell populations from four independent cells 
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sorts. We found that the neuron specific genes NeuN, β-III tubulin, and neurofilament were 

highly expressed in NeuN+ cells, and that NeuN and β-III tubulin were lowly expressed or 

undetectable in microglia and astrocytes (Fig. 4A). Surprisingly, neurofilament was somewhat 

detectable in both microglia and astrocytes. The microglia-specific genes CD11b, Iba-1, and 

CD68 were highly expressed in microglial (CD11b+) cells, and lowly expressed or undetectable 

in astrocyte (GFAP+) and neuron (NeuN+) populations (Fig. 4B). Likewise, the astrocyte-specific 

genes GFAP, GLT-1, and ALDH1L1 were highly expressed in GFAP+ cells (Fig. 4C) and lowly 

expressed in microglia and neurons.   

Cell-type specific expression of Jumonji histone demethylases 

We used a custom qPCR array to analyze the expression of 26 JmjC-domain containing 

histone demethylases (Jumonji demethylases) in sorted microglia, neurons and astrocytes. For 

initial screening purposes, we pooled equal amounts of cDNA from 4 independent animal 

samples into a single sample (run in duplicate) to obtain the average expression of each Jumonji 

gene in all cell types. We found that 12 of the 26 Jumonji mRNAs were differentially expressed 

among cell types by at least 2-3 fold, and 7 had greater than a 3-fold change relative to the other 

cell types (Fig. 5A). We confirmed these results in samples from four independent cell sorts, 

obtained from four different animals, using qRT-PCR to profile the Jumonji mRNAs identified 

by the array as being the most differentially expressed in all three cell types: PHF8, JMJD2D, 

JMJD3, JMJD5, UTX, JHDM1D, and JMJD1C (Fig. 5B). We found the expression of PHF8, 

JMJD1C and JMJD2D to be highly specific to neurons. In addition, we found that JMJD3 and 

JMJD5 were primarily expressed in microglia (2.7±0.60 and 2.2±0.2 fold higher relative to 

neurons, respectively). Finally, UTX and JHDM1D mRNA levels were very low in astrocytes 

(0.17±0.04 and 0.23±0.04 fold relative to that in NeuN+ cells, respectively).  
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Identification of histone-tail post-translational modifications by flow cytometry 

To determine if investigations of the functional role of Jumonji histone demethylases in 

sorted CNS cells could be performed using this method, we next assessed whether histone-tail 

post-translational modifications could be visualized by flow cytometry in mZBF-fixed microglia, 

neurons and astrocytes. We co-stained cells with antibodies against monomethylated lysine 27 

on histone H3 (H3K27me1) (Fig. 6A,B) and trimethylated H3K27 (H3K27 me3) (Fig. 6C,D), 

together with cell specific markers. As expected, we detected both H3K27me3 and H3K27me1 

in all cell types. However, neurons and astrocytes appeared to have increased and more 

heterogeneous expression of mono- and tri-methylated H3K27 than microglia as evidenced by 

broader peaks on the histogram. We also used an antibody against the H3 histone protein that 

recognizes an epitope on the carboxy terminus of the core histone not readily accessible in its 

native conformation. With this antibody, we observed only a slight shift in the mean fluorescent 

intensity (Fig 6E,F) although pan H3 immunostaining in microglia, in contrast to the methylated 

immunostaining at H3K27, appeared to be greater than in neurons and astrocytes. These results 

indicate that native histone structure is maintained in the mZBF-fixed cells, that histone tail post-

translational modifications can be visualized by flow cytometry in this fixative, and that levels of 

methylated histones differ among CNS cell types.  
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DISCUSSION 

To our knowledge, this is the first study to successfully identify and isolate distinct CNS 

neuron and glial cell populations simultaneously from the adult, non-transgenic, rodent brain 

based on a combination of intra- and extra-cellular markers by flow cytometry. The modified 

zinc-based fixative used here preserves cell surface, intracellular, and nuclear protein structure, 

and we have used it to perform analyses of cell cycle, histone tail modifications, and other 

proteins prior to cell sorting, maximizing the information obtainable from a single CNS tissue 

sample. We show that the quality of ribosomal, messenger, and micro RNAs retrieved from the 

sorted cells is adequate for subsequent downstream qRT-PCR analyses, providing a means to 

study epigenetic regulation of gene expression in specific CNS populations from the same 

sample. This important technical advance represents a particularly significant step forward for 

gene expression studies in non-neuronal cell types for which intracellular epitopes are the best 

characterized, and/or for which antibodies against extracellular epitopes of cell type-specific 

surface markers are not widely available. An additional benefit of this method is the ability to 

store samples for many weeks for later analyses. 

Cellular fixation and permeabilization are necessary for antibody-mediated detection of 

intracellular antigens by FCM. Recovery of RNAs from standard formaldehyde- or 

paraformaldehyde-fixed cells is poor 8,23 especially when cell numbers are limiting, and alcohol 

fixation is not ideal for extracellular marker-based cell identification (data not shown, and 24,25). 

Several recent studies have successfully used an alcohol-based fixation method for recovery of 

RNA from intracellularly-identified neuron populations 9,11,26. However, because we wished to 

use a combination of intracellular and cell surface markers for cell identification, we applied the 

modified zinc-based fixation method to isolate RNAs from fixed and sorted neurons and glia. 
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Consistent with previous reports 12-14, DNA could also be successfully isolated from zinc-fixed 

cells (data not shown), increasing the utility of this technique for the study of epigenetic DNA 

modifications. Many fields are plagued by the need/desire to fix samples prior to flow cytometric 

analysis and/or cell sorting, and more information can be obtained from fixed cells (because 

intracellular proteins can be quantified). Fixation often adds a level of safety for more 

biohazardous samples since significant biosafety concerns are present when working with 

human, pathogen-infected or virally-transduced cells, particularly in flow cytometry facilities 

where the potential for aerosolization is high 27. Although not tested here, this fixation method 

may also be a useful alternative to live sorting when nucleic acid recovery is desired from 

biohazardous samples.   

We undertook the present study to begin to investigate the epigenetic control of gene 

expression in microglia and neurons as it relates to cell-cell communication in pathology. 

Although live microglia can easily be identified and sorted based on cell surface marker 

identification (e.g. CD11b) 28, the same cannot be done with live neurons, as the best-

characterized markers are intracellular. Adult astrocyte identification also suffers from the same 

issues as neurons with regard to intracellular markers and/or antibodies only being available 

towards intracellular epitopes of cell surface markers (e.g. GLT-1). Indeed, the dissociation 

procedure reported here is not optimized for astrocytes as the mechanical disruption decreases 

astrocyte viability, reducing their recovery. However, the mechanical method was optimal for the 

retrieval of neurons and microglia, which are the major cell types of interest to us. In the course 

of optimizing this technique for our purposes, we found that enzymatic dissociation with papain 

28 permitted much better astrocyte recovery, although it greatly decreased neuron retrieval (data 

not shown). Efficiency of microglial recovery with both methods was not different. The overlap 
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observed between the GFAP+ and NeuN+ cells (<1%; Fig. 2C) is likely a product of the 

mechanical dissociation process. For example, incomplete dissociation may result in astrocyte 

debris sticking to neuronal cells. Alternatively, GFAP/NeuN double positive cells could 

represent a population of neural progenitor cells expressing both NeuN and GFAP markers 29. 

Results from the ImageStream analyses supported both notions: whereas there were true 

NeuN+/GFAP+ double positive cells (likely precursor cells), most were double positive because 

of cell debris stuck to an intact cell (data not shown). In addition, there was a large proportion of 

cells (~39%) that were triple negative for the three cell identification markers used here. 

Although additional studies are needed to specifically identify the members of this cell 

population, we speculate that these are likely to be astrocyte/glial cells and endothelial cells that 

were not identified by the primary markers used here. For example, whereas GFAP is the most 

commonly used marker for astrocytes, it is only expressed by a fraction of astrocytes, the 

intensity and percentage of which varies throughout the brain 30. Thus, while the present 

dissociation method is not ideal for GFAP+ astrocyte recovery, more efficient and universal 

astrocyte identification may require simultaneous staining with multiple astrocyte markers (e.g. 

GFAP, GLT-1, ALDH1L1), regardless of dissociation method. 

Because histone demethylation is commonly associated with the activation/repression of 

gene transcription 15,31, and many microglial inflammatory activities require new gene 

transcription of cytokines and other mediators of inflammation 32,33, we were particularly 

interested in which histone demethylase enzymes were expressed in microglia and neurons. In 

this study, we focused on the Jumonji histone demethylase gene family that contains 30 members 

based on sequence homology 15. The Jumonji demethylases catalyze a dioxygenase reaction to 

remove mono-, di- and tri-methyl groups from lysine and arginine residues, primarily on histone 
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H3, H4 and H1 substrates. This reaction is dependent on Fe (II) and α-ketoglutarate 15. There is 

very little known about the role of Jumonji histone demethylases in the regulation of CNS 

function in general, and nothing is known about their cell-specific expression in the adult CNS. 

Given the significant differences in gene expression profiles in microglia, neurons and 

astrocytes, we hypothesized that there would be cell type-specific differences in the basal 

expression of the Jumonji demethylase genes.  

We found that seven Jumonji family genes were most differentially expressed between 

neurons, microglia and astrocytes. PHF8, JMJD1C, and JMJD2D were highly neuron-specific as 

they were undetectable or very lowly expressed in microglia and astrocytes. Neuronal expression 

of PHF8 and JMJD1C is consistent with previous reports 34,35. PHF8 is important for proper 

neural development 34, and its mutation is associated with Fragile X syndrome, believed in part 

to be responsible for the associated cognitive deficits 36,37. JMJD1C protein levels are high in 

androgen-responsive neurons where it is proposed to be involved in the co-activation of the 

androgen receptor 35. Although mutations in the JMJD1C gene are linked to the development of 

autism 38,39, this relationship is not fully understood as the histone substrate for this enzyme has 

not yet been identified 15. Very little is known about the role of JMJD2D in the CNS. However, 

similar to JMJD1C, JMJD2D acts as an androgen receptor co-activator in the prostate 40. Perhaps 

in the CNS, JMJD2D plays a similar role to JMJD1C. We found that JMJD3 and JMJD5 were 

more highly expressed in microglia than in astrocytes or neurons. JMJD3 is an important 

regulator of both inflammatory 41-43 and anti-inflammatory activities in macrophages 44, and 

JMJD5 expression in osteoclasts is an important regulator of osteoclastogenesis 45. There is now 

one report of a Jumonji gene family member (JMJD3) in microglia  46. JMJD3 was shown to be 

critical for switching between inflammatory and anti-inflammatory/reparative phenotypes in 
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immortalized microglia, consistent with reported effects in macrophages. Finally, we found UTX 

and JHDM1D to be more lowly expressed in astrocytes, compared to neurons and microglia. 

UTX is an X-chromosome-linked gene and is more highly expressed in the female brain 47, but 

nothing is known about its expression in astrocytes. Only male rats were included in our study; 

thus, it is possible that UTX levels may be higher in astrocytes isolated from female rats. 

Interestingly, a point mutation in the UTX gene results in Kabuki syndrome 48,49 characterized by 

developmental delay, cognitive disabilities, and craniofacial abnormalities. Because these 

morbidities are also associated with aberrant astrocyte activity (e.g. Alexander disease, Fragile X 

disease) 50, impaired or overactive UTX activity in astrocytes specifically, may play an important 

physiological role in neuropsychiatric disease. Lastly, little information is available on the role of 

JHDM1D in the brain. It is known to regulate neural differentiation 51 and neural fate 

specification 52 during embryogenesis. We find its expression in the adult CNS to be lowest in 

astrocytes and highest in neurons, consistent with the idea that the JHDM1D gene may be down-

regulated in astrocytes after progenitors have committed to the glial phenotype. Whether 

differences in basal Jumonji demethylase gene expression contribute to cell type-specific 

regulation of gene expression in the adult CNS is not yet known, but the present data are 

consistent with this possibility.  

There are apparent differences in the magnitude of mono and tri-methylated H3K27 

among CNS cell types, with neurons having the highest expression of both marks. While the 

significance of this is not yet clear, differences in H3K27 methylation at specific gene promoters 

may contribute to fundamental, cell-specific differences in gene expression profiles among these 

cell types. Additional studies involving chromatin immunoprecipitations are necessary to test this 

hypothesis further. In addition to histone modifications, miRNAs are another important aspect of 
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epigenetic gene regulation. In this study, we evaluated levels of miR-146a and miR-26 in sorted 

microglia, astrocytes, and neurons to determine if the quality of recovered miRNAs from cells 

processed in this way was adequate for subsequent investigation. While we could easily amplify 

miRNAs, we found cell type specificity of the 2 miRNAs we evaluated. We found that miR-146a 

was highly expressed in microglia (but was very low in neurons and astrocytes), consistent with 

its expression primarily in myeloid lineage cells 20,53. Because miR-26 is reported to be 

preferentially expressed in astrocytes 19, we were surprised to find it equally detectable in 

astrocytes and neurons. However, the astrocyte-specific expression of miR-26 was determined in 

differentiated murine stem cells in vitro 19. Our samples are rat, and there are significant species 

differences in miRNAs. Alternatively, differences may be related to cell age. Our studies were 

performed on adult cells isolated from the whole brain; stem cells differentiated in vitro may not 

accurately reflect identical gene expression levels and patterns of 3 month-old adult cells in vivo. 

Further, gene expression in neurons and astrocytes in vivo are highly influenced by the CNS 

microenvironment and cannot be identically recapitulated in vitro during stem cell 

differentiation. Together, these results reinforce the need to study miRNAs in specific cell types 

in vivo.  

In conclusion, this technique adapts known flow cytometry and cell fixation methods to 

the field of neuroscience, advancing our ability to study epigenetics and gene regulation 

simultaneously in glia and neurons. To lay the foundation for future studies of histone 

demethylation-regulated gene expression, we utilized this procedure to investigate the profile of 

Jumonji gene family histone demethylase expression in neurons, microglia and astrocytes from 

the healthy CNS. Our findings are consistent with the limited available literature. More 

importantly, the results provide new information about cell-specific Jumonji gene expression in 
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the adult CNS, underscoring the importance of understanding cell-specific regulation of 

epigenetic modifiers in the adult, non-transgenic brain. 
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FIGURE 1 
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Figure Legend 1 

FSC/SSC and DAPI staining identifies intact CNS cells. Rat brain tissue was mechanically 

dissociated into a single cell suspension, fixed in mZBF, and processed for flow cytometry, as 

described in the Methods. Doublets and off scale events were gated out based on FSC-Area/SSC-

Width and SSC-Area/FSC-Width. All plots started with the same singlet gate. (A) Typical 

Forward/Side Scatter plot for rat brain cells. (B) To remove dead cells and debris from the 

analysis, we used DAPI staining to gate on cells that were in the cell cycle at time of fixation. (C) 

Backgating on DAPI+ cells identified where debris and intact cells appeared on the Forward/Side 

Scatter plot. Data shown are representative of 4 independent experiments.  
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FIGURE 2 
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Figure Legend 2 

Neurons, microglia, and astrocytes are simultaneously identified by FCM.  Single cell 

mZBF-fixed suspensions were processed for flow cytometry. Singlet cells were gated as 

described above, and then gated on DAPI as in Fig. 1B.  DAPI+ neurons, microglia, and 

astrocytes were identified using antibodies against the cell-specific markers NeuN (neurons; 

A,C), CD11b (microglia; A,B), and GFAP (astrocytes; B,C). (C) CD11b- cells were plotted 

against GFAP and NeuN, revealing single positive GFAP and NeuN populations as well as a 

small GFAP and NeuN double positive population. (D) An overlay of the single positive CD11b, 

NeuN, and GFAP populations reveals that they have overlapping and variable Forward/Side 

Scatter properties indicating that these parameters alone are not useful on their own for cell-type 

identification in the CNS. The data shown are from a single sample that is representative of 4 

independent experiments. (E) Representative images of DAPI+ cells staining single positive for 

CD11b, GFAP or NeuN from a single experiment of >20,000 cells, at 40X magnification 

obtained using ImageStream analysis.  
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FIGURE 3 
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Figure Legend 3 

Retrieved RNAs from sorted cells are suitable for analysis by qRT-PCR. RNA was 

harvested and qRT-PCR was used to analyze the levels of two commonly used housekeeping 

genes: 18s rRNA and β-tubulin mRNA. Comparisons were made between (A) fresh tissue, 

fixed/unsorted cells, and fixed/sorted cells (n=4-8), or (B) sorted neurons (NeuN+), microglia 

(CD11b+), and astrocytes (GFAP+) (n=8). (C) The expression of two commonly used 

housekeeping small non-coding RNAs (SnoRNA-135 and -234) and (D) two microRNAs miR-

26 and miR-146a in neurons (NeuN+), microglia (CD11b+), and astrocytes (GLT1+) were also 

evaluated (n=4). Symbols indicate significant differences between samples as assessed by a One-

Way ANOVA. * vs. fresh tissue (A) or neurons (B-D); + vs. microglia; and $ vs. astrocytes. 1 

symbol p<0.05; 2 symbols p<0.01; 3 symbols p<0.001. 
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FIGURE 4 
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Figure Legend 4 

qRT-PCR of cell-specific genes confirms sorted CNS cell purity.  Total RNA harvested from 

fixed/sorted cells was utilized for qRT-PCR of cell-type specific genes to confirm the purity of 

the sort. (A) The neuron-specific genes NeuN, neurofilament, and β(III)- tubulin), (B) the 

microglia-specific genes CD11b, Iba-1, and CD68, and (C) the astrocyte-specific genes GFAP, 

GLT-1, and ALDH1L1 were evaluated in all three cell populations (n=4-8). Symbols indicate 

significant differences between samples as assessed by a One-Way ANOVA. * vs. neurons; + vs. 

microglia; and $ vs. astrocytes. 1 symbol p<0.05; 2 symbols p<0.01; 3 symbols p<0.001. 
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FIGURE 5 
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Figure Legend 5  

Jumonji histone demethylase gene expression is cell-type specific in the CNS. (A) Total 

RNA was harvested from sorted cell populations, a portion of the cDNA was pooled, and 

screened in a custom-made qRT-PCR array consisting of 26 Jumonji histone demethylases. (B) 

Genes with a greater than 3-fold difference between cell types were confirmed by qRT-PCR in 4 

independent samples. Symbols indicate significant differences between samples as assessed by a 

One-Way ANOVA. * vs. neurons; + vs. microglia; $ vs. astrocytes; and # p= 0.060 vs. 

astrocytes. 1 symbol p<0.05; 2 symbols p<0.01; 3 symbols p<0.001. 
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FIGURE 6 
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Figure Legend 6 

Post-translational histone modifications can be analyzed by FCM in zinc-fixed cells. mZBF-

fixed cell suspensions were stained with antibodies against NeuN, CD11b, and GFAP to identify 

neurons, microglia and astrocytes respectively, in the presence of antibodies against the histone 

mark (A,B) H3K27me1, (C,D) H3K27me3, or (E,F) pan-H3. Singlet and DAPI+ gated 

populations were subsequently gated by cell-type, and changes in the median fluorescent 

intensity (MFI) of the respective histone marks were assessed. Shifts in the MFI with primary 

antibody relative to signal with IgG isotype control antibody are shown in the histograms, and 

averaged data (n=4 independent samples) are shown in the bar graphs.  
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TABLE 1 
 

Protein Name Gene Name 
NCBI 

Reference 
Sequence 

Forward Primer (5’)  Reverse Primer (5’) 

  18s  M11188.1 
CGG GTG CTC TTA 
GCT GAG TGT CCC G 

CTC GGG CCT GCT 
TTG AAC AC 

β-Tubulin  Tubb2a 
NM_001109
119.1 

AGA CCA TGC TGG 
AGG ACA ACA 

AGG ATG CCA CGG 
CTG ATG 

NeuN  Rbfox3 
NM_001134
498.2 

TGC CAA TGG CTG 
GAA GCT AA 

TAG GGG AAA CTG 
GTC ACT GC 

Neurofilament
- heavy chain Nefh 

NM_012607.
2 

GGC CTC CTA CCA 
GGA TGC AAT TCA G 

TGC GCG GCC ATC 
TCC CAT TT 

β-III Tubulin Tubb3 
NM_139254.
2 

TAG CCG AGT GAA 
GTC AGC ATG AGG G 

ACC TCC CAG AAC 
TTG GCC CCT ATC 

cd11b Itgam 
NM_012711.
1 

GGG CAG GAG ACG 
TTT GTG AA 

TGC CCA CAA TGA 
GTG GTA CAG 

Iba-1 Aif1 
NM_017196.
3 

TCA TCG TCA TCT 
CCC CAC CT 

GCT TTT CCT CCC 
TGC AAA TCC 

CD68 CD68 
NM_001031
638.1 

GGA CTA ATG GTT 
CCC AGC CA 

TGG GTC AGG TAC 
AAG ATG CG 

GFAP GFAP 
NM_017009.
2 

GGG CGA AGA AAA 
CCG CAT CAC CA 

ATG ACC TCG CCA 
TCC CGC ATC 

ALDH1L1 Aldh1l1 
NM_022547.
1 

CCT GGA CAC TGG 
TGA CCT TC 

ACG ATT GTA CAG 
CGT GCT CA 

GLT-1 Slc1a2 
NM_017215.
2 

GCA TCA ACC GAG 
GGT GCC AAC AA 

CCC AGG TTT CGG 
TGC TTT GGC T 

C2orf60 Tyw5 
NM_001170
473.1 

TTA CCC GCA GAG 
AAA GCC TC 

ACT GCA GCG ACG 
TGA ATC TT 

Jarid1A Kdm5a 
NM_001277
177.1 

TGA ACT GTC TTC 
TGC CCT GG 

AGT GTC CCT GTA 
AGT CTG GAT TG 

Jarid1B Kdm5b 
NM_001107
177.1 

GCC ACC ATT CGC 
TTG TGA TG 

TTA CAC GTG TTT 
GGG CCT CC 

Jarid1C Kdm5c 
XM_241817.
7 

GGT TCC TTG CTA 
CGC TCT CA 

TAC ACT GCA CAA 
GGT TGG CT 

Jarid1D Kdm5d FJ775729.1 
ATG CCT CTG CAA 
CCT CCA TC 

AGA TCA CAC CGC 
AGA GCT TC 

Jarid2 Jarid2 
XM_003752
957.1 

GCA GGC GAA TCT 
GGT TTT GG 

GCT GAT TGC AAA 
AGG GGA CA 

JHDM1A Kdm2a 
NM_001108
515.1 

GCA TCC CTG GAG 
TGG TTT CT 

TAC CAC GCA ATC 
TCT GGC TG 

JHDM1B Kdm2b 
NM_001100
679.1 

CTT TCC CCC TCC GCC 
AAA AT 

GTC GTA TCT CTG 
GCG GTC AAT 

JHDM1D Jhdm1d 
XM_003749
720.1 

TGA TGG CTC CAA 
ACC TGT TCA 

TTC ATC GGC ACT 
TGG GAA GAC 

JMJD1A  Kdm3a 
 NM_175764
.2 

TTG CTC TGA GGT 
CTC TCC CA 

GCA GTA CAG CCA 
AGC AGG AT 

JMJD1B  Kdm3b  XM_001061 GGA CCT AGC GAT AGC GTG AAC CTT 
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636.2 CTT TGT GGA AAC CCA GG 

JMJD1C  Jmjd1c 
 NM_001191
719.1 

TGC GCT GAC CTT 
CAA ACC AT 

GTT CGG GCT TTA 
GGC TGT CT 

JMJD2A  Kdm4a 
 NM_001107
966.1 

AAA GAC AGT GGG 
ATC GGC G 

ACC TGG AGC CTA 
AAG CCC TA 

JMJD2B  Kdm4b 
 NM_001044
236.2 

ACT GCG CTG GAT 
CGA CTA TG 

GCT GCA GGA TGC 
GTA CAA AC 

JMJD2C  Kdm4c 
 NM_001106
663.2 

TGG AGA GTC CCC 
TAA ATC CCA 

TTG GCA AGA CCT 
GCT CGA TG 

JMJD2D  Kdm4d 
 NM_001079
712.1 

AGG CGC AAA TAA 
GTA CGG GG 

GGG GTG CAG CAG 
ATT CTC TT 

JMJD3  Kdm6B 
 NM_001108
829.1 

CAA ACC CCC GCT 
TTT CTG TG' 

ATT TGG GTG GCA 
GGA GGA GG 

JMJD4  Jmjd4 
 NM_001105
784.1 

AGG GAG GCT ACT 
CCT CTC CAA 

ATC CAC CAA GGA 
GTC TCT GC 

JMJD5  Kdm8 
 NM_001037
196.1 

CCG TGG AAG TGG 
GTT CAA GA 

CAT CCT TTG CCT 
CGC TCA GA 

JMJD6  Jmjd6 
 NM_001012
143.2 

TAG CAG CTA TGG 
CGA ACA CC 

CCC CAT CAC AAA 
CCA CCT GTA 

JMJD7  Jmjd7 
 NM_001114
656.1 

TGC TCG CGA CCT 
CAA TGT A 

GGT AGA AGC AGA 
GCG GAC TT 

JMJD8  Jmjd8 
 NM_001014
116.1 

TGG ACG ATT CGG 
TCT GCT TT 

ACT CTG TTT CCA 
TCC CCC TTC 

Mina53  Mina53 
 NM_153309
.2 

ATG CCA AAG AAA 
GTG AAG CCC 

GTA GCT CCT CTT 
TCA CCT GCT 

PHF2  Phf2 
NM_001107
342.1  

TCA GAC ACC AGA 
ATG TCC AGC 

TCG GGC CAG TAG 
TTT TCC AC 

PHF8  Phf8 
 NM_001108
253.1 

TTT GGG ACC GTG 
GAC GTT T 

GTC AGA AAG GCA 
GCA ACA AGC 

UTX  Kdm6a 
 NM_009483
.1 

CCA CCC TGC CTA 
GCA ATT CA 

CCA CCT GAG GTA 
GCA GTG TG 

UTX Uty NM_009484 
ATT ATC TCT CAC 
TAC TGC TGC CC 

CGA AGA AGC TGC 
TGT CTA ATC CAC 

snoRNA135
/ Snord65 

 NR_028541.
1 

AGT ACT TTT TGA 
ACC CTT TTC CA 

snoRNA234
/Snord70 

 NR_028554.
1 

TTA ACA AAA ATT 
CGT CAC TAC CA 

mir-26 
 NR_029742.
1 

GGT TCA AGT AAT 
CCA GGA TAG GCT 

mir-146a 
 NR_031892.
1 

TGA GAA CTG AAT 
TCC ATG GGT T 
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Table Legend 1 

Primer Table. The table includes the primer sequences used to assess gene expression by qPCR, 

the associated protein name, gene name, and the NCBI accession number for the gene on which 

the primer sequences are based.  
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TABLE 2 
 

  

% of DAPI+ 
Cells 

# of cells/100mg 
tissue 

RNA (ng)/50,000 
cells RNA 260/280 

NeuN+ 42.7 ± 1.14 275,972 ± 16,950 24.57 ± 5.04 1.93 ± 0.05 

CD11b+ 11.3 ± 0.92 44,526 ± 3,877 33.64 ± 5.15 1.85 ± 0.09 

GFAP+ 3.8 ± 0.14 12,325 ± 1,243 111.05 ± 11.29 1.86 ± 0.06 
 

 

Table Legend 2 

Expected cell numbers and cell-specific RNA quantification and purity from mZBF-fixed 

and sorted rat brain cells. Half of a rat brain was weighed (~650mg), mechanically dissociated, 

and processed for flow cytometry as described in the Methods. Doublets and off scale events 

were gated out based on FSC-Area/SSC-Width and SSC-Area/FSC-Width, and intact cells were 

gated based on DAPI positivity (Fig. 1B). Single positive CD11b, NeuN, and GFAP cells were 

sorted from the entire tissue sample. The total number of neurons (NeuN+), microglia (CD11b+), 

and astrocytes (GFAP+) obtained from the sort were normalized to tissue weight, and total RNA 

isolated from the sorted cells was normalized to the number of cells sorted. The % of DAPI+ 

cells, the number of cells obtained per 100mg of tissue, the total RNA per 50,000 cells, and the 

average RNA 260/280 ratios are presented in the table for each of the three cell populations 

(average ± the SEM, from n=4 independent samples). 
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ABSTRACT 

Intermittent hypoxia (IH) during sleep is a hallmark of sleep apnea, causing significant 

neuronal apoptosis, and cognitive and behavioral deficits in CNS regions underlying memory 

processing and executive functions. IH-induced neuroinflammation is thought to contribute to 

cognitive deficits after IH. In the present studies, we tested the hypothesis that IH would 

differentially induce inflammatory factor gene expression in microglia in a CNS region-

dependent manner, and that the effects of IH would differ temporally. To test this hypothesis, 

adult rats were exposed to a paradigm of intermittent hypoxia (2 min intervals of 10.5% O2) for 8 

hours/day during their respective sleep cycles for 1, 3 or 14 days. Cortex, medulla and spinal 

cord tissues were dissected, microglia were immunomagnetically isolated and mRNA levels of 

the inflammatory genes iNOS, COX-2, TNFα, IL-1β and IL-6 and the innate immune receptor 

TLR4 were compared to levels in normoxia. Inflammatory gene expression was also assessed in 

tissue homogenates (containing all CNS cells). We found that microglia from different CNS 

regions responded to IH differently. Cortical microglia had longer lasting inflammatory gene 

expression whereas spinal microglial gene expression was rapid and transient. We also observed 

that inflammatory gene expression in microglia frequently differed from that in tissue 

homogenates from the same region, indicating that cells other than microglia also contribute to 

IH-induced neuroinflammation. Lastly, microglial TLR4 mRNA levels were strongly 

upregulated by IH in a region- and time-dependent manner, and the increase in TLR4 expression 

appeared to coincide with timing of peak inflammatory gene expression, suggesting that TLR4 

may play a role in IH-induced neuroinflammation. Together, these data indicate that microglial-

specific neuroinflammation may play distinct roles in the effects of intermittent hypoxia in 

different CNS regions.    
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INTRODUCTION 

Intermittent hypoxia (IH) during sleep is a hallmark feature of sleep apnea. IH induces 

significant cognitive and behavioral deficits that involve disruptions of connections among CNS 

regions underlying memory processing and executive function. For example, IH promotes 

apoptosis of hippocampal CA1 and frontal cortical neurons 1,2 as well as cerebellar Purkinje and 

fastigial neurons 3 in rodents. Similar gray matter losses have also been observed in hippocampal 

and para-hippocampal brain regions 4,5, and the temporal gyrus and cerebellum 6 in humans with 

sleep apnea. Interestingly, there also appears to be CNS region-specific neuronal vulnerability to 

IH. Neurons in the hippocampal CA3 region do not undergo apoptosis as a result of IH, whereas 

CA1 neurons are highly sensitive 1,2. To the best of our knowledge, there are no reports of 

neuronal loss occurring in the brainstem or spinal cord of adult animals exposed to IH protocols. 

Indeed, the dorsocaudal brainstem and the CA3 regions are considered to be protected from IH-

induced neuronal apoptosis 7.  

Many mechanisms are thought to contribute to neuronal death following chronic 

exposure to IH including oxidative stress 8,9 and inflammation 10,11. In particular, enzymatic 

inhibition and/or genetic deletion of NADPH oxidase 9,12-14, cyclooxygenase-2 10, and inducible 

nitric oxide synthase 11 protect against IH-induced neuronal apoptosis and cognitive impairment, 

suggesting that inflammatory processes play an important role in IH-induced neuropathology. 

Neuronal apoptosis in the CA1 region and cortex (as assessed by single stranded DNA 

immunostaining) indicates that apoptosis peaks between 1 and 2 days of IH, is significantly 

decreased by 7 days, and has returned to baseline levels by 14 days 1. This neuronal apoptosis 

profile coincides with iNOS and COX-2 gene expression in cortical homogenates where mRNA 

and protein levels peak at 1 day of IH and then decline thereafter 10,11. Although COX-2 levels 



156 
 

 

remain elevated above baseline at 14 days of IH 10, iNOS levels remain elevated above basal 

only for 3 to 7 days 11, suggesting differential gene regulation of these inflammatory molecules 

in cortical homogenates.  

Whether inflammatory molecules besides iNOS and COX-2 are produced in the CNS 

during IH is not known, nor is the cellular source of these molecules, although iNOS has been 

attributed to neurons 11. Microglia, CNS resident immune cells are considered to be contributors 

to IH-induced neuroinflammation 7, but their activities have never directly been tested in this 

model of IH 15,16. Thus, a major goal of the present studies was to determine the contributions of 

microglia to IH-induced neuroinflammation over time, and to elucidate the expression profile of 

inflammatory factor genes. Microglia can be major sources of inducible nitric oxide synthase 

(iNOS) and cyclooxygenase-2 (COX-2) in the CNS in other models of CNS neuroinflammation 

17-19, and Toll-like receptor 4 (TLR4) activation is involved in microglial inflammatory responses 

to many insults 20-23. TLR4 is a key pattern recognition receptor whose prototypical ligand is 

gram-negative lipopolysaccharide (LPS). In addition to iNOS and COX-2, TLR4 activation also 

leads to the production and release of cytokines including interleukin (IL)-1β, IL-6 and tumor 

necrosis factor (TNF)α 20,21,24. All of these molecules have been implicated in neuronal injury, 

death and/or functional impairments in the CNS 10,25-32. 

Importantly, it is now well established that TLR4 also mediates “sterile inflammation” in 

the CNS, primarily by responding to a host of endogenous ligands including, proteins associated 

with cell damage (e.g. heat shock proteins 60 and 70), extracellular matrix turnover, and 

oxidatively modified lipids 33.  A proteomic study comparing the profile of IH-induced proteins 

in sensitive (CA1) and resistant (CA3) hippocampal regions showed that several heat shock 

proteins were upregulated by IH, and some differentially in CA1 versus CA3 34, suggesting that 
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IH may region-specifically increase endogenous ligands for TLR4 that could contribute to 

microglial activation and IH-induced neuroinflammation in this region. Interestingly, serum 

levels of the TLR4 ligands myeloid related proteins (MRP) 8 and 14 35 correlate with severity of 

disease in children with OSA 36, suggesting a relationship between IH-induced inflammation and 

TLR4 activity. No studies to our knowledge have evaluated the levels of TLR4 in the CNS, 

although recently, upregulated TLR4 levels have been reported on circulating monocytes in 

adults with obstructive sleep apnea 37. 

 Because there is CNS regional susceptibility to neuronal damage during chronic IH, in 

the present studies, we tested the hypothesis that microglia differentially induce inflammatory 

factor gene expression in response to IH, and that the expression profiles of these genes would 

differ over time in IH-sensitive and -resistant CNS regions. Adult rats were exposed to a 

paradigm of intermittent hypoxia (2 min intervals of 10.5% O2) for 8 hours/day during their 

respective sleep cycles for 1, 3 or 14 days. Cortex, medulla and spinal cord tissues were 

dissected, microglia were immunomagnetically isolated and mRNA levels of inflammatory 

genes were compared to those in tissue homogenates containing all CNS cells. We found that the 

inflammatory genes induced by IH differed in microglia from different CNS regions, and that the 

general temporal profiles of inflammatory gene expression differed in IH-sensitive and -resistant 

CNS regions. Further, we observed that the expression of inflammatory genes in microglia 

compared to that in regional tissue homogenates frequently differed, especially at the 14 day 

timepoint, indicating that cells other than microglia also produce inflammatory factors in 

response to chronic IH exposure. Lastly, microglial TLR4 mRNA levels were strongly 

upregulated in a region- and time-dependent manner, and that its expression frequently coincided 
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with increased inflammatory gene expression, suggesting that TLR4 may play a role in IH-

induced neuroinflammation.   

MATERIALS AND METHODS  

Animals 

Ethics Statement: This study was carried out in strict accordance with the 

recommendations in the Guide for the Care and Use of Laboratory Animals of the National 

Institutes of Health. All surgical and experimental procedures were approved by the University 

of Wisconsin Madison Institutional Animal Care and Use Committee. All efforts were made to 

minimize the number of animals used and their suffering.  Experiments were performed on 

Sprague-Dawley rats weighing 150 g ± 20 g (Harlan, Indianapolis, IN).  All animals were 

maintained in an AAALAC-accredited animal facility and housed under standard conditions, 

with a 12 hour light/dark cycle with food and water available ad libitum.   

Reagents 

Neural Tissue Dissociation Kit, anti-PE magnetic beads, and MS columns were 

purchased from Miltenyi Biotech (Germany). PE-Mouse anti-rat CD11b was purchased from BD 

Biosciences (San Jose, CA).  Hank’s Buffered Salt Solution (HBSS) was purchased from Cellgro 

(Herndon, VA). TRI reagent was purchased from Sigma Aldrich (St. Louis, MO). Glycoblue 

reagent was purchased from Ambion (Austin, TX).  MMLV Reverse transcriptase was purchased 

from Invitrogen (Carlsbad, CA).  Oligo dT, Random Primers, and RNAse inhibitor were 

purchased from Promega (Madison, WI).  Primers were designed using Primer 3 software and 

were purchased from Integrated DNA Technologies (Coralville, IA).  Power SYBR green was 

purchased from Applied Biosystems (Foster City, CA).  

Intermittent Hypoxia (IH) Exposures 
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Animals were placed in computer controlled, custom-manufactured chambers that mix 

O2, N2, and CO2 to the desired concentration with a flow rate of 4 L/min to enable rapid 

dynamics and minimal CO2 accumulation.  The treatment groups were exposed to alternating 2 

minute episodes of hypoxia (10.5% inspired O2) and normoxia (21% inspired O2) for 8 h/day 

during their respective night cycle for 1, 3, or 14 days. The control group underwent identical 

handling, but their chambers were continually flushed with room air (21% inspired O2). 

Following exposure, rats were returned to their cages.  

CD11b+ Cell Isolation 

Rats were harvested 16 hours after their last hypoxic exposure, and CD11b+ cells were 

isolated using previously described methods 38,39.  Briefly, rats were euthanized and perfused 

with cold phosphate buffered saline (PBS).  The cortex, medulla (pontomedullary junction to 

obex) and spinal cord (C1-L6) were removed, and dissociated into a single cell suspension using 

the neural tissue dissociation kit (Miltenyi) according to the manufacturer’s protocol.  Myelin 

was removed by high speed centrifugation at 850g in a 0.9 M solution of sucrose in HBSS.  

CD11b+ cells were tagged with a PE-conjugated anti-CD11b+ antibody followed by an anti-PE 

antibody conjugated to a magnetic bead.  Magnetically-tagged CD11b+ cells were isolated using 

MS columns according to the Miltenyi MACS protocol.  Prior to CD11b+ cell isolation an 

aliquot of tissue cell suspension was taken for CNS homogenate tissue analysis. Reagents were 

kept chilled at 4°C and cells were kept on ice whenever possible.  As we have previously shown, 

this method results in >97% pure population of CD11b+/ CD45 low cells 38,39. Isolated CD11b+ 

cells will subsequently be referred to as “microglia.”  

RNA extraction/ reverse transcription 



160 
 

 

RNA was extracted from tissue homogenates and freshly-isolated microglia according to 

the TriReagent protocol, with the addition of Glycoblue during the isopropanol incubation. 

cDNA was synthesized from 1ӧg of total RNA using MMLV Reverse Transcriptase as 

previously described 38.  

Quantitative PCR 

cDNA was used in real-time quantitative PCR with Power SYBR Green using either the 

ABI StepOne or ABI 7500 Fast system.  Primers (Table 1) were designed using Primer 3 

software and the specificity was assessed through NCBI BLAST.  Primer efficiency was tested 

through the use of serial dilutions. Verification that the dissociation curve had a single peak with 

an observed Tm consistent with the amplicon length was performed for every PCR reaction.  CT 

values from duplicate measurements were averaged and normalized to levels of the ribosomal 

RNA, 18s.  Relative gene expression was determined using the relative standard curve method as 

previously described 38.  

Statistical analysis 

Statistical analyses were performed on the normalized, interpolated CT values from the 

standard curves for each gene, as previously described 40, using a one-way ANOVA followed by 

the Holm-Sidak multiple comparisons post hoc test using Sigma Plot 11.0 software (San Jose, 

CA). Data sets that failed normality were logarithmically transformed prior to statistical 

analyses. Statistical significance was set at the 95% confidence limit (p < 0.05). A single symbol 

above a bar represents p<0.05; two symbols p<0.01; and three symbols p<0.001.  Quantitative 

data are expressed as the mean ± SEM of up to 3 independent experiments containing n=4-6 

animals/group for normoxia and IH treatments. 
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RESULTS 

IH time-dependently increases the expression of inflammatory genes (but not TNFα) in 

cortical microglia. 

IH treatment increased cortical microglial inflammatory gene expression (compared to 

normoxic controls) over the course of the 14 day IH exposure.  There was a statistically 

significant 4-fold increase in COX-2 (p=0.002) and 6-fold increase in IL-1β (p=<0.001) mRNA 

levels after 14 days of IH.  Although there was an apparent 5-fold increase in the expression of 

IL-6 after 14 days (p=0.09) and a 4-fold increase in iNOS expression at 3 days (p=0.074), these 

genes did not reach statistical significance by ANOVA.  Interestingly, relative to expression in 

normoxia, TNFӧ mRNA levels significantly decreased at 1 day (p=0.024) but had returned to 

baseline levels by 3 days. In contrast, in cortical tissue homogenates, although the mRNA levels 

of all genes showed an increase of approximately 2- fold after 3 days of IH and this increase is 

maintained after 14 days, these increases did not reach statistical significance as determined by 

ANOVA although TNFα came close (p=0.055; iNOS p=0.09; COX-2 p=0.299; IL-1β p=0.25; 

IL-6 p=0.11).  

IH promotes early and long-lasting increases in IL-1β and IL-6 gene expression in 

medullary microglia, but multiple inflammatory genes are upregulated by IH in 

homogenates. 

 Medullary microglia appeared to have a more rapid inflammatory response to IH relative 

to cortical microglia. Whereas in cortical microglia IL-1β and IL-6 mRNA levels did not appear 

to peak until 14 days of IH, in the medulla, microglia, IL-1β and IL-6 mRNA levels were 

increased at 1 day of IH and remained elevated at 14 days.  Interestingly, microglial IL-1β and 

IL-6 expression profiles paralleled each other in both the medulla and cortex. In addition, while 
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cortical microglial COX-2 mRNA levels were highest at 14 days, in the medulla, microglial 

COX-2 was elevated at 3 days of IH and seemed to be returning to baseline levels by 14 days. IH 

exposure did not change iNOS (p=0.56) or TNFα (p=0.71) mRNA levels at any timepoint tested 

here. Unlike microglia, medullary homogenates behaved similarly to cortical homogenates. 

COX-2, TNFα, IL-1β and IL-6 mRNA levels were significantly increased (~2-3 fold) at 3 days 

of IH, and with the exception of TNFα, the expression of these genes remained elevated at 14 

days. iNOS levels in medullary homogenates remained unchanged over the course of IH 

treatment (p=0.479). 

IH promotes transient inflammatory gene expression in spinal microglia but longer 

lasting effects in homogenates 

 IL-1β expression was the only inflammatory gene to exhibit a strong upregulation after 1 

day of IH in spinal microglia (p=<0.001).  However, by 3 days of IH, iNOS, COX-2, IL-1β and 

IL-6 mRNA levels were increased by 3-5 fold, but only COX-2 (p=0.007) and IL-1β (p<0.001) 

levels attained statistical significance (iNOS p= 0.12; TNFα p= 0.28; IL-6 p= 0.099). COX-2 and 

IL-1β expression returned to basal levels by 14 days of IH. IH did not appear to increase 

microglial IL-6 mRNA levels until 14 days although this 3-fold change was not statistically 

significant (p=0.099). Spinal homogenates behaved very similarly to brainstem homogenates 

where the expression of all inflammatory genes examined was increased between 3 and 8-fold at 

3 days of IH. COX-2 and IL-1β expression remained elevated at 14 days of IH (p=0.003 and 

p=0.033 respectively), but iNOS mRNA levels were returning to baseline despite remaining 

significantly elevated above basal levels in normoxia (p=0.044). Also, as in medullary 

homogenates, spinal homogenate IL-6 mRNA levels were highest at 14 days of IH (p=<0.001) 

while TNFα levels peaked at 3 days (though not statistically significantly; p=0.074).    
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IH differentially increases microglial TLR4 expression in cortex, medulla and spinal 

cord 

 Because TLR4 plays an important role in mediating inflammatory gene induction in 

microglia, and endogenous TLR4 ligands are increased in IH-susceptible CNS regions, we 

evaluated the expression of TLR4 over time following IH exposure. Very interestingly, the 

largest increase in TLR4 mRNA levels occurred in microglia from the cortex where expression 

was increased by approximately 12-fold at 14 days of IH (p=0.001). The apparent 2-fold increase 

at 1 day of IH was not significant (p=0.398 by ANOVA). TLR4 expression in microglia from the 

medulla was increased by 7-fold at 3 days of IH (p=<0.001), and remained elevated (by 4-fold at 

14 days (p=0.001). In spinal microglia, TLR4 expression was not significantly increased at any 

time point tested, although an approximate 3-fold increase at 3 days of IH was observed (p= 

0.085 by ANOVA). 
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DISCUSSION 

In this study we were interested in understanding whether microglial inflammatory gene 

expression was altered by IH, whether those responses differed based on CNS region from which 

the microglia were derived, if there was temporal regulation of IH-induced inflammatory gene 

expression, and whether assessments of neuroinflammation in tissue homogenates were 

accurately reflective of microglial activities in specific. We show here that IH induces 

differential inflammatory gene profiles in microglia from different CNS regions, and that 

patterns of IH-induced inflammatory gene expression differ in tissue homogenates (in which all 

cell types are present) versus isolated microglia from the same region. Lastly, we find that the 

expression of the pattern recognition receptor TLR4 is time- and CNS region-dependently 

upregulated by IH in microglia in a manner that coincides with microglial inflammatory gene 

expression. This report is the first to directly evaluate microglial phenotype following 

intermittent hypoxia exposure, and to reveal differences in microglial responses based on CNS 

region and time of exposure. Our data also indicate that microglia are likely not the only CNS 

cell type contributing to neuroinflammation following chronic exposure to IH. 

Microglia make up approximately 5-10% of all CNS cells, with the cortex having more 

microglia than caudal CNS regions such as the brainstem and spinal cord 41. Because microglia 

comprise such a small percentage of total CNS cells, changes in microglial gene expression may 

not necessarily be evident in tissue homogenates unless the changes are very strong. For 

example, the approximately 50% reduction in TNFα or the 4-fold increase in COX-2 mRNA 

levels in cortical microglia are not apparent in cortical homogenates. Our data also indicate that 

cell types other than microglia can and do synthesize inflammatory molecules in response to IH 

exposure. For example, in spinal tissue homogenates, the mRNA levels of iNOS, COX-2 and IL-
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6 are significantly elevated above normoxic levels at 14 days of IH when expression of these 

genes in microglia are not different from controls. The identity of the cells contributing to the 

expression of these neuroinflammatory mediators is not yet known, but such results suggest that 

conclusions made about microglial activities based on the expression/presence of inflammatory 

molecules in tissue homogenates may not always be accurate.  

The observation that microglia respond to the same IH stimulus differently in different 

parts of the CNS may be related to differences in the local CNS environment as well as potential 

fundamental differences in the microglia themselves. In the cortex, microglial inflammatory gene 

expression (COX-2, IL-1β, and IL-6) appears to increase over time after IH. However, these 

effects are gene-specific because iNOS expression had returned to baseline by 14 days and TNFα 

expression was not increased at any time point evaluated. Indeed, TNFα expression was 

significantly decreased in cortical microglia at 1 day of IH. This was the only CNS region in 

which we observed a decrease in the expression of any inflammatory gene. We do not yet know 

the significance of this rapid and acute TNFα downregulation as the biological functions of 

microglial produced TNFα versus TNFα produced by other cell types have not been 

distinguished. Additional studies are necessary to delineate mechanisms underlying this 

microglial-specific inhibition of TNFα in the cortex.  

When comparing the cortex where IH-induced neuronal apoptosis occurs 1,34, to the 

spinal cord where there are no reports of IH-induced neuronal loss, we find that microglia from 

these two CNS regions behave very differently from each other. In cortical microglia, we 

observe a general pattern of time-dependent increases in inflammatory gene expression that 

appear to be peaking at 14 days of IH. Spinal microglia on the other hand, respond acutely and 

transiently to the IH stimulus such that the expression of inflammatory genes had returned to 
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basal levels by 14 days. Although we do not yet know the reasons underlying these regional 

differences, we hypothesize that the availability of endogenous TLR4 ligands may play a role, at 

least in part. Endogenous TLR4 ligands are increased in the IH-susceptible CA1 hippocampal 

region, but not in the CA3 region where the neurons appear to resistant to apoptotic effects of IH 

34,42. Whereas similar proteomic studies have not been performed in the cortex, because there is 

significant IH-induced cortical neuron loss, we suspect that cortical results would be similar to 

those in the CA1 region. Why certain CNS regions appear to be susceptible to or protected from 

IH-induced neuronal loss is not yet clear, but differential induction of IH-regulated proteins 42 

and changes in basal metabolism in different regions 34 have been suggested. Regardless, we 

hypothesize that these differences contribute to region-specific alterations in microglial 

inflammatory gene expression profiles and temporal dynamics.  

To the best of our knowledge, there are no reports of neuronal loss occurring in the 

dorsocaudal brainstem of adult animals exposed to IH protocols 7,43, although some brainstem 

regions including the nucleus tractus solitarius (nTS) and the nucleus ambiguus in the 

ventrolateral medulla are susceptible in the developing CNS 44. However, in the dorsocaudal 

brainstem, IH increases NMDA receptor subunit expression 45 and alters antioxidant responses in 

pontine neurons 46. Thus, although the dorsocaudal brainstem is protected from IH-induced 

neuronal apoptosis, neuronal function in several brainstem nuclei are altered by IH. Our 

observations that inflammatory gene expression in isolated microglia and homogenates from the 

medulla had some similarities to both the cortex and spinal cord are consistent with the varied 

activities of IH in different brainstem nuclei. The changes in microglial inflammatory and TLR4 

gene expression in our medullary samples may therefore reflect responses of heterogeneous 
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microglial populations that cannot be distinguished using the present immunomagnetic isolation 

methodology.   

TLR4 expression and activity is increased on monocytes from patients with sleep 

apnea37, and ligands for TLR4 are increased in the serum of children with sleep apnea 36. TLR4 

is also upregulated in the CNS in many injuries and neurodegenerative disease processes 24,47-50. 

Although TLR4 mRNA and protein levels are increased by chronic sustained hypoxia in 

microglia in vitro 51, whether this also occurs following exposure to intermittent patterns of 

hypoxia, in vivo, was not known prior to this study. We found that TLR4 was very strongly 

upregulated in cortical microglia after 14 days of IH, and in medullary microglia at 3 and 14 

days, consistent with the timing of peak inflammatory gene expression in the respective CNS 

regions. Since the function of upregulated TLR4 in CNS disease is thought to promote and/or 

maintain neuroinflammation, chronically upregulated microglial TLR4 in the cortex may 

contribute to IH-induced neuroinflammation and neuronal loss. In vitro, sustained hypoxia 

transcriptionally upregulates TLR4 expression via transactivation of the TLR4 promoter by 

hypoxia inducible factor (HIF)1α in macrophages 52. Interestingly, we also observe a strong 

increase in HIF-1α mRNA at 14 days of IH in microglia (data not shown), supporting the idea 

that IH may contribute to chronically elevated microglial TLR4 levels via similar HIF-1-

dependent transcriptional mechanisms. 

The biological significance of microglia-mediated neuroinflammation in response to IH 

may be different in different CNS regions, especially given the differences in time domains. For 

example, in the cortex, microglial inflammatory gene expression appears to be maximal at 14 

days (the longest time point measured here), suggesting that microglia may contribute to 

neuroinflammation and neuronal loss/damage in the chronic state. In contrast, spinal microglia 
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also respond to IH by increasing inflammatory gene expression, but these effects appear to be 

rapid and acute as inflammatory mRNA levels had returned to baseline by 14 days. Although the 

function of transient microglial inflammation in the spinal cord is not yet known, our recent 

studies have suggested that acute spinal inflammation, contributed to in part by microglia, can 

abrogate phrenic nerve long-term facilitation (pLTF), a form of spinal motor neuron plasticity 53. 

Interestingly, in rats exposed to IH for 7 days, pLTF is greatly enhanced compared to normoxia-

exposed rats 54, suggesting that this form of motor neuron plasticity may return when IH-induced 

microglial inflammation subsides.  

The IH model used here simulates a hallmark feature of sleep apnea. Recent estimates 

indicate that up to 34% of men and 13% of women between 30 and 70 yrs of age are affected by 

obstructive sleep apnea 55 which causes serious neural morbidities including neuroinflammation, 

neuronal death and cognitive impairment 7,56. However, equally as important, sleep disordered 

breathing and associated IH is also severe in >50% of patients with other major health problems 

including ischemic (e.g. stroke), traumatic (e.g. spinal injury), neurodegenerative (e.g. 

Alzheimer’s, Parkinson’s, ALS, MS) and genetic neural disorders (e.g. Down’s syndrome, 

Fragile X) 57-63. IH triggers the upregulation of endogenous TLR4 ligands in the CNS 34, and we 

find that TLR4 expression is upregulated in microglia by IH. Because TLR4 activation causes 

neurodegeneration 47, and several neurodegenerative diseases (e.g. AD, ALS and MS) are 

associated with abnormal TLR4 function 24,48-50, collectively, our data suggest that IH-induced 

TLR4 upregulation may play a previously unrecognized role in many CNS disorders. Thus, IH-

induced neuroinflammation and neuronal death may accelerate or exacerbate ongoing pathology 

associated with other primary disorders. We suggest that IH-induced microglial activation may 
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therefore be a critical, underappreciated contributor to many seemingly unrelated neural 

disorders. 
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FIGURE 1 
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Figure Legend 1  

Intermittent hypoxia-induced inflammatory gene expression peaks in cortical microglia at 

14 days of exposure. iNOS, COX-2, TNFӧ, IL-1ӧ and IL-6 gene expression was analyzed by 

qRT-PCR in immunomagnetically-separated microglia (A) or tissue homogenates (B) from the 

cortex of healthy male rats exposed either to normoxia or IH for 1, 3 or 14 days.  Means +/- 1 

SEM are presented relative to expression in normoxic controls. *p<0.05; **p<0.01; ***p<0.001; 

#p=0.09. 
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FIGURE 2 
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Figure Legend 2  

Intermittent hypoxia-induced inflammatory gene expression differs temporally in 

brainstem microglia and brainstem tissue homogenates. iNOS, COX-2, TNFα, IL-1β and IL-

6 gene expression was analyzed by qRT-PCR in immunomagnetically-separated microglia (A) or 

tissue homogenates (B) from the brainstem of healthy male rats exposed either to normoxia or IH 

for 1, 3 or 14 days.  Means +/- 1 SEM are presented relative to expression in normoxic controls. 

*p<0.05; **p<0.01; #p=0.06. 

  



175 
 

 

FIGURE 3 
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Figure Legend 3: 

 Intermittent hypoxia-induced inflammatory gene expression is rapid and transient in 

spinal microglia but sustained in spinal tissue homogenates. iNOS, COX-2, TNFα, IL-1β and 

IL-6 gene expression was analyzed by qRT-PCR in immunomagnetically-separated microglia 

(A) or tissue homogenates (B) from the spinal cord of healthy male rats exposed either to 

normoxia or IH for 1, 3 or 14 days.  Means +/- 1 SEM are presented relative to expression in 

normoxic controls. *p<0.05; **p<0.01; ***p<0.001; #p=0.074. 
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FIGURE 4 
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Figure Legend 4 

Intermittent hypoxia-induced TLR4 gene expression in microglia differs by time and CNS 

region. TLR4 gene expression was analyzed by qRT-PCR in immunomagnetically-separated 

microglia from the cortex, brainstem and spinal cord of healthy male rats exposed either to 

normoxia or IH for 1, 3 or 14 days.  Means +/- 1 SEM are presented relative to expression in 

normoxic controls. **p<0.01; ***p<0.001; #p=0.085. 
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TABLE 1 

  

Gene Forward Primer (5’) Reverse Primer (5’) 

18s AACGAGACTCTCGG ATGCTAA CCGGACATCTAAGGGCATCA 

Cyclooxygenase 2 
(COX-2) 

TGTTCCAACCCATGTCAAAA CGTAGAATCCAGTCCGGGTA 

Inducible nitric 
oxide synthetase 

(iNOS) 
AGGGAGTGTTGTTCCAGGTG TCTGCAGGATGTCTTGAACG 

Tumor necrosis 
factor- α (TNF-α) 

TCCATGGCCCAGACCCTCACAC TCCGCTTGGTTTGCTACG 

Interleukin-1β 
(IL-1β) 

CTGCAGATGCAATGGAAAGA TTGCTTCCAAGGCAGACTTT 

Interleukin-6 
(IL-6) 

GTGGCTAAGGACCAAGACCA GGTTTGCCGAGTAGACCTCA 

TLR4 AGGCAGCAGGTGGAATTGTATC TCGAGGCTTTTCCATCCAATAG 
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ABSTRACT 

Intermittent Hypoxia (IH), a hallmark of sleep apnea, causes severe neurologic deficits. 

Inflammation underlies much IH-induced neuropathology, including cortical/hippocampal 

neuronal apoptosis and cognitive deficits.  In the rat model, we recently demonstrated that IH-

induced microglial pro-inflammatory gene expression.  Additionally, microglial TLR4 mRNA 

was significantly up-regulated by IH. In these studies, we test whether TLR4 is regulates 

microglial inflammation following IH.  Rodents were exposed to alternating intervals of hypoxia 

and normoxia during their respective night cycles for 1, 4, 7, 14, and 28 days. We utilized multi-

color flow cytometry to analyze the protein levels of pro-inflammatory molecules expressed by 

microglia following IH exposure. We found that IH differentially increases microglial expression 

of CD11b, CD45, IL-1β, and TLR4 over the course of IH exposure.  To investigate the 

mechanism whereby IH activates microglia, we treated microglial cultures with CNS 

supernatants. The soluble factors from IH-treated animals induced activation of cultured 

microglia, pro-inflammatory effects that were absent in microglia with nonfunctional TLR4. 

These data suggest that endogenous molecule(s) released during IH may signal through TLR4 to 

promote microglial activation and neuroinflammation in vivo.  Additionally, microglia exposed 

to IH in vitro increase pro-inflammatory gene expression, and this IH-induced inflammatory 

gene expression is mediated, at least in part through TLR4-mediated signaling.  Finally, we 

tested if microglial TLR4 up-regulation in vivo primes microglia to become more pro-

inflammatory to a secondary inflammatory exposure.  Surprisingly, microglial inflammatory 

responses to a systemic administration of LPS were attenuated in microglia exposed to 14 days 

of IH, suggesting that microglia may undergo a phenotypic transition during chronic exposure to 
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IH that attenuates inflammatory processes.  This is the first study to investigate the role of TLR4 

in IH-induced microglial gene expression.  
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INTRODUCTION  

Intermittent hypoxia (IH) is a hallmark feature of sleep disordered breathing and is most 

commonly experienced in the form of obstructive sleep apnea (OSA).  By recent estimates, 13% 

of men and 6% of women between the ages of 30-70 experience moderate-severe sleep 

disordered breathing1, a condition that if left untreated, can have significant deleterious effects 

on mood2, behavior3–5, and cognitive processing6,7 in addition to increasing risk for developing 

cardiovascular8,9 and metabolic disorders9.   In rodent models, IH protocols designed to simulate 

moderate-severe sleep apnea cause significant cognitive deficits that are attributed to increases in 

neuron death in hippocampal and frontal cortical regions10–12.   Much of this IH-induced 

neuropathology is thought to be a result of increased oxidative stress  and inflammation13,14  as 

pharmacologic inhibition and/or genetic deletion of NADPH oxidase10,15–17, cycoloxygenase-2 

(COX-2)13, and inducible nitric oxide synthase (iNOS) 14 significantly protect against IH-induced 

cognitive impairments and neuronal death.   

Recent work from our laboratory demonstrated that cortical, spinal, and medullary 

microglia, resident CNS immune cells, increase pro-inflammatory gene expression in response to 

IH in the rat, and the inflammatory profile differs regionally and temporally following chronic 

IH exposure18.  In addition to increased production of COX-2 and iNOS, we found significant 

increases in the expression of the pro-inflamamtory cytokines interleukin (IL)- 1β and -6 in 

microglia from all regions studied (although regional expression varied temporally), while tumor 

necrosis factor-alpha (TNFα) levels decreased or remained largely unchanged.   Interestingly, 

microglial expression of IL-1β increased acutely after just 1 day of IH and returned to control 

levels by 14 days in the medulla and spinal cord, whereas IL-1β expression did not increase in 

cortical microglia until 14 days of IH exposure, suggesting significant regional differences in 
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microglial responses to IH18.  However, the functional importance of and the mechanisms 

underlying the regional heterogeneity of microglial inflammatory responses to IH are yet 

unknown.   

Despite comprising only 5-10% of the total CNS cell population, microglia play essential 

roles in the maintenance of healthy brain functioning19,20 and they provide the first line of 

defense against invading pathogens and tissue damage21,22.  When disturbances in cellular 

homeostasis are detected, microglia rapidly transition to an ‘active’ phenotype marked by 

morphologic changes, increased pro- or anti- inflammatory molecule production, proliferation, 

migration, and/or phagocytosis23,24.  Acute inflammation following insult is necessary and 

beneficial in the CNS as it eliminates pathogens, removes cellular debris, and promotes tissue 

repair25.  However, chronic/prolonged inflammation is neurotoxic and is believed be a common 

factor contributing to all neuronal disorders26.  Additionally, many cytokines traditionally 

characterized as pro-inflammatory have concentration-dependent effects in the CNS where low 

levels promote neurogenesis and synaptic plasticity, but high levels contribute to 

neurotoxicity25,27,28.  Among the cytokines found to have dual, concentration-dependent 

functions within the CNS are IL-1β29,30, IL-631,32, and TNFα33,34, the expression of all of which 

we found to be altered in some capacity by IH in microglial cells18.   

Toll-like receptors (TLRs), a family of pattern recognition receptors (PRRs) highly 

expressed by microglial cells35,36, are becoming increasingly appreciated for mediating sterile 

inflammation in the CNS37,38, as is experienced during IH and OSA.  They are best known for 

their ability to recognize highly conserved motifs expressed by microbial cells, known as 

pathogen-associated molecular patterns (PAMPs)39.  However, dozens of endogenously 

produced proteins, known collectively as damage associated molecular patterns (DAMPs) have 
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been identified as putative TLR ligands40,41.  The majority of these endogenous TLR ligands are 

intracellular proteins that under normal conditions and are not freely available to interact with 

TLR receptors.  Consequently, when they are released into the extracellular space by stressed, 

damaged, and/or dying cells, they act as danger signals or ‘alarmins’ that  initiate microglial 

inflammatory pathways via TLR activation.   

We previously reported that microglial TLR4 gene was upregulated in rats exposed to IH, 

in a time course that largely corresponded with induction of pro-inflammatory gene expression18.  

Consistent with these findings, a recent study showed that monocytes isolated from patients with 

OSA have increased expression of TLR4 and TLR2, as well as pro-inflammatory cytokines, 

when compared to matched control (non-OSA) subjects, effects which were reduced following 8 

weeks of continuous positive airway pressure (CPAP)42.  Additionally, TLR4 expression is 

increased in microglia by sustained hypoxia in vitro43,44 and mediates microglial inflammation in 

neonatal rats exposed to sustained hypoxia for 2 hours43.  Several known endogenous TLR4 

ligands (DAMPs)45 are increased in the serum of patients with OSA including: ligand monocyte 

responsive protein (MRP)-8/14 (S100A8/S100A9, or calprotectin)46,47, high mobility group box-

1(HMGB1)48, heat shock protein (HSP)-7049, fibrinogen50–52, and oxidized LDL53,54.   However 

their cellular source(s), and whether they are also released into the extracellular space in the CNS 

are currently unknown.  In addition to these circulating DAMPs that are increased in OSA 

patients, HMGB1 and HSP6055,56 are also released from stressed/dying CNS cells, and they act 

on microglia to promote their inflammatory activities- via TLR4 activation?.  HSP60 is also 

acutely and selectively increased in the CA1, but not CA3 region of the hippocampus (within 6 

hours), a major site of IH-induced neuron death following IH exposure57.  However, it is 
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unknown if this protein is increased intracellularly, and/or if it is released into the extracellular 

space to act as a DAMP.   

In the present studies, we tested the hypothesis that TLR4 plays a role in controlling IH-

induced microglial inflammatory responses in the frontal cortex and hippocampus, the most 

susceptible CNS regions to IH-induced neuron death.  We used flow cytometry to assess 

microglial production of inflammatory proteins and TLR4 expression in mice exposed to IH (90 

sec intervals of 6% and 21% O2 ) for 12 hours/day during their respective night cycles for 1, 4, 7, 

14, and 28 days.  We found pro-inflammatory proteins and TLR4 to be upregulated in a time- 

and gene-specific manner. Since we hypothesized that endogenous TLR4 ligands were increased 

in the brains of IH-exposed animals, we treated microglial cultures with soluble proteins isolated 

from frontal cortical and hippocampal tissue of mice exposed to IH, and found that pro-

inflammatory gene expression was increased in a manner that required TLR4. Direct exposure of 

microglial cultures to IH also promoted pro-inflammatory gene expression, but the induction of 

only certain genes appeared to require TLR4 activity, at least in part. Lastly, because we 

hypothesized that increased TLR4 levels on the microglial surface would “prime” them to be 

more pro-inflammatory to a subsequent inflammatory stimulus, we exposed mice to IH for 14 

days after which time systemic inflammation was induced by LPS treatment. Surprisingly, we 

found that not only was LPS-induced pro-inflammatory gene expression in microglia reduced 

compared to normoxia treated controls, but anti-inflammatory gene expression was potentiated in 

the IH animals, suggesting that the early pro-inflammatory activities of TLR4 may be somehow 

altered by chronic IH exposure. Altered TLR4 signaling in microglia may enable their adaptation 

to a more anti-inflammatory/neuroprotective phenotype to minimize the neuroinflammatory 

effects of chronic IH.  
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METHODS 

Materials 

LPS (E.coli 0111:B4) Sigma Chemical Company (St. Louis, MO).  Hank’s Buffered Salt 

Solution (HBSS) was purchased from Cellgro (Herndon, VA). Glycoblue reagent was purchased 

from Ambion (Austin, TX).  Oligo dT, Random Primers, and RNAse inhibitor were purchased 

from Promega (Madison, WI).  Power SYBR green was purchased from Applied Biosystems 

(Foster City, CA). Calcium acetate, zinc chloride, zinc trifluroacetate, glycerol, DEPC, EDTA, 

and TRI reagent were purchased from Sigma Aldrich (St. Louis, MO). Percoll was purchased 

from GE Healthcare (Waukesha, WI).  DNase was purchased from Worthington Biochemicals 

(Lakewood, NJ). Gas permeable 24-well tissue culture plates were purchased from Coy 

Laboratories (Great Lake, Michigan).  TAK-242 was purchased from Invivogen (San Diego, 

CA). SB202190 and U0126 were purchased from Calbiochem (Billerica, MA).  MMLV reverse 

transcriptase, RNase AWAY, and DAPI were purchased from Invitrogen (Carlsbad, CA).  IL-6, 

TNFα, and caspase-3 antibodies were purchased from BD Biosciences (San Jose, CA).  CD11b 

antibody was purchased from eBioscience (San Diego, CA).  NeuN antibody was purchased 

from Millipore (Billerica, MA). TLR4 antibody was purchased from Biolegend (San Diego, CA). 

pro-IL-1β antibody was purchased from R&D Systems (Minneapolis, MN).  

Animals  

Experiments were performed on adult, male, C57/BL6 (Harlan Laboratories, Madison, 

WI) or B6.B10ScN-Tlr4lps-del/JthJ (Jackson Laboratory, Bar Harbor, ME) mice, weighing 25-

28g.  Mice were randomly assigned to intermittent hypoxia or room air groups.  Mice were 

housed in clear polycarbonate cages under standard conditions conditions, with a 12 hour 

light/dark cycle (6:00am-6:00pm) and ad libitum food and water. All protocols were approved by 
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the University of Wisconsin Institutional Animal Care and Use Committee All efforts were made 

to minimize animal distress and reduce the numbers used, while permitting the formation of 

statistically reliable conclusions. 

Intermittent Hypoxia (IH) Exposure 

All animal exposures were performed using a commercially-designed system 

(BioSpherix, Redfield, NY).  Animals were housed in standard polycarbonate cages with access 

to food at water ad libitum and maintained in a specialized chamber (12x20x30).  Oxygen and 

carbon dioxide concentrations were continuously measured by an O2 and CO2 analyzer and were 

changed by a computerized system controlling gas outlets (Oxycycler model G2 and Watview 

software).  During the sleep cycle (light-on hours), oxygen concentrations were modified to 

generate a cyclical pattern of either 6% or 21% oxygen every 90 seconds (intermittent 

hypoxia)58,59.  During their awake period (lights-off), O2 concentration was maintained at a 

steady 21%.  During the IH exposure, the rapid airflow was sufficient to prevent CO2 

accumulation, and during the normoxia period, room air was periodically flushed through the 

system maintain a CO2 concentration below 0.3%.  Normoxic control animals were either housed 

outside of the hypoxia chamber in room air or maintained inside the chamber with circulating 

room air to mimic the IH exposure.   

Mechanical dissociation and fixation of neural tissue for flow cytomtery  

CNS tissues were dissociated as previously described60 (Chapter 3).  Briefly, mice 

euthanized with an overdose of isoflurane and perfused intra-aortically with cold 0.1M 

phosphate buffered saline (PBS). The frontal cortex and hippocampus were dissected out, placed 

into cold HBSS on ice, and mechanically dissociated by pushing tissue through a pre-moistened 

100µM cell strainer with a syringe plunger and washed with cold HBSS supplemented with 
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0.01mg/ml DNase.  Dissociated tissues were resuspended in 26% Percoll in 0.1M PBS and 

centrifuged at 850g for 15 minutes to remove myelin.  Samples were divided, where half was 

taken for analysis of non-secreted proteins and was immediately fixed in a modified zinc-based 

fixative (mZBF) (0.5% zinc chloride, 0.5% zinc trifluroacetate, 0.05% calcium acetate in 0.1M 

Tris-HCL, pH to 6.4-6.7) 61 and glycerol (1:1), and stored at -20°C overnight or until ready to be 

stained for flow cytometry61,62.  The other half was taken for intracellular cytokine staining and 

incubated at 37°C for 4 hours in 1 ml of DMEM supplemented with 10% FBS, 100 U mL-1 

penicillin/streptomycin, and 3µl of GolgiPlug, a Brefeldin-A – containing compound that blocks 

the canonical secretory pathways through interactions with golgi apparatus63 prior to mZBF 

fixation.  

Staining for Flow Cytometry 

Fixed samples were washed 3X in ice-cold PBS.  Cell surface protein stains CD11b-

APC-Cy7 (1:150), CD45-APC (1:100), and/or TLR4-PE-CY7 (1:25) were performed on ice in 

50µl of 1X PBS supplemented with 0.1% BSA for 25 minutes.  Cells were washed 3X and re-

suspended in permeabilization buffer (1X PBS + 0.2% saponin + 0.1% BSA).  Intracellular 

staining was performed in 50µl permeabilization buffer on ice for 45 minutes.  They cytokine 

panel consisted of: IL-6- PE (1:100), TNFα- PE-CY7 (1:100), and pro-IL-1β- FITC, and the non-

cytokine panels was stained with NeuN-Alexa 488 (1:500), and caspase-3- PE (1:20).  Samples 

were washed and resuspended for in permeabilization buffer containing DAPI (1 µg/ml) to 

identify cells with intact nuclei. Cells were analyzed on a BD LSR II equipped with 350-, 405-, 

433-, 561-, and 642-nm lasers, a standard filter set, and FACSDiva software (BD Biosciences). 

All appropriate compensation and FMO controls were performed and utilized in the analysis. 

Intact cells were identified using forward and side-scatter parameters, singlet gates, and DAPI 
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staining to identify cells in cell cycle at the time of fixation.  Samples were first gated to exclude 

doublets and any events off scale with the following singlet gates: FSC-Width/SSC-Area, SSC-

Width/FSC-Area.  We then used a cell cycle gate to identify cells with an intact nuclei based on 

DAPI-Width/DAPI-Area plotted on a linear scale.  Cell populations were identified and gated 

using the FMO controls.  Microglia were identified based on CD11b and CD45 surface markers. 

See supplementary figure 1 for a representative example of the gating strategy utilized in these 

studies.  Analysis of flow cytometry data was performed in FlowJo software v.10. (TreeStar 

Inc.).  Regions from 2 animals were pooled to create a single individual sample.  Data are 

representative of 4 individuas. 

Cell Culture 

Murine BV2 microglial cells64 were routinely cultured in Dulbecco's modified Eagle's 

medium (DMEM; Cellgro, Herndon, VA) supplemented with 10% fetal bovine growth serum 

(FBS, Hyclone, Logan, UT) in 100 mm BD Falcon plates.  Cells were grown to ~90% 

confluency and passaged every 1-3 days.  For IH supernatant experiments, cells were seeded at a 

density of 2.5x104 per well and the following day were treated with tissue supernatants.  For IH 

experiments, cells were grown on a gas-permeable membrane in a specialized 24-well plate to 

facilitate rapid gas exchange at the cellular level.  For overnight IH experiments, cells were 

seeded at a density of 3.5x104 per well in a 24 well plate and 6 hours later were treated and 

exposed to IH.   

Primary microglial cultures were prepared as previously described65.  Briefly, mixed glial 

cultures were prepared from C57/BL6 or B6.B10ScN-Tlr4lps-del/JthJ mice (postnatal days 3-7) 

and cultured in DMEM supplemented with 10% fetal bovine serum and 100 U mL-1 

penicillin/streptomycin.  Primary microglia were shaken from the mixed glial cultures and were 
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seeded at a density of 150,000 cells/well in a 24-well gas permeable tissue culture plates, and IH 

exposures started the following day. 

In Vitro IH Supernatant Treatments  

CNS tissues were mechanically dissociated to single-cell suspensions as described above.  

Cells were pelleted and supernatants were saved for treatment of microglial cells in vitro. Protein 

concentrations in the supernatants collected from the in vivo IH studies above were determined 

by BCA assay.  BV2 microglia were treated in vitro with 20µg of cellular supernatants ± a TLR4 

inhibitor (TAK-242, 1µM, 1hr pre-treatment) for 18hrs. mRNA was collected for qRT-PCR 

analyses of pro-inflammatory cytokines.  

In vitro intermittent hypoxia exposure:   

Intermittent hypoxia exposures were performed using a commercially-designed cell 

culture system (BioSpherix, Redfield, NY).  Cells were maintained in a specialized incubator 

chamber at 37°C. O2 and CO2 concentrations were continuously measured with O2 and CO2 

analyzers, and were changed with a computerized system controlling gas outlets (Oxycycler 

model C42, Biospherix, Redfield, NY).  Cells were exposed to normoxia (Nx; 21% O2, 5% CO2, 

balance N2), or intermittent hypoxia (IH; 10min cycles of 1% and 21%O2 held at a constant 5% 

CO2, balance N2).   

Immunomagnetic Microglia (CD11b+) Cell Isolation from IH Treated Mice ± LPS 

Mice were exposed to 14 days of IH.  Immediately following the last hypoxic exposure, 

mice were injected intraperitoneally with 1mg/kg LPS in sterile HBSS or sterile HBSS vehicle 

control, and were harvestest 13±1.5 hours after LPS or vehicle administration  CD11b+ cells 

were isolated using previously described methods66,67.  Briefly, mice were euthanized with an 

overdose of isoflurane and perfused with cold 0.1M PBS.  The whole brain minus (the 
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cerebellum, medulla, and olfactory bulbs) was dissected out and dissociated into a single cell 

suspension using 0.7mg/ml Papain and 50µg/ml DNase in HBSS.  Myelin was removed by high 

speed centrifugation at 850g in a 26% solution of Percoll in 1X PBS.  CD11b+ cells were tagged 

with an anti-CD11b antibody conjugated to a magnetic bead.  Magnetically-tagged CD11b+ cells 

were isolated using MS columns according to the Miltenyi MACS protocol.  Reagents were kept 

chilled at 4°C and cells were kept on ice whenever possible to preserve microglial phenotypes.  

We have previously shown, this method results in a >97% pure CD11b+/ CD45low cell 

population66,67, and thus, this population will subsequently be referred to as “microglia.”  

RNA extraction/ reverse transcription 

RNA was extracted from BV2 and, primary, and immunomagnetically isolated microglia 

according to the TriReagent protocol, with the addition of Glycoblue during the isopropanol 

incubation. First-strand cDNA was synthesized from total RNA using MMLV Reverse 

Transcriptase, and an oligo(dT)/random hexamer cocktail.  cDNA was used for qRT-PCR 

analysis.   

Quantitative-Real Time PCR:   

cDNA was used in real-time quantitative PCR with Power SYBR Green using either the 

ABI StepOne or ABI 7500 Fast system (Applied Biosystems/Life Technologies). Primers (Table 

1) were designed using Primer 3 software and the specificity was assessed through NCBI 

BLAST.  Primer efficiency was tested through the use of serial dilutions. Verification that the 

dissociation curve had a single peak with an observed Tm consistent with the amplicon length 

was performed for every PCR reaction.  CT values from duplicate measurements were averaged 

and normalized to levels of the ribosomal RNA, 18s.  Relative gene expression was determined 

using the ∆∆CT method68.    
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Statistical analyses:   

When comparing two population means, statistical inferences were made using a 

Student’s t-test or a paired Student’s t-test, where applicable. When three or more groups were 

compared across 2 parameters, comparisons were made using a two-way ANOVA or two-way 

RM ANOVA, where applicable.  Holm-Sidak post hoc tests were used to assess statistical 

significance in individual comparisons.  All statistical analyses were performed in SigmaPlot 

(Sigma Stat version 11(Systat Software, San Jose, CA).  Statistical significance was set at p < 

0.05.  Mean data are expressed + 1 SEM.   
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RESULTS: 

IH bi-phasically increases the percentage of IL-1β+ and reduces the frequency of IL-6+ 

microglia in the frontal cortex and hippocampus  

IH induced a bi-phasic increase in the percentage of microglia (CD11b+ cells) expressing 

pro-IL-1β in the frontal cortex and hippocampus, peaking at 1 and 7 days of IH (Fig. 1, Supp. 

Fig. 2).  The proportion of IL-1β+ cells following 1 day of IH was increaesd in the frontal cortex 

(41.40% ± 7.22, p=<0.001) and hippocampus (36.08% ± 7.01, p=<0.001) compared to normoxia 

(1.51% ± 0.38 and 1.08% ± 0.29, respectively).  This population decreased to 7.63% ±  3.40 in 

the frontal cortex and 9.67% ±  3.76 in the hippocampus after 4 days of IH, though it remained 

significantly elevated over levels in normoxia (p=0.002 and p=0.005, respectively).  After 7 days 

of IH, the percentage of IL-1β+ microglia again increased to 42.90% ± 2.72 (p=<0.001) and 

24.28 ± 3.2 (p=<0.001) respectively in the frontal cortex and hippocampus, and then declined to 

21.95% ± 1.64 and 12.54% ± 4.16 at 14 days of IH, though again, remaining significantly 

elevated over control levels in normoxia (p=<0.001 for both).  However, by 28 days of IH the 

percentage of IL-1β+ microglia returned to normoxic levels in both the frontal cortex and 

hippocampus (2.15% ± 0.36, p=0.618 and 0.83% ± 0.27, p=0.437).  

Whereas the frequency of microglia expressing IL-1β was low in control animals, more 

microglia in the frontal cortex and hippocampus express detectable levels of IL-6 (9.99% ± 1.14 

and 9.39% ± 1.94, respectively) (Fig. 2, Supp. Fig. 3).  Interestingly, IH decreased this 

population by ~70% at the 4 and 14 day time points (p= 0.005 and 0.008) in the frontal cortex.  

Similar trends were observed in the hippocampus where IH reduced the percentage of IL-6+ 

microglia by ~40%, although this did not reach statistical significance by an ANOVA (p=0.066).  

Similarly, a large percentage of microglia expressed TNFα (22.22% ± 3.71 and 20.40% ± 2.93) 
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in the frontal cortex and hippocampus (Fig. 3, Supp. Fig. 4).  IH had  no significant effect on the 

frequency of TNFα+ microglia at any time point tested in either the frontal cortex (p=0.068) or 

hippocampus (p=0.215), although there appeared to be a trend towards reduced levels at 4 and 7 

days in the hippocampus.   

IH induces early and persistent increases in microglial CD45 and CD11b expression. 

Since CD11b and CD45 marker upregulation are often used as indicators of pro-

inflammatory activity of macrophages and microglia, we evaluated their expression following 

IH. We found that IH induced a significant increase in microglial expression of both CD11b and 

CD45 in frontal cortical and hippocampal microglia, as reflected by an increase in their 

respective medain fluorescent intensities (MFI) (Fig. 4, Supp. Fig. 5).   In the frontal cortex, the 

CD11b levels were significantly increased by ~36% (p=0.001), ~29% (p=0.013), and ~44% 

(p=<0.001) following 1, 7, and 14 days of IH, respectively, but not at 4 or 28 days (p=0.147 and 

p=0.502) (Fig. 4B).  CD45 levels followed a similar trend in the frontal cortex with significant 

increases in after 1 (~36%, p=<0.001), 7 (~25%, p=<0.001), 14 (~40%, p=<0.001), and 28 days 

of IH (~16%, 0.010) relative to nomoxic controls, although these increases were not observed at 

4-days of IH (p=0.336) (Fig. 4C).  In the hippocampus, CD11b levels were increased by ~37% 

(<0.001), ~ 30% (0.001), ~31% (0.003), and ~33% (0.004) at 1, 4, 7, and 14 days of IH, 

respectively, and had returned to normoxic levels by 28 days (p=0.515) (Fig. 4D, Supp. Fig. 5) 

as in the cortex.  CD45 levels were significantly increased over normoxic levels at all IH time 

points examined by ~35% (p=<0.001), ~17% (p=0.017), ~32% (p=<0.001), ~39% (p=<0.001), 

and ~20% (p=0.004) following 1, 4, 7, 14, and 28 days, respectively.   

IH long-lasting increases the percentage of microglia expressing complexed TLR4/MD2  
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We had previously observed that microglial TLR4 gene expression was increased by IH 

in a time course that corresponded with pro-inflammatory gene expression in the rat7.  However, 

it was unknown whether this increase in gene expression translated into increased functional 

TLR4 protein in vivo.  Since TLR4 requires the adaptor protein MD2 for functional activity, we 

used an antibody that recognizes the TLR4/MD2 complex to determine if IH increases cell 

surface expression of functional TLR4 protein.  The frequency of TLR4/MD2+ microglia in the 

frontal cortex and hippocampus was almost doubled at 14 and 28 days of IH, although changes 

were not evident at earlier time points (Fig. 5, Supp. Fig. 6).  In the frontal cortex, the percentage 

of TLR4/MD2+ microglia increased from 7.10% ±0.62 in normoxia to 13.60% ±2.24 (p=0.001) 

at 14 days and to 10.99 ±0.53 (p=0.016) at 28 days of IH (Fig. 5A,B).  Similarly, the proportion 

of hippocampal microglia expressing TLR4/MD2 increased from 5.45% ±0.38 in normoxia to 

10.06% ±1.62 (p=0.002) and 10.65% ±0.80 (p=<0.001) after 14 and 28 days of IH, respectively.  

Interestingly, the increased frequency of TLR4/MD2+ microglia remained observable at 28 days 

of IH when other markers of microglial activation including IL-1β (Fig. 1) and CD11b (Fig. 4) 

had returned to normoxic levels.  

Supernatants from frontal cortex and hippocampus of IH-treated animals induce pro-

inflammatory gene expression in cultured BV2 microglia via a TLR4-dependent 

mechanism 

Since TLR4 is up-regulated during IH and endogenous TLR4 ligands (DAMPs) may be 

released by stressed and/or dying cells in response to IH, we hypothesized that IH would increase 

DAMPs that would signal through TLR4 to induce microglial inflammation.  Thus, we treated 

BV2 microglial cultures with supernatants collected following mechanical dissociation from the 

frontal cortex and hippocampus of mice exposed to normoxia (Nx), 1, 3, 7, 14, and 28 days of 
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IH.  We found that frontal cortex (Fig. 6) and hippocampus (Fig. 7) supernatants from mice 

exposed to IH induced cyclooxygenase-2 (COX-2) and IL-6, but not IL-1β or TNFα mRNAs in 

BV2 microglia when compared to supernatants from animals treated with Nx, and that these 

increases were prevented in the presence of the TLR4 inhibitor, TAK-242.   

COX-2 mRNA levels were significantly increased by frontal cortex supernatants from 

mice exposed to 4, 14, and 28 days of IH by 2.17 ± 0.15 (p=0.039), 6.13 ± 2.15 (p=0.002), and 

3.80 ± 0.91 (p=0.010) fold respectively (Fig. 6A).  Although supernatants from 1 and 7 day IH 

animals also increased COX-2 mRNA levels by 2.48 ± 0.40 and 2.96 ± 0.93 fold, these did not 

quite reach statistical significance (p=0.05 and 0.083, respectively).  In the presence of the TLR4 

inhibitor, TAK-242, the induction of COX-2 gene expression by these supernatants was 

abolished, with statistically significant decreases observed in COX-2 expression induced by 

supernatants from animals exposed to IH-1 (p=0.025), IH-4 (p=0.009), IH-7 (p=0.008), IH-14 

(p=0.004), and IH-28 (0.002). IL-6 gene expression was likewise increased in BV2 microglia 

treated with supernatants from mice exposed to IH for 14 (7.45 ± 2.24 fold; p=0.018) and 28 

days (6.12 ± 1.41 fold; p=0.019), and this induction was blocked by the TLR4 inhibitor (p<0.001 

at both time points) (Fig. 6B).  Additionally, TAK-242 significantly decreased the IL-6 

expression in microglia treated with 4 (p<0.001) and 7 day (p=0.008) supernatants, despite the 

lack of significant IL-6 gene induction by supernatants at these time points (p=0.667 and 0.224, 

respectively).  While there were modest increases in IL-1β (Fig. 6C) and TNFα (Fig. 6D) gene 

expression in these samples, they did not reach statistical significance at any time point. 

However, interestingly, there were significant reductions in the expression of both genes in the 

presence of TAK-242. 
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Findings from hippocampal supernatants were similar to those from the frontal cortex.  

COX-2 gene expression was increased in BV2 microglia treated with hippocampal supernatants 

from animals exposed to IH for 4, 7, 14, and 28 days by 3.66 ± 0.59 (p=0.003), 2.65 ± 0.44 

(p=0.035), 3.58 ± 0.59 (p=0.003), and 3.08 ± 0.45 (p=0.021) fold, when compared to normoxic 

controls (Fig. 7A). In contrast to the complete abolition by TAK-242 of COX-2 gene expression 

induced by frontal cortex supernatants, TAK-242 significantly reduced COX-2 gene expression 

in microglia treated with hippocampal supernatants from 4 (p=0.022) and 14 day (p=0.002) IH 

exposed animals, but levels were not decreased to control levels. They tended to remain 

approximately1.6- 2.5 fold higher than control levels although p-values were not significant 

(ranged from p=0.187 to 0.339).  IL-6 gene expression was significantly increased by 

hippocampal supernatants from 1, 4, 7, and 28 day supernatants by 8.33 ±3.73 (p=0.009), 9.64 

±4.26 (p=0.007), 10.57 ±4.58 (p=0.003), and 10.27 ±3.28 (p=0.002) fold, respectively and by 

3.01 ±0.66 fold in 14 day samples, though it did not reach statistical significance (p=0.062).  

TAK-242 completely abolished IL-6 gene induction by hippocampal supernatants at all IH time 

points (p<0.001 for IH-1, IH-4, IH-7, and IH-14 and a p=0.001 for IH-28) (Fig. 7B).  In addition, 

there was no statistically significant difference among supernatants in TAK-242 treated cells (p 

values ranged from 0.325 to 0.685).  Similar to results from the frontal cortex, hippocampal 

supernatants from IH-treated animals induced modest increases in IL-1β gene expression with 

fold changes ranging from 1.9-2.7 when compared to normoxic controls, although they did not 

reach statistical significance (2-way ANOVA p values ranged from 0.077 to 0.296) (Fig. 7C).  

However, there were significant reductions in IL-1β gene expression with TAK-242 treatment at 

all IH time points (IH-1 p=0.010; IH-4, p=0.003; IH-7, p=0.007; IH-14, p=0.020) except for IH-

28 (p=0.267).  There was no observable induction of TNFα gene expression at any time point by 
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hippocampal supernatants (p=0.273- 0.917).  Surprisingly, TAK-242 induced TNFα gene 

expression in cells treated with supernatants from 28 day IH-exposed animals (p=0.032) (Fig. 

7D). 

Microglia exposed to IH in vitro increase pro-inflammatory gene expression through 

TLR4-dependent and independent mechanisms.  

 To study the direct effects of IH on microglia specifically, we exposed primary microglia 

to IH in vitro.  IH increased pro-inflammatory gene expression relative to cells exposed to room 

air (normoxia).  COX-2 mRNA levels were increased by 13.31 ± 4.99 fold (p=0.003), IL-6 by 

5.01 ± 1.48 fold (p=0.003), and TNFα by 3.69 ±0.24 fold (p=<0.001) (Fig. 8A).  IL-1β appeared 

to be mildly increased with a 2.12 ± 0.39 fold increase over normoxia, although it did not reach 

statistical significance (p=0.077).   Additionally, we examined the expression of the 

inflammatory/chemoattractant cytokines, macrophage inflammatory protein (MIP)-1α (or CCL3) 

and MIP-1β (or CCL4) to determine if IH altered their expression.  Interestingly, IH significantly 

increased the expression of both molecules by 3.69 ± 0.24 (p<0.001) and 3.53 ±0.47 (p=0.003) 

fold, respectively (Fig. 8C).  Since TLR4 gene18 and protein expression (Fig. 5) were up-

regulated in microglia by exposure to IH in vivo, we examined whether microglia exposed to IH 

in vitro had a similar response.  We did not observe an IH-induced increase in TLR4 mRNA in 

primary microglial cultures (Fig. 8E).  However, CD14, a scavenger receptor that complexes 

with TLR4 to confer responsiveness to LPS, was up-regulated by IH (2.42 ± 0.46 fold, p=0.023), 

as was TLR2 (1.54 ± 0.14 fold, p=0.045), a TLR that shares many functional similarities to 

TLR4 and can also be activated by DAMPs. 

 To test whether TLR4 was involved in IH-induced inflammation, we compared 

responsiveness to IH in primary microglia derived from wild-type (WT) and B6.B10ScN-
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Tlr4lps-del/JthJ (TLR4del) mice. These mice harbor a naturally occurring deletion of the TLR4 

gene locus69.  There were no significant differences in basal gene expression levels between WT 

and TLR4del microglia for all genes studied, as determined by a student’ t-test on the ∆CT-

values, with the exception of IL-1β, where the WT ∆CT values were ~2 cycles lower (i.e. higher 

basal expression) compared to the TLR4del  microglia (p=0.003).  Data are graphed relative to 

their respective normoxic controls.   

The IH-induced expression of COX-2 (p=0.049) and IL-1β (p=0.003) was attenuated in 

TLR4del microglia (Fig. 8B), and IL-6 mRNA levels trended towards a decrease, but they did not 

attain statistical significance (p=0.075).  Interestingly, IH-induced expression of TNFα, MIP-1α, 

and MIP-1β were not affected in the TLR4del microglia (p=0.736, 0.736, and 0.908 respectfully) 

(Fig. 8D).  Similarly, IH-induced expression of CD14 and TLR2 were not changed in microglia 

without TLR4 (p=0.637 for both) (Fig. 8E) suggesting that IH is sufficient to induce pro-

inflammatory gene expression in microglial cultures, but TLR4 only plays gene-specific roles.  

Microglia exposed to IH in vitro have heightened inflammatory responses to TLR4 

ligands 

 We next wanted to test the hypothesis that IH exposed microglia would have exacerbated 

pro-inflammatory responses to subsequent inflammatory stimuli, perhaps as a result of increased 

TLR4 activity.  However, primary microglia did not recapitulate the increase in TLR4 levels 

observed following IH exposure in vivo, so we turned to BV2 microglia to evaluate the effects of 

IH on TLR4 and TLR2 levels.  We found that IH upregulated TLR4 mRNA by 1.79 ±0.18 fold 

(p=0.012) and TLR2 by 1.72 ±0.22 fold, although TLR2 did not reach statistical significance 

(p=0.061) (Fig. 9C A). We also assessed their ability to respond to IH with an increase in pro-

inflammatory gene expression (Fig. 9A, B, C). Whereas IH also increased the expression of 
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inflammatory genes in BV2 cells, their gene expression profiles differed somewhat in their 

magnitudes compared to primary microglia (Fig. 8, Fig. 9D).  IH-induced the expression of 

TNFα (1.92 ±0.24 fold, p=0.038), MIP-1α (2.71 ±0.50 fold, p=0.028), MIP-1β (2.14 ±0.24, 

p=0.023), IL-1β (8.17 ± 1.77- fold, p=0.006) and COX-2 (1.57 ±0.34- fold, p=0.200) in BV2 

microglia. Having identified similarities between IH responses in BV2 microglia and microglia 

in vivo, we then exposed them to either IH or Nx for 16hrs, and then stimulated them with LPS 

or vehicle control for 6 hours (Fig. 9D).  We found that LPS-induced IL-6 (p=0.006), COX-2 

(p=0.029), and MIP-1α (0.005) gene expression was potentiated in cells pre-treated with IH. 

Chronic IH exposure in vivo attenuates microglial inflammatory responses in response 

to systemic inflammation  

To test if exposure to IH in vivo would also “prime” microglia to become more pro-

inflammatory to a subsequent inflammatory stimulus, we exposed mice to 14 days of IH 

followed immediately by an intraperitoneal injection of LPS or vehicle control.  Microglia were 

isolated from the whole brain approximately 14 hours later, and inflammatory gene expression 

was evaluated.  To our surprise, we found that the ability of LPS to induce microglial pro-

inflammatory gene expression was attenuated in mice exposed to 14 days of IH (Fig.10).  LPS 

significantly increased pro-inflammatory gene expression of: COX-2 (6.65± 1.87-fold), IL-1β 

(8.47± 1.53-fold), TNFα (17.05± 4.89-fold), MIP-1α (5.42± 0.84- fold), MIP-1β (2.78± 0.46- 

fold) as well as the anti-inflammatory cytokine IL-10 (4.23±0.63-fold) (p <0.001 for all 

molecules). However, the expression of IL-1β, TNFα, and MIP-1α were significantly decreased 

by ~50% in IH-exposed mice (p= 0.044, 0.008, and 0.042, respectively), although LPS-induced 

COX-2 expression was not significantly reduced, although it appeared to trend lower (p=0.118).   

Likewise, IH had no effect on the LPS-induced expression of IL-10 (p=0.228) or MIP-1β 
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(p=0.914).  But interestingly, IH alone significantly increased the expression of IFNβ and BDNF 

by 5.32±0.90 (p=0.007) and 5.40± 1.19 (p=0.038) fold, respectively, and LPS treatment did not 

alter this.  
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DISCUSSION: 

 Previously, we showed that IH-induced microglial pro-inflammatory gene expression 

varied regionally and temporally in a rat model of IH, and that observed increases in 

inflammatory gene expression correlated with upregulated TLR4 mRNA levels18.  In order to 

better understand the role of microglia in the pathophysiology of IH-induced neural injury, we 

studied microglial gene expression in the CNS regions most susceptible to IH-induced neuronal 

death, the frontal cortex and hippocampus12,17,70.  Additionally, we sought to expand our previous 

observations implicating TLR4 as a potential mediator of IH-induced microglial activation, and 

to further explore its potential role in microglial responses to IH.   

Here, we show that microglial activation by IH in the mouse is bi-phasic with an 

acute/early phase followed by a slower and more long-lasting chronic activation state that 

subsides by 28 days of IH.  We found that the percentage of microglia expressing detectable 

levels of the functional TLR4/MD2 complex on their cell surface increased at later IH time 

points and remained elevated when other indicators of pro-inflammatory activation were 

decreasing or had already returned baseline levels.  Additionally, we identified that microglial 

inflammatory responses to IH are mediated through TLR4-dependent an independent 

mechanisms. This report is the first to directly evaluate the functional significance of TLR4 in 

IH-induced microglial activation and indicate a mechanism for microglial adaptation to the 

chronic neuroinflammatory IH stimulus, making them less reactive and more anti-

inflammatory/neurotrophic.  

We used flow cytometry to quantify the effects of IH on microglial protein levels over a 

time course spanning 1 to 28 days.  Flow cytometry poses unique advantages over other protein 

analysis methods including immunohistochemical and immunoblot assays, as flow cytometry 
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enables sensitive, multi-parametric analysis of proteins in specific cell populations, while also 

distinguishing between cell surface and intracellular protein expression.  This is essential as the 

microglial inflammatory response often includes increased production and subsequent release 

small (~5-20kD), secreted cytokines and chemokines that are difficult, if not impossible to detect 

by other methods.  Additionally, we previously showed that IH increased the expression of pro-

inflammatory genes in both microglia and non-microglial CNS cells18, so analyzing protein 

expression in microglia specifically is an advantage.  The optimized tissue processing and 

fixation methods used here to study CNS cells by flow cytometry were recently developed in our 

laboratory60 (Chapter 3). 

IH-induced microglial production of IL-β in microglia is bi-modal, where the proportion 

of microglia expressing detectable levels of pro-IL-1β was transiently increased at 1 day, and 

then again increased at 7 and 14 days, before returning to normoxic levels at 28 days of IH 

exposure.   Similarly, the expression of the CD11b and CD45 scavenger receptors on the 

microglial cell surface increased similarly to IL-1β.  Increased CD11b and CD45 expression is 

common in the activated or pro-inflammatory state71, consistent with the notion that microglia 

become activated by IH.  The biphasic changes in the expression of these activation markers 

suggest that microglial activities during chronic IH exposure change with time.  We also 

observed changes in the cell cycle of microglia following IH exposure, where we observed more 

microglial cells in the S- and G2- phases, as assessed by DAPI staining, following 1, 4, and 28 

days of IH in the frontal cortex, and 4 and 28 days in the hippocampus (Supp. Figs. 7 and 8).   

These results suggest that IH may promote microglial proliferation in these regions.  

Interestingly, this response was also bi-phasic, but peak frequency of microglia in S/G2- phases 

was highest when microglial activation markers were low.  While there was essentially no 
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detectable microglial expression of IL-1β in normoxia, we did observe that ~10% and ~20% of 

microglia from the healthy CNS contain IL-6 and TNFα proteins, respectively.  While IL-6 and 

TNFα are traditionally regarded as pro-inflammatory molecules, they can be neuroprotective at 

low concentrations, and they are necessary for some forms of neuroplasticity27,28,31,33,34.  

Consistent with our previous findings in the rat model, we did not observe increases in TNFα 

mRNA levels; if anything, basal levels of TNFα decreased with IH.  Similarly, we found that the 

frequency of IL-6+ microglia decreased at 4 and 14 days of IH in the hippocampus.  While the 

significance of decreasing basal TNFα and IL-6 are unknown, if basal expression of these 

molecules is indeed neuroprotective and required for neuronal plasticity, then IH-induced 

decreases may contribute to IH-induced injury.    

Surface TLR4 protein expression was increased on microglia following 14 and 28 days of 

IH exposure. Several endogenous TLR4 ligands, including HSP60 and HMGB1, are released 

from damaged/dying neurons which can in turn, induce microglial-mediated inflammation 

through TLR4 activation55,56,72,73.  We observed increased expression of the pro-apoptotic marker 

caspase-3 in frontal cortical and hippocampal neurons as early as 4 days following IH (Supp. 

Figs. 9 and 10), supporting our hypothesis that IH is inducing neuronal death/stress which may 

contribute to increased microglial activation.  Additionally, HSP60 is selectively increased in the 

IH-sensitive CA1 region of the hippocampus compared to the resistant CA3 region57.  We 

hypothesized that TLR4 played a crucial role in the initiation of IH-induced inflammation, via 

TLR4-mediated activation by DAMPs.  To test this, we treated BV2 microglia with tissue 

supernatants collected from the frontal cortex and hippocampus of mice exposed to IH.  These 

supernatants significantly increased COX-2 and IL-6 expression relative to supernatants from 

normoxic controls, and these increases were blocked in the presence of the selective TLR4 
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inhibitor, TAK-24274,75.  These data suggest that IH may increase levels of yet unidentified 

endogenous TLR4 ligands in the hippocampus and frontal cortex, and that they may facilitate 

IH-induced inflammation via microglial TLR4 activation.  Preliminary in vitro studies currently 

underway support this hypothesis, where microglia treated with conditioned medium from IH-

treated neuronal cultures increase microglial inflammation and this is partially blocked in the 

presences of a TLR4 inhibitor (Supp. Fig. 12).  However, larger N are needed to confirm the 

validity of these result. 

Exposure of primary and BV2 microglia to IH in vitro increased the expression of pro-

inflammatory molecules.  IH induced increases in COX-2, IL-1β, and IL-6 expression were 

abolished in TLR4 deficient microglia, whereas IH-induced TNFα, MIP-1α, and MIP-1β mRNA 

levels were unaffected.   Thus, IH appears to induce inflammatory gene expression through both 

TLR4-dependent and -independent mechanisms in vitro, potentially through the activation of 

mitogen activated protein kinase (MAPK) pathways (Supp. Fig. 11).  The observation that IH 

could activate microglia via a TLR4-dependent mechanism, in the absence of known TLR4 

ligand, was unexpected.  We hypothesize that IH may induce the autocrine/paracrine release of a 

TLR4 ligand that acts to activate microglia via a TLR4-dependent mechanism.  MRP8/14 and 

HMGB1 are putative TLR4 ligands that could be regulated in this manner76,77.  For example, 

MRP8/14 is highly expressed in the cytosol of monocytes, and it was recently shown to be 

released from monocytes following LPS activation to enhance LPS-induced inflammation77, and 

during ischemic injury to induce TLR4-mediated inflammation78.  However, it is unknown if 

MRP8/14 is released from microglia in response to IH.  HMGB1 is a nuclear protein that is 

rapidly trafficked to the cytosol following cellular stress, and it can be released through a NLRP3 

inflammasome-mediated, non-canonical secretory pathway, similar to that of IL-1β and IL-
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1872,79.  In addition to activating TLR4, HMGB1 can also signal through TLR276 and CD11b55 to 

induce inflammation, both of which we found to be increased by IH.   

Based on tissue culture studies where we found that LPS-induced microglial pro-

inflammatory gene expression was exacerbated in cells that had been previously exposed to IH, 

we hypothesized that IH would also prime microglia to be more pro-inflammatory to a 

subsequent inflammatory stimulus in vivo.  Microglia from mice exposed to 14 days of IH 

followed by an acute peripheral injection of LPS, showed attenuation in pro-inflammatory gene 

expression such that LPS was less efficacious at inducing inflammation in the microglia from IH 

mice even though TLR4/MD2 levels were elevated. Also interesting is the gene-specific effects 

of LPS since the ability of LPS to alter anti-inflammatory/neurotrophic factor gene expression 

IL-10 and BDNF were not changed by IH, whereas IFNβ was further upregulated. These data 

suggest that the chronic up-regulation of TLR4 during IH correlates with reduced microglial 

inflammatory activities and increased neurotrophic factor production, suggesting the potential for 

a neuroprotective role of TLR4 and microglia.  The data also indicate that microglia adapt to the 

chronic IH exposure, and that they change their responses over time.  

Together, the results presented here implicate an important role for TLR4 in mediating at 

least some aspects of IH-induced neuroinflammatory gene expression, suggesting the potential 

for TLR4 inhibitors to be beneficial for reducing neuroinflammation and its CNS morbidities in 

disorders characterized by chronic IH.  Further, IH may be a useful model for promoting both 

inflammatory and neurotrophic activities of microglia, as it creates a situation in which natural 

microglial adaptation to the chronic inflammatory IH stimulus can be studied.  This has 

application and significance to many neurodegenerative/inflammatory disorders.   
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Figure Legend 1 
 
Microglia exhibt a bi-phasic induction of pro-IL-1β over the IH time course 

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    (A) 

Representatitve dot plots of IL-1β vs. CD11b from frontal cortical tissue for all IH-timepoints 

(B) Frontal cortex, graphed average data of the percentage of microglia expressing IL-1β. (C) 

Hippocampus, graphed average data of the percentage of microglia expressing IL-1β.  

Respective tissues from 2 animals were pooled to create 1 sample.  Data are representative of at 

least 4 individual samples.   Mean % Frequency + 1 SEM are presented relative to expression in 

normoxic controls. Statistical significance was determined by a One-Way ANOVA, and a Holm-

Sidak post-hoc test.  * symbol represents statistical significant differences from normoxic 

control.  *p<0.05; **p<0.01; ***p<0.001 

 

 
 
 
 
 
 
  



 

 

FIGURE 2 
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Figure legend 2 
 
Microglia decrease IL-6 expression following 4 and 14 days of IH 

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    (A) 

Representatitve dot plots of IL-6 vs. CD11b from frontal cortical tissue for all IH-timepoints (B) 

Frontal cortex, graphed average data of the percentage of microglia expressing IL-6. (C) 

Hippocampus, graphed average data of the percentage of microglia expressing IL-6.  Respective 

tissues from 2 animals were pooled to create 1 sample.  Data are representative of at least 4 

individual samples.   Mean % Frequency + 1 SEM are presented relative to expression in 

normoxic controls. Statistical significance was determined by a One-Way ANOVA, and a Holm-

Sidak post-hoc test. * symbol represents statistical significant differences from normoxic control.  

*p<0.05; **p<0.01; ***p<0.001 
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Figure Legend 3 
 
Microglial expression of TNFα does not change with in vivo IH treatment  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    (A) 

Representatitve dot plots of TNFα vs. CD11b from frontal cortical tissue for all IH-timepoints 

(B) Frontal cortex, graphed average data of the percentage of microglia expressing TNFα. (C) 

Hippocampus, graphed average data of the percentage of microglia expressing TNFα.  

Respective tissues from 2 animals were pooled to create 1 sample.  Data are representative of at 

least 4 individual samples.   Mean % Frequency + 1 SEM are presented relative to expression in 

normoxic controls. Statistical significance was determined by a One-Way ANOVA, and a Holm-

Sidak post-hoc test.  * symbol represents statistical significant differences from normoxic 

control.    *p<0.05; **p<0.01; ***p<0.001 
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Figure Legend 4 
 
Microglial expression of CD11b and CD45 increase following IH treatment. 

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet/DAPI+/NeuN-/ CD11b+ cells were 

identified based on FSC/SSC and staining properties and will hereby be refered to as microglia.  

See Supp. Fig. 1 for the detailed gating strategy.  (A) Representatitve dot plots of CD45 vs. 

CD11b from frontal cortical tissue for all IH-timepoints (B) Frontal cortex, graphed average data 

of the mean fluorescent intensity of CD11b (C) Hippocampus, graphed average data of the mean 

fluorescent intensity of CD11b.  (D) Frontal cortex, graphed average data of the mean 

fluorescent intensity of CD45 (E) Hippocampus, graphed average data of the mean fluorescent 

intensity of CD45.  Respective tissues from 2 animals were pooled to create 1 sample.  Data are 

representative of at least 4 individual samples.   Mean MFI + 1 SEM are presented relative to 

expression in normoxic controls. Statistical significance was determined by a One-Way 

ANOVA, and a Holm-Sidak post-hoc test.   * symbol represents statistical significant differences 

from normoxic control. *p<0.05; **p<0.01; ***p<0.001 
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Figure Legend 5 

Microglial surface expression of TLR4/MD2  increase following 14 and 28 day of IH  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet/DAPI+/NeuN-/ CD11b+ cells were 

identified based on FSC/SSC and staining properties and will hereby be refered to as microglia.  

See Supp. Fig. 1 for the detailed gating strategy.  (A) Representatitve dot plots of TLR4/MD2 vs. 

CD11b from frontal cortical tissue for all IH-timepoints (B) Frontal cortex, graphed average data 

of the percentage of microglia expressing TLR4/MD2. (C) Hippocampus, graphed average data 

of the percentage of microglia expressing TLR4/MD2.  Respective tissues from 2 animals were 

pooled to create 1 sample.  Data are representative of at least 4 individual samples.  Mean % 

Frequency + 1 SEM are presented relative to expression in normoxic controls. Statistical 

significance was determined by a One-Way ANOVA, and a Holm-Sidak post-hoc test.  * symbol 

represents statistical significant differences from normoxic control. + symbol represents 

statistical significant differences from veh control.  *p<0.05; **p<0.01; ***p<0.001, + symbol  
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Figure Legend 6 
 
Frontal cortical supernatnats from IH treated animals increase expression of 

proinflammatory genes through a TLR4 dependent mechanism 

Frontal cortical tissues were isolated from mice exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  

Tissues were mechanically dissociated, the cellular fraction was removed through centrifugation, 

and the supernatants were collected.  BV2 microglia in culture were treated with the isolated 

supernatant (20µg) in the presence/absence of the TLR4 inhibitor TAK-242 (1µM), and were 

harvested for gene expression analysis 18 hours post-treatment.   (A) COX-2 expression (B) IL-6 

expression, (C) IL-1β, and (D) TNFα.  Data are representative of at two independent experiments 

each with an n= 2-4, total n=6-8. Mean fold changes + 1 SEM are presented relative to respective 

normoxic controls. Statistical significance was determined by a two-way RM ANOVA on ∆CT 

values, and a Holm-Sidak post hoc.   * symbol represents statistical significant differences from 

normoxic control. + symbol represents statistical significant differences from veh control. 

*p<0.05; **p<0.01; ***p<0.001 
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Figure Legend 7 
 
Hippocampal supernatnats from IH treated animals increase expression of 

proinflammatory genes through a TLR4 dependent mechanism 

Hippocampal tissues were isolated from mice exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  

Tissues were mechanically dissociated, the cellular fraction was removed through centrifugation, 

and the supernatants were collected.  BV2 microglia in culture were treated with the isolated 

supernatant (20µg) in the presence/absence of the TLR4 inhibitor TAK-242 (1µM), and were 

harvested for gene expression analysis 18 hours post-treatment.   (A) COX-2 expression (B) IL-6 

expression, (C) IL-1β, and (D) TNFα.  Data are representative of at two independent experiments 

each with an n= 2-4, total n=6-8. Mean fold changes + 1 SEM are presented relative to respective 

normoxic controls. Statistical significance was determined by a two-way RM ANOVA on ∆CT 

values, and a Holm-Sidak post hoc.  *p<0.05; **p<0.01; ***p<0.001 
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FIGURE 8 
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Figure Legend 8 
 
In vitro IH-treatment increases microglial pro-inflammatory gene expression which is 

mediated in part through TLR4  

WT or TLR4del primary microglia were exposed to IH in vitro for 18 hour and were then 

harvested for mRNA gene expression analysis.  (A) IH-treated WT microglia with COX2, IL-1β, 

IL-6, and TNFα. (B) IH-treated WT and TLR4del microglia with COX2, IL-1β, IL-6. (C) IH-

treated WT microglia with MIP-1α  and MIP-1β. (D) IH-treated WT and TLR4del microglia with 

with MIP-1α  and MIP-1β. (E) IH-treated WT microglia with TLR4, CD14, and TLR2. (D) IH-

treated WT and TLR4del microglia with with TLR4, CD14, and TLR2. N=4-6. Means fold 

changes + 1 SEM are presented relative to respective normoxic controls. Statistical significance 

was determined by a paired T-test on ∆CT values for graphs (A, C, and E).  Students T-test was 

performed on IH fold changes normalized to respective normoxic control for graphs (B, D, and 

F). * symbol respresents statistical significance from Nx (A, C, and E) or WT IH (B, D, and F). 

*p<0.05; **p<0.01; ***p<0.001 

 

 
 
 



231 
 

 

FIGURE 9 
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Figure Legend 9 

BV2 microglial cells exhibit similar responses to IH. LPS mediated signaling is potentiated in 

IH-treated microglia.  

BV2 microglia were exposed to IH in vitro for 18 hour and were then harvested for mRNA gene 

expression analysis or exposed to 6 hours of LPS (500ng/ml) or a vehicle control.  (A) IH-treated 

BV2 microglia with COX2, IL-1β, IL-6, TNFα, MIP-1α and MIP-1β.  (B) IH-treated BV2 

microglia with TLR4, CD14 and TLR2. (C) IH-treated BV2 microglia exposed to LPS with 

COX2, IL-1β, IL-6, MIP-1α and MIP-1β.  N=4. Mean fold changes + 1 SEM are presented 

relative to respective normoxic controls. Statistical significance was determined by a paired T-

test on Nx and IH veh ∆CT values for graphs (A and B) and Nx and IH LPS ∆CT values for 

graph (C).  * symbol respresents statistical significance from Nx (A and B) or LPS treatment in 

Nx (C). *p<0.05; **p<0.01; ***p<0.001 
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FIGURE 10 
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Figure Legend 10 
 
Microglia isolated from mice exposed to IH-14 exhibit a decreased inflammatory response to 

systemic LPS.  

Mice were exposed to Nx or 14 days of IH.  Immediately following the last hypoxic exposure 

mice were either treated with Veh or LPS (IP, 1mg/kg).  Microglia were immunomagnetically 

isolated from the whole brain for qRT-PCR analysis.  (A) Fold changes in COX2, IL-1β, IL-6, 

and TNFα.  (B) Fold changes in MIP-1α  and MIP-1β. (C) Fold Changes in IL-10, IFNβ, and 

BDNF  N=4. Mean fold changes + 1 SEM are presented relative to the veh normoxic control. 

Statistical significance was determined by a 2-Way ANOVA with the Holm-Sidak post-hoc test.  

N=6-7 for each group.  *p<0.05; **p<0.01; ***p<0.001 
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TABLE 1 
 

Gene Forward Primer (5’→ 3’)  Reverse Primer (5’→ 3’) 

18S CGGGTGCTCTTAGCTGAGTGTCCCG CTCGGGCCTGCTTTGAACAC 

COX2 TGTTCCAACCCATGTCAAAA CGTAGAATCCAGTCCGGGTA 

IL-6 ACTTCCATCCAGTTGCCTTC GTCTCCTCTCCGGACTTGTG 

IL-1β TCAAAGTGCCAGTGAACCCC GGTCACAGCCAGTCCTCTTAC 

TNFα TGTAGCCCACGTCGTAGCAA AGGTACAACCCATCGGCTGG 

MIP-1α 
(CCL3) 

TACAGCCGGAAGATTCCACG TCAGGAAAATGACACCTGGCT 

MIP-1β 
(CCL4) 

TGTGATGGATTACTATGAGACCAGC GCCTCTTTTGGTCAGGAATACCA 

TLR4 GAGGCAGCAGGTGGAATTGTAT TTCGAGGCTTTTCCATCCAA 

CD14 GCCAAATTGGTCGAACAAGC CCATGGTCGGTAGATTCTGAAAGT 

TLR2 CGAGTGGTGCAAGTACGAACTG TGGTGTTCATTATCTTGCGCAG 

IL-10 GCCTTATCGGAAATGATCCA TCTCACCCAGGGAATTCAAA 

IFNβ TCTCCATCGACTACAAGCAG GTCTCATTCCACCCAGTGCT 

BDNF TGCTTTACTGGCGTAAGGGAC TCCATCCCTACTCCGGGTG 
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Supplementary Figure Legend 1 

Representative gating strategy for identification of CD11b+ (microglia) and NeuN+ 

(neurons) cells. 

Frontal cortical tissue was mechanically dissociated into a single cell suspension, fixed with 

mZBF, and stained for flow cytometric analysis as described in the methods section.  A) 1st gate: 

FSC/SSC parameters, cells with low or high FSC/SSC properties were excluded from analysis. 

B) 2nd gate: events falling within gate 1 were plotted DAPI (width) vs. DAPI (area).  DAPI+ 

events were gated on and represent cells with an intact nuclei at the time of fixation. C) 3rd gate: 

singlet gate on DAPI+ cells based on FSC parameters. D) 4th gate: second singlet gate on DAPI+ 

cells based on SSC parameters. E) 5th gate: singlet DAPI+ cells were plotted CD11b vs. NeuN.  

Single positive CD11b+ (microglia) and NeuN+ (neurons) gates were drawn based on FMO 

controls.  F) CD11b+ cells with high FSC/SSC parameters were excluded from analysis.  This 

population of CD11b+ cells were used for subsequent analyses, and are refered to as microglia. 

G)  NeuN+ cells with high FSC/SSC parameters were excluded from analysis.  This population 

of NeuN+ cells were used for subsequent analyses, and are refered to as neurons.  
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Supplementary Figure Legend 2 

Representative IL-1β flow cytometry data from hippocampal microglia  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    Data 

are representatitve dot plots of IL-1β vs. CD11b from hippocampal tissue for all IH-timepoints. 
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Supplementary Figure Legend 3 

Representative IL-6 flow cytometry data from hippocampal microglia  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    Data 

are representatitve dot plots of IL-6 vs. CD11b from hippocampal tissue for all IH-timepoints. 
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Supplementary Figure Legend 4 

Representative TNFα flow cytometry data from hippocampal microglia  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet cells were gated based on FSC-H/SSC-

A, and SSC-H/FSC-A, and then gated on DAPI to identify cells with an intact nucleus at time of 

fixation.  We then plotted SSC-W vs. CD11b, and the cells that were CD11b+ per the FMO 

controls were gated on for subsequent analysis and will hereby be refered to as microglia.    Data 

are representatitve dot plots of TNFα vs. CD11b from hippocampal tissue for all IH-timepoints. 
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Supplementary Figure Legend 5 

Representative CD11b and CD45 flow cytometry data from hippocampal microglia  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet/DAPI+/NeuN-/ CD11b+ cells were 

identified based on FSC/SSC and staining properties and will hereby be refered to as microglia.  

See Supp. Fig. 1 for the detailed gating strategy.  Data are representatitve dot plots of CD45 vs. 

CD11b from hippocampal tissue for all IH-timepoints. 
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Supplementary Figure Legend 6 

Representative TLR4 flow cytometry data from hippocampal microglia  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Single cell mZBF-fixed 

suspensions were processed for flow cytometry. Singlet/DAPI+/NeuN-/ CD11b+ cells were 

identified based on FSC/SSC and staining properties and will hereby be refered to as microglia.  

See Supp. Fig. 1 for the detailed gating strategy.  Data are representatitve dot plots of TLR4 vs. 

CD11b from hippocampal tissue for all IH-timepoints. 
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Supplementary Figure Legend 7 

IH increases the percentage of frontal cortical microglia in G2 and S-phase.  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Singlet/DAPI+/NeuN-/ 

CD11b+ cells were identified based on FSC/SSC and staining properties and will hereby be 

refered to as microglia.  See Supp. Fig. 1 for the detailed gating strategy.   (A) Representatitve 

dot plots of microglia plotted DAPI (width) vs. DAPI (area) from frontal cortical tissue for all 

IH-timepoints. Extent of DAPI staining in microglial cells represent different cell cycle stages, 

where DAPI staining is lowest in G1, doubled in G2, and between G1 and G2 during S-phase. 

(B) Frontal cortex, graphed average data of the percentage of microglia in G1, G2, or S-phase at 

each IH time point analyzed.   Respective tissues from 2 animals were pooled to create 1 sample.  

Data are representative of the means +/- 1 SEM of at least 4 individual samples.  Statistical 

significance was determined by a One-Way ANOVA, and a Holm-Sidak post hoc test on the.   * 

symbol represents statistically significant differences from normoxia. *p<0.05; **p<0.01; 

***p<0.001 

 

  



 

 

SUPPLEMENTARY FIGURE
 

  

SUPPLEMENTARY FIGURE  8 

250 

 



251 
 

 

Supplementary Figure Legend 8 

IH increases the percentage of hippocampal microglia in G2 and S-phase.  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Singlet/DAPI+/NeuN-/ 

CD11b+ cells were identified based on FSC/SSC and staining properties and will hereby be 

refered to as microglia.  See Supp. Fig. 1 for the detailed gating strategy.   (A) Representatitve 

dot plots of microglia plotted DAPI (width) vs. DAPI (area) from hippocampal tissue for all IH-

timepoints. Extent of DAPI staining in microglial cells represent different cell cycle stages, 

where DAPI staining is lowest in G1, doubled in G2, and between G1 and G2 during S-phase. 

(B) Hippocampal, graphed average data of the percentage of microglia in G1, G2, or S-phase at 

each IH time point analyzed.   Respective tissues from 2 animals were pooled to create 1 sample.  

Data are representative of the means +/- 1 SEM of at least 4 individual samples.  Statistical 

significance was determined by a One-Way ANOVA, and a Holm-Sidak post hoc test on the.   * 

symbol represents statistically significant differences from normoxia. *p<0.05; **p<0.01; 

***p<0.001 
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Supplementary Figure Legend 9 

IH-induced increases the percentage of frontal cortical neurons expressing caspase-3.  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Singlet/DAPI+/CD11b-

/NeuN+ cells were identified based on FSC/SSC and staining properties and will hereby be 

refered to as neurons.  See Supp. Fig. 1 for the detailed gating strategy.   (A) Representatitve dot 

plots of NeuN vs. caspase-3 from frontal cortical tissue for all IH-timepoints. (B) Frontal cortex, 

graphed average data of the percentage of neurons expressing caspase-3 at each IH time point 

analyzed.   Respective tissues from 2 animals were pooled to create 1 sample.  Data are 

representative of the means +/- 1 SEM of at least 4 individual samples.  Data did not reach 

statistical significance was determined by a One-Way ANOVA, and a Holm-Sidak post hoc test, 

p-value = 0.084.  
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Supplementary Figure Legend 10 

IH increases the percentage of hippocampal neurons expressing caspase-3.  

Mice were exposed to Nx, 1, 4, 7, 14, or 28 days of IH.  14 hours following the last hypoxic 

exposure, microglia were harvested for analysis by flow cytometry.  Singlet/DAPI+/CD11b-

/NeuN+ cells were identified based on FSC/SSC and staining properties and will hereby be 

refered to as neurons.  See Supp. Fig. 1 for the detailed gating strategy.   (A) Representatitve dot 

plots of NeuN vs. caspase-3 from hippocampal tissue for all IH-timepoints. (B) Hippocampal, 

graphed average data of the percentage of neurons expressing caspase-3 at each IH time point 

analyzed.   Respective tissues from 2 animals were pooled to create 1 sample.  Data are 

representative of the means +/- 1 SEM of at least 4 individual samples.  Statistical significance 

was determined by a One-Way ANOVA, and a Holm-Sidak post hoc test.  * symbol represents 

statistically significant differences from normoxia.  *p<0.05; **p<0.01; ***p<0.001 
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Supplementary Figure Legend 11 

In vitro IH-treatment increases microglial pro-inflammatory gene expression which may be 

mediated in part by MAPK pathways.   

BV2 microglia were exposed to IH or Nx in vitro in the presence/absence of MAPK inhibitors 

and were subequently harvested for mRNA gene expression analysis.  (A) IH-treated BV2 

microglia in the presence of the p38 MAPK inhibitor (SB202190, 10µM) with COX2, IL-1β, IL-

6, TNFα, MIP-1α  and MIP-1β. P38 may regulate IH-induced IL-1β expression (n=4-7). (B) IH-

treated BV2 microglia in the presence of the MEK1/2 (ERK1/2) inhibitor (U0126, 10µM) with 

COX2, IL-6, and IL-1β. ERK1/2 may regulate IH-induced IL-6 and COX2 expression (n=2-3). 

Fold change means +/- 1 SEM are presented relative to respective normoxic controls. Black line 

represents respective normoxic controls.  Students T-test was performed on IH fold changes 

normalized to respective normoxic control.  Data did not reach statistical significance, P-value 

>0.05.  
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Supplementary Figure Legend 12 

Conditioned medium from HT22 neurons exposed to IH may induce microglial 

inflammation through pathway that is in part mediated by TLR4.   

Murine HT22 neuronal cells (kindly provided by Dr. Daniel Dorsa, Oregon Health and Sciences 

University, Portlang OR) were plated on agas permeable membrane in specialized 50mm tissue 

culture plates (Starstedt, Newton, NC) at a density of 2.5X105.  The following day, they were 

treated with IH of Nx in vitro for 18 hours, as previously described in the methods section.  

Following treatment, the neuron-conditioned media was collected.  BV2 microglia were treated 

with the conditioned medium from Nx or IH –treated HT22s in the presence/absence of the 

TLR4 inhibitor (TAK-242, 1µM) for 18 hours and subsequently harvested for qRT-PCR 

analysis. Conditioned medium from IH-treated neurons appears to increase IL-6 and COX2 

mRNA expression.  However, this did not reach statistical significance for either gene (p= 

>0.05).  Inhibition of TLR4 with TAK-242 selectively reduced IL-6 gene expression, while 

COX2 expression was unaffected (N=6-8).  The mean fold change +/- 1 SEM are presented 

relative to respective normoxic HT22 media controls. The black line represents respective 

normoxic HT22 media controls.  Students T-test was performed on fold changes.  * symbol 

represents statistically significant differences from vehicle control.  *p<0.05; **p<0.01; 

***p<0.001.  
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ABSTRACT 

Microglia exhibit astounding phenotypic plasticity that enables them to sense and 

respond to a variety of stimuli. We have previously shown that intermittent hypoxia (IH), a 

hallmark of sleep apnea, induces microglial inflammation in vivo. However, the mechanisms 

underlying IH-induced microglial activation are not well understood.  We utilized in vivo and in 

vitro models to investigate the induction of IH-induced inflammation, and the role played by 

JMJD3, a hypoxia-sensitive jumonji histone demethylase that has recently been shown to 

regulate macrophage inflammatory processes. In the rat, we found that IH upregulated JMJD3 

mRNA in immuno-magnetically isolated microglia from the hippocampus, in a time course that 

correlates with that of inflammatory gene expression. To test the requirement of JMJD3 in IH-

induced microglial gene expression, we exposed microglial cell cultures to IH in vitro, in the 

presence and absence of the small molecule JMJD3 inhibitor, GSK-J4 (7.5µM). IH exposure 

increased JMJD3 mRNA levels in microglia in vitro, and IH-induced IL-1β and IL-6 pro-

inflammatory gene expression was blocked in the presence of GSK-J4, suggesting a critical role 

of JMJD3 in IH-induced cytokine expression. This is the first study to investigate jumonji 

demethylase activity in the context of IH in any system, and the first to link IH-induced 

microglial inflammation to JMJD3 activities or any epigenetic modulator. 
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INTRODUCTION 

Microglia display significant phenotypic plasticity, which enables them to adapt to their 

environment, maintain a healthy CNS, and respond to a variety of pathologies.  In the healthy 

CNS, microglia continuously survey the brain, monitor synaptic activity, and mediate synaptic 

remodeling1–7.  When disturbances in cellular homeostasis are detected, microglia respond by 

altering their phenotype8,9. While these responses vary according to the stimulus, they often 

include the production of pro- inflammatory and/or anti-inflammatory/trophic molecules.  The 

microglial pro-inflammatory phenotype is a major contributor to neuroinflammation in most 

neurodegenerative disorders, and their pro-inflammatory activities are thought cause a majority 

of the associated neuronal toxicity10–12.  Although most microglial plasticity is transcriptionally 

regulated and therefore highly susceptible to epigenetic modification, the epigenetic mechanisms 

underlying these activities are largely unknown in microglia.  We have recently reported that 

microglia transition to a pro-inflammatory phenotype in response to intermittent hypoxia13, a 

hallmark feature of sleep apnea that causes significant hippocampal and frontal cortical neuronal 

death and cognitive impairments in animal models14–16.  However, little is known about the 

mechanisms regulating IH-induced pro-inflammatory gene transcription.   

Jumonji histone demethylases are highly conserved proteins that target specific lysine or 

arginine residues on histone 3 (H3) or histone 4 (H4) resulting in either the induction or 

repression of transcription depending on the target residue and/or specific gene17.  Jumonji 

proteins are transcriptionally regulated, and interestingly, 17 of 22 characterized proteins are 

hypoxia sensitive (4 are identified as direct HIF-1 targets)18.  Even more interesting is that 

jumonji proteins are dioxygenases and thereby catalyze histone demethylation via a reaction 

requiring Fe (II), α-ketoglutarate, and molecular oxygen17,19–21.  Therefore, in hypoxia, when 
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oxygen tension is low, these enzymes have reduced catalytic activity, and upon re-oxygenation, 

their catalytic activity would be increased. It is thought that jumonji expression is increased 

during hypoxia to compensate for their decreased catalytic activity, to prevent global histone 

methylation (and genome-wide gene silencing)19–22. However, the vast majority of research 

investigating the hypoxia sensitivity of jumonji proteins comes from the embryogenesis and 

tumor literature with sustained hypoxia18,23–25, and no studies have evaluated the activities of 

these enzymes in intermittent hypoxia when there is oscillating low oxygen and reoxygenation.   

 The jumonji histone 3 (H3) lysine 27 (K27) demethylase, JMJD3, has recently been 

identified as an important modulator of macrophage and microglial pro- and anti- inflammatory 

phenotypes26–29.  Therefore, we tested the hypothesis that JMJD3 would be transcriptionally 

upregulated in microglia during IH, and that its enzymatic activities were necessary for IH-

induced microglial pro-inflammatory gene expression.  We found that IH increased JMJD3 

expression in microglia in a time course that corresponded with peak pro-inflammatory gene 

expression in vivo and in vitro. Additionally, IH-induced microglial pro-inflammatory cytokine 

upregulation in vitro was attenuated in the presence of the JMJD3 inhibitor GSK-J4, suggesting 

that JMJD3 may be an important regulator of microglial responses to IH in the CNS.    
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METHODS 

Materials: 

Hank’s Buffered Salt Solution (HBSS) was purchased from Cellgro (Herndon, VA). 

Glycoblue reagent was purchased from Ambion (Austin, TX).  Oligo dT, Random Primers, and 

RNAse inhibitor were purchased from Promega (Madison, WI).  Power SYBR green was 

purchased from Applied Biosystems (Foster City, CA). TRI reagent was purchased from Sigma 

Aldrich (St. Louis, MO). Percoll was purchased from GE Healthcare (Waukesha, WI).  Gas 

permeable 24-well tissue culture plates were purchased from Coy Laboratories (Great Lake, 

Michigan).  MMLV reverse transcriptase, RNase AWAY, and DAPI were purchased from 

Invitrogen (Carlsbad, CA).  GSK-J4 was purchased from Tocris Biosciences (Minneapolis, MN). 

TAK-242 was purchased from Invivogen (San Diego, CA).  H3K27me3 ELISA assay and 

histone isolation kit were purchased from Abcam (San Francisco, CA).  Neural Tissue 

Dissociation Kit, anti-PE magnetic beads, and MS columns were purchased from Miltenyi 

Biotech (Germany). PE-Mouse anti-rat CD11b was purchased from BD Biosciences (San Jose, 

CA).   

Animals:  

Adult, male, Sprague-Dawley rats and C57BL6 mice were obtained from Harlan 

Laboratories (Indianapolis, IN).  Rats weighing 150± 20g were randomly assigned to intermittent 

hypoxia or normoxia groups.  Animals were housed in clear polycarbonate cages under standard 

conditions conditions, with a 12 hour light/dark cycle (6:00am-6:00pm) with food and water ad 

libitum.  All animals were maintained in an AAALAC-accredited animal facility, and protocols 

were approved by the University of Wisconsin Institutional Animal Care and Use Committee.  
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All efforts were made to minimize animal distress and reduce the number of animals used while 

permitting the formation of statistically reliable conclusions.   

In Vivo Intermittent Hypoxia (IH) Exposure: 

Intermittent hypoxia exposures were performed as previously described13. Briefly, rats 

were placed in custom-manufactured chambers. O2 and CO2 concentrations were continuously 

monitored with a custom controlled computer system and brought to desired concentrations with 

a flow rate of 4L/min to enable rapid gas exchange and minimal CO2 accumulation.  IH 

exposures consisted of 2 minute episodes of hypoxia (10.5% inspired O2) and normoxia (21% 

inspired O2) for 8 h/day during their respective night cycle for 1, or 3 days.  The control, 

normoxic, groups underwent identical handling, and were placed into chambers continuously 

flushed with 4L/min of room air.  Following IH exposures, rats were returned to their cages.  

Immunomagnetic Microglia (CD11b+) Cell Isolation:  

Rats were harvested 16 hours following the last hypoxic exposure.   CD11b+ cells were 

isolated using previously described methods30,31.  Briefly, rats were euthanized with an overdose 

of isoflurane and perfused with cold 0.1M PBS.  The hippocampus was dissected out and 

dissociated into a single cell suspension using the papain-based, neural tissue dissociation kit 

(Miltenyi), per manufacturer’s protocol.  Myelin was removed by high speed centrifugation at 

850g in a 30% solution of Percoll in 1X PBS.  CD11b+ cells were tagged with an PE conjugate 

anti-CD11b antibody followed by a secondary anti-PE antibody conjugated to a magnetic bead.  

Magnetically-tagged CD11b+ cells were isolated using MS columns according to the Miltenyi 

MACS protocol.  Reagents were kept chilled at 4°C and cells were kept on ice whenever 

possible to preserve microglial phenotypes.  We have previously shown, this method results in a 
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>97% pure CD11b+/ CD45low cell population30,31, and thus, this population will subsequently be 

referred to as “microglia.”  

Cell Culture: 

Murine N932 and BV233 microglial cells were routinely cultured in Dulbecco's modified 

Eagle's medium (DMEM; Cellgro, Herndon, VA) supplemented with 10% fetal bovine growth 

serum (FBS, Hyclone, Logan, UT) in 100 mm BD Falcon plates.  Cells were grown to ~90% 

confluency and passaged every 1-3 days.  Cells were seeded at a density of 2.5x104 on 

specialized 24-well plates with gas-permeable base (Coy labs) to facilitate rapid gas exchange at 

the cellular level.  The following day, cells were pre-treated with the selective H3K27 

demethylase inhibitor, GSK-J4 (7.5µM)29, or the TLR4 inhibitor, TAK-242 (1µM)34, for 45 min 

prior to start of the IH protocol.   

Primary microglial cultures were prepared as previously described35.  Briefly, mixed glial 

cultures were prepared from C57/BL6 mice (postnatal days 3-7) and cultured in DMEM 

supplemented with 10% fetal bovine serum and 100 U mL-1 penicillin/streptomycin.  Primary 

microglia were shaken from the mixed glial cultures and were seeded at a density of 150,000 

cells/well in a 24-well gas permeable tissue culture plates, and IH exposures started the 

following day.  

In vitro intermittent hypoxia exposure:   

Intermittent hypoxia exposures were performed using a commercially-designed cell 

culture system (BioSpherix, Redfield, NY).  Cells were maintained in a specialized incubator 

chamber at 37°C. O2 and CO2 concentrations were continuously measured with O2 and CO2 

analyzers, and were changed with a computerized system controlling gas outlets (Oxycycler 

model C42, Biospherix, Redfield, NY).  Cells were exposed to normoxia (Nx: 21% O2, 5% CO2, 
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balance N2), or intermittent hypoxia (IH: 10min cycles of 1% and 21% O2 held at a constant 5% 

CO2, balance N2) for 18 hours. 

RNA extraction/ reverse transcription: 

RNA was extracted from N9, BV2, primary, and immunomagnetically-isolated microglia 

according to the TriReagent protocol, with the addition of Glycoblue during the isopropanol 

incubation. First-strand cDNA was synthesized from total RNA using MMLV Reverse 

Transcriptase, and an oligo(dT)/random hexamer cocktail.  cDNA was used for qRT-PCR 

analysis.   

Quantitative-Real Time PCR:   

cDNA was used in real-time quantitative PCR with Power SYBR Green using either the 

ABI StepOne or ABI 7500 Fast system (Applied Biosystems/Life Technologies).  Primers (Table 

1) were designed using Primer 3 software and the specificity was assessed through NCBI 

BLAST.  Primer efficiency was tested through the use of serial dilutions. Verification that the 

dissociation curve had a single peak with an observed Tm consistent with the amplicon length 

was performed for every PCR reaction.  CT values from duplicate measurements were averaged 

and normalized to levels of the ribosomal RNA, 18s.  Relative gene expression was determined 

using the ∆∆CT method36.    

Statistical analyses:   

When comparing two population means, statistical inferences were made using a 

Student’s t-test or a paired Student’s t-test, where applicable. When three or more groups were 

compared across 2 parameters, comparisons were made using a two-way ANOVA or two-way 

RM ANOVA where applicable.  The Holm-Sidak post hoc test was used to assess statistical 

significance in individual comparisons.  All statistical analyses were performed in SigmaPlot 
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(Sigma Stat version 11(Systat Software, San Jose, CA).  Statistical significance was set at p < 

0.05.  Mean data are expressed + 1 SEM.   
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RESULTS 

IH increases the expression of inflammatory genes in hippocampal microglia.  

We assessed changes in inflammatory gene expression (compared to normoxic controls) 

in hippocampal microglia following 1 and 3 days of IH, time points which correspond with peak, 

IH-induced neuronal death in the hippocampus14,16.  Consistent with the notion that inflammation 

contributes to IH-induced neuronal death, we observed significant increases in IL-1β, IL-6, and 

COX-2 mRNA levels in hippocampal microglia following IH exposure (Fig. 1A).  At 1 day of 

IH, only IL-1β expression was significantly increased (~2.0 fold; p=0.039); however, at 3 days of 

IH, the expression of IL-1β was increased by ~3-fold (p=0.014), COX-2 by ~2.5 fold (p=0.003), 

and IL-6 by ~3.5 fold (p=0.005).  TNFα mRNA levels did not change at either time point with 

IH-treatment, as assessed by ANOVA (p=0.896).  

IH-induced JMJD3 expression correlates with increased pro-inflammatory gene 

expression in hippocampal microglia.  

We next sought to examine whether exposure to IH regulates JMJD3 expression in 

hippocampal microglia.  We observed a ~5.5 fold increase in JMJD3 mRNA levels (p=0.004) 

following 3 days of IH (Fig. 1B), the time point coindiding with peak microglial pro-

inflammatory gene expression (Fig. 1A).  Although there appeared to be an ~2- fold increase in 

JMJD3 mRNA levels at 1 day of IH, this did not reach statistical significance (p=0.098).    

JMJD3 expression in increased in N9 and primary microglial cultures in response to 

IH exposure in vitro.  

 Since we observed IH-induced JMJD3 expression in microglia in vivo, we next tested 

whether microglia exposed to IH in vitro exhibit similar resposnes.  N9 and primary microglia 

were exposed to IH or Nx for 18 hours and JMJD3 gene expression was analyzed.  As observed 
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in vivo, IH significantly increased JMJD3 mRNA levels by ~4.5- fold in N9 (p=0.027) and 6.8-

fold in primary microglia (p=0.002) (Fig. 2).  Since the UTX jumonji protein is structurally and 

functionally similar to JMJD3, we assessed whether IH-induced similar changes in UTX 

expression.  We did not observe any changes in UTX expression in either N9 (p=0.440) or 

primary microglia (p=0.343) exposed to IH.  

JMJD3 inhibition attenuates IH-induced cytokine but not COX-2 gene upregulation in 
vitro.  
 IH significantly increased the expression of IL-1β by ~6 fold (p=0.003), IL-6 by ~3-fold 

(p=0.038), and TNFα by 1.5-fold (p=0.005) in N9 microglia, although it did not effect COX-2 

expression (p=0.183) (Fig. 3A).  These observations are consistent with our previous reports in 

BV2 and primary microglia (Chapter 4).  To test whether JMJD3 activity is necessary for IH-

induced inflammatory gene expression, N9 microglia were exposed to IH in the presence and 

absence of the JMJD3 inhibitor GSK-J429.  We found that GSK-J4 attenuated IH-induced 

expression by ~65% for both IL-1β (p=0.022) and IL-6 (p=0.046), although it did not effect the 

expression of COX-2 (p=0.416) or TNFα (p=0.475), suggesting gene-specific regulation by 

JMJD3 potentially through selective gene targets associated with the H3K27 histone mark. 

IH regulates microglial expression of JMJD3 via TLR4 independent mechanisms.  

 We previously reported that microglial TLR4 expression is increased by IH13.  It is also 

an important regulator of microglial pro-inflammatory responses to IH (Chapter 4 & 5).  As, 

JMJD3 expression is increased in macrophages following TLR4 activation37,38, we tested the 

hypothesis that TLR4 signaling underlies microglial up-regulation of JMJD3 by IH.  N9 

microglia were exposed to IH in vitro in the presence/absence of the selective TLR4 inhibitor, 

TAK-24234.  We found that IH-mediated increases in JMJD3 expression were regulated 

independently of TLR4 activation, as IH-induced JMJD3 expression was similar among vehicle 
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(~6 fold increase, p=0.020) and TAK-242 (~8 fold increase, p=0.002) treated microglia.  

Surprisingly, IH-induced JMJD3 expression appeared to be evelevated in the presense of TAK-

242, but this did not reach statistical significance (p=0.126) (Fig. 4A).  These results indicate that 

TLR4-independent mechanisms underlie IH-induced microglial up-regulation of JMJD3.   

Conversely, we tested whether IH-induced up-regulation of TLR4 was dependent of JMJD3 

activity.  We fould that IH-mediated increases in microglial TLR4 expression was similar 

between vehicle and GSK-J4 treated microglia (p=0.557), indicating that IH regulation of TLR4 

occurs through JMJD3-independent pathways (Fig. 4B).   

Preliminary findings suggest JMJD3 may promote H3K27me3 demethylation in 

response to IH.  

JMDJ3 is reported to exert biological effects through H3K27 demethylase dependent and 

independent activities28,37–39.  Preliminary studies performed in N9 and BV2 microglia indicate 

that IH exposure in vitro decreases global H3K27me3 levels in microglia by ~10% (Fig. 5).  

Therefore, JMJD3 may regulate microglial responses to IH through its histone H3K27 

demethylase activites.     
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DISCUSSION 

 In this study, we sought to delineate the role of JMJD3 in the regulation IH-induced 

microglial inflammatory responses to IH.  We found that hippocampal microglia up-regulated 

the expression of pro-inflammatory cytokines following 1 and 3 days of IH, and similar results 

were observed in vitro.  Interestingly, IH also increased JMJD3 mRNA expression in microglia 

both in vivo and in vitro, in a time course corresponding with increased pro-inflammatory gene 

expression.  Additionally, GSK-J4 inhibition of JMJD3 demethylase activity attenuated IH-

induced pro-inflammatory gene expression in vitro.  Together, these results suggest that JMJD3 

may be an important regulator of microglial activities in response to IH, and warrant further 

investigation.   

Previous work out of our laboratory, found that IH-induced pro-inflammatory gene 

expression in cortex, brain stem, and spinal cord microglia, and that the profile of microglial 

activation varied regionally and temporally with chronic IH exposure13.  Here, we deomonstrate 

that IH increases pro-inflammatory gene expression in hippocampal microglia isolated from rats 

exposed to 1 and 3 days of IH.  These time point were specifically chosen, as they correspond 

with the induction of (1 day) and peak (3 day) IH-induced hippocampal neuronal death in the rat 

model14,16.  Of the genes examined, IL-1β was the only gene whose expression was increased at 

the 1 day time point, whereas COX-2 and IL-6 mRNA levels were not increased until 3 days of 

IH, suggesting that IL-1β may be an early response gene contributing to early IH-induced 

neuropathology in the hippocampus.  The upregulation of COX-2 after 3 days of IH in 

hippocampal microglia is in line with its previous role in IH-induced neuropathology in the 

cortex, where COX-2 expression was increased as early as 1 day following IH in cortical 

homogenates, and its enzymatic inhibition protected rats from IH-induced neuronal death40.  In 
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the hippocampus, microglial production of COX-2 may similarly contribute to IH-induced 

neuronal loss.    

 The role of jumonji histone demethylases in the regulation of gene expression during 

conditions of IH was particularly intriguing due to the unique molecular properties of these 

enzymes that may make them particularly susceptible to this type of stimulus. Their expression is 

up-regulated during periods of hypoxia18 and they require molecular oxygen for catalytic 

activity41 suggesting that intermittent bouts of hypoxia and reoxygenation may increase both 

their expression and catalytic activity.  Our previous studies identified JMJD3 as one of the most 

highly expressed jumonji demethylases in microglial cells compared to other CNS cell types42 

(chapter 3), and JMJD3 regulates macrophage inflammatory responses37,38,43.  Thus, we assessed 

whether JMJD3 played a role in IH-induced microglial pro-inflammatory gene expression.  We 

found that IH increased the microglial expression of JMJD3 in hippocampal microglia isolated 

from IH- treated animals as well as in cultured microglia exposed to IH in vitro.  Additionally, 

enzymatic inhibition of JMJD3 with the small-molecule inhibitor GSK-J429 significantly 

decreased IH-induced expression of IL-1β and IL-6 in vitro.  Together these finding suggest that 

JMJD3 may play an important role in the regulation of microglial responses to IH.   

 We recently identified the TLR4 cascade as an important signaling pathway mediating 

microglial inflammatory responses to IH13 in vitro (see chapter 4).  Interestingly, JMJD3 activity 

is necessary for TLR4-mediated pro-inflammatory gene production28,29,37.  While TLR4 

activation by lipopolysaccharide (LPS) has previously been shown to increase JMJD3 expression 

through NFκB-dependent38 and STAT1/3- dependent mechanisms44, we found that IH-induced 

increases in JMDJ3 and TLR4 microglial gene expression were regulated independently of each 

other.  The mechanisms by which JMJD3 induces pro-inflammatory gene expression are not well 
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understood, and JMJD3 mediated-inflammation has been reported to occur through histone 

demethylase dependent29 and independent mechanisms37,38,44.   We have preliminary evidence 

that IH results in a ~10% reduction of global H3K27me3 levels in microglia, thus IH may 

promote JMJD3 demethylase activity. However, the biological significance of this histone 

demethylation, and the molecular mechanisms regulating the decrease are currently unknown.  

JMJD3 was recently shown to have transcription factor-like properties that are independent of its 

H3K27 demethylase activity, and that synergize with STAT1/3 signaling to enhance pro-

inflammatory gene expression in LPS-stimulated microglial cells.  The mechanistic and 

functional properties of JMJD3 are poorly understood, but recent evidence supports JMJD3 as 

having multiple functional roles within the cell beyond demethylase activity.  Here, we have 

demonstrated that IH is an important regulator JMJD3 activity in microglial cells, and that 

JMJD3 activity contributes to the regulation of microglial pro-inflammatory responses to acute 

IH.  However, the mechanisms by which JMJD3 exert these effects, and how these functions 

change with chronic exposure to IH are unknown.  
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FIGURE 1 
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Figure Legend 1 

Microglia isolated from the cortex of rats exposed to 1 and 3 days of IH increase pro-

inflammatory and JMJD3 gene expression  

Microglia (CD11b+ cells) were immunomagnetically isolated from the hippocampus of rats 

exposed to Normoxia (Nx), 1, or 3 days of IH (IH-1, IH-3) and processed for gene expression 

analysis.  (A) Fold-induction of hippocampal microglial pro-inflammatory gene expression 

following 1 and 3 days of IH relative to normoxia. (B) Fold-induction of hippocampal microglial 

JMJD3 mRNA expression following 1 and 3 days of IH relative to normoxia.  Mean fold 

changes +1 SEM are presented relative to the normoxic (Nx) control. Statistical significance was 

determined by a 1-Way ANOVA with the Holm-Sidak pos hoc test.  N=3-4 for each group. * 

symbol represents a statistically significant difference relative to Nx control. *p<0.05; **p<0.01; 

***p<0.001 
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FIGURE 2 
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Figure Legend 2  

IH induces JMJD3 but not UTX gene expression N9 and Primary microglia  

N9 microglial cell line or BL6 primary microglia were exposed to IH or Nx in vitro for 18 hours 

and were subsequently harvested for mRNA gene expression analysis.  Data represent the fold-

induction of JMJD3 and UTX in microglial cultures exposed to IH relative to Nx. N=4-6. Mean 

fold change +1 SEM are presented relative to normoxic controls. Black line represents respective 

Nx controls.  Statistical significance was determined by a paired T-test on ∆CT.  * symbol 

represents a statistically significant difference relative to Nx control. *p<0.05; **p<0.01; 

***p<0.001 
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FIGURE 3 
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Figure Legend 3 

IH induces pro-inflammatory gene expression in N9 microglia, and this induction is partially 

blocked by the JMJD3 inhibitor, GSK-J4  

N9 microglial cultures were exposed to IHor Nx in vitro for 18 hours ± the JMJD3 inhibitor, 

GSK-J4 (7.5µM), and were subsequently harvested for mRNA gene expression analysis.  (A) 

Fold induction of COX2, IL-1β, IL-6, and TNFα in N9 microglia exposed to IH relative to Nx.  

(B) GSK-J4 partially blocks IH-induced microglial expression of pro-inflammatory genes in 

vitro. N=4. Mean fold change +1 SEM are presented relative to respective treatment normoxic 

control. Black line represents respective Nx controls.  Statistical significance was determined by 

a paired T-test on ∆CT values for graph (A).  Students T-test was performed on IH fold changes 

normalized to respective treatment normoxic controls for graph (B).  * symbol represents a 

statistically significant difference relative to Nx control (A) or IH Vehicle (B).  *p<0.05; 

**p<0.01; ***p<0.001 
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FIGURE 4 

 

  



290 
 

 

Figure Legend 4 

IH-induced microglial expression of JMJD3 is independent of TLR4 activation, and 

conversely, increased expression of TLR4 expression by IH is independent of JMJD3 activity.  

N9 microglial cultures were exposed to IH or Nx in vitro for 18 hours ± the JMJD3 inhibitor, 

GSK-J4 (7.5µM), or the TLR4 inhibitor, TAK-242 (1µM), and were subsequently harvested for 

mRNA gene expression analysis.  (A) Fold-induction of JMJD3 in microglia exposed to IH 

relative to Nx is not changed in the presence of the TLR4 inhibitor, TAK-242.  (B) Fold-

induction of TLR4 in microglia exposed to IH relative to Nx is not changed in the presence of 

the JMJD3 inhibitor, GSK-J4.  N=4.  Mean fold change +1 SEM are presented relative to 

respective treatment normoxic control.  Black line represents respective Nx controls.  Statistical 

significance of IH-induced gene induction relative to Nx was determined by a paired T-test on 

∆CT values (denoted by a * symbol).  Treatment interactions were assessed with a Student’s T-

test was performed on fold changes normalized to respective normoxic controls (denoted by a 

line over the respective bars with the associated p-value).  *p<0.05; **p<0.01; ***p<0.001 
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FIGURE 5 
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Figure Legend 5 
Preliminary studies indicate that microglial cultures exhibit a mild reduction in H3K27me3 

expression following in vitro exposure to IH.  

N9 or BV2 microglial cultures were exposed to IH or Nx in vitro for 18 hours, and were 

subsequently harvested for histone isolation.  H3K27me3 levels were measured with an ELISA 

based assay and results were graphed relative to the Nx control.  Preliminary studies indicate that 

there is a reduction in H3K27me3 levels (~10% decrease) in N9 and BV2 microglial cultures 

exposed to IH in vitro. N=1.   
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TABLE 1 
 

Gene Forward Primer (5’→ 3’) Reverse Primer (5’→ 3’) 

18S 
(mouse/rat) 

CGGGTGCTCTTAGCTGAGTGTCCCG CTCGGGCCTGCTTTGAACAC 

COX2 
(mouse/rat) 

TGTTCCAACCCATGTCAAAA CGTAGAATCCAGTCCGGGTA 

TNFα (rat) TCCATGGCCCAGACCCTCACAC TCCGCTTGGTGGTTTGCTACG 

IL-1β (rat) CTGCAGATGCAATGGAAAGA TTGCTTCCAAGGCAGACTTT 

IL-6 (rat) GTGGCTAAGGACCAAGACCA GGTTTGCCGAGTAGACCTCA 

JMJD3 
(rat) 

CAAACCCCCGCTTTTCTGTG ATTTGGGTGGCAGGAGGAGG 

IL-6 
(mouse) 

ACTTCCATCCAGTTGCCTTC GTCTCCTCTCCGGACTTGTG 

IL-1β 
(mouse) 

TGTGCAAGTGTCTGAAGCAGC TGGAAGCAGCCCTTCATCTT 

TNFα 
(mouse) 

TGTAGCCCACGTCGTAGCAA AGGTACAACCCATCGGCTGG 

TLR4 
(mouse) 

GAGGCAGCAGGTGGAATTGTAT TTCGAGGCTTTTCCATCCAA 

JMJD3 
(mouse) 

CGCTGGAGGACCAGTTTGAA CTTCATGATGTTTGCCAGCCC 

UTX 
(mouse) 

CACCACCTCCAGTAGAACAACA GCTGTTCCAAGTGCTGTAATTTCT 
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INTRODUCTION 

In Osler’s 1892 book The Principles and Practice of Medicine, he reported that children 

with “loud and snorting” respirations coupled with prolonged pauses during sleep were often 

“stupid looking” and slow to respond to questions, becoming the first documented report of 

cognitive deficits associated with SDB1.  However, this observation went largely unnoticed and 

unstudied for close to a century, until a 1978 paper by Guilleminault et al. brought renewed 

attention to SDB and the associated cognitive deficits2.  Since then, steady research efforts have 

consistently reported the detrimental impact of SBD on cognitive function.  However, despite 

this concentrated research effort that has spannee several decades, there remains very little 

known about the cellular mechanisms underlying SDB-associated cognitive deficits.   

Intermittent hypoxia (IH), a hallmark feature of SDB, induces neuronal death and 

cognitive impairments in animal models, which is largely attributed to increased oxidative 

stress3–6 and inflammation7,8 in the CNS.  While this is a significant advance in our 

understanding of IH-induced CNS injury, there is this still surprisingly little known about the 

cellular source(s) and regulatory pathways underlying IH-induced neuroinflammation.  

Microglia, the only resident CNS immune cells, have been widely speculated as a primary source 

of inflammation following IH exposure3,9–11.  Indeed, microglial pro-inflammatory activities are 

a common feature among practically all neuropathogogies12 and they are a potential target for 

therapeutic intervention.  However, until now, the impact of IH on microglial cells had not been 

directly studied.   

SUMMARY OF FINDINGS 

The studies detailed in this thesis primarily focused on profiling the microglial 

inflammatory response to IH, and investigating the molecular mechanisms regulating microglial 
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responses to chronic IH.  We found that IH does indeed increase microglial pro-inflammatory 

gene expression (Chapter 4), and that these inflammatory responses are mediated in part, through 

toll-like receptor 4 (TLR4) activation (Chapter 5) and the Jumonji histone demethylase, JMJD3 

(Chapter 6).  Additionally, we show that microglial hypoxia –induced inflammatory gene 

expression is subject to purinergic receptor modulation by P2X4 and P2X7 (Chapter 2).    

Guided by our previous work demonstrating the important regulatory role of extracellular 

nucleotides on microglial inflammatory activities13–17, our initial studies investigated the impact 

of a single hypoxia/reoxygenation (HRO) event on microglial activation, and how purinergic 

receptor regulation of microglial-associated inflammation was altered under these conditions.  

Previous studies demonstrated that ATP is released into the extracellular space following 

hypoxia in the ventral medulla18, and high concentrations of nucleotides in the extracellular 

space, where concentrations are typically low, can act as ‘alarmins’ or danger signals to 

microglia and initiate inflammatory pathways19,20.  In chapter 2, we demonstrated that a single 

sustained hypoxic event followed by reoxygenation (HRO) was sufficient to induce microglial 

pro-inflammatory gene expression in the medulla, and this inflammatory response was 

susceptible to purinergic receptor modulation.  Interestingly, intracisternal administration of 

BzATP, a potent P2X receptor agonist, up-regulated medullary microglial pro-inflammatory 

gene expression under normoxic conditions but had opposite effects during HRO.  Indeed, 

BzATP attenuated HRO-induced microglial pro-inflammatory gene expression.  Correlation 

analyses between pro-inflamamtory gene expression and P2XR expression identified P2X4 and 

P2X7 potential regulators of microglial inflammatory responses to BzATP.  This is consistent 

with previous studies that P2X4 and P2X7 work together to regulate microglial immune 

responses21,22.  Additionally, the down regulation of purinergic receptor-mediated microglial 
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inflammation following HRO may serve as a protective measure to prevent over-expression of 

pro-inflammatory molecules in a system already vulnerable due to hypoxic challenge.  

 In the remaining studies, we turned our attention away from the effects of a single 

hypoxic challenge, to focus on the mechanisms underlying microglial responses to chronic IH, a 

protocol designed to simulate aspects of SDB23.  In immuno-magnetically isolated microglia 

(CD11b+ cells) from the cortex, medulla, and spinal cord, we found that: 1) microglia increased 

pro-inflammatory gene expression in response to IH, 2) the profile of gene expression changed 

over time, and 3) the microglial inflammatory gene profiles were regionally distinct (Chapter 4) 

24.  Interestingly, microglia exhibited an acute and transient increase in pro-inflammatory gene 

expression at 1 and 3 days in spinal microglia, where levels were back down to baseline by 14 

days of IH.  Conversely, cortical and medullary microglia exhibited a slower inflammatory 

response to IH that remained elevated after 14 days of exposure to IH.  This was the first direct 

demonstration that IH promoted microglial pro-inflammatory gene expression and that there was 

regional heterogeneity in these microglial responses.  

Toll-like receptor (TLR)-4 gene expression was up-regulated by IH in rat cortical and 

medullary microglia in a time course that that largely corresponded with increased inflammatory 

gene expression (Chapter 4).  Similarly, in the mouse, TLR4 surface protein expression increased 

following 14 days of IH in frontal cortical and hippocampal microglia, and remained elevated at 

the 28 day time point when other markers of microglial activation including IL-1β, CD11b, and 

CD45 had returned back to normoxic, baseline levels (Chapter 5).  Since TLR4-mediated 

inflammation is known to play an important role in the progression of numerous 

neuropathologies25, we hypothesized that TLR4 may also be involved in IH-induced microglial 

inflammation.  We tested this hypothesis in vitro in Chapter 5, where IH increased pro-
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inflammatory gene expression as well TLR4 expression.  Additionally, this IH-induced increase 

in pro-inflammatory gene expression was partially blocked in microglia lacking TLR4, 

suggesting that TLR4 is an important signaling mechanism by which IH-induces microglial 

inflammation.  Interestingly, the effects of TLR4 deletion only affected a sub-set of IH-induced 

pro-inflammatory genes; where the induction of cyclooxygenase-2 (COX2), interleukin (IL)-1β, 

and IL-6 was sensitive to TLR4 deletion, the induction of tumor necrosis factor (TNF)-α, 

macrophage inflammatory protein (MIP)-1α, and MIP-1β was not.  These results indicate that 

IH-induced inflammation is mediated through both TLR4-dependent and -independent pathways, 

and these pathways exert differential regulation of pro-inflammatory gene expression.  

Having identified TLR4 as an important regulator of microglial inflammatory processes, 

we hypothesized that the IH-induced TLR4 up-regulation would translate into a “priming” effect 

on microglia. In other words, we predicted that microglia would have a more pronounced 

inflammatory response than what would normally be expected when challenged by an additional 

inflammatory stimulus.  Consistent with this hypothesis, microglia pre-treated with IH in vitro 

had an exaggerated inflammatory response to the TLR4 agonist, lipopolysaccharide (LPS), when 

compared to normoxic controls.  Surprisingly, when tested in vivo, we found the opposite effect.  

Microglia treated with 14 days of IH prior to intraperitoneal administration of LPS, exhibited a 

decreased inflammatory response to LPS when compared to normoxic controls (Chapter 5).  

Additionally, microglial expression of the neuroprotective cytokine IFNβ and the trophic factor 

BDNF were increased following 14 days of IH.  This increase in IFNβ and BDNF following 14 

days of IH may represent a protective/adaptive response that protects CNS cells from chronic IH 

exposure.   
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While developing the flow cytometry method (Chapter 3) utilized in Chapter 5, we 

identified the JMJD3 Jumonji H3K27 histone demethylase as being highly enriched in microglial 

cells when compared to neurons and astrocytes.  JMJD3 is a known regulator of macrophage 

phenotypes26–30, findings that have recently shown to be true in microglia as well31,32, and JMJD3 

is necessary for LPS-induced induction of pro-inflammatory genes in macrophages26,30.   

Additionally, JMJD3 is part of a class of enzymes that are up-regulated under periods of 

hypoxia, yet require molecular oxygen for catalytic activity. It is hypothesized that these 

enzymes are up-regulated during hypoxic to counteract the reduced catalytic activity resulting 

from low O2 concentrations33.  Surprisingly, until now, no Jumonji protein has been studied in 

the context of IH where both hypoxic signals and abundant molecular oxygen are present, which 

in theory, could increase their activity due to increased protein expression while maintaining 

conditions for optimal catalytic activity.  We found that microglial expression of JMJD3 is 

increased by IH in vivo in a time course similar to IH-induced pro-inflammatory gene expression 

(Chapter 6).  This was the first indication that JMJD3 may be involved in microglial responses to 

IH.  In vitro, IH increased the expression of JMJD3.  Additionally, inhibition of JMJD3 by the 

selective inhibitor GSK-J430 partially blocked IH-induced pro-inflammatory gene expression.  

Since we previously found TLR4 to be important for IH-induced inflammation, and TLR4 

activation can increase JMJD3 expression27, we tested whether the IH-induced increase in 

JMJD3 is dependent on TLR4 activation.  IH-induced JMJD3 expression was not changed in the 

presence of the selective TLR4 inhibitor, TAK-24234,35, and conversely, IH-induced TLR4 

expression was not affected by inhibition of JMJD3, suggesting that microglial induction of 

JMJD3 and TLR4 gene expression by IH are regulated independently.  Overall, we identified 
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JMJD3 as a putative regulator of microglial pro-inflammatory responses to IH in vitro, however 

the molecular mechanisms by which JMJD3 regulates microglial responses are not yet known.   

INTEGRATIVE MODEL FOR IH-INDUCED MICROGLIAL ACTIVAT ION 

We utilized in vitro and in vivo models of IH to delineate the effects of IH on microglial 

pro-inflammatory processes, and identify key pathways regulating these responses.  We found 

that: IH promoted microglial inflammation in vivo and in vitro, IH-induced inflammatory gene 

expression correlated with increased expression of TLR4 and JMJD3 in vivo and in vitro, and 

TLR4 and JMJD3 are necessary for full induction of the microglial inflammatory response to IH 

in vitro.  By integrating our findings with those of previously published works, we have 

developed a schema depicting our working hypothesis for mechanisms by which IH induces 

microglial activation (Fig. 1).  This working model is divided into two parts: an in vitro model 

and an in vivo model.   

In vitro Model of IH-Induced Microglial Inflammation  

Based on our in vitro findings, we have identified 3 pathways by which IH induces 

microglial inflammation: 1) TLR4-dependent, 2) JMJD3-dependent, and 3) TLR4/JMJD3- 

independent (Summarized in Figure 1).  We hypothesize the TLR4- and JMJD3- independent 

pathway is mediated by an increase in reactive oxygen species (ROS).  A single 

hypoxic/reoxygenation (HRO) event increases microglial production of ROS36 which is 

sufficient to induce the production of pro-inflammatory cytokines37–39.  As demonstrated in 

Figure 1, there are multiple sites where these pathways may converge on common signaling 

molecules, thus facilitating the possibility for cross-talk between these signaling pathways.  

A particularly interesting and surprising finding from these studies is that microglial 

responses to IH in vitro were partially blocked in cells devoid of TLR4, suggesting that IH-
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induces microglial inflammation through TLR4 in the absence of other CNS cells and 

exogenously added TLR4 ligand.  This raises the possibility that IH-induced microglial pro-

inflammatory gene expression is self-regulated through the release of endogenous TLR4 ligands 

acting in an autocrine/paracrine fashion to induce microglial activation (Fig. 1).  Thus far, the 

putative endogenous TLR4 ligand(s) have not been identified, but the monocyte responsive 

protein (MRP)8/14 and high-mobility group box 1 (HMGB1) are two known endogenous TLR4 

ligands that are likely candidates.   Both MRP8/14 and HMGB1 can be released from immune 

cells following activation by an inflammatory stimulus and/or by cellular stressors, and they 

subsequently can induce/enhance pro-inflammatory responses through TLR4 activation40,41.  

HMGB1 is known to be released from macrophages and monocytes in response to oxidative 

stress42, and  MRP8/14 and HMGB1levels are elevated in the serum of patients with obstructive 

sleep apnea (OSA), the most common form of SDB, suggesting that they may be released in 

response to IH43–45.  We hypothesized that the TLR4- and JMJD3- independent pathway is 

mediated by increased ROS-production.  Thus, IH-induced ROS production may facilitate 

endogenous TLR4 ligand release from microglia, and may be one point where these two 

pathways converge (Fig. 1).   

Another point where the putative ROS and TLR4-dependent pathways may converge is 

on mitogen-activated protein kinase (MAPK) activation.  TLR4 signaling and HRO both 

increase activation of the p38 MAPK46–48 which can activate multiple transcription factors 

involved in inflammatory processes including nuclear factor kappa-light-chain-enhancer of 

activated B cells (NF-κB).  In cultured microglia, HRO-induced p38 MAPK activation is 

necessary for production of pro-inflammatory gene expression47.  Consistent with this, 

monocytes exposed to IH in culture increased p38 MAPK and subsequent NF-κB activity49 
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Additionally, ROS is produced following TLR4 activation, and this ROS production is necessary 

for TLR4-mediated induction of p38 MAPK48,50, further supporting the close relationship 

between TLR4, ROS, and p38 MAPK activation.    

NF-κB is the central regulator of pro-inflammatory gene expression.  In the context of IH, 

NF-κB is preferentially activated by IH over the prototypical hypoxia-responsive transcription 

factor, hypoxia inducible factor-1α (HIF-1α) in the vasculature, while HIF-1α is preferentially 

increased by sustained hypoxia49.  Additionally, cultured monocytes from OSA patients exhibit 

increased NF-κB activity and pro-inflammatory gene expression51,52, supporting the notion that 

NF-κB activity is an important regulator of inflammation in response to IH .  Interestingly, 

JMJD3 is a direct NF-kB target gene27.  While we found that the increased JMDJ3 expression by 

IH was independent of TLR4 activation, ROS-induced MAPK induction may increase NF-κB 

activity and facilitate JMDJ3 expression, creating another potential site for cross-talk between 

these pathways.   

In vivo Model of IH-Induced Microglial Inflammation  

IH promoted microglial inflammation in a time course that correlated with increased 

expression of JMJD3 and TLR4 in vivo.  While the direct role of TLR4 and JMJD3 in IH-

induced activation is unknown, based on our in vitro studies, we hypothesize that they have an 

important role the regulation of microglial responses to IH in vivo as well (Fig. 1)  Microglia are 

master surveyors of their environment.  As discussed in detail in Chapter 1, there are many 

potential triggers of microglial activation by IH including: peripheral inflammation, sensing 

cellular stress/damage in the surrounding CNS cells, and direct effects of IH on microglial 

physiology (Fig. 1).  Peripheral inflammation can induce central inflammation through multiple 

pathways including direct cytokine entry into the CNS across the blood brain barrier (BBB) 
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through active transport mechanisms53 or regions where the BBB is lacking54, breakdown of the 

BBB, or through vagal nerve transmission55,56.  While the link between systemic inflammation 

and IH/OSA is well established, the impact of IH-induced systemic inflammation on microglial 

activation is unclear.   

TLR4-mediated inflammation is implicated in the progression of numerous 

neuropathologies, where it is hypothesized that DAMPs (damage associated molecular patterns) 

are released from stressed/dying CNS cells that act on microglia through TLR4 to induce 

neuroinflammation57–59.  Thus, we hypothesize that TLR4 signaling may be an important 

determinant of microglial inflammatory responses to IH, and DAMPs released from 

dying/stressed cells may be the trigger.  To this end, the profile of cortical microglial gene 

expression supported this hypothesis, as IH-induced neuronal death (occurring after just 1 day of 

IH exposure60  ) precedes induction of microglial pro-inflammatory expression profiles.  Thus, 

DAMPs released from injured CNS cells following acute exposure to IH may promote the 

transition of microglia to the pro-inflammatory phenotype observed following 3 days of IH 

exposure (Chapter 4).    

CLINICAL IMPLICATIONS 

By recent estimates, the prevalence of moderate to severe sleep disordered breathing 

(SDB) has increased in the United States by ~45% over the past 2 decades61,62.  SDB is 

associated with significant neurological21 and cognitive63 deficits which can only be partially 

reversed by continuous positive airway pressure (CPAP) treatment21,63.  Similarly, rodent models 

of intermittent hypoxia (IH), a hallmark feature of SDB, display increased hippocampal-frontal 

cortical neuronal death and cognitive impairments60.  The increased prevalence of SDB and 
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incomplete treatment options necessitates the development of new, more effective treatments for 

this pervasive public health problem.  

 When developing new therapies designed to target microglial activities, the extensive 

cellular and biochemical heterogeneity within the CNS must be considered, as they are likely to 

greatly affect microglial properties.  Recent evidence demonstrates that microglia are not a 

homogeneous cell population and that microglial heterogeneity extends beyond regional 

differences64–68.  This is consistent with our findings that microglial responses to IH are 

regionally heterogeneous24 (Chapter 4).  Additionally, within the frontal cortex and hippocampus 

we found that only a subset of microglia increased expression of IL-1β in response to IH 

(Chapter 5), and this population was distinct from those that basally expressed IL-6 or TNFα 

(data not shown). Together, these observations support the hypothesis that microglial 

heterogeneity is at least two-fold: constitutive heterogeneity creates sub-populations of microglia 

that perform different functions within a given region, and inducible heterogeneity occurs upon 

stimulation to alter these normal functions12,69.   Because of this heterogeneity, microglial 

responses to treatment are likely to vary regionally or even within a specific CNS region, and 

therefore, treatments may induce beneficial effects in one region but have deleterious effects in 

others.  Microglial heterogeneity is complex and poorly understood.  In response to IH, a 

multitude of factors could underlie the observed microglial heterogeneity including: constitutive 

heterogeneity, regional differences in the normal microenvironment, regional differences in the 

susceptibility of neuronal and other glial populations to IH, and proximity to vasculature.  

Greater appreciation for and understanding of microglial heterogeneity is essential if we are to 

safely manipulate these cells for therapeutic purposes.    
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We identified TLR4 as an important regulator of the microglial inflammatory responses 

to IH in vitro (Chapter 5).  TLR4 activation is known to cause neurodegeneration and undermine 

many forms of neuro-plasticity25,58,70–74, making it a potential target for therapeutic intervention.   

TLR4 levels were increased following 14 days of IH exposure, and we hypothesized that this up-

regulation would potentiate microglial responses to IH.  Surprisingly, microglial expression of 

the neuro-protective cytokine interferon (IFN)-β and the neurotrophin brain derived neurotrophic 

factor (BDNF) were increased following 14 days of IH.  Additionally, microglial pro-

inflammatory responses to systemic LPS were blunted in mice exposed to 14 days of IH, 

suggesting that chronic IH may shift microglial activities towards the anti-

inflammatory/protective phenotype (Chapter 5).  We hypothesize that IH-induced expression of 

IFNβ and BDNF is neuroprotective, and prevents chronic long-term IH-induced neurological 

deficits, as BDNF has been shown to prevent and rescue IH-induced impairment of hippocampal 

synaptic plasticity75.  Thus, the microglial phenotype may shift with chronic IH exposure from 

pro-inflammatory to a more supportive phenotype (Figure 2).  This is consistent with previous 

reports that despite early neuronal death following IH60, chronic exposure to IH may promote 

neurogenesis76.    

Mechanistically, increased IFNβ expression is downstream of the TRIF-dependent side of 

the TLR signaling pathway77.  TLR3 and TLR4 are the only two TLRs that signal through the 

TRIF pathway.   TLR3 uses the TRIF pathway exclusively, while TLR4 can signal through the 

MYD88 or TRIF pathway77,78 (Chapter 1, Fig. 2).  We hypothesize the increased IFNβ 

expression is due to a shift in TLR4 signaling away from a MYD88 (pro-inflammatory)-

dominant cascade to a more TRIF- dominant signaling cascade.  However, we cannot rule out 

the possibility of TLR3 involvement in the induction of IFNβ.  More work needs to be performed 
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to assess the individual contribution of these receptors and their signaling pathways to the 

differential phenotype exhibited by microglia following chronic exposure to IH, and to 

understand the importance of this phenotypic switch in CNS health/injury during chronic IH 

exposures.  Indeed, the inhibition of TLR4 has been proposed for the treatment of various 

neuropathologies25, however this may have detrimental consequences if microglia are indeed 

exerting beneficial effects through TLR4 receptor activation.  This is particularly important when 

considering microglial regional heterogeneity. 

The functional significance of enhanced microglial expression of BDNF and IFNβ 

following chronic IH exposures are currently unknown and should be the focus of future 

investigations.  If these activities are indeed neuroprotective, increased importance should be 

placed on determining the mechanisms that underlie this transition, as it could lead to the 

development of novel therapeutics that harness and promote the innate neuroprotective/ 

regenerative properties of microglia which could have widespread utility in the treatment of a 

host of neuropathologies.   

While we have primarily focused on the severe/pathologic forms of IH, it is important to 

note that milder IH protocols exert beneficial effects on the CNS and induce forms of spinal 

neuro-respiratory plasticity in rodent models (reviewed in Reference 79 80).  Additionally, 

similar IH protocols are yielding promising results in clinical trials where, chronic spinal cord 

injury patients exhibit enhanced functional motor recovery following IH treatment81.  It is 

plausible that these therapeutic forms of IH promote microglial production of 

neurotrophic/protective molecules without inducing the inflammatory phenotype observed with 

severe/pathologic forms of IH.  However, at this time, this is purely speculative and 
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investigations into microglial responses to therapeutic forms of IH are currently underway in our 

laboratory.   

FUTURE DIRECTIONS 

The studies presented in this thesis are the first to demonstrate IH-effects on microglial 

cells, and identify potential mechanisms mediating these responses, setting the foundation for all 

future studies into microglial regulation by IH. This is a completely novel avenue of research, 

and the potential future directions for these studies are numerous.  As such, we will focus this 

section to three future directions that expand on our studies, and address critical gaps in our 

understanding of microglial responses to IH including: 1) microglial responses to IH when 

coupled with neurodegenerative diseases, 2) microglial responses to IH during development, and 

3) the role of Jumonji proteins in the cellular responses to IH.    

An underappreciated fact is that over 50% of patients with ischemic (e.g. 

stroke)/traumatic injury (e.g spinal cord and traumatic brain injury), neurodegenerative diseases 

(e.g. Alzheimer’s and Parkinson’s), and genetic neural disorders (e.g. Down’s syndrome and 

Fragile X) experience sleep disordered breathing82–85.  Microglial-mediated inflammation is a 

hallmark feature of all of these conditions, and it is believed to contribute to increased 

neurotoxicity and progression of these pathologies86,87.  Conceivably, IH coupled with an already 

compromised and inflamed system may accelerate or exacerbate pathology in a number of 

seemingly unrelated neural disorders.  To this end, stroke patients with preceding OSA have 

increased functional deficits and longer hospital stays; following the ischemic injury, untreated 

OSA increased morbidity/mortality rates and incidence of a subsequent ischemic event88.  

Additionally, CPAP therapy improved cognitive functioning in Alzheimer’s patients with OSA, 

suggesting that OSA exacerbates cognitive decline in Alzheimer’s patients89.  We identified 
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TLR4 as an important molecule by which IH induces microglial inflammation in vitro, and 

similarly, TLR4-mediated inflammation has been implicated in the progression of many of these 

OSA-associated neuropathologies57,58,70.  Increased accumulation/release of known endogenous 

TLR4 ligands are associated with several of these pathologies including β-amyloid (Alzheimer’s 

disease73), α- synuclein (Parkinson’s disease)90, HMGB1 (Stroke)91 and MRP8/14 (Stroke)92.  

We hypothesize that IH-induced increases in microglial TLR4 expression will exacerbate 

microglial inflammatory responses in these conditions where endogenous TLR4 ligands are 

abundant, resulting in increased neurotoxicity and disease severity.  Future studies should 

investigate the effects of IH on microglia in the context of a neuropathological condition, and 

investigate the impact of IH and microglial responses on the progression of these associated 

neuropathologies.     

  Approximately 2-3% of school-aged children experience SDB93, resulting in learning 

and attention deficits that persist into adulthood44,93,94. The importance of microglia in the proper 

development of the CNS is becoming increasingly appreciated95–99.  As such, disruptions in 

microglial functions by IH early in life may underlie some of the long-lasting negative 

consequences associated with SDB in childhood.  However, nothing is known about the impact 

of IH on microglial activities in the juvenile brain, or the potential long-term consequences of 

disrupting normal microglial functions during this critical development period. We hypothesize 

that the cognitive deficits induced by IH early in life are due, at least in part, to disruption in 

microglial normal behavior, and microglial responses to IH are likely different in the developing 

compared to the adult brain, and possibly even during different stages of development.  We have 

previously demonstrated that the basal microglial receptor profiles change throughout 

development, likely reflecting the changing role of microglia throughout this process17,100, thus 
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developmental microglial heterogeneity may influence their IH-induced responses.  Finally, the 

mechanisms driving the constitutive inter- and intra- regional heterogeneity of microglia found 

within the adult brain are unknown, but it is plausible that this heterogeneity results from 

programmed maturation that begins early in life.  Thus, early life exposure to IH may disrupt this 

process and cause long-lasting changes in the microglial phenotype that persist into adulthood, 

potentially altering how microglia respond to future insults/injuries.   

A particularly exciting finding from this thesis is the important regulatory role of the 

Jumonji histone demethylase, JMJD3, in microglial responses to IH.  JMJD3 is necessary for the 

induction of the macrophage and microglial pro-inflammatory responses26,27,29,31, and the 

transition to a trophic/protective phenotype28,32,101.  Therefore, JMJD3 plays an important role in 

both the inflammatory and trophic responses of macrophages, but the mechanisms that mediate 

the dual-functionality of JMJD3 are poorly understood.  We hypothesize that JMJD3 activity 

contributes to the spectrum of microglial activation by IH. JMJD3 may contribute to both the 

initial increase in pro-inflammatory gene expression, as well as the transition to the trophic 

phenotype; future research efforts should investigate this further.  In addition to JMJD3, other 

Jumonji histone demethylase proteins may play an important role in the pathophysiology of IH.  

Jumonjis are a hypoxia-sensitive family of proteins that are up-regulated under hypoxic 

conditions, yet they require molecular oxygen for catalytic activity102.  Therefore, the 

relationship between IH (where both hypoxic signals and molecular oxygen are abundant) and 

Jumonji proteins is a completely unexplored, yet potentially very biologically important avenue 

of study, and would be an interesting direction for future research efforts.  

 

  



 

 

FIGURE 1 

 

  

314 



315 
 

 

Figure Legend 1 

Working models of intermittent hypoxia-induced microglial activation.  In Vitro: we propose that IH 

induces microglial inflammation through 3 different but connected pathways: 1) TLR4-dependent (Blue), 

2) JMJD3-dependent (Purple), and 3) TLR4/JMJD3- independent pathway (Green).   Question marks 

denote aspects of the model that are hypothesized based on the literature, but remain to be tested with 

regard to IH effects in microglia.  Gray dashed lines indicate potential points of cross-talk between the 

pathways.   In Vivo: we propose that microglial responses to IH in vivo are regulated by multiple factors 

including: IH-induced systemic inflammation, CNS cell injury, and direct activation by IH.  We 

hypothesize TLR4 and JMJD3 are involved in microglial response to IH in vivo.   

  



 

 

 

FIGURE 2 

   

316 



317 
 

 

Figure Legend 2 

Microglial pro-inflammatory responses to acute IH (1-4 days) may promote frontal cortical and 

hippocampal neuronal death and neuroinflammation observed in animal models.  Chronic 

exposure to IH (14+ days) promotes microglial expression of trophic factors which may have 

neuroprotective effects and promote neuronal survival and cognitive recovery.   
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ABSTRACT 

Although systemic inflammation occurs in most pathological conditions that challenge 

the neural control of breathing, little is known concerning the impact of inflammation on 

respiratory motor plasticity. Here, we tested the hypothesis that low-grade systemic 

inflammation induced by lipopolysaccharide (LPS, 100 µg/kg ip; 3 and 24 h postinjection) elicits 

spinal inflammatory gene expression and attenuates a form of spinal, respiratory motor plasticity: 

phrenic long-term facilitation (pLTF) induced by acute intermittent hypoxia (AIH; 3, 5 min 

hypoxic episodes, 5 min intervals). pLTF was abolished 3 h (vehicle control: 67.1 ± 27.9% 

baseline; LPS: 3.7 ± 4.2%) and 24 h post-LPS injection (vehicle: 58.3 ± 17.1% baseline; LPS: 

3.5 ± 4.3%). Pretreatment with the nonsteroidal anti-inflammatory drug ketoprofen (12.5 mg/kg 

ip) restored pLTF 24 h post-LPS (55.1 ± 12.3%). LPS increased inflammatory gene expression 

in the spleen and cervical spinal cord (homogenates and isolated microglia) 3 h postinjection; 

however, all molecules assessed had returned to baseline by 24 h postinjection. At 3 h post-LPS, 

cervical spinal iNOS and COX-2 mRNA were differentially increased in microglia and 

homogenates, suggesting differential contributions from spinal cells. Thus LPS-induced systemic 

inflammation impairs AIH-induced pLTF, even after measured inflammatory genes returned to 

normal. Since ketoprofen restores pLTF even without detectable inflammatory gene expression, 

“downstream” inflammatory molecules most likely impair pLTF. These findings have important 

implications for many disease states where acute systemic inflammation may undermine the 

capacity for compensatory respiratory plasticity. 
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INTRODUCTION 

Systemic inflammation occurs in most clinical disorders that challenge the neural control 

of breathing, including chronic obstructive lung disease (6, 60, 70); traumatic, ischemic, and 

degenerative neural disorders (e.g., spinal injury, motor neuron disease) (1, 46, 63); and sleep-

disordered breathing (7, 24, 33). Although inflammation affects many neural functions (18), the 

impact of inflammation on the neural system controlling breathing has seldom been studied. 

Because of the importance of ventilatory control in many clinical disorders, it is essential to 

understand connections between inflammation and essential processes of ventilatory control, 

including rhythm generation, chemoreception, and plasticity (19, 41). In this study we focus on 

the impact of inflammation on an important model of respiratory plasticity, phrenic long-term 

facilitation following acute intermittent hypoxia (AIH). 

Neuroinflammation involves complex spatial and temporal patterns of inflammatory gene 

expression (reviewed in 40). In the central nervous system (CNS), resident microglia are major 

contributors to the inflammatory response and are activated by many pathological stimuli. Upon 

activation, microglia change shape from stellate, ramified cells to an amoeboid shape (35) and 

begin to release proinflammatory and anti-inflammatory molecules (e.g., cytokines, nitric oxide, 

prostaglandins, and growth/trophic factors) (25). The influence of microglial inflammation on 

respiratory plasticity is the focus of the present study. 

Systemic administration of the bacterial endotoxin lipopolysaccharide (LPS) decreases 

baseline ventilation and ventilatory responses to chemoreceptor stimulation in unanesthetized 

rats (29). These effects are reversed by pretreatment with the nonsteroidal anti-inflammatory 

drug ketoprofen, (29). LPS is a toll-like receptor ligand frequently used to study systemic 

inflammation (48). Although LPS does not cross the blood-brain barrier (49, 58), it elicits CNS 
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inflammation via systemic release of cytokines (which do cross the blood-brain barrier) or vagal 

transmission (9, 23, 36, 39, 52, 55). Systemic LPS administration impairs hippocampal synaptic 

plasticity, as well as learning and memory (18). Similarly, systemic LPS impairs an important 

model of spinal respiratory plasticity: AIH-induced phrenic long-term facilitation (pLTF) 

(29, 67). In the earlier study of Vinit et al. (67), 1) spinal inflammation was not confirmed, 2) 

only high LPS doses (3 mg/kg) and a short time interval (3 h) were studied, and 3) causality 

between LPS-induced inflammation and pLTF impairment was not investigated. Here, we extend 

the results of Vinit et al. (67) by testing the hypotheses that 1) low LPS doses impair pLTF at 

longer intervals postadministration (24 h), 2) systemic LPS increases inflammatory gene 

expression in isolated microglia and homogenates from the cervical spinal cord (a critical region 

for pLTF), and 3) the nonsteroidal anti-inflammatory drug ketoprofen restores pLTF following 

LPS administration. Our results support the hypothesis that systemic inflammation impairs spinal 

respiratory plasticity and demonstrate that systemic inflammation associated with many clinical 

disorders is of considerable relevance to the central neural control of breathing. 
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METHODS 

All experiments were approved by the Animal Care and Use Committee in the School of 

Veterinary Medicine, University of Wisconsin, and conformed to policies laid out by the 

National Institutes of Health in the Guide for the Care and Use of Laboratory Animals. 

Experiments were performed on 3- to 4-mo-old Harlan male Sprague-Dawley rats (colony 218a). 

Rats were housed under standard conditions, with a 12:12-h light/dark cycle with food and water 

ad libitum. 

Drugs and Materials 

LPS (E. coli 0111:B4), (S)-(+)-ketoprofen, and Tri Reagent were purchased from Sigma 

Chemical (St. Louis, MO). M-MLV Reverse Transcriptase was purchased from Invitrogen 

(Carlsbad, CA). Oligo(dT), Random hexamer, and RNAsin were purchased from Promega 

(Madison, WI). SYBR Green PCR Master Mix was purchased from Applied Biosystems 

(Carlsbad, CA). 

Experimental Groups 

To investigate the effects of systemic inflammation, rats received an intraperitoneal (ip) 

injection of LPS (100 µg/kg) or vehicle (saline) 3 or 24 h prior to beginning an experiment. Rats 

were either used for electrophysiological experiments to study AIH-induced pLTF or for 

measurements of inflammatory gene expression. In the latter groups, intra-aortic saline 

perfusions were used to remove circulating myeloid cells before cervical spinal tissues were 

harvested. Prior to perfusions, the spleen was harvested for analysis. 

In 24 h LPS or 24 h vehicle rats, the nonsteroidal anti-inflammatory drug ketoprofen (12.5 mg/kg 

ip) or vehicle (50% ethanol in saline) was injected 3 h prior to a pLTF experiment. Ketoprofen is 

a potent inhibitor of inflammatory activities since it directly inhibits cyclooxygenase (31, 65, 68) 
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and the transcription factor nuclear factor kappa B (NF-κB) (65), a key regulator of multiple 

inflammatory genes (42, 51). 

In specific, rats used for electrophysiology experiments after 3 h of LPS fell into one of 

three groups: 1) time control (includes both vehicle and LPS injected), 2) vehicle + AIH, or 3) 

LPS (3 h) + AIH. A separate set of rats was used to examine the effects of 24 h of LPS and fell 

into one of five groups: 1) time control (includes vehicle, LPS, ketoprofen, or LPS + ketoprofen 

injected); 2) LPS (24 h), ketoprofen + AIH; 3) LPS (24 h), vehicle + AIH; 4) vehicle (24 h), 

ketoprofen + AIH; and 5) vehicle + AIH. 

For gene expression, rats were in comparable groups as those above for the 

electrophysiology. Rats were in either LPS (3 h), vehicle (3 h), LPS (24 h) + ketoprofen, LPS (24 

h) + vehicle, vehicle (24 h) + ketoprofen, or vehicle groups. The rats used for gene expression 

analysis were not given AIH, neglecting the need for a time control group. 

Electrophysiological Experiments 

The protocol used in electrophysiological experiments has been described in detail 

previously (2, 5). In brief, rats were anesthetized with isoflurane, tracheotomized, and pump 

ventilated (Small Animal Ventilator 683, Harvard Apparatus, Holliston, MA). Rats were 

maintained with isoflurane for the remainder of the surgical preparation; after surgical 

preparations were complete, the rats were slowly converted to urethane anesthesia (1.8 g/kg iv, 

Sigma-Aldrich). During the 1-h stabilization period after conversion to urethane, pancuronium 

bromide (1 mg iv), was given to paralyze the rats. The rats were tracheotomized and ventilated. 

Anesthetic level was assessed throughout experiments by monitoring blood pressure and phrenic 

nerve responses to toe pinch. Approximately 1 h after beginning surgical procedures, an 

intravenous infusion of 1.5–2 ml/h began with a solution consisting of Hetastarch (0.3%) and 
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sodium bicarbonate (0.84%) in lactated Ringer's. The infusion rate was adjusted to maintain 

blood volume, pressure, and acid-base balance. 

Surgical preparation. 

Both vagi were isolated and cut, and a catheter was inserted into the right femoral artery 

to enable blood pressure measurements and arterial blood samples. Blood samples were analyzed 

for PO2, PCO2, pH, and base excess using a blood gas analyzer (ABL 800, Radiometer, 

Copenhagen, Denmark). Blood samples (62.5 µl in heparinized plastic catheter) were drawn 

before (baseline), during the first hypoxic episode, and 15, 30 and 60 min post-AIH. A rectal 

temperature probe was used to monitor and regulate body temperature throughout an experiment. 

The left phrenic nerve was isolated with a dorsal approach, cut caudally, desheathed, and placed 

on a bipolar silver recording electrode submerged in mineral oil. Nerve activity was amplified 

(gain X10K), bandpass filtered (300 Hz to 20 kHz) (A-M Systems, Carlsberg, WA), and 

integrated (absolute value, Powerlabs 830, AD Instruments, Colorado Springs, CO, time constant 

100 ms). The signal was digitized, recorded, and analyzed using Powerlabs 830 (version 

7.2.2, AD Instruments). 

Protocol. 

Baseline nerve activity was established with FIO2 ∼0.56 (PaO2 > 300 mmHg) and 

CO2 added to the inspired gas (balance nitrogen). The CO2 apneic threshold was determined by 

progressively lowering inspired CO2 until phrenic nerve activity ceased. Inspired CO2 was 

slowly increased until phrenic nerve activity resumed (recruitment threshold). End-tidal CO2 was 

then set 3 mmHg above the recruitment threshold to establish baseline nerve activity. End-tidal 

CO2 was monitored and maintained throughout an experiment using a flow-through capnograph 

(Respironics, Andover, MA). 
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Once phrenic nerve activity was stable, an arterial blood sample was taken to establish 

baseline conditions; these conditions were maintained throughout the experiment. After baseline 

conditions, an AIH protocol began consisting of three hypoxic episodes (5 min duration, 10.5% 

O2), separated by 5 min of normoxia. Blood samples were taken during the first hypoxic episode 

and 15, 30, and 60 min post-AIH. Data were included in analysis only if they complied with the 

following criteria: 1) PaO2 during baseline and post-AIH was >180 mmHg; 2) PaO2 during 

hypoxic episodes was between 35 and 45 mmHg; 3) PaCO2 remained within 1.5 mmHg of 

baseline throughout the post-AIH period. Phrenic nerve amplitude and frequency were evaluated 

for 1 min before each blood sample. Upon completion of the experiment, rats were euthanized 

with an overdose of urethane. 

Inflammatory Gene Expression 

Sample preparation. 

Tissue from cervical spinal cords was homogenized and used for quantitative PCR 

analysis (hereafter referred to as “homogenates”). Cervical spinal tissue was also used to isolate 

microglia by using antibodies for the microglial marker CD11b+conjugated to magnetic beads, as 

previously reported (15). To isolate microglia, these labeled cells were passed through MS 

columns according to a modified Miltenyi MACS protocol (43). The average purity of cells with 

microglia-like characteristics was >95% as determined by flow cytometry FSC/SSC scatter 

analysis and CD11b+/CD45low staining (43). These results are consistent with previous findings 

(15, 56). From here on, CD11b+ cells isolated with this method are referred to as “microglia.” 

Reverse transcription. 

Total RNA was isolated from cervical spinal cord microglia or homogenates using the 

TRI-reagent according to the manufacturer's instructions. First-strand cDNA was synthesized 
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from 1 µg of total RNA using M-MLV Reverse Transcriptase and an oligo(dT)/random hexamer 

cocktail. The cDNA was then used for quantitative RT-PCR using SYBR Green PCR Master 

Mix. 

Quantitative PCR. 

Amplified cDNA was measured by fluorescence in real time using the StepOnePlus 

Real-Time PCR System (Applied Biosystems). The following primer sequences were used for 

quantitative PCR: iNOS, 5′-AGG GAG TGT TGT TCC AGG TG and 5′-TCT GCA GGA TGT 

CTT GAA CG; COX-2, 5′-TGT TCC AAC CCA TGT CAA AA and 5′-CGT AGA ATC CAG 

TCC GGG TA; IL-1β, 5′-CTG CAG ATG CAA TGG AAA GA and 5′-TTG CTT CCA AGG 

CAG ACT TT; TNF-α, 5′-TCC ATG GCC CAG ACC CTC ACA C and 5′-TCC GCT TGG 

TGG TTT GCT ACG; IL-6, 5′-GTG GCT AAG GAC CAA GAC CA and 5′-GGT TTG CCG 

AGT AGA CCT CA; and 18s, 5′-CGG GTG CTC TTA GCT GAG TGT CCC G and 5′-CTC 

GGG CCT GCT TTG AAC AC. 

All primers were designed to span introns whenever possible. Primer specificity was 

assessed through NCBI BLAST analysis prior to use, and all dissociation curves had a single 

peak with an observed melting temperature consistent with the intended amplicon sequences. 

Primer efficiency was calculated through the use of serial dilutions and construction of a 

standard curve. 

Data Analysis 

Electrophysiology 

Peak amplitude and frequency (bursts/min) of integrated phrenic nerve activity were 

averaged for 30 bursts at each recorded point. Changes in phrenic nerve burst amplitude were 

normalized to baseline values (i.e., percent change from baseline), and burst frequency was 
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reported as a change from baseline frequency (bursts/min). In this study, physiological variables 

and phrenic amplitude are reported for baseline, during the short-term hypoxic response, and the 

60 min time point only. 

Statistical comparisons for the hypoxic responses were made from data at minute 2 of the 

5 min during the first hypoxic episode using a t-test (3 h LPS data) or one-way ANOVAs on 

ranks (24 h LPS data). Owing to the addition of two ketoprofen groups, an ANOVA on ranks 

was used for the 24 LPS hypoxic data to permit appropriate statistical comparisons. 

Nonparametric analyses were used when data failed normality or equal variance. 

Statistical comparisons for changes in phrenic burst amplitude after AIH were made using a 

repeated-measures two-way ANOVA with Tukey post hoc test to identify individual differences 

(Sigma Stat version 11, Systat Software, San Jose, CA). Differences were considered significant 

if P < 0.05. All values are expressed as means ± SE. 

Gene expression. 

Gene expression data were analyzed based on a relative standard curve method, as 

specified by Applied Biosystems. In brief, all samples were run in duplicate, averaged, and 

interpolated onto previously run standard curves for each primer set to account for differences in 

primer efficiency. Values were then normalized to 18S for each sample and expressed relative to 

vehicle controls for each gene, reflecting the fold change for each gene. If the normalized gene 

expression data for an individual sample is greater than 2 standard deviations from the mean, the 

sample was excluded as an outlier. Statistical analysis for TNFα and IL-1β were run on the fold 

change data. Statistical analysis on iNOS, COX-2, and IL-6 failed equal variance and/or 

normality tests; therefore data were transformed logarithmically before statistical analysis, but 

data are still reported as fold changes (see Fig. 4). Statistical significance was determined for 
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each inflammatory gene examined in the spleen by a one-way ANOVA with Tukey post hoc test 

for individual comparisons. For cervical spinal data, statistical significance was determined using 

a two-way ANOVA with Tukey post hoc test (Sigma Stat version 11, Systat Software, San Jose, 

CA). Differences were considered significant if P < 0.05. All values are expressed as means ± 

SE. 
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RESULTS 

Impaired pLTF 3 h post-LPS. 

Acute LPS (3 h; 100 µg/kg ip) had only minor effects on physiological variables 

measured (Table 1). Rats treated with LPS had no significant differences in temperature, PaCO2, 

or pH within or between groups. However, LPS rats had significantly lower PaO2 and mean 

arterial pressure (MAP) after AIH vs. time controls but were not different from their respective 

baseline values. LPS-treated rats were not significantly different from vehicle-treated rats in any 

variable examined. In LPS- and vehicle-treated rats subjected to AIH, PaO2 significantly 

decreased during hypoxic episodes, with a concurrent decrease in MAP; no similar changes were 

noted in time control rats without AIH. 

LPS did not reduce phrenic nerve burst amplitude during hypoxia, nor did it change 

frequency at any time during experiments. The short-term hypoxic phrenic response (the 

immediate increase in phrenic nerve amplitude in response to decreased oxygen) was not 

significantly affected by LPS (vehicle: 147 ± 46% baseline; LPS-treated: 83 ± 15%; P = 0.261; t-

test, Fig. 1B). Baseline phrenic burst frequency was 39 ± 2 bursts/min in the vehicle group, 43 ± 

3 bursts/min in the LPS group, and 43 ± 2 bursts/min in the time control group. Similarly, there 

were no significant changes in frequency responses during hypoxia (vehicle: 10.0 ± 2.0 

burst/min; LPS: 12.8 ± 2.8 bursts/min; P = 0.453; t-test) or following AIH (vehicle: 1.0 ± 2.0 

bursts/min at 60 min post-AIH, LPS: 5.5 ± 2.4 bursts/min; time control: -1.9 ± 1.6 bursts/min; 

data not shown). 

Acute LPS significantly diminished pLTF magnitude vs. vehicle controls (vehicle: 67.1 ± 

27.9% baseline, n = 5; LPS: 3.7 ± 4.2% baseline, n = 5; Fig. 1C; P < 0.001; repeated-measures 

two-way ANOVA, Tukey post hoc test). There was no significant difference between LPS-



339 
 

 

treated and time control rats (5.1 ± 4.3%, n = 5). Thus this low LPS dose (100 µg/kg) abolishes 

pLTF shortly after administration (3 h), similar to previous findings with a higher LPS dose (3 

mg/kg) (67). Neither this dose (3 mg/kg) nor that of Vinit et al. (67) caused overt sickness 

behaviors in rats (increased temperature, lethargy). Higher LPS doses are used to simulate sepsis, 

and overt sickness behaviors can be observed (37, 45). 

pLTF remains impaired 24 h post-LPS. 

Because inflammation initiates complex signaling cascades that can persist well beyond 

3 h, we examined pLTF 24 h post-LPS injection. Since no significant differences were found in 

pLTF among the various time control groups (vehicle, LPS, ketoprofen, or LPS + ketoprofen), 

we combined these groups for further analysis. Further, rats treated with LPS + ketoprofen 

vehicle were combined with the LPS alone group since ketoprofen vehicle had no significant 

effects and are referred to as 24 h LPS. 

Similar to 3 h post-LPS, only minor differences were observed in physiological variables 

24 h post-LPS (Table 2). There were no significant differences within or between groups for 

temperature, PaCO2, or pH. LPS-injected rats had higher MAP levels vs. vehicle-injected rats at 

baseline, during hypoxia, and after AIH, although neither group differed significantly from time 

control rats at baseline or post-AIH. LPS-treated rats also had higher MAP compared with rats 

treated with ketoprofen (without LPS) post-AIH. All treatment groups showed a significant drop 

in PaO2 and MAP during hypoxia, as expected. 

The short-term hypoxic phrenic response was not significantly altered 24 h post-LPS 

(Fig. 2, A and B). There were no significant differences in phrenic nerve burst amplitude during 

hypoxia in the vehicle group (104 ± 19%;), ketoprofen (71 ± 3%), 24 h LPS (66 ± 8%), or 24 h 

LPS + ketoprofen (97 ± 9%) (P > 0.05, one-way ANOVA on ranks). Baseline phrenic burst 
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frequency was 44 ± 2 bursts/min for time controls, 42 ± 1 bursts/min for 24 h vehicle, 43 ± 2 

bursts/min for ketoprofen, 47 ± 2 bursts/min for 24 h LPS, 46 ± 2 bursts/min for 24 h LPS + 

ketoprofen, and 46 ± 1 bursts/min for 24 h LPS + ketoprofen vehicle. There was a modest effect 

on phrenic burst frequency at 60 min post-AIH 24 h post-LPS (data not shown). The change in 

phrenic burst frequency post-AIH in vehicle-treated rats was 5.9 ± 2.3 bursts/min (n = 5), 

whereas the 24 h LPS group was −1.8 ± 1.6 bursts/min (n = 9) and time controls were −0.9 ± 1.2 

bursts/min (n = 15). The change in the vehicle group was significantly different vs. LPS (P = 

0.005) and time control (P = 0.010) groups but not vs. ketoprofen (2.6 ± 2.1 bursts/min, n = 

5, P = 0.687) or 24 h LPS + ketoprofen (0.4 ± 1.4 bursts/min, n = 6, P = 0.149) groups (repeated-

measures two-way ANOVA, Tukey post hoc test). 

Impaired pLTF persisted 24 h post-LPS, and this effect was reversed by pretreatment 

with ketoprofen (Fig. 2C). In vehicle-injected rats (58.3 ± 17.1%; n = 5) and in rats treated with 

ketoprofen (48.1 ± 19.0%, n = 5), AIH elicited similar pLTF (P = 0.948, repeated-measures two-

way ANOVA, Tukey post hoc test). pLTF was significantly reduced 24 h post-LPS (3.5 ± 

4.3%, n = 9, P < 0.001 vs. vehicle,P = 0.004 vs. ketoprofen) and this effect was reversed by 

ketoprofen (55.1 ± 12.3%, n = 6; P = 0.999 vs. vehicle; P = 0.985 vs. ketoprofen; P < 0.001 vs. 

LPS) (repeated-measures two-way ANOVA, Tukey post hoc test). 

Peripheral inflammatory gene expression. 

Since LPS does not cross the blood-brain barrier, peripheral LPS-induced inflammation 

indirectly triggers CNS inflammatory responses (9, 23, 36, 39, 53,55). Thus we assessed splenic 

inflammatory gene expression as a marker for systemic inflammation; the same genes were 

assessed in the cervical spinal cord 3 and 24 h post-LPS. Ketoprofen effects on LPS-induced 

changes were evaluated only at 24 h post-LPS. 
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A transient increase in all inflammatory genes examined was evident in the spleen (Fig. 3). Three 

hours post-LPS (n = 3), TNFα (7.5 ± 0.2 fold, P < 0.001), iNOS (72.6 ± 12.3 fold, P < 0.001), 

COX-2 (4.4 ± 0.2 fold, P = 0.013), IL-1β (4.6 ± 0.1 fold, P < 0.001), and IL-6 (19.2 ± 3.5 

fold, P < 0.001) expressions all significantly increased vs. respective vehicle controls. However, 

by 24 h post-LPS, mRNA levels for all splenic genes had returned toward baseline values 

(TNFα: 1.0 ± 0.1 fold, P = 0.995; iNOS: 3.4 ± 1.6 fold, P = 0.083; COX-2: 1.1 ± 0.1 fold, P = 

0.844; IL-1β: 1.6 ± 0.4 fold, P = 0.943; IL-6: 2.2 ± 0.8 fold, P = 0.640). Gene expression 24 h 

post-LPS was not significantly altered by ketoprofen (TNFα 1.2 ± 0.01 fold, P = 0.829; iNOS 1.8 

± 0.6 fold, P = 0.233; COX-2 0.8 ± 0.1 fold, P = 0.981; IL-1β 1.1 ± 0.1 fold, P = 0.939; IL-6 1.1 

± 0.02 fold, P = 0.956), despite the ability of ketoprofen to restore pLTF. 

Cervical spinal gene expression (3 h). 

Inflammatory genes were examined in cervical spinal microglia and homogenates post-

LPS (Fig. 4). Only two inflammatory genes exhibited significant increases within microglia or 

homogenates after LPS: iNOS (microglia 16.7 ± 4.4, P < 0.001,n = 8; homogenate 8.9 ± 1.9, P < 

0.001, n = 8) and COX-2 (microglia 2.8 ± 0.6,P = 0.019, n = 7; homogenate 5.1 ± 1.2, P < 

0.001, n = 8) vs. vehicle controls (iNOS: microglia n = 15, homogenate n = 14; COX-2: 

microglia n = 15, homogenate n = 15). There were no significant differences in gene expression 

between sample type (microglia vs. homogenate) for iNOS or COX-2 (iNOS P = 0.172, COX-

2 P = 0.087). There were no differences in either sample type vs. vehicle controls after LPS (n = 

14) for IL-1β (microglia 0.7 ± 0.1 fold, P = 0.562,n = 8; homogenate 0.8 ± 0.3 fold, P = 

0.884, n = 7) or TNFα (microglia 0.9 ± 0.2,P > 0.05, n = 7; homogenates 1.7 ± 0.3, P > 0.05, n = 

7). 

Cervical spinal gene expression (24 h). 
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LPS (24 h) had no significant effects on iNOS (microglia: 2.4 ± 0.8 P = 0.368, n = 7; 

homogenates 1.5 ± 0.3 P = 0.557, n = 6), COX-2 (microglia: 1.0 ± 0.3, P = 0.978, n = 7; 

homogenates: 2.1 ± 0.8, P = 0.473, n = 6), IL-1β (microglia: 0.6 ± 0.2, P = 0.464, n = 7; 

homogenates: 0.5 ± 0.2, P = 0.390, n = 5), or TNFα (microglia: 1.6 ± 0.4, P > 0.05, n = 7; 

homogenates 1.7 ± 0.5, P > 0.05, n = 6) in either sample type vs. vehicle controls (Fig. 4). 

However, mRNA for iNOS (microglia P < 0.001, homogenates P < 0.001; Fig. 4A) and COX-2 

(microglia P = 0.024, homogenates P = 0.013; Fig. 4B) was significantly reduced vs. 3 h LPS 

within each sample type, suggesting that inflammatory gene expression was returning to 

baseline values. 

Ketoprofen did not significantly alter gene expression in 24 h post-LPS rats (P > 0.05) in 

either sample type for any gene examined (Fig. 4). Nor did ketoprofen alter gene expression vs. 

vehicle controls for iNOS (microglia: 2.1 ± 0.6, P = 0.257, n = 8; homogenates: 0.8 ± 0.1, P = 

0.964, n = 7), COX-2 (microglia: 0.9 ± 0.1, P = 0.892, n = 8; homogenates: 2.2 ± 0.5, P = 

0.066, n = 7), IL-1β (microglia: 0.5 ± 0.1, P = 0.302, n = 8; homogenates: 0.4 ± 0.1, P = 

0.172, n = 5), or TNFα (microglia: 1.9 ± 0.8, P > 0.05, n = 8; homogenates: 2.2 ± 1.1, P > 

0.05, n = 7). 

Ketoprofen pretreatment did, however, highlight differences between sample types 

(microglia vs. homogenate) (Fig. 4). Microglia had greater iNOS gene expression vs. 

homogenates (P = 0.037), whereas microglia had less COX-2 mRNA vs. homogenates (P = 

0.011). Thus microglia may not be the sole contributors to inflammatory molecules in some 

conditions. 
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DISCUSSION 

Here, we demonstrate that systemic administration of a low dose of LPS impairs AIH-

induced pLTF as early as 3 h post LPS injection, an effect that lasts for at least 24 h. However, 

pLTF impairment is accompanied by only transient (3 h) increases in inflammatory gene 

expression in the cervical spinal cord. Despite a lack of detectable inflammatory gene expression 

24 h post-LPS, systemic administration of the nonsteroidal anti-inflammatory drug ketoprofen (at 

21 h) reverses pLTF impairment. We do not yet know the basis for persistent impairment of 

pLTF without increases in measured inflammatory molecules. Several possibilities are discussed 

below. 

LPS as a model of inflammation. 

At low doses, LPS activates TLR4/2 receptors, triggering levels of inflammation 

frequently experienced by humans (62). Since many clinical disorders are associated with low-

grade systemic inflammation, low LPS doses may better represent low-grade infections or 

inflammation and their impact on respiratory plasticity. 

In the literature, LPS has been used at a variety of dosages and time points to stimulate 

systemic inflammation. LPS doses vary from nanograms to milligrams per kilogram (26, 28). 

LPS effects include behaviors indicative of illness (10, 14,22), microglial activation, impaired 

memory, and motor function (32, 57, 61, 64,66), and changes in neurotrophic factor expression 

(55). The concentration used here is in the low range reported for rats (16) and elicits reliable 

systemic and CNS inflammation in mice (62, 72). Higher LPS doses (500 µg/kg or more) 

typically cause severe systemic inflammation, septic shock, and fever (34, 59, 71), none of which 

were observed in this study. 
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Although LPS is often administered systemically to induce CNS inflammation, it does 

not cross the blood-brain barrier (49, 58). CNS inflammation arises from indirect effects, such as 

circulating or vascular endothelial cytokines (or other inflammatory molecules) that do cross the 

blood-brain barrier (49, 58) or neural transmission to the CNS via the vagus nerves 

(8, 21, 54, 69). Potential molecules crossing the blood-brain barrier to trigger CNS inflammatory 

activities include the cytokines we assessed in the spleen (e.g., IL-1β and TNF-α) or 

prostaglandins produced by perivascular macrophages and/or endothelial cells that line the 

blood-brain barrier (9, 23, 36, 39, 53, 55). However, the precise mechanism(s) of CNS 

inflammation following LPS injection was not a focus of this study. 

We confirmed both systemic and CNS inflammation by examining mRNA levels of 

selected proinflammatory molecules (iNOS, COX-2, TNFα, and IL-1β). In general, mRNA 

changes were similar in the spleen and cervical spinal cord. Spleen inflammatory gene 

expression was greatest 3 h post-LPS (up to 150-fold increase) but had largely returned to 

baseline expression levels by 24 h post-LPS. We assessed CNS inflammation in cervical spinal 

segments associated with the phrenic motor nucleus, since cellular mechanisms of pLTF are 

localized in this region (3, 5, 27, 38). Cervical spinal inflammation was evident in both isolated 

microglia and homogenates. 

Although microglia comprise only a small component of the CNS by volume, they are 

the predominant immune cells in the CNS (25). To assess microglial LPS responses in the 

cervical spinal cord, we compared mRNA in spinal homogenates and isolated microglia. Overall, 

similar trends to the spleen were observed, where iNOS and COX-2 mRNA increased 3- to 15-

fold in microglia and homogenates 3 h post-LPS. Although mRNA levels returned nearly to 

baseline by 24 h post-LPS, we do not have information concerning protein levels for any of the 
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molecules assessed. Collectively, our data suggest that microglia are major contributors to 

overall changes in inflammatory gene expression in the cervical spinal cord after LPS; however, 

we cannot rule out important contributions from other cells types, such as astrocytes or neurons. 

The time course for increased inflammatory gene expression was shorter than pLTF 

impairment. Potential explanations include long-lasting changes in the expression of unmeasured 

molecules that undermine pLTF. Candidate molecules include unmeasured cytokines, 

interleukins, interferons, chemokines, or other enzymes that initiate distinct signaling cascades. 

Another possibility is that protein levels of a key molecule outlast mRNA changes (e.g., iNOS or 

COX-2). A third possibility is that small, persistent elevations in measured molecules were 

critical in the mechanism undermining pLTF, although not statistically detectable. For example, 

a critical molecule may need to change very little to undermine pLTF or, more likely, multiple 

small but undetectable increases (1–2 fold) may act in a cumulative manner, activating a 

common downstream target molecule that more directly impairs pLTF. All of these possibilities 

are consistent with ketoprofen restoration of pLTF. 

Unlike our previous study using a high LPS dose (67), we observed no change in short-

term hypoxic ventilatory response after the low LPS dose used here (either 3 or 24 h post-LPS). 

Since the magnitude of pLTF correlates with the magnitude of the hypoxic phrenic response in 

rats (4, 20), there was some concern that the depressed hypoxic phrenic response indirectly 

impaired pLTF in Vinit et al. (67). Since the hypoxic phrenic response was not affected here, yet 

pLTF was nevertheless abolished, potential indirect effects are ruled out. Collectively, the data 

presented here are consistent with the conclusion that a low-grade systemic inflammation 

suppresses pLTF in rats. 
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Ketoprofen is a general anti-inflammatory drug used here to confirm that LPS 

undermines pLTF by inducing inflammation. S-enantiomers of ketoprofen inhibit COX-1 and 

COX-2 at low doses and NFκB at higher doses (13, 73). Ketoprofen inhibits both 

cyclooxygenase and lipoxygenase pathways for arachidonic acid metabolism, thereby inhibiting 

synthesis of prostaglandins and leukotrienes (11). Ketoprofen has been given at doses ranging 

from 100 µg/kg to 50 mg/kg via multiple routes of administration (11, 12, 44, 47). The 

ketoprofen dose used here was moderately high, making it unclear if its effects were on COX-2 

or NFκB. Ketoprofen did not reduce expression of any inflammatory molecules examined; 

however, we cannot rule out effects of ketoprofen on proteins or other inflammatory molecules 

not examined. Regardless, our results suggest that a long-lasting, ketoprofen-sensitive molecule 

significantly impacts AIH-induced pLTF. 

The rapid effects of ketoprofen (3 h) in restoring pLTF may implicate COX-2 and 

prostaglandin synthesis in the impairment of pLTF. These rapid effects are more easily explained 

by inhibition of COX-2 enzymatic activity (vs. inhibition of NF-κB regulated gene expression). 

Other studies demonstrate that CNS effects of low-grade systemic inflammation can be 

dependent on prostaglandins and COX activity (62). Additional studies are necessary to test this 

idea. 

In conclusion, we are only beginning to understand the profound impact of inflammation 

on respiratory plasticity. The present study highlights the impact of even low-grade systemic 

inflammation on an important model of respiratory plasticity, AIH-induced pLTF. Further, we 

provide evidence that microglia, and perhaps other CNS cells, may generate the (as yet 

unknown) inflammatory molecules that undermine pLTF. 
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FIGURE 1 
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Figure Legend 1 

Systemic inflammation (3 h) induced by LPS (100 µg/kg ip) significantly reduced acute 

intermittent hypoxia (AIH)-induced phrenic long-term facilitation (pLTF). A: representative 

integrated phrenic neurograms from anesthetized rats during the AIH (3 × 5 min hypoxia: Hx1, 

Hx2, Hx3) protocol for a vehicle-injected (saline, top trace), or LPS-injected (middle trace), or 

time control (no AIH, bottom trace) rats. Black dashed line indicates baseline phrenic amplitude 

in each trace. Development of pLTF is evident as a progressive increase in phrenic nerve 

amplitude over 60 min in the vehicle-injected animal. B: no change in the short-term hypoxia 

response was evident. C: group data for vehicle-injected AIH (n = 5), LPS-injected AIH (n = 5), 

and time control (n = 5) demonstrating a significant reduction in the magnitude of pLTF 60 min 

post-AIH in LPS treated and time control rats (***P < 0.001 repeated-measures two-way 

ANOVA, Tukey post hoc test). 
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FIGURE 2 
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Figure Legend 2  

Systemic inflammation (24 h) induced by LPS (100 µg/kg ip) did not alter the short-term 

hypoxia response, significantly reduced AIH-induced pLTF, but pLTF was restored with the 

anti-inflammatory drug ketoprofen (12.5 mg/kg ip, 3 h). A: representative integrated phrenic 

neurograms from anesthetized rats during the AIH (3 × 5 min hypoxia) protocol for vehicle-

injected (saline, top trace), LPS-injected (second trace), LPS + ketoprofen-injected (third trace), 

and time control (no AIH, bottom trace) rats. Black dashed line indicates baseline phrenic 

amplitude in each trace. Development of pLTF was evident as a progressive increase in phrenic 

nerve amplitude over 60 min. B: no change in the short-term hypoxia response was evident. C: 

group data showing pLTF for vehicle-injected (n = 5) and ketoprofen-injected (n = 6) rats with 

AIH, and a reduction in pLTF in rats injected with LPS (n = 9). The appearance of pLTF was 

restored in rats injected with LPS and after treatment with ketoprofen (n = 6). There was no 

increase in phrenic nerve amplitude in time control rats (n = 15). (***P< 0.001, **P < 0.01 

indicates significant difference from vehicle, ketoprofen, and 24 h LPS + ketoprofen). 
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FIGURE 3 
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Figure Legend 3 

Systemic inflammation induced by LPS (100 µg/kg ip) caused a transient increase in 

inflammatory gene expression in the spleen. LPS (3 h) caused a significant increase in all 

inflammatory genes (n = 3) examined compared with the respective vehicle control (n = 4) but 

returned to baseline levels by 24 h (n = 3) and was not altered with ketoprofen (n = 2) (*P ≤ 

0.001 different from all other treatment groups). 
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FIGURE 4 
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Figure Legend 4 

Systemic inflammation evoked by LPS (100 µg/kg ip) caused transient and differential changes 

in inflammatory gene expression in isolated microglia (black bars) and homogenates (gray bars) 

from the cervical spinal cord. A:treatment with LPS (3 h) increased mRNA for iNOS compared 

with vehicle (microglia n = 15, homogenates n = 14) in both microglia (n = 8) and homogenate 

(n = 8) samples. Expression of iNOS was reduced 24 h post-LPS (microglia n = 7, 

homogenates n = 6) compared with 3 h post-LPS in both sample types but was not changed 

relative to vehicle. After ketoprofen (12.5 mg/kg ip, 3 h), microglia had greater iNOS gene 

expression (n = 8) compared with homogenates (n = 7). B: treatment with LPS (3 h) increased 

COX-2 mRNA in both microglia (n = 7) and homogenate (n = 8) compared with vehicle 

(microglia n = 15, homogenates n = 15), but was reduced 24 h post-LPS. LPS (24 h) alone 

(microglia n = 7, homogenates n = 6) or with ketoprofen (microglia n = 8, homogenates n = 7) 

did not alter COX-2 mRNA in either microglia or homogenates compared with vehicle. After 

ketoprofen treatment, microglia had less COX-2 mRNA compared with homogenates. LPS 

treatment (3 or 24 h) had no effect on gene expression for TNFα (C) or IL-1β (D). ** P < 0.01, 

*** P < 0.001, significant difference from vehicle; @@P < 0.01, @@@P < 0.001, significant 

difference from 3 h LPS; #P < 0.05, significant difference between microglia and homogenate 

samples. 
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TABLE 1 
 

  
Temperature PaO2 PaCO2 pH MAP 

Time 
Treatment 

Group 
Mean SE Mean SE Mean SE Mean SE Mean SE 

Baseline 

3 h Time 

control 
37.5 0.1 351.8 6.7 45.8 1.3 7.362 0.008 132.5 3.9 

3 h Vehicle 37.7 0.1 331.25 14.1 47.6 1.4 7.356 0.006 128.2 2.8 

3 h LPS 37.5 0.3 351.2 3.7 47.0 0.7 7.353 0.013 125.4 3.9 

Hx 

3 h Time 

control 
37.5 0.1 349.4 7.4a 45.8 1.8 7.360 0.008 137.6 3.8d 

3 h Vehicle 37.4 0.1 38.5 2.7c 48.5 1.0 7.338 0.008 87.3 5.1c 

3 h LPS 37.3 0.2 41.5 2.6c 48.9 1.0 7.336 0.010 75.6 9.1c 

60 min 

3 h Time 

control 
37.7 0.02 347.4 3.7 45.4 1.7 7.375 0.008 130.1 2.8e 

3 h Vehicle 37.8 0.1 312.8 20.4bb 48.4 1.3 7.365 0.015 117.6 6.2 

3 h LPS 37.8 0.1 317.6 6.9b 47.1 0.9 7.364 0.022 111.9 3.7 
 

• Temperatures are in °C; PaO2, PaCO2, and MAP are in mmHg. There were no 

significant differences within or between groups in temperature, PaCO2, or pH. 

• a P < 0.001, significant difference from all other hypoxia (Hx) groups. 

• b P < 0.05, significant difference from time control within 60 min. 

• bb P < 0.01, significant difference from time control within 60 min. 

• c P < 0.001, significant difference from all other within group. 

• d P < 0.001, significant difference from all other groups in Hx. 

• e P < 0.05, significant difference from LPS. 



357 
 

 

Table Legend 1 

Physiological parameters for Sprague-Dawley rats during electrophysiological experiments after 

3 h of LPS 
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TABLE 2 
 

  
Temperature PaO2 PaCO2 pH MAP 

Time Treatment Group Mean SE Mean SE Mean SE Mean SE Mean SE 

Baseline 24 h Time control 37.5 0.2 335.7 7.4 45.0 0.9 7.334 0.011 130.6 6.0 

 
24 h Vehicle 37.4 0.3 327.4 12.2 47.4 1.6 7.351 0.014 115.5 8.5d 

 
Ketoprofen 37.7 0.1 328.4 11.4 44.0 1.1 7.365 0.015 130.6 4.0 

 
24 h LPS 37.6 0.2 325 11.3 45.9 0.4 7.334 0.007 149.8 9.8 

 

24 h LPS + 

ketoprofen 
37.4 0.2 326 8.5 46.4 1.3 7.3165 0.012 143.4 8.9 

 

24 h LPS + 

ketoprofen vehicle 
37.6 0.2 342.5 7.6 46.3 2.0 7.324 0.022 140.9 10.9 

Hx 24 h Time control 37.5 0.2 336.7 6.8a 45.7 1.0 7.334 0.012 129.6 6.2a 

 
24 h Vehicle 37.4 0.3 37.9 2.9b 47.8 1.3 7.351 0.014 75.3 20.6c,d 

 
Ketoprofen 37.6 0.1 39.6 1.7b 45.8 2.0 7.365 0.015 57.7 8.2b,d 

 
24 h LPS 37.6 0.2 39.7 2.1b 47.8 0.3 7.334 0.008 111.0 18.0b 

 

24 h LPS + 

ketoprofen 
37.4 0.2 39.3 1.7b 47.9 1.6 7.317 0.012 88.1 10.6b 

 

24 h LPS + 

ketoprofen vehicle 
37.4 0.1 42.8 0.7b 44.8 2.0 7.324 0.022 82.8 21.7b 

60 min 24 h Time control 37.4 0.2 334.3 6.3 45.8 0.8 7.372 0.011 126.5 6.2 

 
24 h Vehicle 37.2 0.3 326.0 9.0 48.8 1.0 7.351 0.017 105.6 7.7d 

 
Ketoprofen 37.7 0.1 322.2 6.1 44.3 1.4 7.380 0.022 112.9 8.3d 

 
24 h LPS 37.6 0.2 319.6 8.0 45.8 0.6 7.361 0.012 145.2 9.7 

 

24 h LPS + 

ketoprofen 
37.4 0.1 319.2 11.1 46.5 1.4 7.360 0.011 134.2 10.2 

 

24 h LPS + 

ketoprofen vehicle 
37.6 0.1 310.5 8.9 46.1 1.8 7.375 0.017 133.8 10.1 
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Table Legend 2 

Physiological parameters for Sprague-Dawley rats during electrophysiological experiments 24 h 

after LPS 

• Temperatures are in °C; PaO2, PaCO2, and MAP are in mmHg. There were no 

significant differences in temperature, PaCO2, or pH. 

• a P < 0.001, significant difference from all other Hx groups. 

• b P < 0.001, significant difference from other time points within group. 

• c P < 0.05, significant difference from baseline within group. 

• d P < 0.05, significant difference from 24 h LPS. 
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ABSTRACT 

Rationale: Inflammation is present in almost every disorder challenging the respiratory system 

and may compromise respiratory motor plasticity conferring adaptability to the system. One 

frequently studied model of spinal, respiratory motor plasticity is phrenic long-term facilitation 

(pLTF), a long-lasting increase in phrenic motor output following acute intermittent hypoxia 

(AIH; 3, 5 min hypoxic episodes). 

Objectives: To determine the effect of one night of intermittent hypoxia on pLTF and spinal 

inflammation.  

Methods: Rats were exposed to intermittent hypoxia (2 min hypoxia, 2 min normoxia; 8 hours) 

or normoxia and allowed 16 hours recovery (IH-1). 

Measurements and Main Results: IH-1 abolished pLTF (IH-1: -1±5%; normoxic controls: 

56±10%; n=6, p<0.001) and transiently increased IL-6 (1.5±0.2 fold change, n=5, p=0.017) and 

iNOS (2.4±0.4 fold change, n=6, p=0.010) mRNA in cervical spinal homogenates, 

demonstrating spinal inflammation. IH-1 also elicited a sustained increase in IL-1ß mRNA 

(2.4±0.2 fold change, n=5, p<0.001) in immunomagnetically isolated cervical spinal microglia. 

After IH-1, pLTF was restored by systemic administration of the non-steroidal anti-inflammatory 

drug ketoprofen (55±9% baseline, n=6, p<0.001) or spinal p38 MAPK inhibition (58±2%, n=7, 

p<0.001). Increased immunofluorescent labeling of phosphorylated (activated) p38 MAPK was 

evident in identified phrenic motoneurons and adjacent microglia. 

Conclusions: IH-1 induces spinal inflammation and impairs pLTF by a spinal p38 MAP kinase-

dependent mechanism and this kinase is likely a key orchestrator impairing pLTF. By targeting 

inflammation, we may develop strategies to manipulate respiratory motor plasticity for 
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therapeutic advantage in conditions where the respiratory system is compromised (e.g. 

obstructive sleep apnea, apnea of prematurity, spinal cord injury). 
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INTRODUCTION 

Inflammation is prevalent in many clinical disorders that challenge ventilatory control, 

including obstructive sleep apnea (OSA), apnea of prematurity, neurodegenerative disorders (e.g. 

Amyotrophic Lateral Sclerosis), and spinal cord injury. Nevertheless, we know little concerning 

interactions between inflammation and any aspect of the neural control of breathing (1). 

Systemic inflammation has a major impact on central nervous system (CNS) function, 

including neuroplasticity (1-3). However, the impact of inflammation on neuroplasticity is 

complex. In some instances, inflammation initiates plasticity, such as in the spinal dorsal horn 

where it elicits allodynia (4) and involves complex cell-cell interactions between microglia and 

sensory neurons (5). Similarly, chronic sustained hypoxia elicits inflammation and sensory 

plasticity in carotid chemoreceptors, enhancing hypoxic sensitivity (6). In contrast, inflammation 

inhibits plasticity in other regions of the CNS, including activity-dependent hippocampal 

synaptic plasticity (7) and spinal instrumental learning (8). We know comparatively little about 

the impact of systemic inflammation on CNS mechanisms of ventilatory control (1, 9, 10). 

 We previously demonstrated that systemic inflammation induced by a low dose of 

lipopolysaccharide (LPS) profoundly inhibits phrenic long-term facilitation (pLTF), a form of 

spinal respiratory motor plasticity elicited by acute intermittent hypoxia (AIH), and causes 

transient cervical spinal inflammation (10). The non-steroidal anti-inflammatory drug ketoprofen 

restored pLTF (10), highlighting the critical impact of low level inflammation on respiratory 

plasticity. Here, we study a unique model of inflammation caused by short, repetitive bouts of 

nocturnal intermittent hypoxia (8 hours, 16 hours recovery, IH-1). This IH-1 protocol mimics 

some aspects of the intermittent hypoxia experienced in a single night of OSA, but without 
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comorbidities (e.g. obesity, cardiovascular problems) (11) and the severity of hypoxic episodes 

are tightly controlled. A similar 12 hour IH exposure caused inflammation in the cortex and 

hippocampus (12, 13). Our goal was to determine if IH-1 elicits spinal inflammation and if this 

inflammation impairs AIH-induced pLTF. 

Respiratory plasticity has potential to both stabilize (14), and destabilize breathing (15). 

The specific impact of respiratory plasticity may depend on the duration of intermittent hypoxia, 

the site of respiratory plasticity and the extent of intermittent hypoxia-induced inflammation. It is 

not yet known whether inflammation acts to stabilize or destabilize breathing through its impact 

on respiratory plasticity. The present study is a key first step towards understanding the impact of 

inflammation on respiratory plasticity, and its potential consequences in clinical disorders that 

compromise breathing capacity or stability (e.g. cervical spinal injury, ALS, OSA, and others). 
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METHODS 

All experiments were approved by the Animal Care and Use Committee at the School of 

Veterinary Medicine, University of Wisconsin – Madison and conformed to policies laid out by 

the National Institutes of Health in the Guide for the Care and Use of Laboratory Animals. 

Experiments were performed on 3-4 month old Harlan male Sprague Dawley rats (colony 211, 

300-450 g). Rats were housed under standard conditions, with food and water ad libitum and a 

12-hour light/dark cycle.  

Experimental Groups 

Rats were individually placed in cylindrical, Plexiglas exposure chambers for 8 hours 

with ClearH2O hydrogel (Portland, ME) for nutrition and hydration during exposures. Gas 

flow through the chambers was maintained at 4 L/min, was regulated by mass flow controllers 

(Teledyne, Hastings Instruments, Hampton, VA) with a customized computer program (National 

Instruments, LabVIEW 2009, Service Pack 1, version 9.0.1, Austin, TX; customized by B. 

Wathen) and was continuously measured with respiratory gas analyzers (Gemini, CWE, Inc., 

Ardmore, PA). Rats were exposed to either intermittent hypoxia (2 min of 10.5% O2, 2 min 

normoxic intervals) or continuous normoxia (21% O2). Exposures occurred the day prior to 

electrophysiology experiments, mRNA analysis or immunohistochemistry (see below). In some 

cases, they were sacrificed and taken immediately for mRNA analysis (as indicated). 

 In the first study investigating IH-1 effects on pLTF, rats were assigned to three groups: 

1) Normoxia (Nx, n=6); 2) IH-1 (n=6); and 3) Time controls (4 Nx, 2 IH-1; total n=6). In 

subsequent neurophysiological studies, rats received intraperitoneal injections of the non-

steroidal anti-inflammatory drug, ketoprofen ((S)-(+)-Ketoprofen, keto, 12.5 mg/kg; Sigma 

Chemical Company, St. Louis, MO) or vehicle (veh, 50% ethanol and saline, 100 µl/kg) and 
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were divided among three groups: 1) Nx + keto (n=7); 2) IH-1 + keto (n=6); or 3) Time control + 

keto (3 Nx, 3 IH-1, total n=6). In the final experimental series, rats were instrumented with 

intrathecal catheters at spinal segment C4 for delivery of a p38 MAP kinase inhibitor (SB 

202190, 1 mM, p38 inhib; Tocris Bioscience, Minneapolis, MN) as described previously (16, 

17). SB 202190 or vehicle (artificial cerebrospinal fluid) was given 2 µl/30 sec to a total of 12 µl, 

15 min prior to AIH. These rats were divided into 6 groups: 1) Nx + veh (n=9); 2) IH-1+ veh 

(n=6); 3) Time control + veh (6 Nx, 2 IH-1; total n=8); 4) Nx + p38 inhib (n=7); 5) IH-1 + p38 

inhib (n=7); 6) Time control + p38 inhib (3 Nx, 3 IH-1; total n=5). 

pLTF Measurement  

The experimental protocol to assess pLTF has been described in detail previously (10, 16, 

18). In anesthetized, paralyzed, vagotomized and pump-ventilated rats, integrated phrenic nerve 

activity was recorded. Stable baseline activity was obtained (>30min) and an arterial blood 

sample was taken to assess PO2, PCO2, pH and base excess using a blood gas analyzer (ABL 

800, Radiometer, Copenhagen, Denmark). After baseline conditions were established, AIH 

consisting of 3 hypoxic episodes (5 min duration, 9-10.5% O2) separated by 5 min of normoxia 

was initiated. Blood samples were taken during the first hypoxic episode, and 15, 30, 60 and 90 

min post-AIH. Data were included in analyses only if they complied with the following criteria: 

1) PaO2 during baseline and post-AIH was >180 mmHg; 2) PaO2 during hypoxic episodes was 

between 35 to 45 mmHg; 3) PaCO2 remained within 1.5 mmHg of baseline throughout the post-

AIH period. Integrated phrenic nerve amplitude was evaluated for 1 min before each blood 

sample. Upon completion of experiments, rats were euthanized with an overdose of urethane.  

Inflammatory Gene Expression 
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Sample preparation. Rats were anesthetized with isoflurane and transcardially perfused with ice-

cold phosphate-buffered saline (PBS). Tissue from cervical spinal cords (C3-C6) was removed, 

homogenized, and used for quantitative PCR analysis (hereafter referred to as “homogenates”). 

Microglial isolations were performed as previously described (10, 19, 20). CD11b+ cells isolated 

with this method are referred to as "microglia." Neural Tissue Dissociation Kit, anti-PE magnetic 

beads, and MS columns were purchased from Miltenyi Biotech (Germany). 

Reverse Transcription. Total RNA was isolated using the TRI-reagent (Sigma Chemical 

Company, St. Louis, MO) and first-strand cDNA was synthesized from 1 µg of total RNA using 

M-MLV Reverse Transcriptase (Invitrogen, Carlsbad, CA) and an oligo(dT)/random hexamer 

cocktail (Promega, Madison, WI). The cDNA was then used for quantitative RT-PCR using 

SYBR Green PCR Master Mix (Applied Biosystems, Carlsbad, CA).  

Quantitative PCR. Amplified cDNA was measured by fluorescence in real-time using the ABI 

7500 Fast Real-Time PCR System (Applied Biosystems). The following primer sequences were 

used for quantitative PCR: 

IL-1β - 5' CTG CAG ATG CAA TGG AAA GA; 5' TTG CTT CCA AGG CAG ACT TT 

IL-6 - 5' GTG GCT AAG GAC CAA GAC CA; 5' GGT TTG CCG AGT AGA CCT CA 

TNF-α - 5' TCC ATG GCC CAG ACC CTC ACA C; 5' TCC GCT TGG TGG TTT GCT ACG 

iNOS- 5' AGG GAG TGT TGT TCC AGG TG; 5' TCT GCA GGA TGT CTT GAA CG 

COX-2- 5' TGT TCC AAC CCA TGT CAA AA; 5' CGT AGA ATC CAG TCC GGG TA 

18s- 5’ CGG GTG CTC TTA GCT GAG TGT CCC G; 3’ CTC GGG CCT GCT TTG AAC AC  

All primers were designed (using Primer3 software) to span introns where possible and 

specificity was assessed through NCBI BLAST. Dissociation curves had a single peak with an 
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observed Tm consistent with the intended amplicon sequences. Primer efficiency was calculated 

through serial dilutions and construction of a standard curve. 

Phrenic motoneuron back-labeling and tissue collection 

A separate group of rats were bilaterally, intrapleurally injected with cholera toxin b-

subunit (25 µg/side, Calbiochem, Billerica, MA) to retrogradely label phrenic motoneurons as 

described previously (21-26). Three days later, rats were exposed to IH-1 (n=6) or normoxia 

(n=6) and 20 hours later were transcardially perfused with cold phosphate buffered saline (PBS, 

0.01 M, pH 7.4, Thermo Fisher Scientific, Waltham, MA) followed by 4% paraformaldehyde 

(PFA, Thermo Fisher Scientific, Waltham, MA). After perfusion, brains and spinal cords were 

immersion-fixed in 4% PFA in 0.01 M PBS overnight at 4° C, then saturated in 20% and 30% 

sucrose at 4°C. 

Immunofluorescence 

The cervical spinal cord (C3-C6) was cut into 40 µm sections using a freezing microtome 

(Leica, SM 2000 R). Free-floating sections were washed and non-specific binding sites were 

blocked (1 hr) with 1% bovine serum albumin (BSA, Research Products International 

Corporation, Mount Prospect, IL). Tissue sections were incubated in the following antibodies (16 

hrs, room temperature, 0.1% BSA):  phospho-p38 MAPK antibody (rabbit, 1:250, Cell 

Signaling, Danvers, MA), anti-cholera toxin B (goat, 1:5000, Calbiochem, Billerica, MA) and 

CD11b (mouse, 1:200, AbD Serotec, Raleigh, NC). The following day, tissues were washed and 

incubated in the respective secondary antibodies (2 hrs, room temperature): AlexaFluor 488 

donkey anti-rabbit (DAR, 1:500, Invitrogen, Grand Island, NY), AlexaFluor 647 donkey anti-

goat (DAG, 1:1000, Invitrogen, Grand Island, NY), and AlexaFluor 594 donkey anti-mouse 

(DAM, 1:1000, Invitrogen, Grand Island, NY). Sections were washed and mounted with anti-
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fade solution (ProLong Gold anti-fade reagent, Invitrogen, Grand Island, NY). Negative controls 

were run concurrently to ensure specific labeling. No staining was evident in any of the control 

tissue sections. 

Image processing. All immunofluorescent images (1024 x 1024 pixels) were viewed using a 

Nikon C1 laser scanning confocal microscope with lambda strobing in the Nikon EZ-C1 Gold 

(Version 3.80) confocal imaging software (2 µm step increments for z stacks). All image pairs 

(IH-1 vs. Nx sections) were adjusted identically for contrast and brightness in the Nikon EZ-C1 

FreeViewer Gold software. 

Data Analysis 

Electrophysiology. Physiological variables and peak amplitude of integrated phrenic nerve 

activity was averaged for 30 bursts for baseline, during the short-term hypoxic response (within a 

hypoxic episode), and at 60 and/or 90 min post-AIH. Changes in phrenic nerve burst amplitude 

were normalized to baseline values and expressed as a percent change from baseline.  

Statistical comparisons for short-term hypoxic responses were made for minute two of 

the first hypoxic episode with a t-test or One-Way ANOVA on Ranks (p38 MAPK data). An 

ANOVA on Ranks was used for the p38 MAPK data since these data failed normality/equal 

variance. 

Statistical comparisons for changes in phrenic burst amplitude post-AIH were made using 

a Two-Way ANOVA with a repeated measures design and Fisher LSD post-hoc tests (Sigma 

Stat version 11, Systat Software, San Jose, CA). Differences were considered significant if 

p<0.05. All values are expressed as means ± 1 SEM. 

 



376 
 

 

Gene Expression. Gene expression data were analyzed based on a relative standard curve 

method, as previously described (10, 27). Statistical significance was determined for each gene 

by a One-Way ANOVA with Fisher LSD post-hoc test for individual comparisons (Sigma Stat 

version 11, Systat Software, San Jose, CA). Differences were considered significant if p<0.05. 

All values are expressed as the mean ± 1 SEM. 



377 
 

 

RESULTS 

IH-1 abolishes AIH-induced pLTF 

IH-1 pretreatment had no significant effect on blood pressure, body temperature, or blood 

gases (Table 1). As expected, decreased inspired oxygen significantly decreased PaO2, pH, and 

mean arterial pressure in both normoxic and IH-1 pre-treated groups versus time controls. 

However, time controls did have a slightly lower pH at 60 min versus the IH-1 and normoxia 

groups. IH-1 also had no effect on the magnitude of the short-term hypoxic phrenic response (Fig 

1A, B, D). 

Normoxia pre-treated rats exhibited normal pLTF 60 min post-AIH (p<0.001, Fig 1A), 

whereas pLTF was not evident IH-1 pre-treatment (p=0.866, Fig 1B). Further, there was no 

apparent pLTF in time control rats (no AIH) pre-treated with IH-1 or normoxia (p=0.320, Fig 

1C). At 60 min, phrenic nerve amplitudes in Nx + AIH treated rats were significantly greater 

than IH-1 + AIH treated rats (p<0.001) and time control rats (p<0.001), while there was no 

significant difference between IH-1 + AIH and time control rats (p=0.336). 

IH-1 elicits cervical spinal inflammation 

To examine whether IH-1 induced spinal inflammation, inflammatory gene expression 

was assessed in cervical spinal cord homogenates and immunomagnetically isolated microglia. 

In homogenates, IH-1 increased iNOS mRNA above normoxic controls (p=0.010; Fig 2A). In 

microglia, IL-1β mRNA was increased (p<0.001) versus normoxic controls (Fig 2B). No other 

genes examined (IL-6, TNFα, and COX-2) were significantly changed in either homogenates or 

microglia (p>0.05, Fig 2). 

Since the inflammatory response is dynamic, inflammatory gene expression was also 

examined in homogenates and microglia immediately following the 8 hour IH exposure. At this 
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earlier time point in homogenates, IL-6 mRNA was significantly greater than IL-6 gene 

expression the next day (i.e. IH-1; p=0.017), but it was not significantly different from normoxic 

controls (p=0.07). Thus, there is a transient, early increase in IL-6 mRNA that returned to control 

levels the next day (Fig 2A). In microglia, IL-1β gene expression was significantly increased 

after 8 hours of IH (p<0.001) versus normoxic controls and was maintained until the next day. 

There was no significant difference between IL-1β mRNA immediately following 8 hours of IH 

and IH-1 (p=0.753). Homogenate iNOS gene expression was not significantly different from 

normoxic controls (p=0.624) at this early time point, but there was a small, yet significant 

reduction in iNOS gene expression versus IH-1 (p=0.008), suggesting small, dynamic changes in 

iNOS gene expression after 8 hours of IH. 

Ketoprofen restores pLTF after IH-1 

We hypothesized that systemic administration of the non-steroidal anti-inflammatory 

drug, ketoprofen, would restore pLTF by reducing systemic inflammation. Rats were divided 

into three groups where they were exposed to normoxia or IH-1, and ketoprofen was 

administered 3 hours prior to beginning AIH protocols. Two groups received AIH: Nx + keto 

and IH-1 + keto. The third group was a time control and did not receive AIH (time control + 

keto; 3 Nx, 3 IH-1). There was no significant difference between these three groups for body 

temperature (p=0.514). As expected, AIH caused significant reductions in PaO2 and mean 

arterial pressure during hypoxic episodes versus baseline (p<0.001). There was also a significant 

reduction in arterial pH in the IH-1 + keto group during hypoxia versus 60 min post-AIH 

(p=0.001). PaO2 in the Nx + keto group did not fully recover to baseline levels 60 min post-AIH 

(p=0.002); it was significantly different from IH-1 + keto (p=0.004) and time control + keto 

(p=0.001) at 60 min post-AIH. However, since PaO2 was >180 mmHg at all times, we do not 



379 
 

 

believe this PaO2 fluctuation affected our results. PaCO2 was also significantly higher at 60 min 

post-AIH for the IH-1 + keto group versus baseline (p=0.038), and during hypoxia (p=0.002), 

but it was not different from the other groups at this same time point, reflecting higher group 

variability and remained within acceptable levels (see Methods). 

Ketoprofen (12.5 mg/kg, i.p., 3 hours prior to AIH) restored pLTF (Fig 3) and had no 

significant effects on the short-term hypoxic phrenic response between Nx + keto and IH-1 + 

keto treated animals (p=0.215, t-test, Fig 3D). Nx + keto treated rats exhibited normal pLTF (Fig 

3A, E: p<0.001) that was significantly greater than the time control + keto group (p=0.003), 

which did not exhibit significant changes in phrenic burst amplitude over the course of an 

experiment (Fig 3E). IH-1 + keto rats exhibited significant AIH-induced pLTF (p<0.001), and 

this effect was not different from the Nx + keto group (p=0.221). pLTF in the IH-1 + keto group 

was significantly greater than the time control + keto group (p<0.001; Fig 3E). 

Spinal p38 MAPK inhibition restores pLTF after IH-1  

We next tested the role of spinal p38 MAPK in pLTF impairment following IH-1. We 

targeted p38 MAPK since it is an enzyme activated by multiple pro-inflammatory molecules that 

can subsequently trigger additional inflammation. Intrathecal application of the p38 MAPK 

inhibitor (SB 202190, 1 mM) caused no immediate alteration in phrenic burst amplitude or other 

physiological variables. 

 As expected, PaO2, pH and mean arterial pressure were affected by hypoxia during AIH 

(p<0.001). Body temperature in the Nx + veh (p<0.05) and IH-1 + veh (p<0.01) groups 

significantly decreased during hypoxia, but returned to baseline values by the end of the 

experiments. Small PaO2 variations beyond those hypoxic episodes occurred, but PaO2 remained 

>180 mmHg in all cases. Differences in pH and mean arterial pressure were also evident in some 
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groups, but remained above acceptable levels (see Methods). These changes were observed in all 

treatment groups and likely reflect time-dependent changes in this experimental preparation. 

 Spinal p38 MAPK inhibition did not affect the short-term hypoxic phrenic response, but 

restored pLTF in IH-1 pre-treated rats (Fig 4). The hypoxic response magnitude was not different 

between any AIH treated groups (p=0.948; Fig 4D). Spinal p38 inhibition did not affect pLTF in 

normoxia pre-treated rats (Fig 4A, E). Nx + veh and Nx + p38 inhib treated rats both exhibited 

significant pLTF (p<0.001) 60 min (data not shown) and 90 min post-AIH (Fig 4E) and were not 

different from each other at either time point (60 min: p=0.382 and 90 min: p=0.266). Spinal p38 

MAPK inhibition significantly enhanced pLTF in IH-1 pre-treated rats (both p<0.001, Fig 4B, 

E). This pLTF was significantly greater than time control + veh (60 min: p=0.029; 90 min: 

p=0.008) and time control + p38 inhib rats (60 min: p=0.003, 90 min: p<0.001). With IH-1 + p38 

MAPK inhibition, AIH-induced pLTF was significantly greater than in IH-1 + veh at 60 min 

(p=0.046) and 90 min (p=0.018) post-AIH, but was not significantly greater than in Nx + veh (60 

min: p=0.890; 90 min; p=0.289) or Nx + p38 pre-treated rats (60 min: p=0.487, 90 min: 

p=0.289). In contrast, IH-1 + veh rats did not express significant pLTF at 60 min or 90 min. 

Increased phosphorylated p38 MAPK protein levels in motoneurons and microglia  

Since spinal p38 MAPK inhibition restores pLTF after IH-1, we evaluated dually 

phosphorylated (activated) p38 MAPK expression after IH-1 via immunofluorescence. At low 

magnification (20X), some phospho-p38 MAPK positive cells were appreciated in normoxia 

treated rats that co-localized with both Cholera Toxin B labeled phrenic motoneurons and 

CD11b (used to identify microglia) of the C3-C6 ventral horn (Fig 5A, top). After IH-1, 

qualitatively more phrenic motoneurons and adjacent microglia were visibly positive for 

phospho-p38 MAPK, and the intensity of staining within individual cells appeared increased (Fig 
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5A, bottom). This difference between normoxia and IH-1 is more evident in higher 

magnification images of the phrenic motor nucleus region (100X, Fig 5B; from boxed region in 

Fig 5A). This immunofluorescence analysis suggests that IH-1 increased activated p38 MAPK in 

both microglia and identified phrenic motoneurons. 
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DISCUSSION 

Although inflammation is prominent in nearly all clinical disorders, little is known 

concerning how inflammation alters the neural control of breathing. Here, we studied a novel 

inflammatory stimulus induced by 8 hours of nocturnal intermittent hypoxia. We demonstrate 

that even one “night” of intermittent hypoxia elicits spinal inflammation that undermines AIH-

induced pLTF. One key molecule in pLTF impairment is p38 MAPK. This is the first 

demonstration of a physiologically relevant stimulus (IH-1) impairing respiratory motor 

plasticity because of spinal inflammation. Further, this is the first demonstration that spinal p38 

MAPK is a critical link between inflammation and pLTF impairment. Thus, p38 MAPK is a 

molecule of considerable interest as modest protocols of intermittent hypoxia have considerable 

promise as a treatment for diverse clinical disorders that impair movement (e.g. spinal injury and 

ALS; (28)). 

The surprising results presented here have profound implications concerning the potential 

impact of even one night of sleep apnea, particularly in individuals with sub-clinical OSA. In 

such individuals, exacerbating factors such as alcohol consumption or acute respiratory infection 

may tip the balance, leading to a night of obstructions and sleep apnea. Based on our results, 

even transient OSA may trigger inflammation, undermining mechanisms of compensation (e.g. 

pLTF or LTF in upper airway motor pools). The result may be a positive feedback loop, where 

one night of OSA leads to the next. This concept is worthy of additional investigation. 

The IH-1 protocol used here differs from other protocols of chronic intermittent hypoxia 

(CIH). CIH enhances carotid body hypoxic sensitivity (29-32), but these CIH protocols were 

considerably longer in duration than IH-1. Although the extent of carotid body inflammation is 

not known in either the earlier studies using CIH or in our study after IH-1, it is possible that 
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CIH elicits qualitatively different or greater systemic inflammation than IH-1, thereby increasing 

carotid body sensitivity and increasing the hypoxic ventilatory response. The lack of change in 

the short-term hypoxic response following IH-1 is consistent with the hypothesis that IH-1 is not 

sufficient to elicit such profound carotid body plasticity. 

Differences in the type or magnitude of inflammation induced by CIH versus IH-1 may 

also account for differences in the effect of intermittent hypoxia pre-conditioning on AIH-

induced pLTF. Longer CIH protocols (5 min hypoxic episodes, 5 min intervals, 12 hours/day, 7 

days, during the active period) that enhance pLTF (33) and ventilatory LTF (34, 35) may be due 

to differences in inflammatory signaling molecules or increased expression of trophic factors 

known to promote respiratory plasticity (22, 25, 36). After IH-1, the negative effects of 

inflammation may predominate, disturbing critical features of the respiratory control system, 

including respiratory motor plasticity. The presence of absence of respiratory plasticity after 

prolonged intermittent hypoxia may be determined by the duration of intermittent hypoxia 

exposure, diurnal variation of episodes, state of the inflammatory cascade, expression of pro-

plasticity molecules (e.g. growth/trophic factors), or other as yet undetermined factors (15). 

A fundamental understanding of the mechanisms that undermine AIH-induced motor 

plasticity is of considerable interest to many clinical disorders. For example, repetitive (low 

dose) intermittent hypoxia has been therapeutically used to restore respiratory motor function in 

rodent models of cervical spinal injury (23) and ALS (37), as well as in humans with chronic, 

incomplete spinal injuries (38). Similarly, therapeutic intermittent hypoxia is restorative for non-

respiratory motor functions, such as leg strength (39) and walking (23, 40) in both rodent models 

and humans with chronic, incomplete, spinal injuries. Since patients with spinal injury and ALS 

are prone to systemic infections and inflammation, inflammation may undermine the therapeutic 
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efficacy of low dose intermittent hypoxia. Here, we have begun to elucidate the means of 

counter-acting inflammation and its impact on AIH-induced motor plasticity. This knowledge 

may be of considerable benefit in using low dose intermittent hypoxia as a therapeutic 

intervention in the future. 

 Systemic treatment with ketoprofen restores pLTF, demonstrating that systemic 

inflammation is the essential feature of IH-1 undermining pLTF. Ketoprofen is a potent anti-

inflammatory and analgesic agent used in many species, including humans (41) and rats (42, 43). 

Ketoprofen inhibits prostaglandin and leukotriene synthesis peripherally (44) and centrally (45, 

46). Restoration of pLTF by ketoprofen after IH-1 most likely results from 1) diminished CNS 

inflammation, 2) indirect effects resulting from decreased transduction of inflammatory signals 

via the vagus nerve (47), 3) decreased systemic expression of cytokines that do cross the blood-

brain barrier (48), and/or 4) preventing disruption of the blood-brain barrier which can lead to 

inhibition of synaptic plasticity (49). Whereas the systemic ketoprofen data support the 

hypothesis that inflammation specifically undermines pLTF, a targeted inflammatory treatment 

would be more beneficial since chronic use of anti-inflammatory drugs is associated with 

gastrointestinal problems. Additionally, systemic NSAID treatment does not identify where the 

relevant inflammation occurs.  

Spinal administration of the p38 MAPK inhibitor provides information concerning the 

site of inflammation relevant to impairment of pLTF. Because inflammatory responses are 

complex in their temporal dynamics and the diversity of inflammatory molecules involved, we 

targeted p38 MAPK, which often acts as a convergent, downstream molecule activated by many 

pro-inflammatory molecules, stress, and apoptosis (50). Additionally, p38 MAPK also increases 

posttranslational modification and subsequently transcription of inflammatory molecules (51, 
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52). Data presented here are the first to demonstrate that p38 MAPK is critical in IH-1 

impairment of pLTF. Specifically, activated (phosphorylated) p38 MAPK increases within 

phrenic motoneurons and adjacent microglia. It is not yet clear if p38 MAPK orchestrates the 

relevant inflammation or is a convergent, downstream molecule that directly impairs pLTF; nor 

whether the relevant p38 MAPK is in phrenic motoneurons, adjacent microglia or both. Previous 

work has demonstrated increased p38 MAPK in microglia after spinal nerve ligation (53-55), 

spinal cord injury (56), and is associated with other conditions that cause chronic pain (57, 58). 

Additional research is warranted on the cell types involved and the sequence of cellular 

activation.  

The p38 MAPK inhibitor used here (SB 202190) is reported to be a specific inhibitor of 

p38 MAPK (59, 60); however, other p38 MAPK inhibitors with similar chemical structures (e.g. 

SB 203580) directly inhibit cyclooxygenase (COX) activity (61). Although no studies are 

available concerning the actions of SB 202190 on COX activity, we cannot rule out COX 

inhibition as a contributor to pLTF restoration after IH-1. Regardless, we clearly demonstrate 

that relevant inflammatory processes are localized within the cervical spinal cord after IH-1. 

In conclusion, we demonstrate a profound link between systemic inflammation initiated 

by physiologically relevant intermittent hypoxia and impairment of respiratory motor plasticity. 

Even one night (8 hours) of intermittent hypoxia abolishes pLTF and initiates cervical spinal 

inflammation. We describe initial steps in the process of identifying mechanism(s) whereby 

inflammation impairs plasticity. Systemic anti-inflammatory treatment or spinal p38 MAPK 

inhibitors restore pLTF. 

It is essential to understand the impact of inflammation on the neural control of breathing, 

including respiratory plasticity. In clinical conditions associated with systemic inflammation, we 



386 
 

 

postulate that the inflammation undermines respiratory plasticity, potentially explaining at least 

some differences in results reported in humans with CIH or OSA (15). While it is unclear 

whether plasticity stabilizes or destabilizes breathing, it has become clear that understanding 

links between inflammation and respiratory plasticity are necessary to determine functional 

outcomes and appropriate treatments. Understanding and targeting relevant pro-inflammatory 

molecules may lead to new therapeutic interventions to restore plasticity in breathing and non-

respiratory motor functions in devastating disorders that compromise ventilatory capacity in the 

presence of continual inflammatory activity. 
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FIGURE 1 
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Figure Legend 1 

One night of intermittent hypoxia (IH-1) significantly reduced AIH-induced pLTF.  

Representative integrated phrenic neurograms during AIH protocols for rats receiving normoxia 

(A), IH-1 (B), and time control (no AIH, C). Development of pLTF is evident as a progressive 

increase in phrenic nerve amplitude from baseline (black dashed line) over 60 min in normoxic 

rats, but not in IH-1-treated or time control rats. D. Previous exposure to IH-1 did not alter 

hypoxic responses (76±11%) vs. normoxic (76±8%) treated rats (t-test). E. pLTF was abolished 

after IH-1 (-1±5%, n=6) compared to normoxia (56±10%, n=6). There was no increase in 

phrenic nerve amplitude in time control rats (8±10%, n=6). (***p<0.001 significant difference 

from normoxia, Two-Way RM ANOVA, Fisher LSD post-test).  
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FIGURE 2 
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Figure Legend 2  

One night of intermittent hypoxia (IH-1) increased inflammatory gene expression in the 

cervical spinal cord. A. Homogenate samples isolated from the cervical spinal cord containing 

neurons, astrocytes, and microglia showed an initial increase in IL-6 (1.5±0.2 fold change) 

immediately after 8 hrs of intermittent hypoxia and an increase in iNOS (2.4±0.4 fold change) 

mRNA after IH-1 which were significantly greater than normoxia and samples taken 

immediately after 8 hrs IH. B. Isolated microglia demonstrated a sustained increase in IL-1β 

immediately after 8 hrs IH (2.4±0.2 fold change) and IH-1 (2.4±0.2 fold change) compared to 

normoxic controls. No other inflammatory genes in the homogenate or  microglia samples 

changed significantly at either time point after IH. (**p<0.01, ***p<0.001 significant difference 

from normoxic controls, #p<0.05, ##p<0.01 significant different from IH-1, One-Way ANOVA, 

Fisher LSD post-test).  
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FIGURE 3 
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Figure Legend 3 

Inflammation after one night of intermittent hypoxi a (IH-1) impairs pLTF.  Representative 

integrated phrenic neurograms during AIH protocols for rats receiving normoxia + ketoprofen 

(nonsteroidal anti-inflammatory, 12.5 mg/kg, i.p., A), IH-1 + ketoprofen (B), and time control + 

ketoprofen (no AIH, C). Development of pLTF is evident as a progressive increase in phrenic 

nerve amplitude from baseline (black dashed line) over 90 min in normoxic + ketoprofen and IH-

1 + ketoprofen rats, but not in Time Control + ketoprofen rats. D. Ketoprofen did not alter short-

term hypoxic responses between normoxic (93±9%) and IH-1-treated (116±16%) rats (t-test). E. 

pLTF was not different between normoxic + ketoprofen (34±10%, n=7) or IH-1 + ketoprofen-

treated rats (55±9%, n=6), but was significantly greater than time controls + ketoprofen (-6±7%, 

n=6). (***p<0.001 significant difference from , Two-Way RM ANOVA, Fisher LSD post-test). 
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FIGURE 4 
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Figure Legend 4 

Inhibition of p38 MAPK restored AIH-induced pLTF af ter IH-1, but did not alter the 

hypoxic responses or pLTF in normoxic controls. Representative integrated phrenic 

neurograms during AIH protocols for rats receiving normoxia + p38 MAPK inhibitor 

(SB202190, 1mM, intrathecal) (A), IH-1 + p38 MAPK inhibitor (B), and time control + p38 

MAPK inhibitor (no AIH, C). Development of pLTF is evident as a progressive increase in 

phrenic nerve amplitude from baseline (black dashed line) over 90 min in normoxic + p38 

MAPK inhibitor and IH-1 + p38 MAPK inhibitor rats, but not in Time Control + p38 MAPK 

inhibitor rats. D. Inhibition of p38 MAPK did not alter short-term hypoxic responses between 

normoxic + veh (123±17%), IH-1 + veh (100±19%), Nx + p38 inhib (100±17%), and IH-1 + p38 

inhib (108±7%) rats (t-test). E. At 90 min post-AIH, IH-1 + vehicle (11±14%) was significantly 

reduced compared to normoxic + vehicle (57±19%), normoxic + p38 inhibitor (73±15%), and 

IH-1 + p38 inhibitor (58±2%), but was not different from time controls + vehicle (13±11%) or 

time controls + p38 inhibitor (-7±13%). After p38 inhibitor, there was no difference between rats 

treated with IH-1 or normoxia. (*p<0.05, **p<0.01, ***p<0.001 significantly different from time 

control + vehicle; ###p<0.001 significantly different from time control + p38 inhibitor; 

@p<0.05, @@p<0.01, @@@p<0.001 significantly different from IH-1 + vehicle; Two-Way 

RM ANOVA, Fisher LSD post-test). 
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FIGURE 5 
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Figure Legend 5 

Phospho-p38 MAPK immunofluorescence is evident in back-labeled phrenic motoneurons and 

microglia of the ventral cervical spinal cord after IH-1, but not after normoxia. A. Confocal 

images (20X) show representative phospho-p38 MAPK (green) staining in the ventral cervical 

spinal cord after IH-1 (n=6), which co-localized with back-labeled phrenic motoneurons 

(Cholera Toxin B, blue) and CD11b (microglia label, red). Minimal staining was evident after 

the normoxia treatment (n=6, bottom panels). B. Higher magnification (100X) from the boxed 

area in A. of the phrenic motor nucleus clearly shows co-localization with phrenic motoneurons 

and microglia after IH-1 (top panels). Less co-localization is evident after normoxia (bottom 

panels). 
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TABLE 1 
 

Time 
Treatment 
Group Temperature PaO2 PaCO2 pH MAP 

Baseline Time Control 37.7±0.1 343±12 47±1 7.336±0.006 121±5 
  IH-1 + AIH 37.7±0.1 328±17 45±1 7.364±0.008 116±7 

  Nx + AIH 37.5±0.2 325±20 45±1 7.371±0.005 120±5 

            

Hx Time Control 37.6±0.1 346±5 46±1 7.330±0.008 118±6 
  IH-1 + AIH 37.6±0.1 42±2 46±1 7.350±0.008 66±9 

  Nx + AIH 37.3±0.1 36±2 45±1 7.343±0.005 64±7 

            

60 min Time Control 37.5±0.1 347±3 47±1 7.343±0.012 114±7 
  IH-1 + AIH 37.6±0.1 347±10 45±0.5 7.391±0.010 112±7 

  Nx + AIH 37.4±0.2 308±15 45±1 7.371±0.005 115±7 
a= p<0.001 diff from all other 
HX groups 
b= p<0.05 from TC within 60 
min 
bb = p<0.01 from TC within 60 
min 

 

 

Table 1 Legend 

Physiological variables for Sprague-Dawley 211 rats during electrophysiological 

experiments after IH-1 and normoxia with AIH (acute intermittent hypoxia), or time control. 
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TABLE 2 
 

Time 
Treatment 
Group Temperature PaO2 PaCO2 pH MAP 

Baseline Time Control 37.2±0.1 342±5 43±2 7.380±0.010 102±4f 
  Nx, keto + AIH 37.4±0.1 325±13 44±1 7.376±0.006 110±5 

  
IH-1, keto + 
AIH 37.4±0.1 340±5 43±1 7.365±0.009 116±3 

            

Hx Time Control 37.3±0.1 339±4a 43±2 7.381±0.010 102±3a 

  Nx, keto + AIH 37.3±0.1 37±2b 44±1 7.367±0.010 55±5b 

  
IH-1, keto + 
AIH 37.4±0.1 37±1b 42±1 7.367±0.010e 54±3b 

            

60 min Time Control 37.3±0.1 330±4 43±2 7.389±0.010 100±4 

  Nx, keto + AIH 37.4±0.1 296±11a,c 44±1 7.376±0.010 104±4 

  
IH-1, keto + 
AIH 37.4±0.2 327±8 44±1d 7.376±0.006 107±6 

a= p<0.001 diff from all other groups within time point 
b= p<0.001 different from other time points within group 
c = p<0.01 different from baseline within group 
d = p<0.05 different from other time points within group 
e = p<0.01 different from other time points within group 
f = p<0.05 different from IH-1, keto + AIH within time 
point 
 
 

 

Table 2 Legend 

Physiological variables for Sprague-Dawley 211 rats during electrophysiological experiments 

after IH-1 and normoxia with AIH (acute intermittent hypoxia), or time control and systemic 

treatment with ketoprofen. 
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TABLE 3 
 

Time 
Treatment 
Group Temperature PaO2 PaCO2 pH MAP 

Baseline 
Time Control, 
veh 37.6±0.2 331±91 45±1 7.364±0.005 124±2 

  Nx, veh 37.3±0.1 310±12 45±1 7.355±0.011 117±5 
  IH-1, veh 37.3±0.3 311±9 45±1 7.337±0.013 128±5 
  Nx, p38 37.5±0.1 328±3 44±1 7.367±0.0074 124±6 
  IH-1, p38 37.2±0.1 322±10 44±1 7.346±0.007 125±7 

  
Time control, 
p38 37.3±0.3 312±9.5 45±1 7.324±0.0183 134±31 

            

Hx 
Time Control, 
veh 37.6±0.1 328±52 45±1 7.361±0.005 123±32 

  Nx, veh 37.3±0.1 38±1a 45±1 7.341±0.014 62±7a 
  IH-1, veh 37.2±0.3 40±1a 46±1 7.322±0.0143 71±7a 
  Nx, p38 37.4±0.1 35±1a 44±2 7.339±0.012b,3 63±6a 
  IH-1, p38 37.2±0.1 38±1a 45±1 7.332±0.011 67±5a 

  
Time Control, 
p38 37.2±0.2 311±102 45±1 7.329±0.014 134±32 

            

60 min 
Time Control, 
veh 37.6±0.1 315±10 44±1 7.381±0.008b,c 118±3 

  Nx, veh 37.5±0.1 297±11 45±1 7.359±0.009 107±5 
  IH-1, veh 37.5±0.2 305±11 45±1 7.339±0.017c,3 115±5 
  Nx, p38 37.6±0.1 305±5b 45±1 7.362±0.010c 119±5 
  IH-1, p38 37.5±0.1 299±8b 44±1 7.348±0.005c 114±4b 

  
Time Control, 
p38 37.2±0.2 308±12 45±1 7.343±0.0143 121±5a 

90 min 
Time Control, 
veh 37.6±0.1 327±31 44±1 7.388±0.007b,c 117±6 

  Nx, veh 37.5±0.1 295±9 45±1 7.361±0.009c 108±4 
  IH-1, veh 37.3±0.2 300±10 46±2 7.341±0.024c 113±5 
  Nx, p38 37.5±0.1 308±4b,d,3 44±2 7.367±0.011c 116±6b 
  IH-1, p38 37.5±0.1 303±7 45±1 7.359±0.006c 109±4b 

  
Time Control, 
p38 37.4±0.2 307±11 45±1 7.376±0.011b,c 123±41 
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Table 3 Legend 

Physiological parameters for Sprague-Dawley rats during electrophysiological experiments after 

IH-1, normoxia, or time control and spinal inhibition of p38 MAPK (SB202190, 1mM). 

a= p<0.001 diff from all other time points within treatment group 

b= p<0.05 different from baseline within treatment group 

c = p<0.05 different from Hx within treatment group 

1 = p<0.05 different from Nx, veh within time point 

2 = p<0.001 different from treatment groups receiving AIH within Hx 

3 = p<0.01 different from Time Control, veh within time point 

4 = p<0.05 different from Nx, p38 and Nx, veh 
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METHODS 

Materials 

Hank’s Buffered Salt Solution (HBSS) was purchased from Cellgro (Herndon, VA). 

Glycoblue reagent was purchased from Ambion (Austin, TX).  Oligo dT, Random Primers, and 

RNAse inhibitor were purchased from Promega (Madison, WI).  Power SYBR green was 

purchased from Applied Biosystems (Foster City, CA). DEPC and TRI reagent were purchased 

from Sigma Aldrich (St. Louis, MO). Percoll was purchased from GE Healthcare (Waukesha, 

WI).  DNase was purchased from Worthington Biochemicals (Lakewood, NJ). MMLV reverse 

transcriptase, and RNase AWAY were purchased from Invitrogen (Carlsbad, CA).   

Animals  

Experiments were performed on adult, male, C57/BL6 (Harlan Laboratories, Madison, 

WI mice, weighing 25-28g.  Mice were randomly assigned to intermittent hypoxia or room air 

groups.  Mice were housed in clear polycarbonate cages under standard conditions conditions, 

with a 12 hour light/dark cycle (6:00am-6:00pm) and ad libitum food and water. All protocols 

were approved by the University of Wisconsin Institutional Animal Care and Use Committee All 

efforts were made to minimize animal distress and reduce the numbers used, while permitting the 

formation of statistically reliable conclusions. 

Intermittent Hypoxia (IH) Exposure 

All animal exposures were performed using a commercially-designed system 

(BioSpherix, Redfield, NY), as previously described (Chapter 5).  Briefly, animals were housed 

in standard polycarbonate cages with access to food at water ad libitum and maintained in a 

specialized chamber (12x20x30) connected to a computer controlled system that continuously 

measures oxygen and carbon dioxide concentrations and changes the gas profile by controlling 
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gas outlets (Oxycycler model G2 and Watview software).  During the sleep cycle (light-on 

hours), oxygen concentrations were modified to generate a cyclical pattern of either 6% or 21% 

oxygen every 90 seconds (intermittent hypoxia). During their awake period (lights-off), O2 

concentration was maintained at a steady 21%.  During the IH exposure, the rapid airflow was 

sufficient to prevent CO2 accumulation, and during the normoxia period, room air was 

periodically flushed through the system maintain a CO2 concentration below 0.3%.  Normoxic 

control animals were either housed outside of the hypoxia chamber in room air.   

Immunomagnetic Microglia (CD11b+) Cell Isolation from IH Treated Mice ± LPS 

Mice were exposed to 1, 4, 7, 14, or 28 days of IH.  13±1.5 hours after the last hypoxic 

exposure CD11b+ cells were isolated using previously described methods1,2.  Briefly, mice were 

euthanized with an overdose of isoflurane and perfused with cold 0.1M PBS.  The whole brain 

minus (the cerebellum, medulla, and olfactory bulbs) or the frontal cortex and hippocampus were 

dissected out and dissociated into a single cell suspension using 0.7mg/ml Papain and 50µg/ml 

DNase in HBSS.  Myelin was removed by high speed centrifugation at 850g in a 26% solution of 

Percoll in 1X PBS.  CD11b+ cells were tagged with an anti-CD11b antibody conjugated to a 

magnetic bead.  Magnetically-tagged CD11b+ cells were isolated using MS columns according 

to the Miltenyi MACS protocol.  Reagents were kept chilled at 4°C and cells were kept on ice 

whenever possible to preserve microglial phenotypes.  We have previously shown, this method 

results in a >97% pure CD11b+/ CD45low cell population1,2, and thus, this population will 

subsequently be referred to as “microglia.”  

RNA extraction/ reverse transcription 

RNA was extracted from immunomagnetically isolated microglia according to the 

TriReagent protocol, with the addition of Glycoblue during the isopropanol incubation. First-
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strand cDNA was synthesized from total RNA using MMLV Reverse Transcriptase, and an 

oligo(dT)/random hexamer cocktail.  cDNA was used for qRT-PCR analysis.   

Quantitative-Real Time PCR:   

cDNA was used in real-time quantitative PCR with Power SYBR Green using either the 

ABI StepOne or ABI 7500 Fast system (Applied Biosystems/Life Technologies). Primers (Table 

1) were designed using Primer 3 software and the specificity was assessed through NCBI 

BLAST.  Primer efficiency was tested through the use of serial dilutions. Verification that the 

dissociation curve had a single peak with an observed Tm consistent with the amplicon length 

was performed for every PCR reaction.  CT values from duplicate measurements were averaged 

and normalized to levels of the ribosomal RNA, 18s.  Relative gene expression was determined 

using the ∆∆CT method3.    

Statistical analyses:   

When comparing two population means, statistical inferences were made using a 

Student’s t-test.  IH-treated animals are compared to matched normoxic controls that were 

harvest at the same time as the IH treated animals. All statistical analyses were performed in 

SigmaPlot (Sigma Stat version 11(Systat Software, San Jose, CA).  Statistical significance was 

set at p < 0.05.  Mean data are expressed + 1 SEM.   
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FIGURE 1 
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Figure Legend 1 

Microglia isolated from mice exposed to 1 or 4 days of IH do not exhibit increased pro-

inflammatory gene expression 

Mice were exposed to Nx, 1 or 4 days of IH.  13±1.5 hours following the last hypoxic exposure 

mice were sacrificed microglia for immunomagnetic microglia isolation from frontal cortical and 

hippocampal tissues.  (A) Fold change of frontal cortical microglial pro-inflammatory gene 

expression following 1 day of IH relative to normoxic controls. (B) Fold change of hippocampal 

microglial pro-inflammatory gene expression following 1 day of IH relative to normoxic 

controls. (C) Fold change of frontal cortical microglial pro-inflammatory gene expression 

following 4 days of IH relative to normoxic controls. (D) Fold change of hippocampal microglial 

pro-inflammatory gene expression following 4 days of IH relative to normoxic controls. N=3-5. 

Mean fold changes + 1 SEM are presented relative to the normoxic control. Statistical 

significance was determined by a Student’s T-test. * symbol represents statistically significant 

difference from normoxia. *p<0.05; **p<0.01; ***p<0.001 
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FIGURE 2 
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Figure Legend 2 

No changes in microglial inflammatory gene expression was observed following 7 days of IH. 

Mice were exposed to Nx or 7 days of IH.  13±1.5 hours following the last hypoxic exposure 

mice were sacrificed and the whole brain was taken for immunomagnetic microglia isolation.  

Here we present the fold change of microglial pro-inflammatory gene expression relative to 

normoxic controls.  N=8-10. Mean fold changes + 1 SEM are presented relative to the normoxic 

control. Statistical significance was determined by a Student’s T-test.  
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FIGURE 3 
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Figure Legend 3 

Microglia isolated from mice exposed to IH-14 exhibit increased expression of COX2, IFNβ, 

and BDNF. 

Mice were exposed to Nx or 14 days of IH.  13±1.5 hours following the last hypoxic exposure 

mice were sacrificed and the whole brain was taken for immunomagnetic microglia isolation.  

(A) Fold change of microglial pro-inflammatory gene expression relative to normoxic controls. 

(B) Fold change of microglial expression of toll-like receptor and associated proteins. (C) Fold 

change of microglial anti-inflammatory/neurotrophic. N=3-5. Mean fold changes + 1 SEM are 

presented relative to the normoxic control. Statistical significance was determined by a Student’s 

T-test. * symbol represents statistically significant difference from normoxia. *p<0.05; 

**p<0.01; ***p<0.001 
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FIGURE 4 
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Figure Legend 4 

Microglia isolated from mice exposed to IH-28 trend towards increased 

trophic/neuroprotective gene expression.  

Mice were exposed to Nx or 28 days of IH.  13±1.5 hours following the last hypoxic exposure 

mice were sacrificed and the whole brain was taken for immunomagnetic microglia isolation.  

(A) Fold change of microglial pro-inflammatory gene expression relative to normoxic controls. 

(B) Fold change of microglial anti-inflammatory/neurotrophic gene expression relative to 

normoxic controls. N=3-4. Mean fold changes + 1 SEM are presented relative to the normoxic 

control. Statistical significance was determined by a Student’s T-test.  
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TABLE 1 
 

Gene Forward Primer (5’→ 3’)  Reverse Primer (5’→ 3’) 

18S CGGGTGCTCTTAGCTGAGTGTCCCG CTCGGGCCTGCTTTGAACAC 

COX2 TGTTCCAACCCATGTCAAAA CGTAGAATCCAGTCCGGGTA 

IL-6 ACTTCCATCCAGTTGCCTTC GTCTCCTCTCCGGACTTGTG 

IL-1β TCAAAGTGCCAGTGAACCCC GGTCACAGCCAGTCCTCTTAC 

TNFα TGTAGCCCACGTCGTAGCAA AGGTACAACCCATCGGCTGG 

MIP-1α 
(CCL3) 

TACAGCCGGAAGATTCCACG TCAGGAAAATGACACCTGGCT 

MIP-1β 
(CCL4) 

TGTGATGGATTACTATGAGACCAGC GCCTCTTTTGGTCAGGAATACCA 

TLR4 GAGGCAGCAGGTGGAATTGTAT TTCGAGGCTTTTCCATCCAA 

CD14 GCCAAATTGGTCGAACAAGC CCATGGTCGGTAGATTCTGAAAGT 

TLR2 CGAGTGGTGCAAGTACGAACTG TGGTGTTCATTATCTTGCGCAG 

IL-10 GCCTTATCGGAAATGATCCA TCTCACCCAGGGAATTCAAA 

IFNβ TCTCCATCGACTACAAGCAG GTCTCATTCCACCCAGTGCT 

BDNF TGCTTTACTGGCGTAAGGGAC TCCATCCCTACTCCGGGTG 
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