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Abstract

This thesis will explore the theory and design of a novel variant of the superconducting

nanowire single photon detector (SNSPD). This new detector is dubbed the Supercon-

ducting Delay Line Detector (SCDLD) and is designed to enable the scaling of SNSPDs

to unprecedented sizes while also adding the ability to discern the position of detected

particles. The detection mechanism of the SCDLD is essentially identical to that of the

SNSPD; a superconducting wire is biased near its critical current. When an incident

particle’s energy is absorbed, the local critical current density is surpressed, causing

the wire to revert to its normal state, generating a measureable voltage pulse. In the

SCDLD, this wire is designed to operate as a microstrip rather than an inductor. Now,

an ion event generates a pair of voltage pulses of opposite polarity which travel to op-

posite sides of the microstrip. By measuring the relative delay between their arrivals, it

is possible to calculate where in the detector the event occured.

Because this detector architecture is substantially different from previous those stud-

ied in much of the SNSPD literature, careful attention will be paid to the dynamics of

this detector system. In particular, the subject of latching is revisited, taking into ac-

count the new electrical system our detector comprises. Elements of the device physics

which have not been thoroughly studied in the SNSPD literature will also be treated,

such as the interaction of multiple interleaved detectors operating within close proximity

to one another on a single die. In addition, the new capability of position discernment

allows for unique methods of data collection and analysis compared to existing SNSPD

work which will be studied extensively.
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This new detector technology is developed with an eye towards applications in the

field of materials’ analysis. In particular, time of flight spectrometry of large biomolecules

and atom probe tomography of myriad sample types are both interesting potential ap-

plications for these detectors. With these applications in mind, the work in this thesis

is therefore geared towards the detection of ions which have energies of order 5 to 10

kiloelectronvolts.
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Chapter 1

Introduction

1.1 Thesis Outline

Although there are several variations of experiments which will be presented in this

thesis, the chapters are arranged functionally rather than temporally. The process of

studying this new technology has not always been linear, but every effort will be made

to reconstruct the lessons learned in a coherent, digestible order for the reader. Chapter

1 begins with an outline of the applications we are interested in developing supercon-

ducting detectors for. This section concludes with a description of the current state of

the art technology for the detection of ions in these applications and its performance

metrics. Following this, an overview of the performance parameters we are interested in

addressing will be given.

Chapter 2 begins with a brief survey of superconducting detector technologies, fol-

lowed by a more in-depth explanation of the operational principles of superconducting

nanowire single photon detectors (SNSPDs). This leads into the explanation of how

the superconducting delay line detector (SCDLD) varies from traditional nanowire de-

tectors. From there, the physics of detection and reset will be explored for this device

design. After covering these general theoretical considerations, the motivation and theo-

retical foundation for the experiments carried out on these detectors will be given. These
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sections are meant to instill intuition in the reader to better digest the results presented

in Chapter 5. This chapter concludes by considering possible sources of uncertainty in

our identification of ion event position.

In Chapter 3, a thorough, step by step explanation of the fabrication process for

making SCDLDs will be presented. The tools used in this process are described, followed

by a general process guide. Throughout, special attention will be paid to the various

pitfalls which can severely limit the success of this fabrication process. Other than

the deposition of metal films and ion milling, all of this work was performed in the

Wisconsin Center for Applied Microelectronics. This on campus cleanroom has been a

critical resource in the success of this work.

In Chapter 4, the tools and setups used for measuring our detectors will be described.

This chapter begins with the screening process used to quickly distinguish useful from

deficient detectors. After this multistage screening procedure is detailed, the focus of

this chapter will shift to characterization of SCDLD in ion detecting experiments. First,

basic experiments involving a single detector will be explained. Finally, two experiments

involving multi-detector designs are outlined with an explanation of the goal in each case.

In Chapter 5, the results of all of the experiments described in Chapter 4 will be

presented and explained. We begin with some screening data, showing representative

samples from both successful and unsuccessful detectors. The author’s hope in doing so

is that if future scientists/engineers would like to try and continue this work, some of the

potential failure modes of these detectors will be known ahead of time, saving them both

time and frustration. The results of characterizing single detectors with an ion source

are then presented. Much of this characterization (and the methods for understanding

it) will carry over into the following sections as well. In these later sections, we will
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describe the results of the multi-detector experiments, dubbed the “Pitch Experiment”

and “Pitch Imager”. Finally, we will provide an overview of these results and the outlook

for future work in this technology.

1.2 Ion Detection Applications

1.2.1 Time of Flight Mass Spectrometry (TOF-MS)

The goal of Time of Flight Mass Spectrometry is to measure the mass to charge ratio of

a substance. This is achieved by following the steps shown in Figure 1.1. First, samples

are prepared and placed in a high vacuum environment. An electric field gradient is

created by voltage biasing the sample container (on the left side of each panel) with

respect to a drift tube (the cylinder in the center of each panel). At controlled times,

bits of a sample are ionized (in the illustrated example, this is achieved by applying a

short laser pulse). This marks the beginning of the flight time. The generated ions are

then accelerated down the potential difference between the sample mount and the drift

tube. Once they enter the drift tube, the continue traveling with a constant velocity.

Once they exit the tube, they are detected by a particle detector, which then signals the

end of the flight time. Taking the approximation that the time spent in the drift tube is

much longer than the time taken to reach full velocity in the initial part of the path, the

mass to charge ratio can be calculated from simple kinematics. This results in Equation

1.1.

m

n
= 2e−Vtip(

tflight
fpath

)2 (1.1)
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Figure 1.1: Time of Flight Spectrometry Concept

Where m is the mass of the ion, n is the charge state of the ion, e− is the charge of

an electron, Vtip is the voltage bias on the microtip, tflight is the time of flight for the

ion, and fpath is the length of the flight path from the sample to the detector.

1.2.2 Atom Probe Tomography (APT)

Atom Probe Tomography is a specialized, destructive form of microscopy[19]. The gen-

eral idea is illustrated in Figure 1.2. First, a sample is prepared by shaping the original

material or device into a long, narrow cylinder. This cylinder must then be sharpened

to a microtip with a fine point (with a radius of order 50–200 nanometers). This sample

is then loaded into an ultra high vacuum (UHV) environment and aligned in front of a

detector. A large voltage bias is applied to the sample microtip such that the materials

which comprise the tip are subject to an electric field just below the strength at which
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they would field evaporate. This is illustrated in the upper right panel of Figure 1.2. The

sample tip is then subjected to energetic perturbations at controlled times. This can be

brought on by a laser pulse, or by pulsing the strength of the electric field temporarily.

This perturbation provides enough energy that there is a chance of field evaporating an

atom off of the tip. The goal is to only field evaporate at most a single atom every time;

achieving this in practice is often difficult. This ionized atom is accelerated down the

applied electric field and is collected by a detector, as shown in the bottom left panel

of Figure 1.2. The detector needs to be capable of measuring the time from the energy

perturbation to the detection of the ion as well as the position where the ion hit the

detector. This process is repeated many times over, so that subsequent layers of atoms

in the sample tip are exposed to the evaporating field. By collecting data about the lo-

cation where the ions hit the detector, their trajectory can be calculated reconstructing

where they came from on the sample tip. By keeping track of the order in which ions

reach the detector and using information about their transverse location, an approxima-

tion of the depth in the sample they came from can be reconstructed. Using the time

delay from the energy perturbation to when each ion was detected, the mass to charge

ratio can be calculated for each ion can be calculated using Equation 1.1.

This collected data can then be used to build an atom by atom 3D reconstruction of

the original sample, including the charge to mass ratio of each atom (which in many, but

not all cases can be used to determine that atom’s species). An example of such a 3D

map is shown in Figure 1.3. This process can be used to analyze many different kinds

of materials[18] and has found applications in geology[48], thin film metrology[15], and

more. Although atom probe tomography has reached a point where it is being actively

used for materials analysis, there are still many ways in which it could be improved[30].
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Figure 1.2: Atom Probe Concept

The prospect of using superconducting detectors to improve the performance of atom

probes is not a new idea[30]; the focus of this thesis will be on addressing deficiencies

related to the atom probe’s use of microchannel plates as the main detection element.
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Figure 1.3: Example of 3D Atom Probe Data: Taken from Ultramicroscopy 101[23]

1.2.3 Field Ion Microscopy (FIM)

Field Ion Microscopes can be thought of as the spiritual predecessors to atom probes.

The original field ion microscope was constructed by Erwin Müller in 1951[32] and its

usage marked the first direct observation of individual atoms[40]. The physical method

involved in generating an image using FIM will be described in depth in Section 4.4.1.2.

An example of data taken using FIM is shown in Figure 1.4.

Figure 1.4: Field Ion Microscope Data Example: Taken from Ultramicroscopy 122[47].
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1.3 Ion Detector Technology

1.3.1 Microchannel Plates

The current state of the art technology for detecting ions over a large active area, with

position sensitivity is the Microchannel Plate (MCP). In Figure 1.5 the standard de-

tection configuration is shown where a microchannel plate is placed in front of a delay

line anode. The microchannel plate itself is on top in this image; it consists of a plate

of highly resistive material with a series of holes through it, spaced periodically across

the face. A voltage bias is applied between the front and back faces of the plate. When

an ion strikes the inner wall of one of the channels going through the plate, it releases

secondary electrons. The number of secondary electrons generated follows a Poisson

distribution[11] with a mean yield of λse which depends on the particle energy and

species being detected. These secondary electrons are accelerated down the channel by

the applied voltage bias. Then, each secondary electron collides with the channel walls,

generating its own cascade of secondary electrons. This happens several times before the

resulting cloud of electrons is ejected out the bottom of the microchannel plate, creating

a charge multiplication effect whereby the incoming ion generates of order hundreds of

thousands to tens of millions of secondary electrons (depending upon the design of the

MCP).

This charge cloud is then collected by a pair of perpendicularly oriented delay line

anodes, thus producing a pair of voltage pulses on each anode which propagate to either

end of their respective delay line. Measuring the time of arrival of these pulses at either

read out port of the anode, τ1 and τ2, the ion arrival time can be calculated as:
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Figure 1.5: Microchannel Plate coupled to a Delay Line Anode

τion =
τ1 + τ2

2
− τdelayline (1.2)

where τdelayline is the total electrical length of the delay line. These times are mea-

sured relative to the time when the ion was generated. The position along the delay line

where the charge cloud was collected, xion can be calculated as:

xion = ldelayline
τ1 − τ2

2τdelayline
(1.3)

where xion is measured from the first read out port, and ldelayline is the physical length
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of the anode.

1.3.2 Detector Performance Metrics

1.3.2.1 Position Resolution

Position resolution is a measure of how accurately we can determine where on a detector

an event occurred. The way this manifests in a particular detector depends on its design;

for instance, if a detector is actually made up of an array of smaller detectors which do no

have position sensitivity on their own, but can be separately read out, then the position

resolution is given by the pitch of the detector pixels (that is, the spacing from pixel to

pixel). In the case of both MCPs and the superconducting delay line detectors studied

in this thesis, the position sensing mechanism is a mapping from timing information

to positional. It is therefore necessary to calculate/measure the uncertainty in our

assignment of a ”time of arrival” of pulses coming out of the delay line and then map

this to an effective uncertainty in position.

1.3.2.2 Timing Resolution

In addition to the position uncertainty induced by our uncertainty in the relative delay

between pulses coming out of the delay line, there is also overall timing uncertainty

in Equation 1.2. This is an important parameter, as the ability to accurately measure

the time of flight of an ion is crucial for calculating the mass to charge ratio. This

parameter is going to be related to the aforementioned position uncertainty; if errors in

our timing estimation are correlated between the two readout channels of the delay line,

the relative delay calculation will subtract out those errors, reducing the uncertainty in
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that measurement compared to the time of flight measurement. If the errors between the

two channels are uncorrelated, then the relative delay calculation will have essentially

the same uncertainty as the time of flight calculation.

1.3.2.3 Detection Efficiency

There are two different types of detection efficiency to consider. The first is internal

detection efficiency; this refers to the following situation: assuming a particle (or its

energy) has been absorbed in the active portion of a detector, the internal detection

efficiency is the probability that the detector generates a measurable response. The

second is system detection efficiency. In this case, if a particle is generated as part

of an experiment, the system detection efficiency is the probability that the detector

generates a measurable response regardless of where the ion hits1. Consider the case of

the microchannel plate. If the active area is defined as the channel interior of the plate,

the internal detection efficiency is given approximately by Dintern = 1− e−λse , where λse

is the mean secondary electron yield for the particle being detected. Assuming the ion

image being projected lands fully within the microchannel plate, the system detection

efficiency (ignoring effects such as ion feedback) is approximately Dsys = Achannels
Aionimage

(1 −

e−λse), where the As are areas of the MCP channel openings and ion image.

1Or even if it is deflected before reaching the detector; for instance, if an electrostatic grid is used

to change the ion flight paths, some portion of the ions will collide with the grid and never reach the

detector.
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1.3.2.4 Multi-Hit Discrimination

This parameter deals with the situation where a detector is hit by two events which are

closely spaced in time. For instance, if a microchannel plate is hit by two ions in two

different channels, it is capable of multiplying both and creating two amplified charge

clouds. However, the generated clouds have a reasonably large spatial extent, and the

delay line anodes typically used with MCPs have somewhat poor high frequency proper-

ties. This means that the pulses generated by these clouds often end up overlapping so

that it is impossible to distinguish that there were multiple events. This is exacerbated

by the fact that the gain for each detection event is drawn from a relatively wide distri-

bution (the standard deviation of this distribution is often about equal to the mean of

the distribution). In an ideal detector, it would be possible to distinguish two events no

matter how closely spaced they are in time and/or space.

1.3.2.5 Kinetic Energy Discrimination

In some cases, knowledge of the mass to charge ratio is not sufficient to distinguish

between different species of ions. For instance, the mass to charge ratio of doubly

ionized silicon is essentially equal to the mass to charge ratio of singly ionized nitrogen.

If a detector is energy dispersive (that is, the output varies with particle energy) this

degeneracy can be broken, as the silicon ion will have twice the kinetic energy of the

nitrogen. It would be beneficial, then, to have a detector with at least modest kinetic

energy discrimination. One figure of merit for energy resolution is the Energy Resolving

Power which is defined as the mean energy of a peak divided by the full width at half

maximum of an energy peak. In most atom probe experiments, we expect a maximum
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ion charge state of approximately 4, and so having an energy resolving power of 4 or

better would be extremely useful.

1.3.2.6 Parameter Summary and Targets

In the table below, the parameters discussed above will be listed along with the typical

performance of existing microchannel plates and the target we would like to achieve with

a superconducting detector.

Parameter MCP Value Target Value

Position Resolution (Pixels) 104–105 106

Active Area 40 cm >9 cm

Detection Efficiency 67% (mass dependent) 100%

Maximum Count Rate 10-100 kHz 1 MHz

Energy Resolving Power None ≈ 4

Timing Resolution ≈100 ps ≈ 20 ps

Table 1: Detector Figures of Merit
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Chapter 2

Detector Physics and Operation

2.1 Overview of Superconducting Detectors

We seek to design a superconducting detector which is sensitive to ions in the kiloelec-

tron volt energy range. There are numerous different strategies for detecting energetic

particles/photons with superconductors; however, they can be loosely boiled down into

two different categories: measurement of modulations in the device’s inductance or re-

sistance.

An example of a detector which primarily measures modulations in inductance1 is mi-

crowave kinetic inductance detectors (MKIDs). MKIDs consist of a high-Q resonator

made out of superconducting material; when a particle is absorbed in this resonator,

non-equilibrium quasiparticles are formed which alter the kinetic inductance of the ma-

terial. This causes the center frequency and quality factor of the resonator to shift which

can easily be measured by taking a measurement of the scattering parameters of the res-

onator at or near its equilibrium resonance frequency. The magnitude of this shift is a

smooth function of the amount of energy the particle imparts to the detector. MKIDs

1More precisely, MKIDs measure the modulation of both the real and imaginary parts of a super-

conductor’s conductivity. In this sense, they are actually sensitive to both variations in inductance and

resistance at their resonance frequency. See [26] for more information.
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can therefore be used as energy dispersive detectors (if properly designed).

One example of a detector architecture which primarily measures the modulation of a

superconductor’s resistance is the transition edge sensor (TES). TESs consist of a strip of

superconducting material which is held in a state which is a mixture of superconducting

and normal. This is achieved by operating very near the material’s critical temperature

(Tc) so that its measured resistivity is approximately half of its residual resistivity2 as

shown in Figure 2.1.

The detector is connected in series with a current sensitive element and in series

with a shunt resistance as shown in Figure 2.2. A bias current is applied to the detector.

When the temperature of the detector changes, its resistance shifts, causing some of

the current going through the device to be shunted out through the shunt resistor,

thus changing the current flowing through the ammeter. In a well designed device,

the decrease in current going through the device will cause the device to cool back to

its equilibrium operating temperature. In this way, the device generates a signal that is

proportional to its temperature change (and therefore approximately proportional to the

energy deposited by the particle/photon) and then self-resets. More detailed information

about the operation of TESs can be found in the literature; for example, [27] and [46].

Although both TESs and MKIDs have the appealing property of being energy dis-

persive (and with extremely good energy resolution no less), there are issues with trying

to use them in this application. Firstly, in both cases, it is difficult to imagine a detector

arrangement which could avoid the same pitfalls associated with microchannel plates;

that is, filling the entire area of the detector (or very nearly so) with active sensing

2In actual use, it is beneficial to work a bit below this halfway point in order to increase the dynamic

range available without significantly degrading the linearity of the detector.
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Figure 2.1: Shown above is a simple example of a superconductor’s resistance vs temper-

ature characteristic (normalized to the materials residual resistance and critical temper-

ature, respectively). An orange circle marks the equilibrium temperature the detector

should be held at in order to operate effectively as a transition edge sensor. At this

point, even minute changes in temperature will cause the resistance of the device to

change drastically.

elements. In principle, this could be overcome. However, another, more practical issue,

is that these detectors must be operated at very low temperatures (typically in the range

of 50-100 millikelvin). Reaching these operating temperatures require involved refrig-

eration technology such as adiabatic demagnetization refrigeration (ADR) or dilution

refrigeration (DR). For the ion detecting applications of interest, we constrain our focus

to technologies which can be implemented using only pulse tube coolers; that is, tech-

nologies that can operate at temperatures around 3 Kelvin or higher. Pulse tube coolers
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Figure 2.2: Simplified Transition Edge Sensor Equivalent Circuit

are have reached a maturity to where they are very simple to operate, require limited

maintenance, and are closed cycle, so cryogens do not need to be provided. They can

also be operated continuously, unlike ADRs.

The final type of detector to consider is called a superconducting nanowire single

photon detector (SNSPD). In contrast to the other two detectors, the response of an

SNSPD is not energy dispersive; if an incident particle/photon has sufficient energy, and

event will be triggered. Otherwise, the detector does not respond. It is possible, however,

to vary the bias current in the SNSPD which shifts the minimum energy necessary to

trigger an event[42][43], allowing the detector to make some statistical statements about

the energy distribution of incident particles. The physics of this detector architecture

will be explained in depth in Section 2.2.
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2.2 Superconducting Nanowire Single Photon De-

tector Background

The development of our superconducting delay line detector (SCDLD) is based loosely

on previous work on superconducting nanowire single photon detectors (SNSPDs or

SSPDs). These detectors were an attractive starting point for several reasons; they are

extremely fast, sensitive to single photons of relatively low energy [24], able to operate

at high detection rates [20], and they exhibit very low timing jitter[22]. SNSPDs have

been previously used to detect large, biological ions in the keV energy range[41][53][5].

Additionally, SNSPDs have been used to detect monoatomic species[6] and have been

shown to have an internal detection efficiency of roughly 100%[37].

An SNSPD consists of a very narrow and thin superconducting wire (∼10nm×100nm)

which is biased near its critical current connected to a read-out circuit as illustrated in

Figure 2.3.

Figure 2.3: Illustration of SNSPD with Typical Readout Circuit
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Incident photons are absorbed in the SNSPD and break up cooper pairs and form

a non-equilibrium population of quasiparticles. There are several models for the steps

following. In the simplest explanation, illustrated in Figure 2.4, the energy absorbed

by the photon fully destroys superconductivity in a small region. This “normal-core”

model is an excellent starting point for understanding the dynamics of photodetection in

these devices; however, in recent years more sophisticated models have been developed

[8] which can more robustly predict properties of SNSPDs such as dark-count rates,

energy threshold variation with bias current, et cetera. These models are focused on the

detection of relatively low energy photons, and thus are beyond the scope of this thesis.

Furthermore, some work on the detection of ions in supercunoducting nanowires seems

to confirm this normal-core model’s applicability[43].

There are, however, a number of aspects of the SNSPD design which are suboptimal

when used for ion detection applications. In particular, the cross section of an SNSPD

is typically of order 4 nanometers by 100 nanometers and it is meandered to cover an

area of order 100 µm2 to 1000 µm2[28]. We are interested in detecting particles which

have several thousand times as much energy as the 1550 µm photons which SNSPDs are

usually trying to detect. We therefore have the latitude to design detector with some-

what larger cross sectional areas (thus allowing us to cover a larger active area without

sacrificing detection efficiency). Additionally, the flux of ions which are generated in a

typical time of flight experiment (whether it be TOF-MS, APT, or FIM) is quite dif-

ferent from the flux of photons coming out of a single mode fiber (a common source of

infrared photons for SNSPD experiments). For instance, the density of photons passing

through an SNSPD is often many orders of magnitude higher than the density of ions
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Figure 2.4: ”Normal-Core” Photodetection Mechanism: a) A superconducting wire is

biased with a constant current near its critical current. b) A photon is absorbed in the

wire, breaking up cooper pairs and forming a central core where the wire is no longer

superconducting. c) The bias current redistributes around this normal core. d) In the

strips around the normal core, this redistributed current exceeds the critical current

density, thus causing a normal zone to form that spans the entire cross section of the

wire. The resulting increase in resistance causes the bias current flowing through the

wire to decrease. e) The residual current that is flowing through the wire dissipates heat

in the normal zone, causing it to grow to some equilibrium size.
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we can produce. The number of ions produced initially is much lower, and it is diffi-

cult (and often counterproductive3) to try and focus them onto a tiny spot size like the

one generated by a single mode fiber. All of this is to say that when one is interested

in developing an ion detector, covering a large active area is absolutely necessary. For

comparison, MCPs often have an active area of order 10 cm2 or more.

Figure 2.5: Equivalent Circuit of a Standard SNSPD

3Ion optics is an entire field of study and engineering unto itself; there are many different methods

for focusing or defocusing ion trajectories, but they invariably induce aberrations in the image[7], and,

in the case of electrostatic grids, can induce a loss in system detection efficiency because they have

a non-unity transmissivity. In some applications, these drawbacks are essentially fatal– in APT, for

instance, each ion is evaporated off of the original sample, so there is only one opportunity to detect

it. If the ion instead collides with an electrostatic grid before reaching the detector, that information is

lost forever. In contrast, if one is performing TOF-MS, there are many nominally identical copies of the

ion of interest, and so if some are lost to such losses this is not so critical. Additionally, in something

like TOF-MS, the location where an ion hits the detector (or equivalently, the image generated by the

ions) is of no concern, so aberrations also do not impact the effectiveness of the measurement.
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Although arrays of SNSPDs have been produced[29][51], there are several challenges

involved in trying to scale up from 100 µm2 to 10 cm2. The first of these is a practical

issue; SNSPDs, due to their narrow width, are typically fabricated using electron beam

lithography (EBL). EBL typically writes features in a serial fashion; that is, an tightly

focused beam of electrons is rastered across an exposure field, applying controlled doses

of charge to the sample at each point. In some advanced EBL systems, there may be

several beams which can work in parallel; however, compared to optical lithography (in

which the entire sample is exposed at once, no rastering involved), this process is still

incredibly slow. Therefore, when scaling to much larger active areas, the time to perform

just the lithographic exposure becomes daunting. As mentioned above, we are trying

to detect much higher energy particles in this thesis, so we are able to work with larger

cross sectional areas– and it turns out that it is possible to create our detectors using

only i-Line (365 nm) optical lithography to define our detector patterns.

The second issue with scaling the SNSPD design can be understood by looking at

the equivalent circuit for the SNSPD as shown in Figure 2.5. The left half of the circuit

is the bias and readout electronics which are extrinsic to the actual detector, which

is modeled by the components on the right side. Before a detection event occurs, the

switch which is in series with Lkin is closed so that the bias current (IB) flows through

the detector to ground with no resistance. In this simple model, a detection event is

simulated by opening the switch so that all of the bias current is forced to flow through

a resistor RN which is a stand in for the resistivity of the newly formed hotspot/normal

zone. In reality, the resistance of this normal zone will be a time varying property.

We will simulate these more involved dynamics for our own detector design in section

2.3.1.1. For now, though, it is sufficient to consider only the timescales imposed by the
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electrical parameters. When the switch is opened (a particle/photon is detected), current

is shunted out of the detector and through the RF port of the bias tee, thus generating

a measurable voltage in the read out circuit (marked as a resistor with an impedance

of Z0, typically 50 Ω). In this simplistic SPICE simulation, the rise time of our voltage

signal is determined by the readout impedance, the normal state resistance, and the

inductance of the detector (which is usually dominated by the kinetic inductance, Lkin);

in the real world, the electrothermal dynamics previously alluded to play a large role by

causing RN to vary as a function of time. The fall time is set by the total inductance of

the detector and the read out impedance[33]. These two time scales are as follows:

τrise =
Lkin + Lgeo
Z0 +RN

(2.1)

τfall =
Lkin + Lgeo

Z0

(2.2)

At this point, there are a couple of clear issues. Both the rise and fall time of the

detector pulse scale linearly with the total inductance of the detector4. Because the

inductance scales with length, as a detector is lengthened to cover a larger active area,

two things will happen: 1) The best achievable timing resolution (for some fixed noise

level) will be degraded by the increased τrise and 2) The increased τfall could lead to

issues with ”pile-up”– that is, when detection events are occurring so often that their

pulses overlap. However, this pile-up scenario is actually not the most crucial problem

that arises from a growing τfall.

4By dividing a large detector into multiple, smaller detectors which are connected in parallel with

each other, the total inductance of the entire structure can be maintained at a reasonable level[54].
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Figure 2.6: Simulated Electrical Output from SNSPD

The true significance of increasing τfall can be illuminated by calculating the current

through the detector (Idet) after a detection event. For the following analysis, assume

that the time scales involved are short enough to neglect the effects of the reactive

components in the bias-tee. After the switch opens, the current through the detector

branch falls exponentially towards a value IB
Z0

Z0+RN
. The time constant for this fall is

the same as the rise time of the voltage signal, given in equation 2.1. After some amount

of time (which cannot be calculated from this simple SPICE simulation), the hotspot

may recover. This process is approximated by closing the switch. The current through

the detector (Idet) returns to its starting value of just IB. The time scale over which the

current is returned to the detector is given by equation 2.2. This means that the detector

has some finite recovery time during which there is less than IB flowing into the detector.

As illustrated in Figure 2.4, the detection mechanism relies on there being sufficient bias

current to generate a normal zone across the entire width of the superconducting strip.
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That is, the current flowing through the strip needs to be roughly:

Idet > Icrit
w − 2rnormalcore

w
(2.3)

where w is the width of the strip and rnormalcore is the radius of the area where the

particle/photon’s energy completely destroyed superconductivity. Define a parameter

β such that IB = βIcrit. In a typical nanowire experiment, RN is much greater than

Z0 so that we can take the initial value of Idet after the hotspot heals to be very small

compared to IB. We can now write an approximate expression for the dead time of the

detector:

tdead ≈
Lkin + Lgeo

Z0

log(
βw

βw − w + 2rnormalcore
) (2.4)

Again, this parameter scales linearly with inductance, and therefore with the length

of the detector. Therefore, using the standard SNSPD design, the maximum achievable

countrate will be inversely related to the length (and therefore active area) of the detec-

tor. For instance, the kinetic and geometric inductances of a nanowire can be estimated

by[2]:

Lkin ≈
µ0λ

2
0lwire

2Awire
(2.5)

Lgeo ≈
µ0

2π
lwire(log(

2lwire
r

)− 1) (2.6)

Using rough values for our envisioned device (1µm by 40 nm cross section, made of

Niobium with λ0 ≈ 85nm, this yields an inductivity of 2 µH m−1 to 3 µH m−1. Thus,

if the design goal is to maintain the capability to detect ions at a rate of 1 MHz and
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operate in a regime where we need to restore 95% of the bias current to be sensitive to

these ions, the detector is limited to a length of approximately 6 m. With a fill factor of

50% (this is a very conservative estimate of the necessary fill factor), this translates to an

active area of 0.12 cm per detector, thus requiring at least 150 pixels to cover the target

9 cm. At first blush, this number of pixels seems achievable. However, up to this point

no consideration has been given to the added complication of position sensitivity— the

target resolution for this detector is 1 megapixel, but an SNSPD conveys no information

about where an event occurred within its bounds. This suggests that in order to obtain

this megapixel of resolution, it would be necessary to multiplex 1 million pixels in some

way.

One can envision many different strategies for multiplexing detectors of this type us-

ing strategies such as time domain multiplexing (only reading out O(1) pixel at a time,

or using a more clever codeword scheme) or frequency domain multiplexing (embedding

the detectors in a resonator or attaching bandpass filters with different frequencies to

either end of the nanowire to cause each detector to ring with a distinct frequency).

However, all of these techniques involve trade-offs among the following parameters: de-

tector duty cycle5, readout complexity, detector layout complexity, and heatload to the

cryogenic stage. We therefore seek a more scalable detector architecture which will allow

us to cover a large active area while also maintaining the ability to resolve the position

5In time domain multiplexing, most of the detectors are off at any one time. If the readout system

can chop between detectors fast enough, it is possible to take advantage of the finite length of the pulses

coming out of each detector to catch more of the data being produced by the entire array. However,

the benefit of SNSPDs is that they are fast; here that is a detriment because it requires the readout

electronics to switch between channels more quickly, otherwise pulses are lost.
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of detection events.
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Figure 2.7: An example of a multiplexing scheme in which SNSPDs are connected in

parallel with microwave resonators. When an SNSPD is tripped, current is shunted out

through the resonator circuit which rings at its resonant frequency. The resistor in series

with the inductor is used to control the Q of the resonator so that one can engineer a

trade-off between how long it takes a detector to return to equilibrium and how tightly

spaced each detector/resonator combo can be in frequency space. Each unit cell needs a

relatively large bias inductor (LBias ≈10 nH) to mitigate the impact of detection events

in one cell on the bias current in other cells. The output of this scheme looks similar to

the output from a single normal SNSPD, except the fall time is longer and oscillates at

the center frequency of the resonator. Unlike more traditional frequency multiplexing

schemes, one does not apply microwaves and measure the scattering parameters of the

array; instead, the array generates its own microwaves which are readout through a

summing amplifier. These can then be measured in the time-domain (possibly after

mixing down to near base band depending on the bandwidth of the digitzer used) and

then deconvolved in software.
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2.3 Superconducting Delay Line Detector Concept

In order to solve this conundrum of creating a large, high resolution array of nanowire

detectors, we drew inspiration from microchannel plate readout techniques. That is,

instead of treating the nanowire detector as a lumped inductor which essentially trans-

forms into a lumped resistor, it is modeled as an extended object. Using this model, the

location where the normal zone forms affects the timing properties of the output pulse.

Furthermore, because the detector isn’t constrained to having an extremely small cross

section (because the particles of interest here are much higher energy than in standard

SNSPD experiments) and because the detector does not have to be embedded in a care-

fully tuned optical stack[31, 52], it can now be implemented as a microstrip transmission

line6. In this implementation, voltage edges created by detection events travel with a

well-defined propagation velocity– that is, the detector also acts as a delay line, much

like the anode used with MCPs. This design, along with the readout and bias circuitry

is shown in Figure 2.9. We call this new SNSPD variant the superconducting delay line

detector (SCDLD).

In a superconducting microstrip with a width w, distance about the ground plane h,

thickness t, relative dielectric constant εr, and London penetration depth λL(T )[17], the

characteristic impedance (Z0) and propagation velocity (vprop) are given by equations

2.7 and 2.8, respectively.

Z0 = 120π
h

w
√
εr

√
1 + 2

λL(T )

h
coth

t

λL(T )
(2.7)

6This strategy has been undertaken before[9], however, the method of reading out the detector in

that prior work failed to take full advantage of this design.
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Figure 2.8: Illustration of a superconducting delay line detector. The yellow/orange

band shows where a detection event occured while the green and blue show hypothetical

pulses created by the formation of the normal zone propagating to the upstream readout

circuit (Ch1) and downstream readout (Ch2).

vprop =
Cvacuum√

εr(1 + λL(T )
h

+ λL(T )
h

coth t
λL(T )

)
(2.8)

Where Cvacuum is the speed of light in a vacuum.

We also explicitly note that the London penetration depth is a function of tempera-

ture which can be calculated approximately as[44]:

λL(T ) =
λL(0)√

1− ( T
Tcrit

)4
(2.9)

There are two primary operating modes for the SCDLD. The first, the Avalanche

Mode, is essentially the same as the detection method described for SNSPDs in Section

2.2. On the other hand, in the Linear Mode of operation the detector is biased with a

lower constant current such that the ions of interest no longer have sufficient energy to

completely destroy the superconducting state of the delay line. In this case, the output
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Figure 2.9: Superconducting Microstrip Geometry: In our devices, w >> h and the

thickness of the ground plane is equal to the thickness of the signal trace (t).

of the detector is created by variations in the kinetic inductance of the detector and its

amplitude will vary with input energy.

2.3.1 Avalanche Mode

In the avalanche mode, a bias current very near the detector’s Icrit is sent through the

detector. When energy from an ion is absorbed, superconductivity is entirely destroyed
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and a normal zone is formed, generating a measurable voltage pulse following the same

basic mechanisms shown in Figure 2.4. The output of the detector in this mode is

expected to be the same regardless of the input energy (so long as this energy is sufficient

to trigger the detector). An equivalent circuit is shown in Figure 2.10.

Figure 2.10: Equivalent circuit for an SCDLD operated in the avalanche mode. The

central segment should look familiar; it is the same circuit we used to model an SNSPD

previously. Now, though, large parts of the detector are unaffected by the detection

event and maintain their properties as a transmission line. These segments are modeled

by the two transmission line segments on either side of the normal zone. The resistors

labeled as Z0 are the read out channels which typically have an impedance of 50 Ω.

In our conceptual illustration of the SCDLD in Figure 2.9 the detector response

was depicted as a pair of pulses with a sharp rising edge, and relatively slow falling

edge. However, this is based purely on previous measurements of SNSPD devices which

generate such characteristic time traces. In reality, our detector ”sees” a significantly

different type of load than a traditional SNSPD, so it isn’t immediately clear what

will set the time scales previously defined in equations 2.1 and 2.2. In the equivalent
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circuit, we labeled components with RN ,Lkin, and Lgeo, but the actual value of these

components will depend on the length of the hot spot at any one particular time. It is

therefore necessary to model the electrothermal feedback which drives the growth and

shrinkage of the hotspot in an SCDLD. This is done in the following section.

2.3.1.1 Hot Spot Dynamics Finite Difference Time Domain (FDTD) Simu-

lation

The problem of electrothermal feedback in normal domains inside of superconductors

is a subtle problem which involves a large number of material parameters and non-

linear functions. This problem has previously been treated in a fairly general way[13][1],

yielding some useful results we will employ in our analysis. The first of these is the

definition of the Stekley parameter:

α =
ρrj

2
critd

h(Tcrit − T0)
(2.10)

In the expression above, ρr is the residual resistivty of the superconductor, jcrit is

the critical current density of the superconductor, d is the ratio of the wire’s volume

to its surface area, and h is an effective thermal conductivity between the wire and

the substrate the wire is grown on. This Stekley parameter characterizes the power

dissipated in a normal zone versus the power conducted away into the substrate when

the normal zone is just above the superconductor’s Tcrit and jcrit. If α is greater than 1,

then stable normal zones can be formed above some minimum current density, jp. If it is

less than one, then the current that would be necessary to sustain a normal zone through

joule heating is greater than jcrit of the device itself. Most of the material parameters

in α are relatively easy to measure except for h. However, if α >> 1, its value can be
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estimated as [13]:

α ≈ 2(
jcrit
jp

)2 (2.11)

where jp is the minimum current density at which a normal zone can be sustained

with joule heating. This parameter can now be estimated by taking an IV curve mea-

surement of an unshunted detector; jcrit is a material parameter we know ahead of time

while jp is approximately given by the retrapping curent of the detector. The fact that

there is a retrapping current which is less than Icrit already tells us that stable normal

zones can be developed, and thus α must be greater than 1. Now, the velocity for the

propagation of the domain boundary between the normal and superconducting regions

can be calculated:

vns(Idet) = v0

α( Idet
Icrit

)2 − 2 T−T0

Tcrit−T0√
α( Idet

Icrit
)2 − T−T0

Tcrit−T0
) T−T0

Tcrit−T0

(2.12)

However, the temperature in the superconductor should be a smooth function, so

near the normal zone boundary, T ≈ Tcrit, thus simplifying equation 2.12 to

vns(Idet) = v0

α( Idet
Icrit

)2 − 2√
α( Idet

Icrit
)2 − 1

(2.13)

as shown in [21]. Our analysis continues along the line of thinking laid out in [21] by

identifying

Ṙhs = 2ρrvns(Idet) (2.14)

The static RN from our previous equivalent circuit has been replaced with this Rhs

which is the resistance of the hotspot which can vary in time. This expression enables
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the calculation of the resistance of the hot spot/normal zone which is, approximately,

only dependent on the current in the detector7. This means it is possible to write a

SPICE-type simulation to simulate these dynamics without having to explictly treat

the thermal system. Now, using this equation for a current dependent resistance, a

finite difference, time domain (FDTD) simulation of the circuit shown in Figure 2.11 is

implemented.

For this simulation, the detector/readout/bias system is split into three parts. The

circuit block on the left of Figure 2.11 is the upstream bias and readout circuits along

with the upstream port of the detector. The model has been simplified somewhat–

we make the somewhat crude assumption that we can neglect the reactive components

in our bias tee and just treat the bias as an ideal current source. The circuit block

on the left side of Figure 2.11 is the downstream bias and readout circuits and the

downstream port of the detector. Similarly, the reactive components in the bias tee are

neglected. This implicitly assumes that there is always a current equal to Ibias going

out through the DC port of the bias tee. This is roughly equivalent to assuming that

the DC port has an infinite inductance so that its current can never change. The center

circuit in Figure 2.11 is the portion of the detector where the detection event occured,

and so it contains the normal zone which has a resistance Rhs(t). The inductance and

capacitance per unit length that is present in the region of the normal zone have also

been neglected because their impact on the overall timescales are miniscule compared

7This neglects the possibility of nonlinearity in the thermal conductivity to the substrate and assumes

that the approximation of T ≈ Tcrit is valid
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to the time delays imposed by the transmission lines8. The three circuits are connected

through voltage and current sources which implement the time delays associated with the

long segments of transmission line between the hot spot and the ends of the detector.

This implementation of the transmission lines assumes that our microstrips are very

nearly ideal (no loss, dispersion, et cetera).

It has been previously shown[21] that for an SNSPD to recover without latching

the total inductance of the nanowire (in their case, this is dominated by Lkin) must be

large enough to make the electrical recovery time (which was approximated in equation

2.2) longer than a thermal recovery time. We expect to see a similar, but modified

anti-stability criterion. Now, the specific location of the hotspot’s creation is allowed to

move around within the detector so that the apparent “inductance” will vary with the

detection event’s position. Furthermore, the hotspot is coupled to a transmission line

rather than a lumped inductor. However, the total inductance of the transmission line

between the hotspot and the upstream readout can be calculated as Ldet = Zdetτ1 while

the inductance between the hotspot and the downstream readout is Ldet = Zdetτ2, so at

long times compared to τ1 and τ2 there should be a correspondence between the original

lumped inductor model and the transmission line model. Unsurprisingly, the short time

dynamics do not play out in exactly the same way in the transmission line case; but,

essentially, the expectation is that as the detection event location moves farther from

the edges of the detector, it should be more likely to recover. Additionally, as the

8Simulating the full dyanmics, we typically find a maximum hotspot length of approximately 1000

squares; that is, about 1mm long. This corrresponds to a total geometric inductance of 1nH which

has a characteristic time scale of roughly 20 picoseconds compared to the tens of nanoseconds of delay

imposed by the transmission lines.



37

F
ig

u
re

2.
11

:
S
im

p
li
fi
ed

E
q
u
iv

al
en

t
C

ir
cu

it
U

se
d

in
H

ot
S
p

ot
D

y
n
am

ic
s

S
im

u
la

ti
on



38

150 160 170 180 190 200 210 220 230

Detector Characteristic Impedance ( )

10

20

30

40

50

Io
n 

Im
pa

ct
 P

os
iti

on
 (

ns
)

Figure 2.12: Results from our hot spot dynamics simulation. Cells which are colored

blue indicate that the detector recovers superconductivity while yellow cells indicate

that the detector latched into the normal state and would need to be reset by turning

off the bias current in order to regain superconductivity.

characteristic impedance of the detector transmission line increase, it should become

more likely to recover.

In order to assess the stability of hotspots in various detector designs, a fixed to-

tal electrical length9 is chosen, and the detection event position and the characteristic

impedance of the detector are varied. The FDTD simulation is then run until either 1)

the resistance of the hotspot stabilizes at some non-zero value or 2) the hotspot shrinks

9Which is approximately as long as the devices we make in the real world (60 ns)
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Figure 2.13: Time trace of the readout voltage from the upstream and downstream ports

on the detector along with the time dependent hotspot resistance. In this simulation,

the detector is designed to unconditionally recover; its characteristic impedance is 215 Ω

and the detection event occurs 2 n sec from the upstream readout port.

down to a length of 0, at which point the normal zone is considered to be totally healed.

These results are summarized in the plot shown in Figure 2.12.

As expected, increasing the detector’s characteristic impedance leads to a larger

portion of the detector which will recover after an event. Also as expected, events near

the middle are more likely to recover because of the larger “equivalent inductance” they

see towards each of the read out lines. So, at first blush, it appears that we should

just work with very high impedance detectors and call it a day. However, by examining

the actual dynamics of the system, it becomes apparent that there is a significant trade

off being made here. For example, in Figure 2.13, a detector with a characteristic
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impedance of 215 Ω is simulated. Looking at the chart in 2.12, we see that this detector

should unconditionally recover no matter where the ion impact occurs. Indeed, this is

the case. Unfortunately, though, this comes at the cost of a lengthy recovery process,

during which time the current flowing through the detector is surpressed from it’s initial

value of Ibias. This is completely analogous to the situation in SNSPDs where there

is a finite dead time after an event which scales with the length of the detector. We

therefore do not gain any inherent benefit in τfall over a standard SNSPD. We do,

however, find that τrise is independent on the length of the detector and the position

where an event occurs. Now, the rise time is essentially completely dominated by the

thermally driven growth of the hotspot (described by equation 2.13). This is because the

hotspot essentially only sees the characteristic impedance of the detector as a resistive

shunt to ground (at least at short times compared to τ1 and τ2, which are the most

critical for determining the rise time of the voltage edges) and this resistance has no

dependence on the overall length of the detector nor the location of the detection event

(except for extremely close to the edges where τ1 or τ2 are short compared to the rise

time, which has been experimentally measured to be about 500 picoseconds). There is

a tradeoff, though, in that lower detector characteristic impedances cause the current

to redistribute away from the normal zone more quickly, so that τrise decreases with

decreasing Zdet.

This analysis leaves presents the following options:

• Try to design a detector which will unconditionally recover, at the cost of having

a long recovery time. Additionally, because the readout ports are coupled through

the capacitive port of the bias tees, the waveform will actually consist of a series of

reflected pulses after the intial event pulse, rather than the essentially flat voltage
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edges seen in the FDTD simulation. This could confuse the analysis procedure

somewhat if there is ambiguity between reflected pulses and actual event pulses.

• Try to design a detector which can detect ions below Ip so that it can operate at a

low enough bias to where the detector will not latch regardless of its length or Zdet.

This would be achieved by shrinking the cross section of the detector. This option

is appealing, but we are limited by the lithography tools we have at our disposal,

so it may not be possible to make detectors of an appropriate size. Additionally,

as the width of our detector wire is reduced, the required length of detector we

need to cover the same active area grows. Furthermore, the propagation velocity

will also shrink, meaning that the total required electrical length grows faster than

linearly with decreasing detector width. It is therefore advantageous to work at

the largest width possible.

• Operate the detector in a mode where it is expected will latch. After an initial

event, the detector will remain “dead” until the current flowing through the de-

tector is reduced below Ip for some amount of time, allowing the hotspot to shrink

and return to the superconducting state. This adds complexity to the system;

however, due to the nature of time of flight spectrometry, it may not be a terrible

idea. Because we need to measure the time of flight of the ions we are interested in,

we will know when to expect them to be generated, and so before each repetition

of the TOF experiment, the bias current can be lowered and then reset to prepare

the detector for the next set of ions. We can minimize the time required to shut off

the bias current and then restore it by matching the detector to the characteristic

impedance of the readout/bias circuits (typically 50 Ω). The reset time will then
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be roughly equal to the time required for the hotspot to heal plus the total transit

time of the detector (τ1 + τ2). Our FDTD simulation suggests that the time for

the hotspot to heal is very short, so that the main limiting factor is just the transit

time of the detector. This has the added benefit of suppressing the aforementioned

pulse reflections, thus simplifying readout.

In the end, the decision is not completely in our hands; it turns out that for reasonable

detector dimensions (set by our lithographic capabilities, deposition rates in our tools,

and the energy of particles we are trying to detect), it is most convenient to work within

the third strategy listed above, so we strive to match our detector to 50 Ω.

2.3.2 Linear Mode

Another possible approach is to bias the detector with a current which is so low that

a full normal zone never forms. This type of operation is called the “Linear Mode”.

The idea is to use the energy of an incident particle to break up some portion of the

cooper pairs in the detector, thus altering the kinetic inductance in a small area. Using

Faraday’s law of induction,

E = −dΦB

dt
(2.15)

or, in terms of circuit parameters....

V = − d

dt
(ILtot) (2.16)

This time varying inductance will generate a voltage which can then be detected.

The equivalent circuit for the detector operated in this mode is shown in Figure 2.14.
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Figure 2.14: Linear Mode Equivalent Circuit

It has been suggested[2] that a time varying kinetic inductance should be treated

differently from a time varying geometric inductance and that it may not actually enter

the time derivative in Faraday’s Law of Induction as shown below:

V = −(
d

dt
(ILgeo) + Lkin

dI

dt
) (2.17)

In this case, changes in this parameter will not generate an electric field. This result

is loosely derived by using the Drude model of conductivity. By taking a different

approach, outlined in the Appendix A.1, it can be shown that the voltage generated by

a time-varying cooper pair density is approximately given by

V =
ṅs
ns

(A− ~
q

∂Θ

∂x
)l (2.18)

Which is equivalent to:

V = I
∂Lk
∂t

(2.19)

This suggests that the kinetic inductance does in fact enter the time derivative of
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Faraday’s Law. Now, consider the equivalent circuit shown in Figure 2.15:

Figure 2.15: Simplified Linear Mode Simulation Circuit

It is shown in the Appendix A.2 that the voltage response generated by this circuit

in the limit of a perturbation in Lk which is small compared to Lk and fast compared

to Lk/R is approximately given by:

Vout(tfinal) ≈ IBR
∆L

∆L+ L0

(2.20)

We will run a simulation of this circuit in Section 2.3.2.1

2.3.2.1 Linear Mode FDTD Simulation

Equation A.3 suggests that operation in this mode should produce reasonably sized

pulses. As a first estimate, consider the following parameters: Z0 =50 Ω, IB = 1 mA,

and ∆L/(L + ∆L) ≈ 1%. This should produce an output pulse with an amplitude of

about 500µV. Simulating this circuit, again using FDTD techniques, produces a trace

similar to Figure 2.16. The actual amplitude falls somewhat short of our estimation.

This is due to the approximation of the perturbation being fasted compared to the

timescale set by L/R in our model, which is not fully satisfied.
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Figure 2.16: First Attempt at Linear Mode Simulation

This deficiency worsens when a more accurate estimation of the length scale over

which the inductance varies in our detector is used in the simulation. As will be explained

in Section 2.4.1, we plan on encapsulating the detector in a protective dielectric layer.

This has the effect of spreading the energy of incoming ions over some finite range which

of order the thickness of this encapsulation. This means that the inductance will be

modulated over a of stretch of transmission line which is of order 100s of nanometers

long. Using the inductance of this length of transmission line yields a simulation result

more like Figure 2.17. For the sake of clarity, plotted along with the raw output of

the simulation is a a trace which includes amplifier added white noise, a limited input

bandwidth, and finite sampling rate which are all roughly matched to the electronics

which are currently available to us.

Looking at these simulation results, it appears that reading out a detector in this

mode would be extremely challenging due to the small signals generated, along with their
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Figure 2.17: Linear Mode Simulation with more accurate estimation of L. The top

panel includes both the raw simulated waveform along with data points which include

the effects of finite oscilloscope bandwidth, finite oscilloscope sampling rate, and added

noise from an amplifier. In this simulation, we take the bandwidth of the scope to be

approximately 4 GHz, the sampling rate to be 20 GSa/s, the amplifier noise temperature

to be 4K (very optimistic), and the amplifier bandwidth to be matched to the oscilloscope

bandwidth. The bottom trace is just the raw simulated waveform. It is apparent from

these plots that the actual signal we are looking for is totally swamped with noise.

wide bandwidth. It may be possible to improve the signal to noise ratio by employing

such tricks as turning the detector into a resonator and probing it with a microwave

drive; however, this is just a re-imagining of the MKID. The challenge with such kinetic
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inductance based measurements in this experiment is that the target operation tem-

perature is quite high. This leads to a reasonably large quasiparticle population which

means that the lifetime of non-equilibrium quasiparticles is very short[16] (this is what

leads to the extremely wide bandwidth response). It has long been recognized in the

MKID[26] community that having quasiparticle lifetimes which are short compared to

their resonator Qs is detrimental.

2.4 Ion Interactions With Matter

In order to understand the operation of our delay line detector, it is necessary to have at

least a rudimentary understanding of the interaction of high energy ions in matter. The

dynamics of ion scattering in matter has been thoroughly studied over the past century,

and has reached such a mature stage that there are freeware simulations which can

simulate these interactions with a high degree of accuracy. For the work in this thesis,

we primarily utilized a program titled “SRIM/TRIM”; that is, the Stopping (Range) of

Ions in Matter.

SRIM[56] can simulate the implantation of monoatomic ions of a wide range of en-

ergies into targets made of pure elements or simple compounds. It is worth noting that

SRIM assumes the material is amorphous— phenomenon such as channeling are not

included in the simulation. The general approach SRIM takes is to simulate ion inter-

actions with a target material using Monte Carlos methods using the Binary Collision

Approximation (BCA). BCA assumes that collisions between the incident ion and the

target material atoms are rare so that each collision can be simulated separately; that is,
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in any particular collision, exactly one target atom and the incident ion are involved10.

The amorphous assumption means that SRIM does not need to create any kind of list

of locations or overall structure for the atoms in the target. Instead, between each col-

lision, a mean free path is calculated for the ion (which depends on the ion species and

current energy, and the target density and composition). This is then used to calculate

a distribution of likely free path lengths which the ion could traverse without experienc-

ing a “significant” collision which would deflect it off its original path. Then a random

number is drawn from this distribution, and the ion is then propagated that distance,

where another new collision is calculated with a random impact parameter which will

change the ion’s energy and direction.
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Figure 2.18: Helium in Silicon Nitride Stopping Power Example

There are two main types of energy loss for ions traveling through matter. The first

is referred to as the nuclear stopping power. This is energy lost in collisions with nuclei

10If full cascades are calculated, it could be one target atom with a second target atom
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in the target so that a portion of the ion’s kinetic energy is transferred to the target

atom. This energy can then either be dissipated as phonons in the target, or, if enough

energy was transferred, the target atom can be displaced from its original location,

creating defects in the target. The term nuclear stopping power specifically refers to

the average energy lost by the ion to nuclear collisions (given a particular ion species,

energy, and target material) per some unit length. The second type of energy loss is

electronic stopping power. This refers to the energy lost by the ion to the electrons in the

target material. Unlike nuclear stopping power which is treated in a kind of stochastic

manner with well defined, rare collisions, electronic stopping power is more analogous

to friction. Between collisions, as the ion loses some amount of energy per unit length

(which is given by the electronic stopping power) which varies with the energy of the

ion. Figure 2.18 shows an example of how these two stopping powers vary with energy

for a given system (in this case, helium ions being implanted into silicon nitride).

Figure 2.19: 5 keV Helium in Silicon Nitride Range
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It is worth mentioning that ions which are stopped in the target material (in this

case, our detector) remain there. Additionally, as mentioned above, if the incoming ion

transfers enough energy to a nuclear collision, it can displace the target atom, creat-

ing defects in the target material. Although our niobium would best be described as

polycrystalline, the disorder caused by long term exposure to ion damage could cer-

tainly suppress its critical temperature and critical current density over time. SRIM

also includes the capability of making estimates of how much incoming ions will damage

a target sample. In the work described in this thesis, we will mainly be testing our

detectors with helium ions which are relatively light. However, in a real atom probe or

time of flight spectrometer, the ions of interest could be of almost any species (and at

higher energies than we can produce in our test setup), so it is worthwhile to look at

the damage caused in these more pessimistic scenarios.

Figure 2.20: 5 keV Helium in Niobium Damage Events
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Figure 2.21: 20 keV Tungsten in Niobium Damage Events

As can be seen by comparing Figures 2.21 and 2.20, the damage per ion can change

drastically with changing ion energy and mass. This begs the question of whether the

detector can be designed in such a way as to protect it from damage from incoming ions.

2.4.1 Phonon Mediated Detection Scheme

In order to avoid accumulating ion induced damage in the detector itself, the detec-

tor is encapsulated with an amorphous layer of silicon nitride, deposited using plasma

enhanced chemical vapor deposition. This also has the added benefit of protecting

the detector from oxygen while stored in atmosphere, which can be detrimental to its

performance[36].

With this encapsulation layer, energy from incident ions is no longer directly absorbed
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Figure 2.22: Ion Absorption and Phonon Emission in Encapsulation Layer

by the detector. Instead, the ion’s energy is transferred into the electronic and phononic

systems of the encapsulation layer, as described in Section 2.4. The energy absorbed

as phonons (caused by nuclear scattering) is then transferred through the encapsulated

layer and into the detector. Because there are essentially no free electrons in the silicon

nitride, the thermal conductivity is dominated by phonon11 transport[3]. Energy that is

absorbed into the electronic system (via the electronic stopping power must be coupled

out into the phononic system before it can be efficienctly conducted to the detector.

11Our silicon nitride is amorphous, and as such, does not truly have proper phonon modes due to

its lack of crystal structure. However, measurements of the thermal conductivity of silicon nitride at

cryogenic temperatures[57] indicate that psuedophononic modes exist which can have very long mean

free paths, so we will continue to treat this transport as though it is phononic in nature.
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2.5 Multi-Detector Experiments

After we fabricated and measured our first set of SCDLDs, it became clear there were

some properties that we could not measure with these single detector experiments. For

instance, in our test set up (which will be explained in Chapter 4), ions are generated

with a non-uniform flux in space and time. In order to determine if the resulting “im-

age” our detector generates is accurate, it would be useful to have a second witness

detector very nearby. Additionally, we are unable to accurately calibrate the amount of

ions being generated at our experiment at any particular time (much less know what

kind of emission pattern they are being generated in). It is therefore difficult, if not

impossible, to make a well calibrated estimate of the detection efficiency of the SCDLD.

We therefore seek to implement a multi-detector experiment which will allow us to cal-

culate this parameter. Finally, we are interested in potentially creating an array of these

detectors in order to cover a very large active area and provide redundancy– creating

small test patterns with more than one detector will allow us to study the interaction

between multiple detectors operating on a single die in close proximity. In the following

subsections, two experiments will be described which involve such dual detector devices.

2.5.1 Pitch Experiment Concept and Detection Efficiency Model

The first experiment is called the ”Pitch Experiment”. The primary goal of this exper-

iment is to obtain an estimate of the detection efficiency of the SCDLD as well as how

this detection efficiency varies with ion impact position.

As described in Section 2.4.1, our detector is primarily detecting the phonons gen-

erated by the incident ion’s interaction with the silicon nitride encapsulation layer. At
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cryogenic temperatures, phonons in even amorphous silicon nitride have very long mean

free paths[57] compared to the lateral dimensions we are interested in (in a standard

experiment, our detector width is 500–750 nm and the separation between detectors is

0.5 µm to 3 µm). We therefore usually work in the approximation of ballistic thermal

transport— that is, we mainly concern ourselves with the solid angle subtended by the

detector from the point of view of the ion’s impact point.

First, a simple model of detection where there is some threshold solid of angle of

phonons the detector must absorb is considered. Above this value, the detection effi-

ciency saturates to its maximum value. Below this value, the detection efficiency drops

to essentially zero. The function used to model this is the sigmoid function:

Pdetection(Ω) =
Dmax

1 + exp(−Ω−Ωthresh
σph

)
(2.21)

In Equation 2.21, Dmax is the maximum detection efficiency, Ω is the solid angle,

Ωthresh is the threshold point at which the detection probability becomes appreciable,

and σph is a parameter that controls how quickly the detection probability changes in

the vicinity of Ωthresh (smaller values lead to a sharper turn on). An example of what

this transfer function looks like is plotted in Figure 2.23.

The length of each detector is essentially infinite, but, from the normal core model

(see Figure 2.4) it can be seen that collecting phonons along this long dimension is

not so useful; the absorption of phonons in a narrow length near the ion impact site

is more critical. It is therefore necessary to choose a somewhat arbitrary length scale

to treat along this dimension. Given that the wavefunction of the superconductor can

vary only over roughly the coherence length, this is chosen as the length scale to employ.

Now, calculate the solid angle as a function of ion impact position[25](measured from the
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Figure 2.23: Example Transfer Function from Solid Angle to Detection Probability:

Dmax = 1, Ωthresh = .3, σph = .05

center of our detector), and then use Equation 2.21 to calculate the detection probability

as a function of position.

An analytic form of the equation which connects ion position to detection proba-

bility can be written down in this model; however, it is quite complicated. Looking at

Figure 2.24, the function looks very similar to the product of two sigmoid functions. In

Figure 2.25 this similarity is illustrated by taking the previously calculated function for

Pdetection(xion) and fit it with the product of two sigmoid functions. This is a psuedo-1D

model of detection probability.
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Figure 2.24: Detection Probability versus Ion Impact Position: Dmax = 1, Ωthresh = .3,

σph = .05. The detector’s geometry is as follows: 500 nm wide, 40 nm thick, encapsulated

with 100 nm of silicon nitride. There is a small discontinuity in the calculated solid angle;

this is due to the contribution from the sidewalls of the detector which only comes into

play past a certain critical angle.
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Figure 2.25: Psuedo-1D Model Fit to Soild Angle Detection Probability: The R-square

value for this fit is .9993
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We formally define our psuedo-1D model of the detector as follows:

Pdetection =
Dmax

(1 + e(x−xc−
weff

2
)/τ )(1 + e(−x+xc−

weff
2

)/τ )
(2.22)

Where Dmax is the peak detection efficiency, xc is the center of the detector wire, x is

the distance from the center of the wire to the ion impact location, weff is an effective

width within which the wire is sensitive to ions, and τ is a parameter that controls how

quickly the detection probability rolls off from D to zero.

Figure 2.26: Ion Absorption Between Pitch Experiment Wires; In this illustration, the

encapsulation is much thicker than the penetration depth of the ion. Phonons are

released isotropically and travel ballistically for the majority of their journey.

Now, if two detectors are placed close to one another with a separation s, the joint

probability that an ion will trigger both detectors can be calculated. Let P1 be the
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probability of wire 1 detecting an ion and P2 be the probability that wire 2 detects an

ion. Without loss of generality, we can center the two wire system around zero.

P1(x) =
Dmax

(1 + e(x−
s+weff

2
)/τ )(1 + e(−x−

weff−s
2

)/τ )

P2(x) =
Dmax

(1 + e(x−
weff−s

2
)/τ )(1 + e(−x−

weff+s

2
)/τ )

P1(x)P2(x) =
D2
max

(1 + e(x−
s+weff

2
)/τ )(1 + e(−x−

weff−s
2

)/τ )(1 + e(x−
weff−s

2
)/τ )(1 + e(−x−

weff+s

2
)/τ )

An example of these probability curves is illustrated in Figure 2.27 using reasonable

parameters.
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Figure 2.27: Probability of Detecting an Ion with: Dmax = .9, weff = .75µm, τ = .1µm,

s = .75µm

These probabilities are not directly measurable in our experiment. However, it is

possible to measure event rates (Γ) which are related to these probabilities as follows:
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Γ1 =

∫ ∞
−∞

Fion(x)P1(x)dx

Γ2 =

∫ ∞
−∞

Fion(x)P2(x)dx

Γ12 =

∫ ∞
−∞

Fion(x)P1(x)P2(x)dx

In the above expressions, Fion is the number of ions per unit time pass through the unit

distance dx. In general, this ion flux will vary with x; however, we have observed that

in a typical experiment, the length scale over which Fion varies is of order 100µm. In

comparison, a typical detector width would be 750nm and the spacing between detectors

does not exceed 4µm. It is thus reasonable to assume that Fion does not vary considerably

over the range where P1(x) and P(2) are appreciable. We now calculate the ”correlation

fraction,” Γ12/Γ1.

Consider D, weff , and τ as fixed parameters and evaluate this expression as a function

of the spacing, s. This yields:

Γ12

Γ1

(s) = −Dmax

4weff
e
weff

2τ Csch(
s

2τ
)((weff−s) Csch(

s− weff
2τ

)+(weff+s) Csch(
s+ weff

2τ
))

(2.23)

An example plot of this function can be seen in Figure 2.28. Taking the limit of

τ → 0 gives a sharp cutoff in P1(x) and yields a correlation fraction that, in the domain

0 < s < weff is linear in s.

lim
τ→0

Γ12

Γ1

(s) = Dmax(1−
s

weff
) in the range 0 < s < weff (2.24)
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Figure 2.28: Correlation Fraction versus spacing with the following parameters: Dmax =

.9, weff = .75µm, τ = .1µm

It is now possible to design an experiment that will measure the quantities Dmax,

weff , and τ . In Figure 2.29 an example of such an experiment is illustrated. In this

design, two detectors are patterned on a single die and run parallel to one another. On

one side of the die, they are very near each other, but with each meander they drift

slowly apart. We chose a simple mapping such that the spacing varies linearly with

distance along the detector.

The goal is to measure the correlation fraction as a function of s and fit it to Equation

2.23. In order to understand how well we can expect to fit this function, a Monte Carlo

simulation of the experiment was written where ions are randomly generated across the

detector face. The probability that an ion is detected in a particular wire is calculated

in the phonon/solid angle model. This is used to generate a data set from which the

correlation fraction can be calculated, and then fit to Equation 2.23. This fit is used

to extract the parameters Dmax, weff , and τ . Because we know what the original D,
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Figure 2.29: Pitch Experiment example layout. The length and number of meanders

have been significantly reduced from their true values for ease of visualization.

weff , and τ used to generate the data was, the error in our parameter estimation can

be calculated for each fit. This experiment is run many times over, and the root mean

squared error of our parameter estimations is calculated. The actual detector parameters

are also varied to see if the accuracy of our fits varies with the actual detector parameters.
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Figure 2.30: Pitch Experiment Curve Fitting Monte Carlos Results: In these simulations,

we generate 1 million ions, roughly 12% of which are detected one or more wires. The

pitch range we fit over is from 0.5 µm to 1.25µm in 400 steps. We see that for most

of the range of values simulated, we can place tight bounds on the parameters we are

estimating. However, if weff is very small our data set has very few data points to fit

to, and so the uncertainty becomes large.
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2.5.2 Pitch Imager Concept

In Section 2.3.1.1 it was found that in most cases the detector will latch into the normal

state after detecting an ion. In the devices fabricated for this thesis, this was certainly

the case, and so it is worthwhile to think about what happens not only to the wire that

latches, but other detectors which may be nearby. Recall that after the wire latches

(but before the bias current is turned off), the hotspot grows to some equilibrium size

where the electrical power dissipated in it is equal to the power it can dump into the

surrounding substrate/encapsulation. This suggests that the latched wire will warm up

nearby detectors, possibly causing them to trigger. This is illustrated in Figure 2.31.

Figure 2.31: Illustration of Thermal Crosstalk from a Latched Detector

If this heating is sufficient to cause the second wire to trigger, it will be necessary

to engineer around this in detector arrays with close spacing. This heating will hap-

pen on a relatively long time scale compared to phonon production by the original

ion12. We therefore opt to use the parabolic heat equation (or Fourier’s Law of Heat

Conduction)[12]:

12As an estimate for the phonon time, we consider the time it takes a phonon to traverse the gap

from one detector to the other, which is approximately 1µm/10000m/sec ≈ 100ps.
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∂φ

∂t
= Dφ∇2φ (2.25)

Where Θ is heat and Dφ is the thermal conductivity of the material carrying that

heat. The solution to this is derived in Appendix B as:

φ(~x, t) =
hjoule

4Dφπs
(1− erf(

s√
4Dφt

)) +
hjoule

4Dφπ
√
s2 + 4z2

e

(1− erf(

√
s2 + 4z2

e√
4Dφt

)) (2.26)

Where hjoule is the heat dissipated by the joule heating of the first wire, s is the

center to center spacing between the two detectors, and ze is the thickness of the silicon

nitride encapsulation layer.

Figure 2.32: Illustration of Geometry Labels in Pitch Imager Derivation

It is enlightening to calculate quantities that we will be able to measure easily. In

particular, making estimates of the thermal parameters for this system and then plotting

the amount of time it takes the secondary wire to trigger after the first hotspot forms,

yields a plot that looks like Figure 2.33
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Figure 2.33: This is a plot of how long it takes from the first hotspot forming to reaching

some critical heat flux which triggers the second wire. There are two branches which

represent whether one wire triggers first or the second. We allow for the possibility

that they may have different heat production rates and/or different critical heat levels—

these factors cause them to have different curvature.

Curves like those shown in 2.33 can be directly measured in our Pitch Experiment

samples to confirm this model’s validity. Additionally, these “Thermal Crosstalk” events

can be utilized to improve our horizontal resolution (that is, along the length of each

meander).

As we will discuss in Section 2.6, our timing measurement for both the average event
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time and the relative delay time has some uncertainty. Regardless of how big or small

that uncertainty is, our effective relative delay resolution in the vertical directional (per-

pendicular to each meander) will always be better than the horizontal timing resolution.

The reason for this is because localizing an event along the vertical axis requires a mea-

surement of the relative delay to within an uncertainty of about the time it takes to

traverse an entire meander. The horizontal resolution, however, requires a measurement

with an uncertainty which is fractions of this time13. This deficiency in the horizontal

resolution is addressed by turning the Pitch Experiment on its side as shown in Figure

2.34.

Now, the pitch between the two detectors varies linearly as a function of horizontal

position rather than as a function of vertical position. This allows us to measure the

lag between thermal crosstalk events and then back out where along the horizontal

dimension an event came from using the transfer function shown in Figure 2.33. A

typical time scale for measured event lags is 5 ns to 100 ns for a pitch range of 1 µm to

4 µm.

13The obvious answer to this would be to make two meanders which are orthogonal to one another.

Unfortunately, do to limitations related to our fabrication process, we have not been able to do this

particular experiment.
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Figure 2.34: Pitch Imager Concept

2.6 Sources of Uncertainty in Timing Measurements

As we alluded to in Section 2.5.2, our measurements of pulse are not perfect. There

are several possible sources of uncertainty in our timing measurements which will be

discussed below.
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2.6.1 Uncertainty Due to Electrical Noise in Readout

This algorithm is very simple; a threshold voltage, Vthresh, is set such that the time when

the output from the detector, V (t), first crosses this threshold is marked as tthresh, and is

considered the time when a pulse “happened”. In situations where there is a large scatter

of pulse amplitudes (such as in the readout of MCPs) this technique fails and must be

replaced with something more robust like a constant fraction discriminator. The pulse

distribution coming out of our SCDLDs is quite narrow, though, so the basic threshold

algorithm suffices. In order to understand the uncertainty in correctly identifying the

time at which the threshold condition is satisfied, consider the noise present in our signal

and how it affects our timing accuracy. If there is some noise voltage with an root mean

square value of σV on our channel, then this will induce an uncertainty on our timing

determination. To first order, we can say that V (t) ≈ V0(tthresh)+dV/dt|tthresh(t−tthresh),

so that the uncertainty in our timing is then given simply by propagating the uncertainty

in V (t), yielding Equation 2.27.

σt = σV /(
dV

dt
|tthresh) (2.27)

The best resolution is achieved by setting the threshold time to the point where the

derivative of V (t) is at its largest. However, the measured pulses have an approximately

exponential rising edge, so the time derivative monotonically decreases from the onset of

the pulse. This means that the ideal threshold point would be some tiny voltage above

0; this is clearly not practical due to the presence of noise in the signal which would then

cause false triggers at an unacceptably high rate. It is therefore necessary to balance

the desire for improved timing resolution against rejection of noise when performing
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Figure 2.35: Timing Uncertainty due to Finite Signal to Noise Ratio in Threshold De-

tection

threshold detection. It is possible to improve the timing resolution separately from

choosing the threshold voltage by filtering the signal to improve the signal to noise

ratio. This process will be described in 4.5.2.

2.6.2 Uncertainty Due to Velocity Noise in Detector

Another possible source of timing uncertainty is if the timing of pulses coming out of the

SCDLD has some intrinsic uncertainty. For instance, if the propagation velocity is vary-

ing inside the delay line. We consider a discretized version of our transmission line which

has a randomly varying inductance component. We assume that the varying component

of the inductance is relatively small (an assumption which is strongly supported by our

experimental data). Let us divide the transmission line into N different components and

label the inductance of each as Ln. We denote the mean of our inductances as L here,
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and assume that the variations in Ln (denoted as δLn)are normally distributed about

zero with some variance we temporarily label as A.

Ln = L+ δLn

δLn ∼ N (µ = 0, σ = A)

We can now write down the time delay through each segment as a function of the

transmission line parameters and then calculate the approximate variation of this delay

for small perturbations in δL.

τn =
dx

vpropn

τn = dx
√

(L+ δLn)C

τ0 ≡ 〈τn〉 = dx
√
LC

τn ≈ τ0(1 +
δLn
2L

) +O(δL2
n)

In the above, τ0 is the propagation delay averaged over both temporal and spatial vari-

ations. We are interested in calculating the variance we expect to see in the relative

delay for an event originating at any particular point. We label this point N1, and the

relative delay is RD(N1).

RD(N1) =

n=N1∑
n=1

τn −
n=N∑
n=N1

τn

σ2
RD(N1) = 〈RD(N1)2〉 − 〈RD(N1)〉2
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The exact form of this final expression depends on how the inductance varies in space

and time. We explore various possibilities in the following subsections.

2.6.3 Time Varying, Spatially Homogeneous Inductance

Consider the case where the inductance of the transmission line is varying in time, but

this variation is happening everywhere in the detector equally. Note that τ0 is the average

propagation delay across variations in both space and time.

δLn(t) = δL(t)

σ2
RD(N1) =

τ 2
0

4L2
(

n=N1∑
n=1

δLn −
n=N∑
n=N1

δLn)2

σ2
RD(N1) =

τ 2
0 var2(δL(t))

4L2
(N1 − (N −N1))2

σRD(N1) =
τ0A

L
(N1 −

N

2
)

In this case, the uncertainty in relative delay depends on the position of the event being

measured. The uncertainty reaches a minimum (which is 0) at the center of the detector.

One physical mechanism which could create an uncertainty of this kind is variations in

the temperature of the entire detector. Our detector is connected to the 3 K stage of a

pulse tube cooler; typically, the temperature on this stage is about 3.2 Kelvin. However,

this temperature oscillates at a rate of about 1 Hz, with a typical RMS amplitude

of about 100mK. Using Equation 2.8 we calculate an expected velocity variation of

approximately .16%, which, in a 2 meter SCDLD translates to a worst case (ie, at either

end of the delay line) uncertainty of 1.6 picoseconds.
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2.6.4 Stationary, Spatiallly Varying Inductance

Consider the case of an spatially varying inductance which does not vary in time. Be-

cause the deviations in inductance are stationary, our ’average’ relative delay term seems

more complicated because we cannot just take a time average, thus eliminating the devi-

ations; however, because we measure the same relative delay for any particular position

everytime, the variance just goes to zero.

RD(N1) =

n=N1∑
n=1

τn −
n=N∑
n=N1

τn

RD(N1) = τ0(

n=N1∑
n=1

(1 +
δLn
2L

)−
n=N∑
n=N1

(1 +
δLn
2L

))

σRD = 0

The spatially varying propagation delays do not contribute to random noise in the rel-

ative delay measurement, but they do contribute to uncertainty in the transfer function

connecting relative delay to position. Ideally, this function is perfectly linear; however,

if the propagation delay is spatially varying, it will deviate slightly about this linear

function. We can write an expression for the error (Emap) in our mapping between the

two functions as follows.

Emap(N1) = τ0(

n=N1∑
n=1

(1 +
δLn
2L

)−
n=N∑
n=N1

(1 +
δLn
2L

)− (2N1 −N))

Emap(N1) = τ0(

n=N1∑
n=1

(
δLn
2L

)−
n=N∑
n=N1

(
δLn
2L

))
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One important thing to note is that no matter how large the deviations in δLn are,

the relative delay function must monotonically increase; having a negative propoga-

tion delay across a segment of transmission line is unphysical. Therefore, this type of

inductance variation cannot ”scramble” or blur information in the way we observe in

our experimental measurements of relative delay timing resolution. This inductance

variation instead warps and stretches the image we measure, but in a neat, one-to-one

mapping.

2.6.5 Time varying, spatially varying inductance analysis

Finally, we now consider the case that the inductance of our transmission line varies in

both space and time. We assume the fluctuations in inductance to be uncorrelated in

different parts of the transmission line.

σ2
RD = (

n=N1∑
n=1

τ0(1 +
δLn
2L

)−
n=N∑
n=N1

τ0(1 +
δLn
2L

))2 − τ 2
0 (N1 − (N −N1))2

σ2
RD =

τ 2
0

4L2
(

n=N1∑
n=1

δLn −
n=N∑
n=N1

δLn)2

Unsurprisingly, the mean value for the transit time to the upstream and downstream

sides drop out. We are then left with the difference between two normal distributions,

both of which have a mean of zero. Remembering that we are considering the case

of Ln being independent from one another, and taking advantage of the fact that the

distributions are symmetric about zero, we replace the subtraction with addition without

loss of generality. This means that the uncertainty in the relative delay is equal to the

uncertainty in total transit time, and is therefore totally independent of N1.
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σ2
RD(N1) =

τ 2
0

4L2
(

n=N1∑
n=1

δLn +
n=N∑
n=N1

δLn)2

σ2
RD(N1) =

τ 2
0

4L2
(
n=N∑
n=1

δLn)2

σRD =
τ0

2L
A
√
N

This kind of uncertainty will be difficult to distinguish from readout/electrical noise

due to the fact that electrical noise will also impact the uncertainty of our measurement

in a way that does not vary with position in the detector. However, if we compare the

measured uncertainty to Equation 2.27, we should be able determine if our readout is

the limiting factor or if it is velocity noise in the SCDLD.
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Chapter 3

Device Fabrication

3.1 Overview

The detectors described in this thesis are very conceptually very simple; however, the

process of actually realizing them is very challenging and time consuming. We designed

and fabricated a number of different generations and variants, each with their own man-

ufacturing complications. The overarching themes in this chapter will be an emphasis

on strict procedures to ensure cleanliness and protecting the detectors from sources of

oxidation. We will first outline the general procedure for creating individual layers of

the detector. After this, we will describe the procedure for fabricating a device from the

bottom up. The devices in this thesis were all fabricated by the author at the University

of Wisconsin– Madison (UW). Most of this work was performed in the Wisconsin Center

for Applied Microelectronics (WCAM), a shared cleanroom facility on the UW campus.

3.2 Superconductor Deposition

3.2.1 Kurt-Lesker Sputter System

Our lab contains two sputter deposition tools. The first of these, a Kurt-Lesker sputter

deposition chamber, contains a Niobium and Aluminum target. Each of these is installed
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on a magnetron sputter gun, and they share a 600 Watt DC power source which can

be switched between them. This sputter tool is the primary workhorse of our group

and is used to grow ’typical’ films for our superconducting devices. This chamber is

also outfitted with an ion gun which is used to remove native oxides from metals and to

promote film adhesion between layers.

Samples are mounted on a circular, aluminum platen. This platen has two grooves

milled into it where indium wire is inserted in order to improve thermal conduction from

the wafer to the platen. One of these is meant for two inch wafers, while the other is

for three inch wafers. The sample is then set on top of the indium wire and is held in

place by an aluminum ring which overlaps with the edge of the wafer by approximately

2 millimeters. This ring is held to the platen with 6 screws, equally spaced along its

circumference.

3.2.2 TLI Sputter System

The second sputter tool is used for more exotic film depositions. It contains the following

targets: Niobium, Titanium, Tungsten Silicide, and Silicon Nitride. It is also plumbed

with nitrogen gas to reactively sputter Niobium Nitride (NbN) and Titanium Nitride

(TiN). The sample stage has an integrated heater which can reach temperatures of up to

900 degrees Celsius. There is also a Kaufman & Robinson Ion Source that was installed

later on for removing oxidized metal on samples which have been exposed to atmosphere.

This step ensures that newly sputtered metal layers will make good metallic contact with

previously processed metal layers.
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3.2.3 PURAIR Flow Hood

Originally, sample mounting was performed in open air in a completely uncontrolled,

dirty environment. Most devices that are fabricated by our group have extremely small

critical areas such that they are relatively insensitive to contamination with dust, hair,

et cetera. These detectors, however, cover a large percentage of the wafer and any

contamination at all will render them useless. It was therefore imperative that we

provide a clean environment for this step. Ideally, the entire sputter tool and mounting

area would be in a clean room; however, this simply wasn’t practical and so we elected

to invest in a ’flow hood’ which creates a small, clean work space area on a bench. This

is achieved by forcing HEPA1 (or ULPA2) filtered air out through it’s open front.

Figure 3.1: PURAIR Flow Hood in Lab

After installing this flow hood, we observed a drastic improvement in yield. When

mounting in open air, our yield for detector widths< 5µm was essentially zero. Mounting

in the flow hood, this number increased to about 50% with no other changes. After

1High Efficiency Particuate Air filter– rated to remove 99.97% of particles larger than 300nm
2Ultra Low Particuate Air filter– rated to remove 99.999% of particles larger than 100nm
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implementing stricter procedures for cleaning all mounting tools and critical parts of the

sputter chamber, and covering the user’s face/head while mounting, this number further

increased to > 90%.

3.3 Dielectric Deposition

In order to form the microstrip detector, it is necessary to grow an insulating layer

of dielectric to separate the ground plane from the detector layer(s). Although both

amorphous silicon oxide (SiOx) and amorphous silicon nitride (SiNx) were experimented

with over the course of this work, we found that using SiNx led to better detector yield.

Thus, we used SiNx almost exclusively in the last several years of developing the detector

fabrication process. There are several different methods and tools for growing dielectrics.

The tools and methods we explored in this work will be summarized in the following

subsections.

3.3.1 PlasmaTherm 70

Dielectrics grown in the PlasmaTherm 70 (PT-70) are formed via plasma enchanced

chemical vapor deposition (PECVD). In this process, precursor gases flow into the re-

action chamber which is continuously pumped through a throttle valve. This throttle

valve is adjusted to reach a steady state pressure which is programmed by the user- typ-

ically it is on order of 100 mTorr. RF power is then capacitively coupled into the gases,

igniting a plasma. This plasma allows the precursor gases to become ionized at much

lower temperatures than would normally be possible, thus catalyzing reactions in the
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chamber; it is worth mentioning, however, that the temperature still needs to be some-

what elevated- typical deposition temperatures are in the range of 150 − 350◦C. These

reactions deposit precipitates on the wafer. The wafer is also heated in order to increase

the mobility of precipitates on the wafer’s surface, thus improving the uniformity and

smoothness of the deposited film.

There are several figures of merit for dielectrics grown in this way. The refractive

index, density, loss tangent, surface roughness, and pinhole densities are of concern

in many cases. These characteristics are sensitive to chamber conditions and recipe

parameters which influence the stoicheometry and uniformity of the final films. For

instance, even brief lapses in nitrogen flow (on order of 10 seconds) in the PT-70 can

lead to a proliferation of pinholes in SiNx films. When fabricating detectors, the most

crucial characteristic of the dielectric is a lack of pinholes. The active area covered

by the detector is huge, so even rare pinholes can present significant issues. If they

are large, they allow the microstrip to short to ground. If they are small, they can

act as small breaks in the line which can limit the critical current of the detector.

Of secondary importance is the surface roughness. This number should be as low as

possible- excessively rough surfaces can limit the critical current of devices. Typically,

the surface roughness of the SiNx as deposited has not been an issue in this work.

Third (and significantly less important) is the loss tangent of the SiNx. This parameter

influences the spread of pulse amplitudes. In extreme cases, this could cause problems

with detecting the rising edge of pulses- however, in practice, the loss tangent is never

so bad as to cause a significant issue.

When developing the recipe for depositing dielectrics during PECVD, several factors
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Figure 3.2: Aluminum Etch Stop Degradation: In the device pictured above, a niobium

ground plane with an aluminum etch stop was sputtered, patterned, and etched. A

portion of the aluminum etch stop was then wet etched off using TMAH (the top, lighter

area of the image). Then, SiNx was deposited PECVD with the usual procedure. After

this, a layer of niobium was deposited, patterned into a detector wire, and etched. It is

difficult to see in the ground plane itself; however, where the detector wire crosses over

parts of the ground plane which were capped with aluminum, the surface is clearly much

rougher. It is unclear what the exact chemical mechanism is that causes the aluminum

to develop this rough surface topology during PECVD. Measurements of niobium wires

grown over these rough surfaces reveal that, perhaps unsurprisingly, the critical current

density is severely suppressed by this surface topology.

needed to be considered. In addition to the previously mentioned metrics for the film

itself, it is necessary to consider how the deposition process will affect the sample we

are processing. For instance, we have found that the PECVD process can often lead
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to degradation of aluminum films as shown in Figure 3.2. In this case, the solution

we pursued was to eliminate the need for any aluminum films in our design rather than

modifying the PECVD recipe. As another example, we found that oxygen has a tendency

to surpress the critical current density of our films as well. It was therefore necessary

to develop a SiNx recipe which contained no oxygen- therefore, we were constrained

to only using SiN4 and N2 as precursor gases. This sensitivity to oxygen also meant

that it was important to not allow unencapsulated detector wires to be heated above

approximately 130◦C while exposed to atmosphere. Because the PT-70 does not have a

load lock, it was necessary to cool the sample platen to this lower temperature before

loading a sample with exposed detector wires. Once the sample was pumped down to

the base pressure of the tool, the platen temperature could be restored to the deposition

temperature (250◦C for our SiNx process).

3.3.2 Denton RF Sputter System

In addition to PECVD, we experimented with using RF sputtering to deposit dielectrics.

When sputtering insulating materials, it is necessary to use an RF power source to avoid

excessive charging of the dielectric sputter target. This also means it is necessary to use

a matching network to make sure the RF power applied is actually being coupled into

the plasma rather than being reflected back into the power supply.

We found that RF sputtering produced dielectric films which were high quality in some

ways (high density, index of refraction much closer to the expected values for stoichome-

tric films) but failed with respect to our most important parameters. In particular, the

pinhole density was higher than those grown by PECVD, thus limiting yield of layers
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grown on top of the RF sputtered dielectric. From a practical standpoint, the procedure

for RF sputtering proved to be far too slow compared to PECVD as well. The Denton

sputter system has no loadlock and a very large deposition chamber, meaning that it

takes well over 4 hours just to reach a modest vacuum of ∼ 10−6 Torr. Additionally,

the procedure for sputtering dielectrics called for an extremely long ramp up and down

procedure for the RF power to avoid thermally stressing the target. Due to the large

pinhole density and the large time overhead for sputtering, we decided to focus our

efforts on optimizing PECVD growth.

3.4 Lithography

Lithography is the process which allows us to define shapes/patterns which comprise

devices.

As mentioned in Chapter 2, we are trying to make extremely large devices, and

so ideally we will work with designs which can be patterned using optical lithography

due to its extremely high throughput compared to electron beam lithography. In our

fabrication facilities we have access to several different lithography tools, but they are

all based on i-line light sources (that is, they use light with a wavelength, λ, of 365

nm). The minimum feature size (dmin) which can be made without using advanced

deconvolutional/diffraction correction techniques is approximately given by:

dmin ∝
λ

NA
(3.1)

where NA is the numerical aperature.

In practice, this minimum critical feature size depends on many factors and is often
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specified for a particular lithography tool. This will limit the size of structures we can

fabricate.

3.4.1 Karl Suss MA6 Contact Aligner

For coarse patterns which will only be shot on a small number of dies with no or only

crude alignment, contact lithography is a quick, easy way to make patterns. In this

method, a mask is held with a vacuum chuck above the surface of a wafer. The wafer

is then coarsely aligned underneath the mask. Once it is roughly close to the location

where the pattern is to be shot, the wafer stage lifts up until the wafer makes contact

with the mask (hence the name). The stage then lowers slightly, allowing the user to

make final, fine adjustments to the positioning using built in microscopes to check for

alignment marks. This tool can be expected to achieve, at best, a resolution of 1µm.

The overlay accuracy depends greatly on the skill of the user, but is essentially limited

to 1 µm as well.

3.4.2 Nikon Body 8 i-Line Stepper

The Nikon Body 8 is a step and repeat aligner (“Stepper”) which uses i-line light and

projection lithography to pattern multiple copies of the same pattern across a wafer.

While designing a process, the user must decide what size of die will be used. This then

constrains the size of devices that can be made and determines the number of dies which

can fit on a wafer. In a Stepper, the lithographic masks only contain one copy of each

pattern to be shot. For each lithographic step, the stepper then uses a series of blinds

to isolate portions of the mask that the user wants to pattern with. It then shots that
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pattern on each die on the wafer in turn, using stepper motors to position the wafer

under the portion of the mask being used.

Unlike the MA6, alignment is performed automatically and in this tool the overlay

accuracy can be as good as 100 nanometers. Another difference between this tool and the

MA6 is the use of projection lithography. This means that there is no contact between

the mask and the wafer which cuts down on contamination of the mask with both

photoresist residues and particulate contamination which can cause future lithographic

headaches. Finally, due to the design of the projection lithography system, there is a 5X

size reduction from features written on the mask to the resulting features on the wafer.
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Figure 3.3: a)We start with a blanket film of material, which we want to remove some

portion of (“Metal” in this case). b) We apply a coating of photoactive polymer called

photoresist. This is typically then baked for a short amount of time. c) Ultraviolet

light is used to expose the resist either where we want to remove it ( for positive tone

resist) or where we want it to remain (negative tone) d) The resist is then post baked

for some amount of time and developed. In this case, we are illustrating positive tone

resist, so the area which was exposed to UV is removed in the developing process e1) If

we want to end up with sloped sidewalls in our etch pattern, we can do an additional

bake step with a temperature near or slightly higher than the glass temperature of the

photoresist. This causes it to liquify slightly and reflow, forming roughly 45◦ slopes.

f) The underlying metal is then etched. If sloped sidewalls are desired, the etch recipe

needs to be tuned to etch the photoresist at the same rate as the material underneath.

e2) If straight walls are desired, the extra bake in e1 is skipped, and the material is

etched with an anisotropic process, such as a reactive ion etch.
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Figure 3.4: Lithography Defects Due to Suboptimal Developer Choice: This is an SEM

image of two closely spaced (750 nanometer gap) detector wires which were patterned

in SPR-955 and developed using MF-24A. In an SEM, it is clear that the photoresist

does not properly clear between the two detectors- furthermore, this was the case even

after varying both the exposure dose and focus offset during the lithography.
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Figure 3.5: By switching to a different developer with a higher TMAH molality and

no surfactents, we were able to greatly improve the resolution of our lithography and

eliminate the issues shown in Figure 3.4. Smaller improvements were also made by

adjusting the spin speed and bake procedures for this process.
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3.5 Dry Etching

Dry etching is the primary method used in this work for turning lithographically defined

patterns into actual patterns in metal or dielectric. The photoresist pattern left after

performing lithography is used as an etch mask so that areas which are covered with

photoresist are not etched. We then use various tools to generate plasmas or ion beams

which then remove material from the surface of our sample, allowing us to remove

unwanted metal/dielectric and create the desired pattern. The tools used to do this are

described below.

3.5.1 Unaxis 790

The Unaxis 790 (790 for short) is a reactive ion etcher (RIE) used to etch both metal,

dielectric and semiconducting materials in our cleanroom. The 790 is primarily used for

flourine based processes, although it also has the ability to generate plasmas from argon,

oxygen, and nitrogen. These reaction gases are introduced to the chamber through mass

flow controllers, and then pumped out using a turbo pump which is throttled using a

throttle gate valve. This allows a user to program recipes which involve different gas

flow rates and process pressures independently. The 790 then generates a plasma in the

resulting mixture of gases using an RF power supply. An automated matching network

is used to impedance match the RF power supply to the plasma environment in the

chamber. This creates a situation where the DC bias of the plasma is not directly

controllable, and so for a particular process the plasma density and average energy of

ions in the plasma are not separately controllable. In the process described in this thesis,

the 790 is used primarily to etch the ground plane layer (niobium) and the final via layer
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(silicon nitride). One important thing to note about this tool is that it does not have a

loadlock and the base pressure of the system is typical in the 10−4 Torr range.

3.5.2 Plasma-Therm 770

The Plasma-Therm 770 is very similar to the 790, except that it is an inductively-coupled

plasma (ICP) variant of RIE. This means that there are separate power supplies for

generating the plasma and accelerating the plasma towards the sample. This allows the

user to more carefully tailor the plasma density and ion bombardment energy. This tool

also replaces the flourine based recipes with chlorine, and it features a loadlock. This

tool was used for performing reactive ion etches of our detector layers.

3.5.3 Kaufman & Robinson Ion Mill

Ion milling involves bombarding a sample with high energy ions which causes material

on the surface to be sputtered off. This process is purely physical; the argon ions are

not reactive, so there is no significant chemical component to the etching. The result is

an extremely anisotropic etch. However, this can also lead to significant crosslinking in

photoresist on the wafer which can lead to extreme difficulties in removing the resist after

the etch is complete. Typically ion mills are used for removing a very thin layer of oxide

(several nanometers) off of a metal before depositing more metal on top, thus ensuring

good metal to metal contact. In this work, we also used the ion mill to completely etch

through significant layers (40 nanometers) of metal.
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3.6 Process Flow Overview

Now that we have covered the basic background of the tools involved in our process, we

will step through a typical SCDLD process flow. Particular attention will be given to

pitfalls which have been discovered in through process development and debugging. A

birds-eye view of the coarse process steps is given in Figure 3.6.

Figure 3.6: Process Flow Overview: A) Niobium Ground Layer B) Silicon Nitride Di-

electric Layer C) Niobium Detector Layer D) Silicon Nitride Encapsulation Layer and

VIA etch
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3.6.1 Niobium Ground Plane

We begin with an oxidized silicon wafer. The manufacturer of these wafers produces

these wafers in a clean environment, and they are double sealed to ensure they are not

contaminated with particulates in transit. We have therefore found that the best strategy

in our working environment is to do as little to the wafers as possible before depositing

the first layer of metal, rather than trying to do a solvent rinse of any kind. When this

thesis work was first started, standard operating procedure was to mount a wafer in an

uncontrolled environment (as mentioned in Section 3.2.3) and then blow the surface of

the wafer with compressed, dry nitrogen. It quickly became clear that this situation

was poorly suited to fabricating devices with large active areas with any appreciable

yield. With the installation of the flow hood, our yield improved significantly. Our

yield was further improved after realizing the nitrogen blowing step was actually adding

a significant amount of particulate contamination to the wafer surface, rather than

clearing it off. In retrospect, it should have been obvious that a regularly maintained

HEPA or ULPA filter would need to be installed at the output of the gun to prevent

such a situation. Our deposition process proceeds as follows:

1. Put on a face mask, head covering, and eye covering (goggles or glasses).

2. Clean critical surfaces and tools inside the flow hood with isopropyl alcohol and a

cleanroom wipe

3. Wipe off outer surfaces of sputter system near loadlock using isopropyl alcohol and

a tekwipe

4. Vent sputter system load lock with dry nitrogen
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5. Quickly transfer sample mount out of loadlock and into flow hood, then quickly

close loadlock door to keep contamination out

6. Retrieve fresh oxidized silicon wafer from wafer boat

7. Center Wafer on sample mount, polished side up, and mount in place with alu-

minum ring

8. Holding the sample mount (and sample) upside down to minimize contamination,

quickly transfer sample from flowhood into load lock of sputter system. Close

loadlock and pump down as quickly as possible.

9. Follow standard pumpdown procedure and transfer sample into main chamber

10. Use argon ion mill to prepare substrate surface for deposition (improves metal

adhesion to the oxide surface). Mill for approximately 15 seconds (removes roughly

7–10 nm of oxide).

11. Deposit 40 nm of niobium following the recipe shown in Table 2.

12. Transfer wafer into loadlock

13. Vent, following standard procedure

14. Remove wafer from mount, load into plastic wafer carrier. Double seal wafer carrier

in plastic bags for transit to WCAM.

After transferring the wafer into the WCAM, it is time to pattern our ground plane

features as follows:
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Kurt Lesker Sputter System

Argon Pressure 3.9–5 mTorr

Target Size 3 inch

Fixed Parameter Power

Cleaning Power 400W

Deposition Power 500W

Deposition Rate 40–50 nm/min

Table 2: Niobium Deposition Parameters: The argon pressure is adjusted periodically

to maintain a slight compressive stress in the niobium films[50]. The ideal pressure

drifts over time, and changes based on how much material has been sputtered off of the

niobium target.

1. Clean wafer of any contamination it collected while being handled in the non-clean

environment of our labs by running it through a spin rinse dryer (SRD).

2. Spin coat the wafer with SPR-955 CM.7, spinning at 3000 rpm

3. Prebake the wafer at 100 ◦C for 90 seconds

4. Expose ground plane pattern in Body 8 stepper.

5. Post bake at 110 ◦C for 90 seconds

6. Develop in MF-CD26 developer for 60 seconds

7. Rinse developer off in DI water beaker for 60 seconds

8. Rinse wafer under flowing DI water for 30 seconds
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9. Bake wafer at 125 ◦C for 180 seconds to reflow PR, creating sloped sidewalls

10. Examine wafer under microscope to verify pattern transferred correctly

After the lithography is complete, the ground plane needs to be etched. This process

is performed in the Unaxis 790 RIE tool. The procedure for this process is as follows:

1. Preclean chamber with 10 minute, 500W O2 Plasma

2. Preseed chamber with 5 minute run of plasma recipe shown in Table 3

3. Vent chamber, load sample, pump down

4. Run plasma recipe in Table 3 for 50 seconds

5. Vent chamber, retrieve sample, and check under microscope. Etched regions should

appear blue.

6. Pump down sample chamber

7. Post clean chamber with 5 minute, 500W O2 Plasma

After etching the ground plane, it is necessary to very thoroughly strip all of the

leftover PR and any other organic byproducts which have been left behind by previous

processing. This is generally done in the following way:

1. Preheat beaker full of Microposit Remover 11653 to 75 ◦C

2. Perform coarse strip of PR residue with flowing acetone (this helps conserve 1165

by getting the bulk of the easily removable PR off ahead of time)

3Specialized resist stripper which mostly consists of n-methyl-pyrrolidinone (NMP)
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Unaxis 790

Chamber Pressure 40 mTorr

Process Gas Flow
SF6 15 sccm

O2 20 sccm

RF Power 150W

Etch Rate 90 nm/min

Table 3: Niobium Ground Etch Parameters

3. Without allowing the wafer to dry at all, submerge it in the beaker of hot 1165.

Soak in hot 1165 for 30 minutes.

4. Quickly transfer wafer into beaker full of room temperature acetone without al-

lowing it to dry at all in the process.

5. Sonicate wafer in beaker full of acetone for 15 minutes

6. Quickly transfer wafer into beaker full of de-ionized (DI) water, sonicate for 10

more minutes

7. Remove wafer, quickly place under ample supply of flowing DI water. Rinse in

this way for 2 minutes

8. Quickly load wafer into SRD4

9. Unload, examine under microscope to check for any particulate contamination of

solvent residue (which appears as discolored streaks on the wafer in an optical

4Spin rinse dryer
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Figure 3.7: Cross Section of an SCDLD: The lowest bright layer is the ground plane

of our detector. This layer is etched with the sloped sidewall process to improve the

step-coverage of the detector layer which is the next bright color layer. The dark layers

around these two are silicon nitride. On top of everything is a platinum layer which

is only there to aid in imaging the device. Thanks to Edward Leonard who took this

image on a Zeiss Focused Ion Beam-Scanning Electron Microscope.

microscope)

It is now time to deposit the dielectric layer which separates the ground plane from

the detector wire(s). This is performed in the PT-70 as follows:

1. Heat the sample platen in the deposition chamber to the deposition temperature

(250 ◦C)

2. Run plasma preclean process (O2 and CF4) for 10 minutes

3. Preseed by running deposition recipe (shown in Table 4) on empty chamber for 10

minutes

4. Vent deposition chamber. While waiting for chamber to finish venting, run wafer

through SRD to clear any particulates that may have collected since its last clean-

ing
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5. Load sample onto sample platen in deposition chamber, pump down chamber to

base pressure

6. Run deposition recipe in Table 4 for 20 minutes

7. Vent, remove sample– set sample on a metal surface to cool before putting it back

in plastic carrier

8. Run post clean plasma (same as preclean)

9. Meanwhile, examine wafer under microscope. In particular, make sure there are

no obvious pinholes in the film. There should be no streaks in the color of the film

either— if there is, solvent residue was trapped under the film and the yield for

this wafer is likely to be very low.

PT-70

Chamber Pressure 400 mTorr

Sample Temperature 250 ◦C

Process Gas Flow

N2 750 sccm

2% Silane (in N2) 83.3 sccm

5% Ammonia (in N2) 200 sccm

RF Power 100W

Deposition Rate 7 nm/min

Table 4: Silicon Nitride Deposition Parameters

We do not perform any lithography on this dielectric at this point. Doing so only

adds unnecessary complexity to the process and more opportunities for solvent residue
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or particulate contamination to cause issues later on. At this point, if a multi-wafer lot

is being run, it is advisable to split the lot into multiple parts as the chances of success

on a single run drop drastically from here on out. Typically, we begin a run with 4

wafers and at this point start processing them individually.

After finishing the silicon nitride deposition, the wafer should be run through the

SRD, loaded into the wafer carrier, and then double bagged for transfer back to the

deposition system in our lab. We then deposit another 40 nm of niobium following the

procedure previously outlined. This is the detector layer. We then transfer the wafer

back to the WCAM for more processing.

The lithography process for this layer is slightly modified:

1. Clean wafer of any contamination it collected while being handled in the non-clean

environment of our labs by running it through a spin rinse dryer (SRD).

2. Spin coat a test wafer which also has a niobium layer on top with the photoresist

(PR) SPR-955 CM.7, spinning at 5500 rpm

3. Prebake the test wafer at 100 ◦C for 90 seconds

4. Using a fine, clean cloth and isopropyl alcohol, wipe off the wafer stage in the

stepper to remove particles which can be detrimental to the focus performance of

the stepper.

5. Perform a focus exposure matrix test5 on the test wafer using the detector pattern

in Body 8 stepper.

5This test automatically varies the focus offset and exposure dose from die to die across a wafer,

allowing the user to determine which conditions are optimal at that moment for that particular pattern

exposure (different parts of the mask often have different optimal focus offsets)
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6. Post bake the test wafer at 110 ◦C for 90 seconds

7. Develop in MF-CD26 developer for 60 seconds

8. Rinse developer off in DI water beaker for 60 seconds

9. Rinse wafer under flowing DI water for 30 seconds

10. Carefully inspect the test wafer under a microscope and determine which expo-

sure/focus offset combination yielded the best pattern.

11. Spin coat the real wafer with SPR-955 CM.7, spinning at 5500 rpm

12. Prebake the real wafer at 100 ◦C for 90 seconds

13. Expose detector pattern in the stepper, using the optimal focus and exposure

parameters found previously.

14. Post bake at 110 ◦C for 90 seconds

15. Develop in MF-CD26 developer for 60 seconds

16. Rinse developer off in DI water beaker for 60 seconds

17. Rinse wafer under flowing DI water for 30 seconds

18. Examine wafer under microscope to verify pattern transferred correctly.

After this is complete, the detector pattern needs to be etched into the metal. This

step is critical to the success or failure of a wafer. The recipe used in etching the

niobium ground plane is a standard recipe used in many processes in our group for

etching niobium. However, in this work, we found that etching wires with a small
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cross section (w <2 µm) this etch process severly degrades the measured critical current

density of even moderately long wires (longer than approximately 1 mm). This was

test by making single layer test wafers in pairs which had modified detector patterns as

shown in Figure 3.8. These wafers were processed in paralell under identical conditions

except for the detector etch. In one wafer, the detector was etched using the SF6 process

while the other was ion milled using the Kauffman source.

Figure 3.8: Critical Current Density Test: The wide bar in the middle is generated by

modifying the stepper lithography program to purposefully not expose a band across

each die. By moving this band around, we can split each detector into two shorter wires

which are both shorted to ground on one side. This allows us to make measurements of

the critical current density of many different wire lengths without having to purchase a

special made mask with this type of test structure.

The results, summarized in Figures 3.9 and 3.10, clearly indicate that the SF6 recipe

is degrading the quality of our films. This etch recipe also has the unfortunate quality

that it etches the silicon nitride under the detector at an extremely high rate (nearly

twice as fast as the niobium itself). In response to these factors, we developed a chlorine

based etch recipe, summarized in Table 5. The tool this etch is performed in is also
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Figure 3.9: Critical Current Density vs. Length Ion Mill

loadlocked, which should cut down on exposure to ionized oxygen during the etch process.

The procedure for performing this etch is:

1. Preclean etch chamber and carrier wafer with 10 minute oxygen plasma

2. Preseed etch chamber and carrier wafer with 10 minute run of etch recipe with no

sample

3. Mount sample wafer onto 6 inch carrier wafer using a tiny amount of santovac

between them

4. Run etch recipe shown in Table 5

5. Remove carrier wafer, warm to 50 ◦C and then sample wafer from carrier wafer.

Rinse with water in case any volatile chlorine byproducts remain on the wafer

This etch recipe worked well sometimes, but occasionally the etch chamber would

become contaminated by another user’s process, and our measured critical current den-

sities would be suppressed across every wafer we ran through the tool. We attempted to
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Figure 3.10: Critical Current Density vs. Length Ion Mill

PT-770

Chamber Pressure 40 mTorr

Process Gas Flow

BCl3 15 sccm

Cl2 20 sccm

Ar 20 sccm

RIE Power 50W

ICP Power 300W

Etch Rate 17 nm/min

Table 5: Niobium Detector Chlorine Etch Parameters

use plasma spectroscopy to detect what contamination was present that was degrading

our films, but when we compared the spectra of etches which yielded good devices versus

bad we weren’t able to see any significant differences.

Due to the unreliability of this etch, we focused on just using the Kauffman Ion
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Figure 3.11: Niobium Etch BCl3+Cl2+Ar Plasma Spectroscopy

Source to etch our patterns. The recipe for this etch is shown in Table 6.

Kauffman Ion Source

Argon Pressure .2 mTorr

Beam Voltage 600 V

Accelerator Voltage 120 V

Beam Current 46 mA

Neutralizer Current 51 mA

Etch Rate 24–30 nm/min

Table 6: Niobium Ion Mill Etch Parameters

After etching the detector layer, it is critical that as much of the remaining photoresist

residue as possible is stripped. This can be espeically difficult to do after ion milling.

The procedure to do this is:
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1. Preheat beaker full of Microposit Remover 11656 to 80 ◦C

2. Perform coarse strip of PR residue with flowing acetone (this helps conserve 1165

by getting the bulk of the easily removable PR off ahead of time)

3. Without allowing the wafer to dry at all, submerge it in the beaker of hot 1165.

Soak in hot 1165 for 3 hours. Meanwhile, preheat shared 1165 tank (which is built

into a chemical bench) to maximum temperature of 75 ◦C.

4. Transfer wafer into shared 1165. Leave it there overnight.

5. The next day, preheat a beaker of acetone to 75 ◦C

6. Quickly transfer wafer into the beaker of acetone without allowing it to dry at all

in the process.

7. Soak in the hot acetone for at least 30 minutes.

8. Sonicate wafer in beaker full of acetone for 30 minutes

9. Quickly transfer wafer into beaker full of de-ionized (DI) water, sonicate for 10

more minutes

10. Remove wafer, quickly place under ample supply of flowing DI water. Rinse in

this way for 2 minutes

11. Quickly load wafer into SRD7

6Specialized resist stripper which mostly consists of n-methyl-pyrrolidinone (NMP)
7Spin rinse dryer
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12. Unload, examine under microscope to check for any particulate contamination of

solvent residue (which appears as discolored streaks on the wafer in an optical

microscope).

After this heavily crosslinked resist is stripped, it is time to deposit the encapsulation

layer. The procedure is similar to the procedure for depositing the wiring dielectric as

described above, but slightly modified:

1. Heat the sample platen in the deposition chamber to the deposition temperature

(250 ◦C)

2. Run plasma preclean process (O2 and CF4) for 10 minutes

3. Preseed by running deposition recipe (shown in Table 4) on empty chamber for 10

minutes

4. Vent deposition chamber. Turn off the sample platen heater. Allow the sample

platen temperature to fall below at least 130 ◦C. When it is close to this temper-

ature, run the wafer through the SRD one final time.

5. Load sample onto sample platen in deposition chamber, pump down chamber to

base pressure

6. Run deposition recipe in Table 4 for 20 minutes

7. Vent, remove sample– set sample on a metal surface to cool before putting it back

in plastic carrier

8. Run post clean plasma (same as preclean)
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9. Meanwhile, examine wafer under microscope. In particular, make sure there are

no obvious pinholes in the film. Solvent/PR residue isn’t great at this point, but

it shouldn’t significantly affect the yield. It may, however, cause devices to have

non-uniform propagation velocities.

In order to access the detector and ground plane, it is necessary to etch vias (holes)

through both the encapsulation layer that was just deposited as well as the wiring

dielectric layer which was deposited several steps ago. First, perform lithography as

follows:

1. Spin coat the wafer with SPR-955 CM.7, spinning at 3000 rpm

2. Prebake the wafer at 100 ◦C for 90 seconds

3. Expose via etch pattern in Body 8 stepper.

4. Post bake at 110 ◦C for 90 seconds

5. Develop in MF-CD26 developer for 60 seconds

6. Rinse developer off in DI water beaker for 60 seconds

7. Rinse wafer under flowing DI water for 30 seconds

8. Examine wafer under microscope to verify pattern transferred correctly

This will generate a pattern with holes connecting to both the detector layer and the

ground layer. Normally this would be unadvisable because there are different thicknesses

of silicon nitride between the top surface and those two layers. However, our recipe for

etching silicon nitride (shown in Table 7) has extremely good selectivity between silicon



108

nitride and niobium; that is, it etches silicon nitride at approximately 125 nm/min and

niobium at only 5 nm/min. This means we can tolerate etching the detector part of the

niobium slightly longer than necessary in order to etch the ground bond pads through

the extra 100 nm of nitride. The procedure for this etch is given below:

1. Preclean chamber with 10 minute, 500W O2 Plasma

2. Preseed chamber with 5 minute run of plasma recipe shown in Table 7

3. Vent chamber, load sample, pump down

4. Run plasma recipe in Table 7 for 120 seconds

5. Vent chamber, retrieve sample, and check under microscope. Etched regions should

appear silver.

6. Pump down sample chamber

7. Post clean chamber with 5 minute, 500W O2 Plasma

8. Probe bond pads which should be electrically connected. Verify that the measured

resistance is correct (roughly 20 Ω for ground plane pads within the same die,

roughly 10 MΩ for pads on either side of a detector)

At this point, we’ve completed all of the processing steps for the wafer. It is useful

to probe all of the detectors on the wafer as described in Section 4.2. After this, the

wafer can be diced into separate dies and fully characterized as described in Chapter 4.
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PT-790

Chamber Pressure 100 mTorr

Process Gas Flow
CHF3 50 sccm

O2 20 sccm

RF Power 150W

Etch Rate 125 nm/min

Table 7: Silicon Nitride Etch Parameters
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Chapter 4

SCDLD Measurement

4.1 Measurement Setup Overview

In this chapter, the methods for characterizing superconducting delay line detectors

(SCDLD) will be described. The yield of these devices has proven to be quite low, and

so a multi-step screening process was developed which allowed the devices to be measured

quickly and efficiently. The active area of each device is rather large, and even small

defects can render the entire device useless. Because of this, manual inspection (using

an optical microscope, SEM, et cetera) is only useful in the case of gross defects which

are rare and easily distinguished. After this, room temperature DC measurements are

performed to screen devices that meet the bare minimum requirements for usefulness;

this will be described in section 4.2. In section 4.3, measurements performed in liquid

helium will be described. These measurements provide enough information to determine

which devices will be useful as detectors. The detectors that pass this screening test

will then be tested by bombarding them with ions from various sources, as described

in section 4.4. These experiments produce large amounts of data– the algorithms for

processing this data will be presented in section 4.5.



111

4.2 Room Temperature Screening

As described in the Fabrication chapter, our devices are fabricated on 3 inch wafers which

hold can well over 50 dies. The first thing that must be done after finishing a wafer is to

screen the devices at room temperature. This is done using a Signatone S-1170 Probe

Station. This setup allows us to measure the resistance of detectors, test structures, and

check for shorts between the detector to ground before we even dice the wafer into dies.

An entire wafer can be thoroughly probed in about one hour— performing individual

measurements on dies in liquid helium would take several weeks worth of time. These

measurements are used to screen out devices which are not worth measuring in liquid

helium.

4.3 Liquid Helium Screening

Devices that passed the room temperature screening are then measured at 4.2 K in liquid

helium. Individual dies are mounted on a sample test mount and are connected to test

ports by wire bonding. The sample mounts we used have four RF test ports, so if each

die has a single detector four can be dipped at once, or if they are Pitch Experiment or

Pitch Imager dies, we can dip two at once. Each SCDLD has one side wire bonded to

an RF port and the other side wire bonded to ground. There are also short (∼200 µm)

test wires with the same cross sectional area as the SCDLD on each die which can be

connected instead of the full detector for fabrication debugging purposes. The ground

plane is then connected to the ground of the sample mount with numerous wire bonds to

provide a clean reference plane. After the samples are mounted and bonded, the sample

mount is connected to a dip probe via four rigid coaxial lines, and then surrounded with
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a mu-metal shield.

Figure 4.1: Circuit used for measuring current-voltage curves. The detector under test

(DUT) is marked as a transmission line.

The first type of measurement we take in liquid helium is a current-voltage (“IV”)

curve. This allows us to determine if the SCDLD or test structure transitions into the

superconducting state, and what the effective critical current density (Jceff ) for the

structure is. This number is essentially never equal to the theoretical critical current

density (Jcrit) due to inhomogeneities in the line which create local constrictions which

suppress the measured critical current density for the entire line. The method for mea-

suring these IV curves is shown in Figure 4.1. It is only necessary to perform a two

wire measurement in this case because the residual resistance of an SCDLD is much

larger (∼3 MΩ) than the lead resistance in the rigid coaxial lines (∼2 Ω). A bias-tee is

connected in series with the detector to act as a low pass filter to reject RF noise which

can suppress the apparent critical current density of the device under test.

After measuring IV curves, we perform Time Domain Reflectometry (TDR) on each
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Figure 4.2: Circuit used for performing time domain reflectometry (TDR). The detector

under test (DUT) is marked as a transmission line. A sampling oscilloscope, Tektronix

11801C is used to bother generate the voltage edge and measure the reflected TDR pulse

for this measurement.

sample. The circuit used for this measurement is illustrated in Figure 4.2. In this

method, a voltage step with a very fast rise time (∼100 ps) is generated by a TDR sam-

pling head and transmitted down a transmission line (in this case, a set of 50 Ω coaxial

cables) and into the device under test. While this is happening, the TDR sampling head

measures the sum of the voltage edge it generated and the reflected voltage coming out

of the test circuit as a function of time. This measured voltage can then be used to

calculate the apparent impedance as a function of time. With knowledge of the propa-

gation velocity of the transmission line(s) under test, it is possible to then turn this into

a plot of characteristic impedance as a function of distance into the test circuit1.

1Unless there are significant reactive impedances involved which complicate the deconvolution of

impedance variations in time back into impedance variations in space
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This type of measurement is extremely valuable in characterizing SCDLDs which are

extremely long physically and electrically. In the case that the device we are measuring

appeared to have a reasonable Jceff , TDR will allow us to measure the characteristic

impedance and propagation velocity of the device. Additionally, there are several subtle

defects that a DC measurement wouldn’t reveal (such as a short between two adjacent

wires or a short to ground far from the input port) which TDR will illuminate. On the

other hand, if the measured critical current density is lower than expected, performing

TDR can help narrow down what may be wrong with the device. In TDR, weak points

in a detector (short segments of the line with suppressed critical current density) appear

as essentially open circuits. For instance, if step coverage was an issue with a particular

wafer, TDR will show almost every die as being an open circuit at the point when the

voltage edge first encounters the detector. If, on the other hand, random defects of some

kind are a limiting factor, TDR data for different dies will have apparent open circuits

at different places. Furthermore, an estimate of defect density can be made by looking

at the distribution of where in the line the first defect appears (it is often difficult or

impossible to observe any defects beyond the first one). There is also the possibility of

mask defects being a limiting factor, in which case the TDR data from different dies

from the same wafer will all have defects at the same point.

4.4 Detection Experiments

After extensively screening SCDLD using the measurements discussed in Sections 4.2

and 4.3, the remaining devices are ready to be tested as ion detectors. First, the various

ion sources used in this thesis work will be described. Then the electronics (both readout
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and bias) which are used to perform these experiments will be described. After this, the

method for collecting data will be discussed, followed by the software for analyzing that

data.

4.4.1 Ion Sources

4.4.1.1 Radioactive Sources

In some cases it is desirable to generate ions with a uniform flux. This can be by using

radioactive sources which generate α particles. 241Am is a readily available source of α

particles. It should be noted, however, that the α particles generated by 241Am have

energies of around 5.5 MeV which is a factor of 1000 higher than the helium ions made

by field ionization (FIM) which will be discussed in Section 4.4.1.2. This can be useful

for running tests where it is useful or informative to expose detectors to higher energies

than are accessible with our FIM setup. It is also worth noting that not all of those 5

megaelectron volts actually end up in the detector. We can use SRIM (as described in

2.4) to simulate the amount of energy deposited in our detector by these high energy

particles. A typical energy deposition for our geometry/stack would be roughly 45 keV.

The energy deposited is almost always mostly in the electronic system of the detector

stack. This is because the cross section for nuclear scattering falls sharply with energy

in this case, so nuclear collisions which actually scatter a significant amount of energy

are extremely rare.
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4.4.1.2 Field Ionization Source

Although 241Am was a useful starting point, the energy of the ions are not representative

of the expected energy ranges involved in either TOF spectrometry or APT. In order to

generate ions that are a more accurate representation of those created in an atom probe,

we designed and implemented a small scale field ion microscope (FIM) in our cryostat.

The mechanism for generating field ions in this way is shown in Figure 4.3.
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Figure 4.3: Field Ion Microscope Ion Source: A) The core element of the source is a

tungsten wire which has been electropolished to a very sharp tip (tip radius of 10 nm

to 100 nm) B) Imaging gas is bled into the chamber and a voltage bias is applied to the

tungsten tip C) The electric field surrounding the tip polarizes imaging gas atoms which

are then attracted towards the tip D) After colliding with the wire several times, an

electron tunnels off the imaging gas atom, thus ionizing it. The resulting ion is repelled

away from the tip, and then is collected in a detector (which would be above the tip in

this drawing).

An important aspect of the ions generated in this way is that the ion flux generated

by the tip is not uniform; the emission coming off the tip depends on the shape of the

tungsten. The probability of ionizing an imaging gas atom at some point on the tip

is dependent on the electric field strength at that point. Therefore, places where the
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tungsten atoms’ electron orbitals are protruding from the tip generate a larger flux of

ions. The ion flux then creates an image of the surface of the emitter as shown in Figure

4.4.

Figure 4.4: Field Ion Image Example: Generated using a tungsten tip and helium (left)

and neon (right) imaging gas. Taken from Reference[47]

In our implementation, we include a gas line which can supply a constant, low flow of

imaging gas. This is due to the fact that our cryostat is much colder than a usual FIM

setup, and imaging gas can condense and/or adsorb onto surfaces. It has been observed

that if the flow of imaging gas is stopped, the ion current drops off to zero over time.

This imaging gas is plumbed in through a series of swagelok tubes and valves. Although

this system was carefully assembled and leak checked, even trace amounts of gases which

are inert under normal conditions (such as water, N2, et cetera) can be corrosive to the

tip[47][10]— therefore, the imaging gas line which feeds down into our cryostat connects

to a heat exchanger at the 50 K stage as illustrated in 4.6. This serves two purposes: it

precools the imaging gas, and it freezes out any impurities which may have leaked into

the imaging gas line.
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Figure 4.5: Pitcure of actual Field Ion Microscope setup in cryostat. In the center of

the image is the tungsten emitter which is held in a copper holder which is screwed into

an insulating mount made of PEEK. This is then connected to a pair of adjustable arms

so that the emitter can be positioned over the detector. The detector is not directly

shown; it is mounted in the copper sample mount near the top of the image with two

SMA cables connected. These are the two wires connecting to the upstream ports of the

detectors of a Pitch Experiment die.

4.4.2 Electronics

Part of the original design goal of the SCDLD was to create a detector which is relatively

simple to operate and collect data from. As a result of this focus on simplicity, our elec-

tronics requirements are relatively simple, even for operating devices in the development

phase where it is necessary to have the flexibility to store raw waveforms generated by

the detector and be able to adjust bias current waveforms on the fly. Figure 4.6 shows an
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overview of the main electrical systems necessary to operate our detector as well as the

FIM ion source which we use to test it. In this section, the various subsystems involved

in biasing and reading out our delay line detectors will be discussed.

Our experiments are carried out in between the two stages of a pulse-tube cooled

cryostat. The experiments are located in an area that has access to a 50 K stage (where

the FIM tip is mounted and the incoming imaging gas is cooled) and a 3 K stage (where

the detector and its wiring is located).

Figure 4.6: Wiring diagram for ion detection experiments. The necessary electronics

and gas lines for generating ions as a FIM are also illustrated.
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4.4.2.1 Cold Wiring

Our detectors only require a pair of bias tees in the cryostat for biasing and readout. Due

to the fact that we are working at a relatively high temperature (3 K), rather than, say,

the millikelvin stage of an ADR2), there is a significant amount of cooling power available

(∼1 W). This means that the thermal conductivity of our wiring is less of a concern

than in millikelvin temperature experiments. Our wiring consists of the following:

1. Semi-rigid coaxial cable with a copper nickel ground, teflon dielectric, and silver

plated copper nickel inner conductor (which improves their conductivity at mi-

crowave frequencies without adding excessive thermal conductivity/heat load to

the fridge). These RF lines connect the feedthroughs in the vacuum chamber which

contains the cryostat all the way to the 3 K stage of the pulse tube cooler. They

are heat sunk with wide copper straps which are tightly bound around the coax

(with a layer of vacuum grease in between for improved thermal conductivity) and

mechanically anchored to the 50 K stage. They have similar heat sinking straps at

the 3 K stage and also connect to bulkhead feedthroughs which provide additional

thermalization channels. These RF lines have a loss coefficient of approximately 3

dB/m at 5 GHz (not including connector losses).

2. Handformable cables which provide connections between components within the

3 K stage. These cables consist of a silver plated copper inner conductor3, a teflon

2adiabatic demagnetization refrigerator
3This material has a much higher thermal conductivity than the cupronickel of the semi-rigid lines,

hence why it is only used to connect components which are mounted at the same temperature stage of

the cryostat
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dielectric, and a copper outerbraid which is coated in tin. These cables, if connec-

torized properly, can achieve attenuations as low as .6 dB/m at 5 GHz.

3. Bias tees, manufactured by Anritsu which have proven to be robust through nu-

merous cooldowns. These allow us to provide a quasi-DC bias current to the

detector through a large inductance (designed to have a very high self-resonance

frequency) while simultaneously reading out broad-bandwidth pulse coming out of

the detector through a capacitively coupled port.

4. Transitions from coaxial cable to microstrip are made from patterned Duroid ma-

terials. These small sections of circuit board provide a clean, flat surface suitable

for wire bonding. These wire bond connections go directly to the sample bondpads

(both detector and ground plane). An image showing how this is implemented in

the reality is shown in Figure 4.7.

4.4.2.2 Biasing Electronics

Early experiments performed in this thesis were performed using a DC voltage source

to generate the bias current for our detectors. The voltage source used at that time was

a SIM928 module, manufactured by Stanford Research Systems. However, after early

measurements and simulations suggested that detecting ions with our SCDLDs would

require us to operate in the latching regime, this DC source was replaced by a variety of

different pulsed voltage sources. In the end, a specialized bias rack originally designed for

performing fast biasing operations on qubits was employed due to its programmability,

noise performance, and its lack of overshoot when generating voltage edges. This source

is used to generate the high duty cycle square waves which are used to bias our detectors.
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Figure 4.7: Basic Ion Detector Wire Bonded to Sample Mount: The entire copper

mount is electrically grounded. The two microstrips on either side of the detector are

silver pasted to the copper sample mount to ensure a solid ground connection all the

way to the point where wire bonds are made. These microstrips are designed to be 50 Ω.
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Due to the fact that ions are generated stochastically in our current experiments, this

waveform is not synchronized to anything; its repetition rate is set to be at least roughly

10 times the apparent event rate in the detector to minimize event loss due to the

detector being in a latched state when an ion arrives.

4.4.2.3 Read Out Electronics

Very early on we experimented with reading detectors out using Nuclear Instrumentation

Module (NIM) bin based electronics to measure event rates, relative delay distributions,

et cetera. Procuring modules like these proved to be somewhat difficult, as many of

them haven’t been manufactured for years, and used modules proved to have reliability

issues in some cases. Although analog electronics like these could be designed and

used for simple read out of SCDLD in the future, we decided it was more suitable

at this early stage of development to instead utilize high bandwidth oscilloscopes to

collect raw waveforms from our detectors. This allows for more in depth analysis of the

types of signals coming from our detectors, and also opens the possibility of storing raw

data which can then be analyzed with different analysis procedures, even years later —

something which could not be done with data generated hardware based time tagged

data. This has proven to be an invaluable capability.

The primary oscilloscope for data collection used was a Tektronix CSA7404B which

has a maximum (single channel) sampling rate of 20 GSa/s, an input bandwidth of 4

GHz, and maximum sensitivity of 2 mV/div. Another useful feature of this oscilloscope

is a capability called “FastFrames”. This feature allows the user to capture a large

number of separate waveforms which are all stored in one longer record, which can then

be written to disk.
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4.4.3 Basic Ion Detection Experiments

In the basic ion detection experiments a measurement can be made of the rate of ion

events as functions of both bias current and FIM voltage. In the ideal case, the event rate

should saturate as a function of bias current below Jceff indicating that the detector has

reached its peak detection efficiency. Furthermore, the event rate should be essentially

zero when the FIM voltage is low, and then suddenly turn on at some minimum bias

voltage. These rates are tracked in the measurement software by measuring how long it

takes to fill a FastFrame record and then dividing by the number of waveforms stored

in the record. Although this measurement method is not perfect due to the fact that

there can be some latency at the beginning and end of filling a FastFrame record, it is

possible to test the accuracy of this method. To do this, the amplitude of the current

bias pulses should be set above the critical current of the detector. Then, the frequency

of the current bias pulse train set to some known value to test. Then, the data collection

program should start. Every time a bias pulse arrives at the detector, it will be driven

normal and produce an “overdrive” event where the part of the wire with the lowest

critical current density forms a normal zone and generates a pulse pair. Therefore, the

event rate measured should be equal to the bias pulse frequency. We have performed

these simple test and found that as long as the number of frames is approximately

ten times larger than the number of events per second, the measured event rate is

accurate to within about 5%. Above the minimum FIM turn on voltage, the event rate

will continue increasing with increasing bias voltage. The pattern of emission will also

change somewhat with FIM voltage as contaminants and protruding tungsten atoms can

evaporate off as we increase the voltage, thus creating a new image.
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Figure 4.8: Event Rate vs FIM Voltage Bias Measured with Microchannel Plate: Taken

from [40]. This plot shows the standard behavior of near zero emission below a threshold

voltage followed by a rapid increase in emission current, followed by saturated behavior

where the current only weakly depends on the bias voltage.

4.4.4 Relative Delay Resolution Measurement

The experimental set up for measuring our timing resolution with respect to relative

delay is very similar to the basic ion detection experiments. The difference is that the

FIM ion source is replaced with an 241Am source (so that the ion flux generated will be

uniform). This source is mounted on a block of copper which was designed to clamp

onto our detector sample mount and has a very narrow and deep slot machined through

it. The purpose of this mount is to block most of the α particles except for a narrow

strip of illumination down the center of the detector. The layout of this experiment is

shown in Figure 4.9.

Through some simple geometric calculations and by measuring the propagation ve-

locity of the SCDLD under test, the ideal image/histogram which should be produced
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Figure 4.9: Relative Delay Resolution Measurement Setup: The ion source is 241Am,

held in a mount which also acts as a shadow mask, creating a narrow band of ion flux

on the detector.

can be calculated. By comparing this to the measured histogram the measured timing

resolution in relative delay can be calculated.

4.4.5 Pitch Experiment

The basic detection experiments described above provide a certain amount of information

about a detector’s performance; however, without careful calibration of the ion emission

current from the FIM source and a tooling factor to account for pattern emission actually

impinging on the detector, determination of the detection efficiency of the detector is

impossible. It is possible, in principle, to calibrate for both of these factors. There is

another method for measuring the detection efficiency which is simpler, and can provide
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more detailed information on the detector’s response to ion impacts.

Figure 4.10: Illustration of Pitch Experiment Concept

This method calls for fabricating a pair of detectors on the same chip, laid in parallel.

These two detectors are meandered together, with a gap that varies across the die. On

one side of the chip, the two detectors are as close together as possible- on the other, they

are farther apart (typically a few microns). The sample is then loaded into a cryostat,

and run under essentially the same conditions as the Basic Ion Detection Experiments.

The only difference now is that there are two sets of bias lines, and two sets of readouts.

After the experiment is run, the pulse outputs can be analyzed in the normal way. The

analysis is also augmented to check for correlated events between the separate wires

which would indicate than an ion managed to trigger both lines. By calculating the

ratio of correlated to uncorrelated events as a function of the separation between the

wires, it is possible to calculate the detection efficiency of the detector as a function of
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the ion’s impact position relative to the detector. More details on the calculations of

these parameters is presented in Section 2.5.1.

The experimental setup for the Pitch Experiment is very similar to the Basic Ion

Detection experiment. The main differences are that now there are four bias tees (a pair

for each detector on the chip), four channels used on the oscilloscope, and a new sample

mount which can accommodate four RF connections. An illustration of this sample

mount is shown in Figure 4.11. This redesigned sample mount also features a window

which can be used for aligning FIM tips more simply. In Figure 4.5 this redesigned

mount is being used to hold the detector sample and align the tungsten field source.

Figure 4.11: Pitch Experiment Sample Mount

4.5 Data Analysis Procedures

Ion detection experiments generate a large amount of raw data which needs to be pro-

cessed into meaningful plots. In this section, the various methods used for turning a

large collection of pulse waveforms into useful plots will be described.
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4.5.1 Optimal Filtering

As alluded to in Section 2.6, the accuracy of our time tagging algorithms can be improved

by first filtering our pulses. The strategy for doing so is to filter our signal such that the

signal to noise ratio(SNR) of the waveform is optimized. An estimation of the ideal pulse

edge’s shape can be made based on theoretical grounds and from actual measurements.

Furthermore, the noise present in the signal will be approximately white– that is, it

has a constant spectral density at all frequencies of interest. Using these two pieces of

information, it is possible to calculate a filter which optimizes the SNR in the frequency

domain by setting the transfer function at any one frequency to be proportional to the

ratio of the spectral density of the signal divided by the spectral density of the noise.

In this case, doing so is very simple– because the noise is white, the transfer function is

simply proportional to the spectral density of the signal at all frequencies.

Hopt(f) ∝ SV ideal(f)

SV noise(f)
∝ SV ideal(f) (4.1)

This suggests that the impulse response of the matched filter is given by the time

reversed version of our ideal waveform[45]. This means that by simply convolving the

measured signal with a time reversed version of the idealized waveform results in an

optimally filtered4 signal:

Hopt(f)SV sig(f) = αVideal(−t)∗ ∗ Vsig(t) (4.2)

However, if the the timing analysis is being performed via the threshold detection

4With respect to signal to noise ratio
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mechanism (described in Section 4.5.2.2), the improvement in SNR achieved by per-

forming this filtering procedure is somewhat offset by the suppression of the rise time of

the signal. When using this time tagging method, the simple boxcar5 filter is actually

optimal[39] for reducing noise while preserving the rise time of the time domain wave-

form. The response of the boxcar filter, y(n), acting on the discrete time series, x(n), is

given by:

y(n) =
1

2p+ 1

m=n+p∑
m=n−p

x(n−m) (4.3)

4.5.2 Time Tagging Algorithms

Perhaps the most critical measurement taken in our ion detection experiments is the

assignment of time tags to pulses coming out of the SCDLDs. There are a variety of

different methods we have explored which will be explored below. In general, the more

robust (accurate) methods have the trade-off of a longer computation time which can

be limiting, especially in the case of large data sets.

4.5.2.1 Interpolation Method

It is often necessary to achieve a timing resolution which is in excess of the sampling

rate of the oscilloscope we’re using to collect data. It is possible to interpolate between

points exactly given that the signal being interpolated is bandlimited below the Nyquist

frequency (that is, half the sample rate)[38]. Typically, data is taken with the oscilloscope

at its maximum possible sample rate (10 GSa/s for 2 channels, 5GSa/s for 4 channels).

The rated analog bandwidth of the scope is 4 GHz, so this condition is weakly satisfied

5Also known as the moving average filter
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just by the design of the oscilloscope. Additionally, the signals of interest to us are

pulses with a rise time of approximately 500 ps and a fall time of roughly 5 ps. If we

calculate the Fourier transform of such a pulse, at 2.5GHz the power spectral density

(PSD) is reduced by more than 45 dB compared to the PSD at DC. This suggests that

the criteria of using a signal that is bandwidth limited to 2.5 GHz should be no issue. In

this case, we can exactly reconstruct the original, continuous signal[38] using Formula

4.4.

V (t) =
∞∑

n=−∞

(Vn SincFst− n) (4.4)

In practice, this procedure can be carried out in many different ways. Observing that

Equation 4.4 is essentially a convolution of our sampled signal with a Sinc function, it

could be implemented by following this procedure:

1. Create new data and time vectors, x′(n′) and t′(n′), which are upsampled by a

factor Fre from the original data (x(n) and t(n))

2. Load the original data into this vector as x′(n′) =
∑m=nmax

m=0 x(n)δ(t′(n′)− t(n))6

3. Perform a discrete convolution in the time domain or take the Fourier transform

of x′(n′) and multiply it by the Fourier transform of the sinc function then Fourier

transform it back to the time domain

On the other hand, it could also be implemented by carrying out the sum in Equation

4.4 directly. This crude method is certainly less computationally efficient than perform-

ing the convolution in the time domain as described above; however, it has one clear

6Note that this will leave most of the entries as x′(n′) = 0
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advantage in portions of x′(n′) can be calculated separately whereas in the previous

method the entire x′(n′) vector is generated at the same time. In practice, the only

portion of the upsampled vector we are interested in is the small region near either the

peak of a crosscorrelation function or near the threshold crossing. It turns out that

naively calculating the sum in this case is much faster than the more ‘clever’ procedure.

4.5.2.2 Threshold Detection

The simpler method (both to understand and to implement) for time tagging pulses

is called threshold detection. The implementation is very simple; for a given discrete

time series, x(n), find the first sample which exceeds the threshold. Then, if a higher

resolution estimation is desired, upsample the signal near this detected threshold cross

using the methods described in Section 4.5.2.1. Then, find the point in this new series,

x′(n′) which exceeds the threshold. Because the waveforms measured will invariably

contain noise, it is worthwhile to estimate the uncertainty in our measurement of the

time of arrival of a pulse using this method. This issue was discussed in Section 2.6.1,

with the uncertainty calculated in Equation 2.27.

4.5.2.3 Cross-Correlation Time Tagging

A more robust method of time tagging waveforms is to use crosscorrelation functions.

For instance, to measure the relative delay τRD between two sampled waveforms, x1(n)

and x2(n), the crosscorrelation function (C12) is first calculated7:

7Technically, this is only an approximation of C12 unless the sum extends from −∞ to +∞
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C12(m) =
n=nmax∑
n=−nmax

x1(n)∗x2(n+m) (4.5)

This crosscorrelation function can be thought of as a measure of the similarity of the

two waveforms x1(n) and x2(n) as a function of m, which is a parameter which shifts

x2(n) relative to x1(n). The maximum of crosscorrelation is therefore located where

m makes the two functions the most similar, and is therefore an estimate of the delay

between the original signals. This method is more robust than the threshold algorithm

due to the fact that it utilizes the entire waveforms for making the estimation rather than

just a tiny portion of the waveforms around the point where they cross the threshold.

This means that the effect of noise is mitigated somewhat.
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Figure 4.12: Example of Simulated Waveforms for Time Tagging Tests

Similar to the threshold algorithm, a coarse estimate of the location of the peak in

C12 is made at the original sample rate of the data. Then, the crosscorrelation function

is interpolated as described in Section 4.5.2.1 and a more refined estimate of the peak

value is calculated. This process is shown in Figure 4.13.

Unlike the threshold algorithm, using crosscorrelation functions to time tag data does
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not have a simple closed form equation for the uncertainty in estimating the parameter

m (or equivalently, τRD). Therefore, we estimate this using a Monte Carlo simulation

which generates pulse pairs with precisely known relative delays, adds random noise, and

then calculates the estimated relative delay using the cross correlation method. This

estimated delay can be compared to the actual delay, thus calculating the error in the

method. This metric is plotted in Figure 4.14 as a function of the root mean square

noise added to the signal and the rise time of the signal pulse. These simulations suggest

that the uncertainty of this method is much lower than the uncertainty in the Threshold

Algorithm.
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Chapter 5

Superconducting Delay Line

Detector Results

5.1 Liquid Helium Dip Results

As previously described, devices are first screened by taking measurements in a dip probe

in liquid helium. These measurements are performed at 4.2 Kelvin with all the electronics

at room temperature. The first measurement taken is a current-voltage relationship (IV

curve). After this, the device is characterized using Time Domain Reflectometry. The

results of these measurements allow devices which will not work as ion detectors to be

filtered out, saving valuable time. Measurements of both good and bad devices will be

presented below with explanation of what kind of criteria we are looking at and why

these criteria are important.

5.1.1 Current Voltage Measurement Results

Figure 5.1 shows an example IV curve for a “good” device which has an effective critical

current density which is sufficiently high to detect ions in the several kiloelectron volt

energy range. This curve is taken using the circuit in Figure 4.1. The voltage bias begins

at zero, and slowly ramps up. At low bias voltages, the amount of current through the
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detector is simply given by Idet = Vbias/Rbias. This portion of the curve is marked as a);

this is the supercurrent branch where DC current flows with no resistance. At the point

marked b) we reach Jceff : this is our measure of what critical current density the detector

can be biased with. Ideally, this number will be close to the Ginzburg-Landau critical

current density[44] for our material/geometry (which in this case is approximately 50

MA/cm2 for niobium devices). Above this critical current density, the curve diverts to

line c) where a normal zone is nucleated at the point along the detector microstrip where

the critical current density is suppressed to its lowest value. In this measurement there

is no DC coupled shunt impedance, so all of the current produced by the bias circuit

must be carried by the detector (except for at very short times when some power can be

transferred to the RF port of the bias tee). This means that the electrothermal feedback

discussed in Section 2.3.1.1 drives the evolution of the resistance of the detector. In our

IV curves, we find that in most detectors the IV curve past Jceff looks similar to d) in

Figure 5.1. The current through the detector drops to a steady state value and does

not change even as the bias voltage is varied. Because the resistivity of the detector

is so high and the detector is so long (the total residual resistance of an SCDLD at

4.2 Kelvin is several megaohms) compared to the bias resistor, the bias voltage never

reaches a value high enough to force the detector to carry more than this steady state

current. The steady state current is set purely by the thermal parameters of the device;

the steady state resistance is set by solving Ṙhs = 0 where Ṙhs is given by Equation 2.14.

The result is fairly intuitive; the steady state resistance of the wire is reached when the

power dissipated through joule heating is equal to the power which can be dissipated

through the substrate. This means that the current along this branch is the parameter

jp, the minmum required to maintain a stable hot spot, thus allowing us to make an
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experimental measurement of α as described in Equation 2.11. Once the bias voltage is

lowered such that the current through the detector drops below jp, the hotspot heals,

and the detector returns to the supercurrent state, a). The bias voltage then continues

sweeping to negative values. Typically, this curve e) forms a mirror image of the positive

curve, making the entire IV curve symmetric around zero.

In the case that there is a significant constriction in the SCDLD wire, the measured

critical current density will be more strongly suppressed. However, the value of Jp (or

equivalently, the retrapping current) remains unchanged unless the measured Jceff is

lower than Jp, in which case the curve will not be hysteretic, and then Jretrap = Jceff

instead of being equal to Jp. An example of such a measurement is shown in Figure 5.2.

The measured critical current density is a critical measure of the detector’s usefulness

as an ion detector. As mentioned in Equation 2.3, there is a minimum bias current

which needs to be flowing through the detector before it becomes sensitive to particles

of a particular energy. If there is a weak point along the length of the detector which

causes the measured critical current density to be below this minimum current, it will

be impossible to bias the detector in a regime where it is sensitive to the particles of

interest. It is challenging to calculate exactly what this minimum current condition is;

experimentally, however, it has been found that ion detection can be performed with

750×40 nanometer detectors which have a measured critical current density of at least

10 MA/cm2. More in depth measurements of how the rate of ion detection varies with

bias current will be described later which paint a slightly more complicated story.
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Figure 5.1: Current Voltage Relation of Wealky Constricted SCDLD: Measurement is

taken on a device with a cross sectional area of 40 nm by 750 nm at 4.2 K. The bias

resistor used is 25 Ω and the test current is passed through a bias tee with the RF port

terminated with a calibrated 50 Ω termination. Bottom figure is a zoomed in view to

show recovery back to superconducting state when bias current falls below Jp (in this

case approximately 2 MA/cm2).
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Figure 5.2: Current Voltage Relation of Wealky Constricted SCDLD
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5.1.2 Time Domain Reflectometry Results

Measuring a high critical current density in a SCDLD is a necessary but not sufficient

condition for the device to be usable as an ion detector. There are ways for a detector to

fail while still having a high effective critical current density– for instance, the detector

can be shorted to ground. Detectors with these more subtle defects can be detected

by performing a Time Domain Reflectometry (TDR), and sometimes Time Domain

Transmissivity (TDT) measurement. The setup for taking measurements like this is

described in Section 4.3.

An example of TDR data taken from a good detector is shown in Figure 5.3. The

different portions of the TDR are labeled as follows: (a) is the TDR response before the

voltage edge is generated by the sampling oscilloscope. (b) The sampling scope transmits

the initial voltage edge, which then propagates down the coaxial cabling (c) towards the

sample, which is immersed in liquid helium. Right before the edge encounters the sample,

there are several connections, including bondwires, which show up (d) as small excess

series inductances. After (d), the remainder of the trace (e) is a measurement of the

impedance of the detector itself. In a good sample, this will be nearly 50 Ω, will be

constant, and at the end of the sample (f), the impedance will drop to zero due to the

fact that we have shorted the backside of the detector to ground. The length of (e)

in time, ideally, is the electrical length/delay of the detector. There can be ambiguity

in this final point; if a detector is shorted to ground within the die, it will look the

same as the detector being shorted to the sample mount ground via bondwire. The

only difference is the measured electrical length/delay (τtot) will be truncated. This can

be ameliorated by having estimates ahead of time of the expected electrical length and
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by taking measurements of multiple dies from the same wafer (short circuits faults are

almost never correlated from die to die in this fabrication process, so the apparent length

will vary randomly if shorts are an issue).
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Figure 5.3: Time Domain Reflectometry of Good Detector

It is worth noting that both the characteristic impedance and the propagation veloc-

ity which are measured in these dip measurements will change slightly when the detector

is operated on the 3K stage of our cryostat due to the change in the London penetra-

tion depth (ΛL) with temperature, given by 2.9. This shift causes the impedance and

electrical delay (τtot) to drop somewhat.

In addition to filtering bad devices out, TDR measurements also provide crucial

information for debugging detectors which aren’t useful. It is therefore useful to take

TDR measurements even if the measured critical current density of a device is low. In

Figure 5.5b several different examples of TDR curves taken from detectors with different

types of defects are shown. In many cases, it is necessary to take measurement of a large
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number of detectors from the same wafer in order to make the conclusions derived from

these measurements more certain. This information then drives decisions we make about

modifying the fabrication process for the next round of wafers.

Figure 5.4: Time Domain Transmissometry Equivalent Circuit

The measurement presented in the bottom right of Figure 5.5b shows data taken

from both TDR and TDT. In dies which contain two detectors (Pitch Experiment or

Pitch Imager designs) it is sometimes observed that the impedance of a detector will

drop suddenly, but not to zero before reaching the expected electrical length. This could

be caused by a ’weak short’ to ground which is not fully superconducting. Alternatively,

it could be caused by a short between the two detector wires which are near each other.

TDT is useful for distinguishing between these two situations. In this TDT measurement,

a voltage edge is sent to DUT1 and then the reflected voltage is measured as before.

Now, though, DUT2 (the second detector on the chip) is connected to a second 50 Ω

port on the sampling oscilloscope and the voltage which has been transmitted from

DUT1 into DUT2 is measured. If there is indeed a superconducting short between the
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two detectors (and they are the same impedance), a transmitted pulse with a voltage

of approximately half the initial TDR edge will be measured coincidentally with the

apparent drop in impedance in DUT1. If instead the fault is a weak short to ground,

there should be little to no transmitted signal coming out of DUT2.
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(b) Detector with random defect at 4.94

nanoseconds (approximately 11% of the

electrical length of the detector).
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(c) Detector with excessive loss. This

causes the final measured impedance to be

greater than 0 Ω.
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tors are shorted together at 30.5 nanosec-
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Figure 5.5: TDR Measurements of various SCDLD Failure Modes: Times are offset to

set the beginning of the detector at approximately zero. Curves are calibrated to set the

impedance of semi-rigid coaxial cabling to 50 Ω.
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5.2 Single Wire Ion Detection Experimental Results

The rare, precious detectors that pass all the previously described screening measure-

ments are then loaded into the cryostat to be tested via ion bombardment. In this

section, the data collected from single wire detectors will be described in depth, start-

ing with the actual waveforms coming from the detector. These waveforms will then

be processed in order to build up histograms of ion flux and amplitude. Plots of the

intermediate steps of this procedure will be presented and explained as well. Finally,

information related to the experiment which is not captured by the waveform data alone

will be discussed.

5.2.1 Time Domain Waveforms

Under typical conditions, the SCDLDs measured in this thesis generate pulses with

amplitudes of order 10s of millivolts. In comparison, the dominant source of noise

in our signal chain is the oscilloscope itself which is measured to be of order .5 mV

(RMS)1. Because this signal to noise ratio is quite high, it is not necessary to amplify

the SCDLD pulses2. Figure 5.6 shows an example of a pulse generated by the impact

of an approximately 6 keV helium ion on a single detector SCDLD. This pulse was not

amplified or filtered (except by the intrinsic filtering characteristics of the bias tee).

Some important characteristics of these pulses are as follows: typical rise times are

1For comparison’s sake, we expect the Johnson noise to be roughly 50µV, taking the room temper-

ature to be 300K, the bandwidth of the oscilloscope to be 4 GHz, and a source resistance of 50 Ω.
2Occassionally solder joints on our coaxial cables will fail after repeated cooldowns yielding a weak

connection and excessive loss. In cases like these, it is sometimes beneficial to take measurements

anyways and use amplifiers to make up for this excess loss.
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Figure 5.6: Pulse Waveform Example: Measured at 3.1 Kelvin, detector biased at 15.7

mA, VFIM =6.6 kV, event rate 71 Hz.

about 500 picoseconds, amplitude 20-30 mV, pulse width 2 nanoseconds, fall time 3

nanoseconds. The rise time is dominated by the thermal feedback dynamics described

in Section 2.3.1.1; in fact, this measured rise time can be used to refine our estimate of

v0 in Equation 2.12. Although we treat this rising edge as an exponential, it is clear

from the dynamics outlined in the electrothermal theory that the true functional form

is somewhat more complicated, so there is no neat closed form solution for mapping

from a rise time back to v0; altering this parameter involves some manual adjustment.

The fall time is misleading; it may seem like the detector is recovering, but, in actuality,

the detector is remaining latched and the bias tee capacitor (which is in series with our

readout/oscilloscope channel) is high pass filtering the signal. This causes the step-edge

being emitted by the detector to look like a pulse with an exponential decay.

There are some non-ideal aspects of the signal generated by this detector; for instance,

there are severe reflections in both channels and sometimes a low frequency (∼10MHz)
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ringing artifact. By using the amplitude of the original pulse and its reflections we

can estimate the impedance of the detector. Define the following terms: Vp0 is the

initial pulse amplitude inside the detector, Vp1 is the amplitude of the initial measured

pulse, Vr1 is the amplitude of the first reflected pulse, and Γ is the reflection coefficient

between the detector and the readout circuit. We make the assumption that the hotspot

impedance (O(1000Ω)) is large compared to the detector impedance (O(50Ω)) so that

the reflection coefficient off of it is very nearly 1. Then:

Vr1 = Γ(1− Γ)Vp0 (5.1)

=
Z0 − Zdet
Z0 + Zdet

2Zdet
Z0 + Zdet

Vp0 (5.2)

Noting that Vp1 = (1− Γ)Vp0 ....

Vr1 =
Z0 − Zdet
Z0 + Zdet

Vp1 (5.3)

Zdet = Z0
1− Vr1/Vp1
1 + Vr1/Vp1

(5.4)

In the pulses measured in this experiment, this yields an apparent detector impedance

of approximately 12 Ω. This is much lower than the design impedance and the impedance

measured in TDR (both of which were 50 Ω). It is unclear where this discrepancy comes

from3; however, it is possible to take this measured impedance and insert a resistive

matching network between the detector output and the bias tee which suppresses these

pulses significantly as shown in Figure 5.7. This comes at the expense of some attenua-

tion which is necessary to achieve impedance matching in this way. The benefit of this

3It is possible that this is due to the fact that our readout port is only AC coupled, so the apparent

readout impedance effectively grows in time, worsening the apparent impedance mismatch
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method of impedance matching is that it is inherently broadband and if much easier to

implement than reactive or transmission line based transformers like the Klopfenstein

taper[34][55].
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Figure 5.7: Pulse Waveform With Resistive Matching Network Inserted

These reflections somewhat degrade the performance of measuring the relative delay

using only the crosscorrelation function between the upstream and downstream readouts

by generating extra peaks in the crosscorrelation plot. By constraining our peak finding

to only work within the range of expected relative delays (−τtot ≤ τRD ≤ τtot) these

issues can be mitigated.

Although our signal to noise ratio is reasonably high, we can improve our τRD esti-

mation by filtering the waveforms as previously described in Section 4.5.1. Figure 5.8

illustrates the impulse response of the filter used as well as the pulse from Figure 5.6

after applying this filter. The crosscorrelation function is then calculated between the

two filtered pulses as shown in Figure 5.9. The coarse peak value is found by finding
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the maximum value of the “coarse” crosscorrelation function (which has the same effec-

tive sample rate as the original signals). This function is then interpolated between the

peak sample and its two neighbors using the Shannon interpolation described in Section

4.5.2.1. The peak value of this new interpolated function is then calculated and is used

as our “fine” measure of τRD.
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Figure 5.8: Waveform from Figure 5.6 filtered using a matched filter shown in the top

plot. The matched filter is most intuitively visualized in the time domain. Its impulse

response is illustrated above; the parameters of the matched filter impulse response are

as follows: rise time=500 ps, fall time = 3 nanoseconds, pulse width = 2 nanoseconds,

normalized to have an integrated area of 1.



154

-40 -20 0 20 40

Lag (ns)

-3

-2

-1

0

1

2

3

4
C

ro
ss

co
rr

el
at

io
n 

(V
2  

 S
am

pl
e)

10-3

Interpolated Crosscorr
Crosscorr Data
Identified Peak

-14.2 -14 -13.8 -13.6 -13.4 -13.2

Lag (ns)

3.935

3.94

3.945

3.95

C
ro

ss
co

rr
el

at
io

n 
(V

2  
 S

am
pl

e)

10-3

Interpolated Crosscorr
Crosscorr Data
Identified Peak

Figure 5.9: Crosscorrelation function for the filtered pulses measured in Figure 5.8. Re-

sampled curve is calculated using the Shannon-Whitaker algorithm described in 4.5.2.1.
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5.2.2 Relative Delay Histogram

Once the raw waveforms have been processed, histograms of various kinds are generated.

First, we bin pulse pairs based on their measured τRD. This parameter is a measure of

the position along the detector where an ion generated an event, so by generating a

histogram of this data it is possible to see a folded, 1D image of the ion flux the detector

was exposed to. In Figure 5.10 an example of such an image is shown. Zoomed out, the

plot clearly reflects the non-uniform ion flux that is expected from the FIM tip. Taking

a closer look, it becomes apparent that there are periodic structures in the data. If a

Fourier transform is taken of this type of histogram, the dominant peak is always given

by 1/(2τmeander) (where τmeander is the time it takes an electrical signal to traverse a

single meander) or a harmonic thereof. This is because the image generated by the FIM

tip is larger than the meander pitch so that bright places in the image overlap with more

than one meander of the detector. This justifies our assumption in the discussion of the

Pitch Experiment (Section 2.5.1) that the ion flux does not vary over distances smaller

than the pitch between detectors.

5.2.3 Pulse Amplitude Distribution

When processing pulses, information is also stored about the maximum value attained

by the pulse in each waveform. This is labeled as the amplitude of the pulse. When using

threshold detection for measuring the timing of pulses, it is necessary to have a very

narrow distribution of pulse amplitude, as discussed in Section 4.5.2.2. Although this is

less important in using the cross correlation method, having a narrow pulse distribution

is useful in the case of trying to examine pulses under non-ideal conditions. For instance,
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Figure 5.10: SCDLD Relative Delay Histogram: Measured at 3.1 Kelvin, detector biased

at 24 mA, VFIM =6.6 kV, event rate 71 Hz.

if two detectors are operating near one another such that there is electrical crosstalk,

having narrow amplitude distributions on both can be helpful in filtering out crosstalk

signals from real ones.

As shown in Figure 5.11, SCDLDs exhibit a very narrow pulse distribution, having

a variance which is smaller than 1/30 of the mean. This is a large improvement over

microchannel plates which have a variance which is approximately equal to the mean.
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Figure 5.11: Pulse Amplitude Distribution: Fit with gaussian having a mean of 18.01

mV, variance of .42 mV. Measured at 3.1 Kelvin, detector biased at 24 mA, VFIM =6.6

kV, event rate 71 Hz.

5.2.4 Event Rates

Each collected waveform only contains a single ion detection event. In order to keep

track of the event rate, the measurement code which controls the oscilloscope during an

experiment keeps records of how long it takes to fill each FastFrames records. These

records typically consist of 100, 1000, or 10000 events depending on the measured event

rate and how often the user wants to see feedback on the oscilloscope.

The variation of measured event rate as a function of the bias current through the

detector is shown in Figure 5.12. In nanowire based detectors like these, event rates

typically follow a pseudo-sigmoidal behavior while varying bias current. At currents

below some threshold, the event rate is essentially zero. Around this threshold current,

the event rate varies quickly with changing bias current. Well above this threshold

current, the event rate, ideally, should saturate to some value. It has been suggested
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by multiple authors[35][4][49] that the saturation of this event rate suggests that the

internal detection efficiency has also saturated to some “high” value (hopefully near 1).

In our SCDLD measurements, we also observe a saturation of the event rate. We are

unable to directly measure the detection efficiency of our detectors in the setup currently

being described. So, although this is a promising feature in the data, it by no means

conclusively shows that the internal detection efficiency of our detector is close to 1.
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Figure 5.12: Event Rate vs Detector Current Bias: Measured on Pitch Experiment

sample with wires biased separately. Error bars are set at 1 standard deviation. The

maximum bias current that could be produced in this particular experiment was ≈31

mA. Over this bias current range, no dark counts were observed over approximately 1

hour worth of observation time.

The variation of event rate with FIM voltage is somewhat similar to the variation with

detector current bias. Again, there is a threshold behavior where below a certain voltage
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bias essentially no ions are generated, then near the threshold voltage, the ion current

increases very quickly. Well above this threshold, the current continues to increase, but

more slowly[40]4. This is discussed (and illustrated) in Section 4.4.3
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Figure 5.13: Event Rate vs FIM Voltage Bias: Measured on Pitch Experiment sample

with only one wire biased. Error bars are set at 1 standard deviation. At 4kV, 3kV, 2kV,

and 1kV no counts were measured over the course of a ten minute observation window

for each. At 0 kV, no counts were detected over the course of a 60 minute observation

window.

The FIM event rate measured with our SCDLD is shown in Figure 5.13. Qualita-

tively, it has the expected behavior.

4Unless the bias voltage reaches the breakdown voltage for the environment in the sample chamber,

in which case this relationship breaks down dramatically, as does the FIM tip and possible your detector
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5.2.5 Relative Delay Resolution Results

Using the same detector described in the previous section, it is possible to measure the

effective resolution achievable when calculating the relative delay (τRD) of a pulse pair.

The measurement setup is described in Section 4.5.2. The same procedures described

in 5.2 to calculate the relative delay for each pair of pulses are carried out. Those

relative delay values are then binned into histograms. In Figure 5.14 shows the result

of taking this one dimensional relative delay histogram and folding it into a 2D image.

This is done by calculating the meander transit time, τmeander, and then mapping τRD

to position (Xion, Yion) as follows:

Yion = floor(
τRD

2τmeander
)hdet (5.5)

ζion =
τRD mod 2τmeander

2τmeander
(5.6)

Xion = (
1

2
(1 + (−1)Yion) + ζion(−1)Yion+1)wdet (5.7)

Where hdet and wdet are the overal height and width of the detector, respectively. This

mapping function takes into account the meandered shape of the detector. Previous dip

measurements of this detector provide a first estimate for vprop and therefore τmeander.

This estimate can then be improved by calculating the Fourier transform of the 1D

relative delay histogram. The top plot of Figure 5.14 shows the result of following this

procedure. Near the top of this image, there is a clear issue with this mapping. This

defect where each row of the image splits farther and farther apart is a symptom that

the estimate τmeander is slightly off. The fact that this defect occurs in only one portion

of the detector suggests that the propagation velocity of the detector is not entirely



161

uniform. This image can be rendered more accurately by allowing the top section to

have a slightly τmeander which is calculated separately from the rest of the detector. This

change is reflected in the bottom plot of Figure 5.14.
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Figure 5.14: SCDLD Relative Delay Resolution Image: Measured on a 22ns long detector

using 241Am as the source of ions. Event rate across the detector was approximately 1.5

Hz, data collected over approximately 72 hours. The top image was formed using the

average propagation velocity for the entire detector. The bottom image was formed by

allowing there to be a different propagation velocity in the top ∼20% of the detector.
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For the sake of simplicity, calculations of the uncertainty in τRD will be performed in

the one dimensional relative delay histogram. Using the measured value of τmeander and

knowledge of the physical shape and size of the shadow mask (illustrated in Figure 4.9

and described in Section 4.5.2), the ideal relative delay histogram can be calculated.

The model for this histogram is a pair of square waves added together with the duty

cycle hard-coded as the width of illuminated region divided by the total width of the

detector. The phases of the two square waves are allowed to vary (which allows for the

case that the illumination bin is not exactly dead center on the detector), the frequency

of the square waves is allowed to vary (but should end up being given by 1/2τmeander),

and an overall scale factor is a free parameter. This ideal histogram is then convolved

with a Gaussian function which is normalized to have an area of 1. The variance of the

Gaussian is the only free parameter for this function. This convolved histogram is then

fit to the measured data, and the variance calculated for the Gaussian is reported as the

uncertainty in relative delay. The results of this procedure are shown in Figure 5.15.

The calculated uncertainty is somewhat higher than expected compared to calcu-

lations of how precisely the measured waveforms can be time-tagged. Even in using

the less than optimal algorithm of using threshold detection on interpolated data the

calculated σe (the uncertainty purely due to electrical noise) is approximately 10 pi-

coseconds for this experiment. This type of uncertainty is expected to be completely

uncorrelated between measurements of the upstream and downstream ports so if this

was the dominant uncertainty, the total relative delay uncertainty would be roughly 14

picoseconds5. There must therefore be some other source of uncertainty. In Section

2.6 different archetypal sources of uncertainty are discussed (σe is most similar to the

510×
√

2 picoseconds
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Figure 5.15: SCDLD Relative Delay Resolution Fits: Measured on a 22ns long detector

using 241Am as the source of ions. Event rate across the detector was approximately 1.5

Hz, data collected over approximately 72 hours.

velocity noise described in Section 2.6.3). The measurements presented in Figure 5.15

indicate that the uncertainty in τRD does not vary with position, which suggests that if

this uncertainty is due to random fluctuations in the kinetic inductance of the detector,

they must be randomly varying in both space and time.
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5.3 Pitch Experiment Experimental Results

In order to make some assessments of the imaging capability and the detection efficiency

of the SCDLD, the Pitch Experiment was devised. The theoretical underpinnings of the

Pitch Experiment are outlined in Section 2.5.1 and the measurement setup is outlined

in Section 4.4.5. The results of these efforts are presented in this section.

As an initial check that everything is working properly, the two detectors are biased

at separate times (so that they are never on at the same time). In this state, they

should operate just as the single detector dies discussed previously, and if they are

indeed generating images of the ion emission coming from the FIM tip, they should

produce similar relative delay histograms. These histograms are shown in Figure 5.16.

They appear to be qualitatively similar.

After confirming that both detectors are operating normally, the experiment is modi-

fied so that the pulsed bias currents going into the detectors are synchronized. Pulses are

collected as normal, and then processed as previously described in Section 5.2. Our in-

terest lies in the ratio of correlated to uncorrelated events which should allow us to deter-

mine the detection efficiency properties of the SCDLDs under test as described in Section

2.5.1. In this experiment, pulses which appeared to be correlated were observed—that

is, there were pulses recorded where both wires fired at nearly the same time (within

the same ≈100 nanosecond window). In Figure 5.17, these correlated events are plotted

as τRD1 versus τRD2. If the events are truly correlated and not just coincidences where

two separate events happened in the same time window, they should come from the

same location on the two detectors; that is, they should have the same relative delay

value. In this plot, we observe that nearly every correlated event pair lies on the line
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Figure 5.16: Separately Biased Pitch Experiment Relative Delay Histograms: Data was

taken with a Pitch Experiment sample with the following geometry: detector thickness

= 40 nm, detector width = 750 nm, minimum detector pitch = 1500 nm, maximum

detector pitch = 4000 nm. Detectors were biased at separate times with a bias current

of 6.1 milliamps and the FIM voltage bias was 10 kV.

of τRD1 = τRD2
6, which suggests that these events are indeed correlated. Although this

data is plotted as relative delays, it is important to remember that in the Pitch Ex-

periment relative delay values map linearly to the pitch between the two detectors. At

τRD1 ≈ 21 nanoseconds the pitch between the detectors (measured from center to center)

is 1.5 µm and τRD1 ≈ −23 nanoseconds, the pitch is approximately 4 µm. The density

of correlated events clearly increases in the portion of the Pitch Experiment where the

two detectors are closely spaced.

6There is a small offset between the two curves due to unequal cable lengths in the readout line
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Figure 5.17: Pitch Experiment Relative Delay Correlations: Taken in the same condi-

tions as Figure 5.16 except the bias current is active in both detectors at the same time

and is increased to 15.25 mA.

In Figure 5.18 the histograms of relative delays from each detector (denoted as “Wire

1” and “Wire 2”) are plotted. Even in the regions where correlated events are not

observed, the image generated by each detector is very closely matched.

In Figure 5.19 the histogram of relative delays from Wire 1 is plotted again. Now,

however, it is plotted with respect to the pitch between the detectors, and the second

histogram plotted is also Wire 1 events; however, these are events which had correlated

Wire 2 events. Dividing the first curve by the second yields Figure 5.20. This plot is

the measurement of the Correlation Fraction which was described in Section 2.5.1 which

should allow us to estimate the SCDLD’s detection efficiency parameters. However, the

functional form of the measured Correlation Fraction does not match our calculated



167

-30 -20 -10 0 10 20 30

RD (ns)

0

10

20

30

40

50

60

70

C
ou

nt
s

Detector 1
Detector 2

-5 -4 -3 -2 -1 0

RD (ns)

0

10

20

30

40

C
ou

nt
s

Detector 1
Detector 2

Figure 5.18: Pitch Experiment Relative Delay Histograms: Taken under the same con-

ditions as Figure 5.17

curve from Section 2.5.1. The value should not saturate, and the peak value of the

Correlation Fraction should never reach 1. It is therefore apparent that our criteria for



168

1.5 2 2.5 3 3.5 4

Detector Pitch ( m)

0

5

10

15

C
ou

nt
s

All Wire 1 Events
Correlated Wire 1 Events

Figure 5.19: Pitch Experiment Correlated vs Uncorrelated Event Histogram: Taken

under the same conditions as Figure 5.17

labeling events as ‘correlated’ is flawed.

Let us define a new time scale, τl, which will be called the ‘Event Lag’. This is a

measure of the time delay between an event occurring on wire one and a subsequent

occurring on wire 2. This can be calculated from our waveforms by taking the average

time of arrival for the upstream and downstream pulses for each wire, and then taking

the difference between those averages. In the case of two wires being triggered by a

single ion, this lag parameter should be limited to essentially pitch−width
vsound

where vsound is

the speed of sound in the silicon nitride encapsulation time. This number is of order

100 picoseconds. In Figure 5.21, this lag parameter is plotted as a function of detector

pitch. It is immediately apparent that the original criteria for correlation was too loose,

and something is causing a large number of psuedo-correlated events to be generated.
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Figure 5.20: Correlation Fraction vs Pitch: Taken under the same conditions as Figure

5.17
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Figure 5.21: Event Lag vs Pitch: Taken under the same conditions as Figure 5.17
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Due to the fact that this thesis is not written exactly in chronological order, the

source of these false correlated events has already been strongly hinted at in Section

2.5.2. Recall from Section 2.3.1.1 that the SCDLDs measured are expected to latch

into the normal state. Therefore, whichever wire is triggered by an ion first will form a

stable hotspot, after which any remaining bias current flowing through this detector will

dissipate heat. This heat can then increase the temperature of the closely spaced second

detector, causing it to also switch into the normal state and generate a psuedo-correlated

event. A model was developed in 2.5.2 to predict how the event lag should vary with

detector pitch. In Figure 5.22 our measured Event Lag vs Pitch data is fit to this model.
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Figure 5.22: Event Lag vs Pitch Model Fit: Taken under the same conditions as Figure

5.17 except bias current increased to 32.9 mA

If the criteria for true correlated events is tightened to eliminate these psuedocor-

related events, it has been found for all Pitch Experiments measured thus far that the
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correlation fraction is unmeasurable. The smallest pitch measured thus far has been

1 µm. This puts an upper-bound on weff of 1µm. Unfortunately, this does not allow to

make any statements about the internal detection efficiency of the detectors.

5.4 Pitch Imager Experimental Results

In Section 5.2.5 the uncertainty in our measurements of relative delay was found to be

approximately 30 picoseconds. Because the relative delay for a pulse emanating from the

extreme left side of the meander only differs from a pulse emanating from the extreme

right side of the meander by approximately 208 picoseconds in a typical SCDLD, the

effective position resolution in the horizontal direction (along the length of a meander)

is limited to only approximately 7 pixels. The vertical direction (transverse to the

meanders), on the other hand, has as many pixels as it had meanders (which in a typical

device is several hundred). It is therefore very difficult to make a useful image of anything

other than very simple patterns (such as the resolution measurement experiment image).

However, the lessons learned from the Pitch Experiment with respect to thermally driven

psuedo-correlated events can be used to enhance our horizontal imaging resolution. The

strategy for doing so is outlined in Section 2.5.2.

In Pitch Imager experiments, data is collected in the same way as in the Pitch

Experiment runs. The difference arises in the analysis of this data; now the psuedo-

correlated events are useful and can be used to measure the horizontal position of an ion

event. Because the scale of pitch variations is now smaller than our positional resolution,

the transfer function of Event Lag to Pitch cannot be measured in a Pitch Imager device.

It is therefore necessary to calculate an approximate transfer function which allows the
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measured event lag to be mapped back to horizontal position. The model developed in

Section 2.5.2 and the parameters extracted in the fit calculated for Figure 5.22 form the

starting point for calculating the transfer function. The minimum and maximum pitch

is known from the geometry of the detector, and the minimum and maximum lag can

be measured. Small adjustments are made to the starting transfer function to fit these

two end points. An example of an approximate transfer function that was calculated for

a Pitch Imager is shown in Figure 5.23.
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Figure 5.23: Pitch Imager Approximate Transfer Function

Once this transfer function is known, it can be used to map out images of the ion

flux detected by the Pitch Imager with greatly improved horizontal resolution. Below is

a series of images generated with different tips and at different FIM bias voltages.
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Figure 5.24: Pitch Imager FIM Tip Images, Set 1
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Figure 5.25: Pitch Imager FIM Tip Images, Set 2
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Figure 5.26: Pitch Imager FIM Tip Images, Set 3. Taken with longer Tungsten emitter

to reduce magnification of surface image.
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5.5 Conclusions and Outlook

In summary, developed and measured a superconducting delay line detector which is

capable of detecting kiloelectron volt ions over a large active area with position sensi-

tivity. The uncertainty of the time of arrival of pulses generated by this detector has

been measured to be approximately 30 picoseconds in our samples. That corresponds

to a physical length of 1.4 millimeters in our samples. We have shown that these de-

tectors can be designed to have hotspots which self-reset and what design/performance

trade-offs are necessary to do so. In the detectors measured in this thesis, however, the

hotspots formed by ions latch, and can be used to drive adjacent detectors normal. We

have demonstrated a design where this effect is useful to improve the effective timing

resolution of our detector and used it to image the surface of tungsten field emitters.

We also devised a scheme to probe the detection efficiency of these detectors; however,

our fabrication capabilities have not, to this point, been capable of producing detector

pairs with a small enough pitch to measure these detection efficiency parameters.

In the future, it would be useful to repeat the Pitch Experiment with these tighter

pitches. This could be achieved by either using electron beam lithography to write the

gaps which are too small to create using i-line lithography. Another possible approach

would be to make the two detectors on separate layers, as shown in Figure 5.27. By do-

ing so, the minimum achievable detector gap (the distance from one edge of the detector

to the edge of the adjacent detector) can be reduced from the resolution specification

(500 nm) of the i-Line stepper to the overlay specification (100 nanometers). If some

inaccuracy in the placement of the detectors can be tolerated (for instance, if the dielec-

tric between the two layers is planarized, as shown in Figure 5.27), this spacing can be
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as small as desired. Although the detection efficiency of nanowire detectors has been re-

ported to be unity for kiloelectron volt ions[37], the cross sectional area of our detectors

is significantly larger, and so it would be worthwhile to measure the detection efficiency

the SCDLD.

Figure 5.27: Multilayer Pitch Experiment

SCDLDs seem like a promising new technology for ion detection. There are some

caveats, however. First of all, they still require a cryogenic environment (although not as

sophisticated as the cryogenics necessary for transition edge sensors or microwave kinetic

inductance detector). Secondly, they need to be carefully designed to not latch (which

also leads to them having long dead times). They do not have proper kinetic energy

resolving power (aside from turning down the bias current to alter the threshold energy,

which then sacrifices detection efficiency). Although the SCDLD can cover extremely
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large areas compared to traditional SNSPDs, in order to cover an area as large as the

biggest microchannel plates, it would likely still be necessary to use an array of detectors.

We have found that the maximum width an SCDLD can be while maintaining sensitivity

to these ions is 1 micron. To cover an entire active area of 9 cm would require an SCDLD

which is 90 kilometers long. Obvious fabrication issues aside, the electrical delay across

such a detector would be nearly 2 milliseconds. This is unacceptably long and would

severely limit the achievable count rate. It is therefor necessary to split this active area

into an array of separate detectors. Pre-existing work on the implementation of nanowire

detector arrays could be applied to engineering such a solution. In short, there is still a

significant amount of work to be done before this technology is ready to be deployed in

an industrial setting.
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Appendix A

Linear Mode Response

A.1 Voltage Due to time Varying Cooper Pair Den-

sity

We begin by writing the probability current for a charged particle in an electromagnetic

field.

~j =
1

2m
[Ψ∗(p̂− q

−→
A )Ψ + Ψ(p̂− q ~A)∗Ψ∗]

~j =
1

2m
[Ψ∗(

~
i
∇)Ψ−Ψ(

~
i
∇)Ψ∗ − 2q ~A|Ψ|2]

Insert the superconducting macroscopic wavefunction as Ψ:

Ψ =
√
ns(~x, t) exp(iΘ(~x, t))

∂Ψ

∂xi
= i

∂Θ

∂xi

√
nse

iΘ +
∂ns
∂xi
eiΘ

2
√
ns

Multiplying this macroscopic wavefunction by the charge of each cooper pair (denoted

as q here) yields the equation for the supercurrent. Consider a short length of thin,

narrow wire (compared to the London penetration depth, λL), such that variations in ~j

and ~A across the cross section of the wire are essentially zero. This allows the problem

to be treated as one dimensional.



180

js =
q
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+ ns~
∂Θ
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2i
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q

m
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∂Θ
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Take the time derivative of this expression...

∂js
∂t

=
q

m
[~(

∂ns
∂t

∂Θ

∂x
+ ns

∂2Θ

∂t∂x
)− q(ns

∂A

∂t
+
∂ns
∂t

A)]

Now, noting that: ~E = −∂
~A

∂t
−∇φ

We find:

qns(E +
∂φ

∂x
) =

m

q

∂js
∂t
− ~(

∂ns
∂t

∂Θ

∂x
+ ns

∂2Θ

∂t∂x
) + qA

∂ns
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nsq2
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ns
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∂Θ

∂x
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∂2Θ

∂t∂x
) +

A

ns

∂ns
∂t
−∇φ

This expression looks somewhat hairy, but it can be simplified by assuming the fol-

lowing about our situation:

1. The current remains unchanged throughout the perturbation

2. The phase of the wavefunction does not change significantly compared to the ampli-

tude
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Consider the steady state/initial conditions of the problem:

E(t = 0)→ 0

∂ns(t = 0)

∂t
→ 0

Now, solving for ∇φ yields:

∇φ(t = 0) =
A

ns
0− ~

q

1

ns
0
∂Θ

∂x
= 0

This information, and along with the fact that there is no changes happening in φ

as a function of time, mean that:

E =
ṅs
ns

(A− ~
q

∂Θ

∂x
)

V =

∫
l

~E · d~l

Now recalling that we are considering a small segment of essentially one dimensional

wire, E can be taken to be parallel to the wire. The (arguably unphysical) situation

wherein the variation of ns happens equally across one well defined segment is treated...

ns(t) =


n0 : t < t0

n0(1− npH(x− a)H(a+ l − x)) : t0 < t < tfinal

Where H is the Heaviside step function
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That is, initially there is some equilibrium population of cooper pairs per unit volume.

Then at time t0, the perturbation breaks a fraction, np, of cooper pairs per unit volume.

This happens within the range of a to a+ l. This makes the line integral very simple to

compute:

V =
ṅs
ns

(A− ~
q

∂Θ

∂x
)l (A.1)

This suggests that a change in the density of cooper pairs per unit volume does

indeed generate a voltage response. It is worthwhile to compare this voltage to what

we would expect if we could treat the kinetic inductance of the superconductor as being

the same as a geometric inductance. In this case, a simple application of Faraday’s law

yields:

V =
∂

∂t
(IL) =

∂I

∂t
L+ I

∂L

∂t

As previously stated, we are considering the case where the current doesn’t significantly change.

V = I
∂L

∂t

In the previous derivation, only the field generated by the supercurrent itself was con-

sidered, so here the inductance is taken as coming entirely from the kinetic inductance.

Lk =
m

nsq2

l

wt

V = I
∂Lk
∂t

= wtjs
∂Lk
∂t

V = wtjs
−mṅs
n2
sq

2

l

wt
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Insert the current derived from the probability current...

V =
ṅs
ns

(A− ~
q

∂Θ

∂x
)l (A.2)

Comparing equations A.1 and A.2, we see the voltage derived in each case is exactly

the same. This suggests that it is reasonable to consider the total inductance as being

the sum of geometric and kinetic inductances for the purposes of calculating the voltage

generated by a time varying cooper pair density.

A.2 Voltage Response of Linear Mode Equivalent

Circuit

Figure A.1: Simplified Linear Mode Simulation Circuit

Using KCL, we can determine the current going into the load (R) as a function of
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time:

L̇IL + LİL
R

+ IL = IB

L̇IL
R

+ IL − IB = −L
R
İL

R

L
IB −

L̇

L
IL −

R

L
IL = İL

R

L
IB −

L̇

L
IL −

R

L
IL =

dIL
dlt

dt =
dIL

R
L
IB − IL

L
(L̇+R)∫

dt =

∫
dIL

R
L
IB − IL

L
(L̇+R)

t = − L

L̇+R
log (

R

L
IB −

L̇+R

L
)

IL(t) =
IBR− Ce

−(L̇+R)
L

t

L̇+R

IL(0) = IB → C = −IBL̇

IL(t) =
IBR + IBL̇e

−(L̇+R)
L

t

R + L̇

Consider a perturbation in L that is, to first order, linear in time. We will consider

the limit of a fast but small perturbation.
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L(t) =


L0 : t < 0

L0 + αt : 0 < t < tfinal

α >> R,α >>
RL0

L0 + ∆L

L(tfinal) = ζL0 = L0 + ∆L

ζ ≈ 1,∆L << 1

For the time during which this pertubration is applied (0 < t < tfinal)...
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IL(t) =
IBR + IBαe

−(R+α)
L0+αt

t

R + α

tfinal =
L0(ζ − 1)

α

IL(tfinal) = IB
(R + αe

−(R+α)
ζL0

(
L0(ζ−1)

α
)
)

R + α

IL(tfinal) = IB
(R + αe( R

ζα
+ 1
ζ
−1−R

α
))

R + α

lim
α→∞

IL(tfinal) = IB
(0 + αe(0+ 1

ζ
−1−0))

0 + α

IL(tfinal) = IB(e
(

L0
L0+∆L

−1)
)

IL(tfinal) = IB(e
( −∆L
L0+∆L

)
)

Vout(tfinal) = (IB − IL(tfinal))R

Vout(tfinal) = IBR(1− e( −∆L
L0+∆L

)
)

lim
x→0

ex ≈ 1 + x+
x2

2
+ ...

Which finally brings us to the result:

Vout(tfinal) ≈ IBR
∆L

∆L+ L0

(A.3)
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Appendix B

Parabolic Heat Equation between

Two Closely Spaced Detectors

We seek to solve the forced heat equation in the lower half space of R3.

∂φ

∂t
= Dφ∇2φ (B.1)

We utilize the Green’s function for the forced Fourier Heat transfer problem and use

a heat source that is defined as:

F (~x, t) = hjouleΘ(t)δ(~x)

Meaning, the heat source is located at the origin and activates at t = 0.

The Green’s function in this case is[14]:

G(~x, t; ~y, τ) =
Θ(t− τ)

(4Dφπ(t− τ))3/2
exp(

|~x− ~y|2

4Dφ(t− τ)
)

We assume the system starts at equilibrium so that the entire half space is at the

same temperature. Without loss of generality, we can set this temperature to zero.

We make the simplifying assumption that all the materials in the region of interest are

equivalent in terms of heat capacity and thermal conductivity. This is clearly not true;
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however, the majority of the space we are considering is purely silicon nitride, and the

heat conduction inside the niobium itself is not of interest in this calculation. Now, we

convolve the forcing function with the Green’s function:

φ(~x, t) =

∫ ∞
0

∫
R3

G(~x, t; ~y, τ)F (~y, τ)d3~ydτ

φ(~x, t) =

∫ ∞
0

∫
R3

Θ(t− τ)

(4Dφπ(t− τ))3/2
exp(

|~x− ~y|2

4Dφ(t− τ)
)hjouleΘ(τ)δ(~y)d3~ydτ

φ(~x, t) =
1

π3/2

∫ ∞
0

hjoule
(4Dφ(t− τ))3/2

exp(
−|~x|2

4Dφ(t− τ)
)dτ

φ(~x, t) =
−hjoule
4Dφπ3/2

∫ −∞
t

exp(−|~x|
2

u
)

u3/2
du

φ(~x, t) =
hjoule

4Dφπ|~x|
erf(
|~x|√
u

)

∣∣∣∣−∞
4Dφt

φ(~x, t) =
hjoule

4Dφπ|~x|
(1− erf(

|~x|√
4Dφt

))

This solution is true in the case that we are solving for the entirity of R3. However,

in our case, there is a boundary condition that ∂φ
∂t

∣∣
z=0

= 0 because the silicon nitride

ends there. Our solution does not inherently satisfy this boundary condition; however,

because this PDE is linear, we are able to use the method of images to add another

fictious heat source that will fix this issue. This source is exactly the same as our

original source, but reflected through the plane of x = y = 0. Because we set the heat

source at z = 0, this reflected source is in the exact same place, so we just gain a factor

of 2.

φ(~x, t) =
2hjoule

4Dφπ|~x|
(1− erf(

|~x|√
4Dφt

))

If we consider the situation where we have encapsulated the detectors with some
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thickness of nitride (defined as ze), our unbounded solution shifts just slightly:

Define ~w = (0, 0,−ze)

Then our forcing function is now

F (~x, t) = hjouleΘ(t)δ(~x− ~w)

So the convolution integral is

φ(~x, t) =

∫ ∞
0

∫
R3

Θ(t− τ)

(4Dφπ(t− τ))3/2
exp(

|~x− ~y|2

4Dφ(t− τ)
)hjouleΘ(τ)δ(~y − ~w)d3~ydτ

Taking the integral over R3 gives...

φ(~x, t) =
1

π3/2

∫ ∞
0

hjoule
(4Dφ(t− τ))3/2

exp(
−|~x− ~w|2

4Dφ(t− τ)
)dτ

And so the solution not considering the boundary imposed by the top of the silicon

nitride encapsulation is:

φ(~x, t) =
hjoule

4Dφπ|~x− ~w|
(1− erf(

|~x− ~w|√
4Dφt

))

Again, we can implement the boundary conditions by inserting an image heat source

at −~w, changing the solution to

φ(~x, t) =
hjoule

4Dφπ|~x− ~w|
(1− erf(

|~x− ~w|√
4Dφt

)) +
hjoule

4Dφπ|~x+ ~w|
(1− erf(

|~x+ ~w|√
4Dφt

))

The ~x we are interested in is the closest approach of the adjacent detector. This is

located at (s, 0,−ze), where s is the center to center spacing between the wires. We can

now replace the vectors in our expression with geometrical parameters from the detector

φ(~x, t) =
hjoule

4Dφπs
(1− erf(

s√
4Dφt

)) +
hjoule

4Dφπ
√
s2 + 4z2

e

(1− erf(

√
s2 + 4z2

e√
4Dφt

))

Taking arbitrary values for the thermal constants hjoule and Dφ and taking a typical

value of ze to be one fifth of s, this looks like:
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Figure B.1: Typical Heat vs Time Curve:φ(s, 0, ze, t) (at Detector 2), ze = s
5
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