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Abstract

Laser powder bed fusion (LPBF) is one of the dominating techniques in metal
additive manufacturing (AM). It enables the fabrication of geometrically and
compositionally complex parts unachievable by conventional manufacturing methods.
However, understanding the complex transient dynamics during the LPBF process is
greatly hindered by the lack of experimental characterizations, mainly due to two reasons:
(a) It is challenging to monitor the dynamics inside metals due to their opacity to visible
light. (b) The transient dynamics occur in a small space within a short time, which requires
the monitoring tools to have both high temporal and spatial resolution.

This work studied the multi-level transient dynamics during the LPBF process by
addressing the above challenges with in-situ high-energy synchrotron X-ray imaging &
diffraction. The mechanisms and driving forces of the powder spattering process—one of
the significant causes of defect formation in LPBF—were identified and quantified in
Chapter 3. The spattering behaviors in terms of environmental pressures and locations
were explicitly characterized. Chapter 4 answers why an identical input energy density
could lead to various melt pool sizes and shapes by exploring the mechanism of melt pool
variation under different processing conditions. In Chapters 5 and 6, a flow-tracing
approach was developed to study the melt flow dynamics during the LPBF process. The
regular melt pool patterns within the conduction-mode and keyhole-mode melt pools were
experimentally revealed and quantified for the first time in Chapter 5, while the unstable
melt flow formation mechanisms and consequences were illustrated in Chapter 6.
Chapter 7 revealed the phase transformation dynamics in 17-4PH stainless steel during

the rapid solidification of the melt pool. Informed by the phase transformation dynamics,
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a 17-4PH composition was developed specifically for AM process to consistently
deliver the desired phase under a wide range of cooling rates and withstand common
environment impurities. Overall, this work provides critical insights into the transient
process dynamics during LPBF, which serves as a foundation to guide the mitigation of
part defects and the optimization of processing conditions. The direct observation of the
process dynamics is also important for developing and validating high-fidelity

computational models.



Chapter 1: Introduction

This chapter introduces the concept of the laser powder bed fusion (LPBF) additive
manufacturing (AM) process and reviews the state-of-the-art studies of powder spattering,
melt pool evolution, and melt flow dynamics. In the end, it presents the objectives of this
work, aiming to address the challenges met by the previous research.

1.1 Laser Powder Bed Fusion

Laser powder bed fusion (LPBF) is currently one of the dominating techniques in
metal additive manufacturing (AM). It can fabricate geometrically and compositionally
complex parts unachievable in conventional manufacturing methods [1,2]. During a
typical LPBF process, a three-dimensional (3D) model of the part is first created in
computer-aided design (CAD) software and sliced into multiple layers with a layer
thickness that varies between 20-100 uym. According to the specified layer thickness, a
thin layer of metal powder is spread on the build plate. A laser will scan and fuse the
selective area of the powder bed to build a cross-section defined in the CAD software.
The final part can be fabricated by repeating the powder-spreading and selective laser
melting process.

To fabricate parts with desired quality and performance, extensive research has
been dedicated to correlating the material microstructures with the AM processing
conditions [3—7]. However, the complex physical dynamics (defect formation, laser-matter
interaction, fluid dynamics, etc.) intrinsic to the LPBF-AM process pose a significant

barrier to establishing the process-microstructure relationship. Therefore, there is a great



need to experimentally characterize the process dynamics during LPBF to understand
the underlying physical mechanisms.
1.2 In-situ Investigation of Powder Spattering

A major cause of defect formation in LPBF is powder spattering during laser
scanning on the powder bed [8]. The most commonly used tool for experimental
observation and characterization of powder spattering is visible-light videography [9,10].
Liquid spatter and hot powder spatter are relatively easy to capture by a visible light
camera due to the incandescence. Thus, the quantified information of spatters, such as
their size, amount, speed, and moving direction, can be acquired [11]. Cold powder
spattering can also be observed with an additional light source (laser or tungsten filament
lamp). However, due to the large difference in brightness between the liquid and solid
material, it is difficult to observe both hot and cold spattering at the same time with high
resolution using visible-light videography.

Optical pyrometer and infrared thermography have also been used to study powder
spattering behavior [12,13]. The major challenge is their low spatial and temporal
resolution [14]. Another challenge is that low-temperature spatter (cold solid powder
spatter) cannot be detected by a thermal camera due to low radiance. Therefore,
thermography cannot observe the whole picture of the spattering behavior.

Due to the lack of proper characterization tools, the powder spattering mechanism
during the LPBF process was poorly understood before the work reported in this
dissertation. Specifically, several questions remained unclear: (1) How does laser-matter
interaction initiate powder spattering? (2) What are the driving forces for the powder

motion? (3) What is the behavior of total spattering (both hot and cold)? The answers to



these questions are critical for understanding the powder spattering behavior and thus
are helpful for developing new process technologies to mitigate or eliminate the defects
in the as-printed LPBF parts.

1.3 Characterization of Melt Pool Variations

As the direct product of laser-matter interaction, the melt pool is the matrix for
bonding various physical dynamics during the LPBF process (such as powder spattering).
Therefore, it is essential to study the melt pool evolution under different processing
conditions.

The primary processing parameters in LPBF are commonly organized by a metric
named “input energy density (IED)”, which can be defined as laser power (P) over the
product of laser scan speed (v) and the laser beam diameter (d), i.e., IED = P/(v - d) with
a unit of Jicm?. It is widely used for designing processing parameters for additive
manufacturing or expressing properties of additively manufactured materials. However,
significant microstructure and property variations were observed in the parts produced
under a constant IED, e.g., variations in crystalline phases and grains[15], porosity and
density [16], mechanical properties [17], etc. Recent research shows that these
microstructure and property variations are associated with the variations in melt pool size
and geometry under the same IED [18,19]. Since the same amount of energy is supplied
from the heat source under the same IED, it was not clear why the same IED could lead
to different melt pool sizes and shapes. Thus, it is critical to experimentally quantify melt
pool variation under a constant IED and understand the underlying mechanisms.

It is challenging to accurately characterize a melt pool’s dimension, geometry, and

volume by ex-situ methods because the solid-liquid interface is inherently difficult to



observe by ex-situ methods (no liquid exists under ex-situ conditions). The work done
based on ex-situ methods had to estimate the melt pool dimensions (length, width, depth)
from the solidified melt track [20-22] or the volumetric melting rate from the product of
laser scan speed and the cross-section area of the melt track [23,24]. For in-situ
techniques, it is also difficult to observe the solid-liquid interface beneath the surface of
the melt pool during laser melting. Conventional in-situ characterization tools, such as
visible light radiography and thermography, cannot receive signals from the interior of
metals. The X-ray can penetrate metals, whereas the limited flux of X-ray photons in a
lab or mid-energy synchrotron X-ray facility cannot generate good contrast to distinguish
the slight difference in density between solid and liquid phases.

Due to the challenges in the experimental characterization of the melt pool during
laser processing, no study has reported direct observation or quantification of the melt
pool dynamics during the LPBF process before the work presented in this dissertation.
The mechanism for causing melt pool variation under a constant IED was unclear. The
melt pool evolution path under varying P-v combinations within a constant IED remains
to be uncovered.

1.4 Characterization of Melt Flow Dynamics

Melt flow within the melt pool determines the heat transfer and mass transfer, thus
playing a critical role in the development of the melt pool. Therefore, understanding the
melt flow behavior in the melt pool is crucial for microstructure prediction and process
control.

Due to the difficulty in experimentally visualizing the fluid flow inside the melt pool,

extensive modeling and simulation work have been carried out to study the flow patterns



under various conditions. However, given the complexity of the physics in laser additive
manufacturing, it is extremely challenging to simulate the involved multi-physics
phenomena using a single numerical model [25]. Major assumptions must be applied in
most simulations [25-27]: some assumptions are applied to maintain calculation
efficiency, some are made due to the unavailability of data, and others are made because
the underlying physics are still not well understood. As a result, the calculated melt flows
are not always consistent and sometimes are even opposite in the reported research [28—
30]. Thus, it is critical to experimentally unveil the melt flow behavior within the melt pool
in laser additive manufacturing to understand the actual melt flow behavior and to develop
and validate computational models.

In the last few decades, extensive work has been done in the welding community to
characterize the liquid flow behavior in the melt pool using flow tracers [31-35]. The
tracers used in welding research are usually of relatively large size (50 pm — 500 pm) and
a small amount (< 80 counts per test), which can only trace melt flow behavior in a
localized area of the melt pool. Visible light imaging, such as glass flanking [36], was used
to observe the flow pattern inside the melt pool directly. However, the glass plate changes
the heat transfer condition and cuts off the flow at the cross-section so that the observed
flow pattern may differ from the actual laser processing condition. Characterizing the
three-dimensional melt flow in real LPBF conditions is much more challenging than
welding because the laser usually scans at a much higher speed and the resulting melt
pool is much smaller.

To understand the melt flow behavior during the LPBF process and to address the

discrepancies observed from computational results, there is an urgent need to develop



appropriate approaches for the direct observation and quantification of melt flow
dynamics in LPBF. The melt flow pattern in the entire melt pool under different laser
melting modes remains unclear. The prevailing physical processes, such as heat-transfer
mode, at specific locations of the melt pool need to be identified and characterized.

1.5 Characterization of Melt Flow Instability

To fabricate parts with desirable and predictable quality, extensive research has
been dedicated to correlating the process dynamics (melt pool variation [37,38], pore
formation [39-41], spatter generation [42,43], keyhole oscillation [44—-46], etc.) with the
processing conditions (laser power, scan speed, beam size, etc.). The aim was to
establish an “optimized” set of parameters to produce parts with fewer defects and higher
density [14,47-49]. However, there are uncertainties intrinsic to the laser metal additive
manufacturing process where some unstable physical dynamics are not tightly bonded to
specific processing conditions [14,49-52]. Such instabilities pose great uncertainty to the
qualification and certification of the additively manufactured parts [52—-54], which require
explicit characterization through direct observations.

To investigate the process instabilities, it is essential to trace the transient melt flow
behavior inside the melt pool—the direct product of laser-matter interaction. However, the
opacity of metals to visible light poses a great barrier to direct observation of the molten
metals within the melt pools. To overcome this challenge, recent research has applied
synchrotron radiation-based in-situ X-ray imaging to observe the physical dynamics within
metals, such as the work reported in Chapter 4 of this dissertation and in [38,39,55-57].
By in-situ X-ray imaging, the localized melt flow behavior within a laser-induced metallic

melt pool could be inferred from the movement of pores generated during the process



[38,57,58]. The regular melt flow patterns within the whole melt pool have also been
studied using tungsten particles as flow tracers, such as the work reported in Chapter 5
of this dissertation and in [39,55,56,59].

However, limited research has been conducted toward experimental investigations
on melt flow instabilities. In the blown-powder directed energy deposition (DED) additive
manufacturing process, it was reported that the impact of feeding particles could cause
melt pool surface fluctuations, generate porosity, and cause keyhole oscillations [57]. In
the LPBF additive manufacturing process, it was reported that high laser scan speeds
and large powder layer thickness could cause unstable melt flow, leading to a rough
surface finish [60]. The melt flow behavior was inferred by the morphology of solidified
track, as well as the powder spattering behavior. Recent research using in-situ X-ray
imaging to monitor the LPBF process has reported several defect-formation mechanisms
resulting from unstable melt flow or keyhole fluctuations. However, the unstable melt flow
behavior was not characterized [61].

Computational modeling work has also been performed to study melt flow
instabilities. In general, the studies focused on two aspects: the instability formation
mechanism and the consequences of the instabilities on the process. Surface tension
variation was identified as a source of melt flow instabilities, as surface tension is one of
the major driving forces for liquid migration. The surface tension fluctuations could be
induced by both improper processing parameters (such as hatch spacing [62]) and
chemical composition variations (such as increased oxidation levels [63]). The
inhomogeneous powder packing in the LPBF powder bed also serves as a source to

disturb the melt flow by cutting off the liquid migration at the loose-packing region,



resulting in part defects such as porosity and balling [64]. As for the consequences, the
melt flow instabilities have been reported to be accountable for the breakup of melt tracks
(Plateau-Rayleigh instability), the trap of gas pores, and the creation of a denudation zone
around the keyhole rim during LPBF [28]. Other melt flow-induced process instabilities,
such as liquid ejection and periodical oscillations of keyholes, have also been
demonstrated by high-fidelity simulations [44,65,66].

So far, in-process experimental characterization of the melt flow instabilities during
LPBF has not been reported. The formation mechanisms, time scale and spatial scale,
and the impacts on the part quality for the melt flow instabilities occurring during the LPBF
process have been largely unclear, which need to be characterized experimentally and
quantitatively.

1.6 Characterization of Phase Transformation Dynamics

The complex and often extreme thermal conditions of AM, intrinsic to a localized
heat source-material interaction, pose considerable challenges to consistently obtaining
desired phases in the as-printed parts, especially for materials with multi-stage phase
transformation during AM fabrication (e.g., steels [67], titanium alloys [68], nickel
superalloys [69,70]). These challenges frequently manifest themselves in three aspects:
(1) AM solidification occurs far from equilibrium due to its rapid cooling rate, causing the
phase transformation sequence/timing to deviate from predictions made by the
equilibrium phase diagram [71,72]. (2) The heating/cooling conditions at different
locations of the melt pool are heterogeneous, leading to diversified phase constitutions

within a single melt pool [73,74]. (3) The thermal conditions across different machines,



different parts within the same batch, and even different regions within a single part are
all different, leading to inconsistent phase constitutions from print to print [75].

One prominent example is 17-4 precipitation-hardening (PH) martensitic stainless
steel (also known as 17-4 PH or type 630 stainless steel), which exhibits various
unwanted phases in the as-printed condition [76]. In a conventional manufacturing
process with a low cooling rate, 17-4 PH steel solidifies following a phase transformation
sequence of liquid (L)-6-ferrite (8)—austenite (y)—martensite (a') [77]. d-ferrite (&) and
martensite (a') in 17-4 have a body-centered cubic (BCC) lattice structure; austenite (y)
has a face-centered cubic (FCC) lattice structure. The desired final phase in 17-4 PH
steel is the martensitic phase (a'), enabling its excellent mechanical performance. The
typical processing of 17-4 steel also includes a high-temperature solution heat treatment,
followed by quenching and aging at low temperatures for an extended period to introduce
nanoscopic precipitates, which further increases its mechanical strength. In general,
precipitation-hardening (PH) stainless steels have the highest tensile strength of stainless
steels. 17-4 steel is the most widely used PH-grade stainless steel and has drawn much
attention for its potential applications enabled by AM technologies.

However, the development of AM 17-4 steel has encountered severe phase control
challenges. While martensite in conventional 17-4 provides its primary strength, AM 17-4
in its as-built state can contain a significant amount of retained austenite (up to 100%
reported in the literature) and even a substantial fraction of d-ferrite (up to >95% reported
in the literature) [78-89]. To make things worse, the fractions of residual austenite and d-
ferrite phases also vary significantly across different printing parameters, AM build

machines, and AM technologies. These residual phases deteriorate the properties of the
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printed parts and create significant uncertainties in the targeted applications that rely on
the designed properties of 17-4 steels [84,88,90-92]. It is, therefore, imperative to
understand the nonequilibrium phase transformation sequence of 17-4 steel during AM
processing and develop an alloy within the 17-4 composition window that can
reproducibly deliver 17-4’s performance characteristics desirably in its as-built state.
1.7 Objectives of This Work

In this work, in-situ high-energy X-ray imaging & diffraction techniques will be used
to address the challenges encountered by previous research to characterize the process
dynamics above, and especially, within the metals during the LPBF process. Specifically,
to understand the mechanism for powder spattering during the LPBF process, Chapter 3
will present the investigation of powder spattering dynamics as a function of time,
environment pressure, and location. The initiation mechanism, the driving force, and the
statistical behavior of total spattering will be examined. Chapter 4 will present the first
direct observation and quantification of melt pool variations under constant IEDs. The
melt pool evolution in size and shape under different processing conditions will be
evaluated. The energy balance during the process will be examined to identify the
underlying mechanism that causes melt pool variations under a constant IED. A flow
tracing approach will be developed and adopted in Chapters 5 and 6 to study the melt
flow dynamics within the melt pool during the LPBF process. Chapter 5 will reveal and
guantify the regular melt flow patterns within the conduction-mode and keyhole-mode
melt pools. The validity of the flow tracing approach, the location-dependent dominating
driving forces of liquid flow, and the dominating physical process within the melt pool will

also be discussed. Chapter 6 will focus on characterizing the melt flow instabilities and
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demonstrating their influences on the LPBF process. The mechanisms for causing
various types of melt flow instabilities will be illustrated. The melt flow evolution path will
be discussed with the combined information from Chapters 5 and 6. At last, the objective
of Chapter 7 is to understand the complex phase transformation dynamics in 17-4PH
stainless steel and develop an alloy composition that can consistently deliver the desired
phase and the promised performance. The phase transformation behavior of the
developed alloy will be tested under various cooling rates with/without environmental
impurities. The microstructure and mechanical properties will be characterized for the
developed alloy after 3D printing.

The multi-level in-situ characterization of process dynamics in this work provides
critical insights into the LPBF process, which serves as a foundation for mitigating process
defects and developing robust processing conditions. The experimental results are also

crucial for developing and validating high-fidelity computational models.
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Chapter 2: In-situ X-ray Imaging Methods and Materials

This chapter provides an overview of general experimental methods used in
Chapters 3-6, including the in-situ X-ray imaging setup and the materials. The in-situ X-

ray diffraction setup used in Chapter 7 will be separately introduced in Section 7.1.

In-situ high-speed, high-energy, high-resolution X-ray imaging technique was used
in this work to overcome the limitations of conventional characterization tools in studying
the dynamics of the AM process. The experimental approach is schematically shown in

Figure 1.

(a) X-ray detection Laser scanner

Laser beam
(b)
system

Glassy carbon Powder bed

Powder bed
X-ray
X-ray

Visible light camera
Vacuum chamber \ Metal substrate

Figure 1. Schematic of the experimental set-up for in-situ LPBF high-speed high-energy
X-ray imaging. Original figure from [43].

The system was developed and assembled by collaborators (Tao Sun, Cang Zhao,
Kamel Fezzaa) at the beamline 32-ID-B, Advanced Photon Source, Argonne National
Laboratory. The X-ray beam is an undulator-generated pink beam with the harmonic
energy at 24 keV and an energy bandwidth of 5~7%. The X-ray beam can penetrate
through metal samples (up to ~5.5 mm aluminum or ~1 mm stainless steel, yet varies
depending on the desired temporal resolution), and the transmitted signal is captured by

a detection system downstream where the X-ray signal is converted into visible light using
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a scintillator (LUAG:Ce, 100 pm thickness) and recorded by a high-speed camera
(Photron FastCam SA-Z). The exposure time is set to be 500 ns. The camera records
with a tunable frame rate of up to 1 MHz and a spatial resolution of up to 1 ym. ImageJ is

used to process all of the recorded images.

A focused laser beam is applied from the top of the powder bed (the sample). The
laser is an IPG continuous-wave (CW) ytterbium fiber laser with a wavelength of 1070 nm
and maximum output power of 520W. This study consists of stationary laser beam melting
tests (with a 1/e? laser spot size of 200 um and a duration time of 1 ms) and laser single-
track scanning tests (with a 1/e? laser spot size of 100 um). The beam profile is Gaussian

under both conditions.

The sample is placed on the X-ray path in a vacuum chamber refilled with argon gas.
A motion stage (not shown in the schematic) holds the sample and allows z-direction
(vertically) movement to adjust the laser spot size. The whole chamber is carried by an
X-y-z motion stage (not shown in the schematic) so that an X-ray can illuminate different
regions of the sample. By controlling the refilled argon amount in the chamber, tests under

pressures of 1 atm to 104 atm can be conducted.

The detailed powder bed assembly (the sample) is schematically shown in Figure
1(b). The powders are applied on a metal substrate (build plate) made of the same
material as the powder. The powders are spread manually by using a wiper. Two pieces
of glassy carbon are used as side walls to hold the powder bed and to ensure X-ray
transparency along the X-ray beam path. The uniformity of the powder bed is checked
before laser melting experiments. The powder layer thickness is adjustable by controlling

the height difference between the substrate and the glassy carbon walls. A layer thickness
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of 100 ym was generally used in this work unless specified otherwise. To find out a
suitable powder bed width (along X-ray penetration direction) for this research, laser
single-track scan tests on substrates with different thicknesses (1.0 mm, 0.8 mm, 0.5 mm)
were conducted. No significant difference was observed. Therefore, 0.5 mm was chosen
to be the powder-bed width for all the experiments in this paper due to better X-ray
transparency unless specified otherwise.

The materials used in this work are mainly 316L stainless steel for stationary laser
beam melting, and AISi10Mg, for single-track laser scanning. Both materials are widely
used in the metal AM industry. The powder size distributions of the two materials are

shown in Figure 2. The compositions of 316L stainless are AlSi10Mg alloy are listed in

Table 1.
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Figure 2. Particle size distributions of (a) 316L stainless steel and (b) AlSi10Mg powder.
Original figure from [43].
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Chapter 3: Transient Dynamics of Powder Spattering

This chapter contains experimental data and results that have been published in the
following work:

Q. Guo, C. Zhao, L.I. Escano, Z. Young, L. Xiong, K. Fezzaa, W. Everhart, B. Brown,
T. Sun, L. Chen, Transient dynamics of powder spattering in laser powder bed fusion

additive manufacturing process revealed by in-situ high-speed high-energy X-ray imaging,
Acta Mater. 151 (2018) 169-180. [43]

The publication rights for this section are given in Appendix A. Appropriate
recognition is given to the relevant citation for the material in which it was originally
published. The presented material represents my contributions and material collected

with or by a collaborator has been highlighted as such.

This chapter reports the detailed dynamics of powder spattering during laser melting.
The transient dynamics of powder spattering in the LPBF process were revealed. Powder
spattering behaviors were uncovered as a function of time, environment pressure, and
location. The mechanisms of powder spattering were depicted on a schematic map.
Quantifications of the particles’ moving speed, acceleration, and driving force as a
function of time and pressure were performed. Potential ways to mitigate powder
spattering in the LPBF process are proposed based on the revealed transient powder

dynamics and spattering mechanisms.
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3.1 Powder Dynamics as a Function of Time and Environment Pressure

3.1.1 Powder Motion as a Function of Time and Environment Pressure

The powder dynamics under three different environmental pressures of 10 atm,
0.05 atm, and 1 atm were recorded by X-ray imaging at 54310 frames per second with
312 W stationary laser beam melting. Three frames of each condition were displayed in
Figure 3. Red circles indicate representative particles with their trajectories highlighted by

yellow dashed lines, and green arrows highlight the overall particle moving tendency.
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Figure 3. Dynamic X-ray images showing powder motion at different moments and
under different environmental pressures. Original figure from [43].
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Under vacuum (a—c), the particles surrounding the melt pool were directly ejected
away with a large divergence angle. Under 0.05 atm (d—f), most particles surrounding the
melt pool were repelled with a smaller divergence angle than under vacuum. Several
particles (for example, particle B), ejected with an initial large divergence angle, were
reversed soon after and merged into the majority particle stream. In the case of 1 atm,
the particles were first ejected away from the melt pool, but the ejection amount is much
smaller than that of low environment pressures. Then, the particles surrounding the melt

pool moved toward the melt pool and formed a narrow stream flowing upward (g—i).

The results in Figure 3 demonstrate that environment pressure influences particle
moving behavior regarding the spattering divergence angle, spatter amount, and spatter
speed.

3.1.2 Initiation of Powder Motion

Figure 3 only depicts the powder movement out of the powder bed. How the powder
spattering initiates cannot be seen clearly at the frame rate of 54310 fps. To look into
more details of the transient particle motion initiation, X-ray images of high frame rate
(135776 frames per second) zooming in the laser-particle interacting region with
stationary laser beam melting under vacuum were recorded and displayed in Figure 4.
The laser was on at t = 0 ys (judging from the particle vibration), as shown in Figure 4(a).
After t = 22 + 7 s, the particle beneath the laser beam started to change in geometry at
the top surface (highlighted by yellow dashed lines), indicating the beginning of melting,
as shown in Figure 4(b). Vaporization began at another 22 + 7 ps since particle melting
(t=44 £ 7 ps in total since laser on) when particles A and B started one-way movement

out of the powder bed, possibly driven by vapor pressure, as shown in Figure 4(c). At the
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same time, the (partially) melted regions of several particles beneath the laser beam
joined together and became an early form of a melt pool. As the melt pool grew and
consumed the particles it touched, a complete form of the melt pool with a depression
zone penetrating the substrate at t=265 ys showed up in Figure 4(d). The bottom of the
depression zone, where the recoil pressure from vaporization is the highest, indicates the
position of the laser beam. (The laser beam was placed off center so the movement of
particles surrounding the melt pool can be observed.) Note that particles A and B were

ejected out of the view.

These high frame rate results uncover the details of the powder spattering initiation
process. At the initial stage of powder movement, the laser first melts the powder and
forms the molten pool. Then, vaporization begins, and the surrounding particles are later

ejected from the powder bed.

Figure 4. Dynamic X-ray images displaying transient melting and vaporization under
vacuum during stationary laser beam melting. Original figure from [43].

3.1.3 Mechanism of Powder Motion as a Function of Time and Environment Pressure

Based on the above observations and inspired by previously published works [93,94],

a clear schematic map showing the dynamics and mechanisms of powder motion during
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the LPBF process as a function of time and pressure was constructed and displayed in
Figure 5. Schematics along the horizontal axis depict the transient evolution of laser
melting, vaporizing, and the formation of argon gas flow, while those along the vertical
axis show the effect of environment pressure on powder spattering behavior.
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Figure 5. Schematic map of powder spattering behavior as a function of time and
environment pressure. Original figure from [43].

When the laser is turned on, the Gaussian beam heats up and melts particles in a
localized area under laser irradiation, as shown in Figure 5(a). Within a very short period,
the vaporization is not significant. As soon as the melt pool surface temperature reaches
the boiling point of the material, vaporization becomes intense. When vapor pressure is
strong enough, the particles get ejected away from the melt pool, as shown by the second

column in Figure 5.
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Under vacuum, the metal vapor expands freely and, thus, ejects particles within a
large divergence angle, as indicated by 03 in Figure 5(d). The ejected particles are colored
green in the schematic. If there is argon gas in the environment, the escaping vapor must
fight the confinement from environment pressure. After a short period (10s ps in this
study), the melt pool is generated, and the vapor pressure accumulates and exceeds the
environment pressure; then, the metal vapor breaks out and forms a vapor jet. The vapor
jet originates at the top of the melt pool, where vaporization is the most intense due to
Gaussian beam heating. The intensity of the environment pressure determines the
divergence angle of the vapor jet, i.e., a stronger environment pressure results in a
narrower vapor jet, as indicated by 01 < 02 in Figure 5(b—c). Since the patrticles in the path
of the vapor jet will be ejected, a larger vapor jet divergence angle leads to more powder
spattering. Therefore, higher environment pressure can potentially mitigate the powder

spattering.

To confirm the effect of the environment pressure on the total spattering, two
stationary laser melting tests were carried out on a 304L stainless steel powder bed with
the same layer thickness (136 um) but under different environment pressures: 0.0002
atm and 0.1 atm. The laser power was 260 W with a 1/e? diameter of 100 um and a
duration of 1 ms for both tests. The experimental results are shown in Figure 6. The
position of the laser is pointed out by red dashed lines. After the laser was on for 0.22 ms,
the spattering particles above the powder bed were counted to be ~120 under 0.0002 atm
and ~50 under 0.1 atm, which shows a significant decrease in the amount of powder

spatter under relatively high environment pressure.



21

(@) Spatter count: ~120 (b) Spatter count: ~50

P=0.0002 atm P=0.1 atm
t=0.22 ms t=0.22 ms

Figure 6. X-ray images showing spatter amount as a function of environment pressure.
The powder bed thickness was kept the same between the two experiments. Original
figure from [43].

Argon gas flow begins after the vapor jet forms for a certain period (100s us in this
study), following the vapor jet-induced horizontal pressure difference due to the Bernoulli
Effect, as shown by schematics in Figure 5(e—f). The gas flow entrains particles in the
flow path toward the melt pool, whether they are initially on the powder bed or have been
ejected out of it. Some high-speed particles can fly close to the center above the melt
pool and be heated up by the laser, metal vapor, or plasma [93] and thus become hot
spatters. The hot spatters are colored in red in the schematics. The amount of hot spatter
depends on the environment pressure. Higher environment pressure can generate
stronger gas flow, which thrusts more particles into the central area above the melt pool.
However, although the high environment pressure promotes the generation of hot spatter,
the amount of overall spatter (both cold and hot) is still reduced, as demonstrated in
Figure 6. When the argon gas is absent (vacuum) in the environment, there is no gas flow
to entrain the particles toward the melt pool. The metal vapor keeps expanding freely and

ejects all the particles in the vapor path away from the melt pool, as shown in Figure 5(g).
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The schematic powder motion map illustrates the phenomena and mechanisms of
the powder motion behavior as a function of time and environment pressure during laser
melting. When there is argon gas in the environment, laser melting, metal vapor jet, and
argon gas flow occur in order. The total spatter amount depends on the divergence angle
of the metal vapor jet, and the hot spatter amount depends on the intensity of the argon
gas flow, both of which depend on the environment pressure. Under vacuum, the argon
gas flow is not generated, and the surrounding particles are all ejected by freely

expanding metal vapor.
3.2 Powder Dynamics as a Function of Location

Stationary laser melting experiments enabled the analysis of the mechanisms of
powder spattering formation during laser melting. However, in the LPBF process, the
laser beam moves with a certain scanning speed. To answer how particles at different
locations move during laser scanning, laser single-track scanning experiments were
performed. To get better X-ray transparency beneath the powder bed, AlSi10Mg was

used for single-track scanning experiments. The results are shown in Figure 7.

The laser beam scanned from left to right with a laser power of 416 W and a scanning
speed of 0.5 m/s. Powder moving behavior varies at three different locations along the
laser scan path. Location 1 (vapor jet domain) is around the laser beam. The particles at
location 1 moved away from the laser-powder interaction spot. Red circles indicated the
representative particles. White dashed arrows marked the trajectories of the particles.
Location 2 (argon gas domain) is behind the laser beam. Most of the particles at location
2 moved toward the laser-powder interaction spot. The representative particles were

marked by yellow circles with their trajectories highlighted by green dashed arrows.
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Location 3 is ahead of the laser beam. Powder moving behavior at location 3 depends on
the processing parameters. Under the present experiment parameters, the particles at
location 3 did not travel long distances. The pile of particles ahead of the laser beam only

tended to incline towards the laser beam.

Laser beam

Depression Zone

Scanning directionf ——
Scanning speed: 0.5 m/s 200 pm

Figure 7. X-ray image of powder spattering during single-track laser scanning under 1
atm. Original figure from [43].

Based on the powder spattering mechanism illustrated in Figure 5, the vapor jet was
the driving force that ejected the particles at location 1. At the same time, it was argon

gas flow that entrained the particles at location 2 toward the laser-powder interaction spot.

Compared with the stationary laser melting tests, the relative position of vapor jet
and argon gas flow during single-track laser scanning differs. In stationary laser melting,
the laser beam is the symmetry axis of both vapor jet and argon gas flow. During laser

scanning, the vapor jet region still surrounds the laser beam, but the argon gas flow region
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shifts backward to the laser scanning direction because it takes time for the argon gas

flow to form.
3.3 Quantification of the Vapor-Driven Powder Dynamics

To further understand the powder spattering behavior, quantitative analysis was
carried out on the results. Specifically, particle moving speed, acceleration, and the

driving force for powder motion were calculated. The details are discussed below.

3.3.1 Quantification of Metal Vaporization Induced Powder Motion

By recording particle locations at different moments, the particles' speed
(projectional moving velocity) can be calculated from the first derivative of displacement
as a function of time. The speed of particle A in Figure 3(a—c) under vacuum is shown in
Figure 8(a). The particle started to move at t = 0.3 ms (laser was on at t=0 ms and lasted
for 1 ms) and reached up to 1.71 m/s at t = 0.76 ms before moving out of the view. As
discussed in the schematic map, particle A was driven by the vapor plume [mechanism
shown in Figure 5(d, f)]. The slope of the speed curve in Figure 8(a) decreases with time,
indicating the influence of the vapor plume weakens when the particle moves away from
the melt pool. The maximum acceleration during the particle movement is estimated by
the derivative of the fitting equation at the initial moment, with a value of a,-; ;= 12010

m/s2. The driving force of the particle ejection can be calculated by Newton’s second law:

-(ém‘3)-a
AP=E=pV.a=p 3 Eq. 1
A A Ttr2

4
zPra

where m is the mass of the particle, a is the acceleration of the particle, A is the cross-

section area of the particle, p is the density of the patrticle, V is the volume of the patrticle,
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and r is the radius of the particle. Taking p = 7980 kg/m3, r =40 ym, a = 12177 m/s?, the
driving force for particle A was calculated to be 5111 Pa, which is the pressure drag

induced by metal vapor flow.
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Figure 8. Powder moving speed as a function of time during stationary laser beam
melting at different environment pressures. (a) Moving speed of powder driven by metal
vapor plume under vacuum (104 atm). The traced powder is powder A in Figure 3. (b)
Moving speed of powder driven by argon gas flow under the environment pressure of 1
atm. The traced powder is powder C in Figure 3. (c) Moving speed of powder driven by
co-action of metal vapor plume and argon gas flow under the environment pressure of
0.05 atm. The traced powder is powder B in Figure 3. Original figure from [43].

To be noticed, only the particles on the edge of the melt pool were selected for
guantified analysis. The particles move in three dimensions, but only the two-dimensional
projected particle motions can be observed from the video. The particles on the edge of
the melt pool have a better chance of moving in the projection plane. Since the number
of particles on edge is small (< 10), statistical analysis of particle movement during

stationary laser melting was not conducted.

3.3.2 Quantification of Argon Gas Flow Induced Powder Motion

The speed of particle C in Figure 3(g—i) is shown in Figure 8(b). As discussed in Figure
5(b, e), particle C is driven by vapor jet-induced argon gas flow. The movement started
att=0.47 ms (laser is on at t = 0 ms and lasts for 1 ms) and reached the peak speed of

0.39 m/s at t = 0.93 ms; then the speed dropped to 0.33 m/s till t = 1.86 ms before the
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particle moving out of the view. The speed dropped because the laser was off att = 1 ms.
The vaporization vanished and stopped generating argon gas flow. The acceleration at
the speed-increasing stage was estimated by the slope of the curve, which is a = 889
m/s?. Both the peak speed and the maximum acceleration of particle C are lower than
particle A, indicating that the intensity of argon gas flow is lower than the vapor plume/jet.
Substituting a = 889 m/s?into Eq. 1, the driving force of particle C is calculated to be 378
Pa, which is only about 1/14 of the particle driving force induced by metal vapor flow (5111

Pa).

3.3.3 Powder Motion Induced by a Combination of Metal Vapor and Argon Gas Flow

Figure 8(c) shows the speed variation of particle B in Figure 3(d—f) as a function of
time that separates into four stages as marked by I-1V. As revealed in Figure 5(c, f) from
the schematic map, under weak environment pressure, particles at feasible positions can
be first ejected by the vapor and get reversed by the argon gas flow. Different stages of
this process are reflected in the speed variation. In stage |, the particle was ejected and
accelerated by the vapor plume. After about 150 us, the argon gas flow formed gradually
and moved against the particle movement. The argon gas flow first decelerated the
particle (stage Il) and later accelerated the particle back to the laser beam (stage Ill). In
the end, the vapor pressure faded due to the particle moving far from the melt pool, as
well as the laser turn-off. Therefore, the particle moving speed decreased in stage IV.
Although a relatively accurate quantification of acceleration and driving force cannot be
carried out because of insufficient data points, it is evident that the slope of the curve at
stage | is higher than the slope of stage I, indicating that the driving force in stage | was

stronger than that in stage lll. Since the particles were carried by vapor jet at stage | and
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by argon gas flow at stage lll, this result is consistent with the results in Sections 3.3.1

and 3.3.2.

3.3.4 Statistics of Powder Motion During Laser Single Track Scanning

The speed, acceleration, and driving force of ten particles in the vapor jet domain
and ten patrticles in the argon gas flow domain from Figure 7 are analyzed and shown in
Figure 9. Figure 9(a) shows the speed of the particles driven by the vapor jet, with the
peak speed varying in a range of 0.75-2.24 m/s, within 1.14 ms. Note that the start time
of each of the particles was set to zero. The accelerations are estimated by the slope of
the rising stage in each curve and vary in a range of 2000-13900 m/s? with a median of
7600 m/s?, as shown in Figure 9(b). The driving force is calculated based on Eg. 1, with
p = 2670 kg/m?3 for AlSi10Mg particles. The results are shown in Figure 9(c) within a range

of 121-931 Pa and a median of 348 Pa.

Figure 9(d) shows the speed of 10 particles moving in the argon gas flow region.
The peak speed varies between 0.27-0.61 m/s within 2.88 ms. The accelerations of the
ten particles range between 552-1494 m/s?, with a median of 1140 m/s2. The
corresponding driving forces were calculated to be within 29-75 Pa, with a median of 48

Pa.

Considering the overall movement of each set of the ten particles, the speed of
particles driven by the vapor jet is about three times as large as particles driven by argon
gas flow. The acceleration and driving force of vapor-driving particles are one order of
magnitude larger than argon gas flow-driven particles. The distinct difference in particle
movement proves the existence of two driving forces and indicates a stronger intensity of

vapor jet than argon gas flow.
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Figure 9. Quantification of speed, acceleration, and driving force of powder movement
during laser single track scanning under 1 atm. (a) Moving speed of particles driven by
vapor jet. Ten particles are shown. The time axis is the travel time for each particle, not
the time elapsed in the X-ray video. (b, ¢c) Acceleration and effective driving pressure for
particles in vapor jet region. (d) Moving speed of particles driven by argon gas flow. Ten
particles are shown. (e, f) Acceleration and effective driving pressure for particles in
argon gas flow region. Original figure from [43].

3.3.5 Quantification of Anqular Powder Velocity Profile Driven by Metal Vapor

To quantify the spatial distribution of powder moving velocity, an experiment was
designed to track the particle moving trajectories in each direction simultaneously. Figure
10(a) shows the schematic of the experiment setup. The powder bed consists of two
glassy carbon walls and a substrate. The two glassy carbon walls are higher than the
powder bed surface of the standard samples. Small 316L stainless steel powders were
attached to one of the walls by van der Waals force [95] to trace the vapor velocity profile.
The size distribution is shown in Figure 10(c). Note that the glassy carbon is transparent

under X-ray. Thus only the powders can be observed in the X-ray image. The laser beam
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was aimed close to the wall with powder so that the powder movement could reflect the
metal vapor movement at the largest vertical cross-section. Figure 10(b) gives a

schematic showing how the powders on the wall are being pushed away by the metal

vapor.
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Figure 10. Quantification of angular powder velocity profile driven by metal vapor. (a)
Schematic showing the sample design for tracing powder velocity profile. (b) Schematic
showing how the powders move during laser radiation. (c) Histogram showing the
distribution of small 316 L stainless steel powder used for this experiment. (d—g) X-ray
images indicating the profile of powder moving front. The laser ison att =0 ms. The
experiment was under a vacuum (0.0001 atm). (h) Schematic indicating the angular
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powder tracing path (red line) at different moments. (i) The angular powder velocity
distribution along the powder moving front as a function of time. Original figure from
[43].

Figure 10(d—g) shows the powder moving front during laser melting. The laser power
is 312W. The laser was turned on at t=0 ms. When the vaporization begins, the metal
vapor will push the powders away. The experiment is carried out under a vacuum (0.0001
atm) to prevent the generation of argon gas flow. Yellow dashed lines in the figures

marked the powder moving front at different moments.

To calculate the powder velocity spatial distribution, five angles were chosen to
indicate the trend of angular velocity variation: 30°, 45°, 60°, 75°, and 90° to the powder
bed surface (horizontal direction), as shown in Figure 10(h). The powder velocities at
each angle were calculated to generate the angular powder velocity distribution along the
powder moving front at different moments, as shown in Figure 10(i). The three curves
represent the particle moving front at the moment of 0.344 ms, 0.528 ms, and 0.731 ms,

respectively.

The angular distribution of particle moving velocity can be evaluated by comparing
data points within each curve in Figure 10(i). It shows that the velocity at a higher angle
to the powder bed surface is larger than at a lower angle. The maximum velocity appears
at the center of the powder moving front. For all three moments, the maximum velocities

are about five times as high as the minimum velocities (at 30°).

Comparing the velocity values between the three curves at the same angle, the
velocity decreased during the period of 0.344-0.731 ms. Since the gravity and friction are
almost constant, the particle velocity decrease may result from the attenuation of the

expanding metal vapor.
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3.3.6 Role of Gravity

In this study, the driving force of particle movement was identified as pressure drag.
This is only valid when gravity can be ignored. Gravity can be considered as a force
applied at the center of the particle, pointing vertically down to the ground. Therefore, the

effect of the gravity is equivalent to a pressure of:

4 3
_mg_pV-g_P'(gm’)'g 4 Eq. 2

Feq A A 2 —3P g

where m is the mass of the particle, g is the gravity, A is the cross-section area, V is the
volume of the particle, r is the radius of the particle, p is the density of the particle. Taking
r = 40 ym for example, P, = 4.2 Pa, which is only 1.1% of the particle driving force
induced by gas flow, and 0.08% of the particle driving force induced by metal vapor flow.

Thus, the influence of gravity can be ignored at the particle accelerating stage.
3.4 Effect of Spattering on Part Quality

To investigate the effect of spatters on the part quality, the morphology of a single
laser scan track on the AISi1l0Mg sample was characterized by an optical microscope
after the in-situ X-ray imaging experiment. The loose powders on the sample were blown
away by compressed air before taking optical images. The track's top and side views are
shown in Figure 11(a) and (b), respectively. It was observed that some particles were
sintered on the track. One typical type of residual particles are the solidified liquid spatters,
as pointed out by red circles. The size of the liquid spatter can be much larger than the
size of raw powders. When some cold particle spatters (same size as raw powder) enter

the laser beam region, the particles can be melted into small droplets. The large liquid
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spatters can form by the collision of small droplets. The solidified large spatters can cause
defects in the as-built part because (1) the spatters may carry a high level of oxygen
content, which reduces the wetting of the substrate [96]; (2) the large spatter may not be

fully melted during laser scanning, thus become potential sites of pore generation [97].

Figure 11. Optical images showing the influence of spatters on the defect formation in
additively manufactured AlSi10Mg part. Original figure from [43].

The evidence of spatter-induced defects in the as-built part was found in the
AISi10Mg built by a commercial metal AM machine, as shown in Figure 11(c). The
building direction is perpendicular to the view. A spatter is pointed out in the view with the
boundary highlighted by red dashed line. The spatter size can be much larger than the
raw powder (~30 um). A string of lack-of-fusion pores was generated around the spatter,

which is clear evidence of spatter-caused defects.
3.5 Potential Ways to Mitigate Powder Spattering

Based on the understanding of transient powder dynamics, several potential ways

that could mitigate powder spattering are proposed below.
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3.5.1 Pre-Sintering the Powder Bed

As revealed in Figure 4, there is a time window for the metal vapor to grow strong
enough to eject the powder away after the laser melting. Therefore, if the laser duration
time is within the time window, it is possible to pre-sinter the powder bed using a laser
without inducing significant powder ejection, similar to the pre-sintering process in the
electron beam melting (EBM process [98-100]). The time window can be extended by
applying a laser beam with a lower energy density. Hence, reduced laser power or a

larger laser beam is suggested for the pre-sintering process.

3.5.2 Tuning the Layer Thickness

Tuning the layer thickness can be an effect way to mitigate powder spattering. As
illustrated by the schematic map, the vapor jet has a shape of an inverted cone that is
more confined near the molten pool but expends when jetting away from the molten pool.
Therefore, a thinner powder bed has a better chance of fully melted by the laser and

leaving fewer loose powders in the vapor jet path to be ejected.

Evidence was found to confirm the effect of layer thickness by comparing AM parts
built with different layer thicknesses. Two AlISi10Mg samples were built in a commercial
AM machine with 50 ym and 30 um layer thickness, respectively. Cross-sections of the
two samples were cut perpendicularly to the building direction. The optical images of the
two cross sections are shown in Figure 12. The spatter-caused pores can be found in the
sample built with a thicker layer (50 pm), as indicated in Figure 12(a). However, the
spatter-induced defects were not observed in the sample built with a thinner layer (30 pm),

as shown in Figure 12(b). The densities of the two samples also support the above
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observation. The 50 um layer sample has a density of 2.5648 g/cm?3, which is lower than

the density of the 30 um layer sample (2.6629 g/cm3).

50 pm layer thickness 30 pm layer thickness

Figure 12. Optical images displaying the effect of powder layer thickness on the
microstructure of additively manufactured AISi10Mg parts. The building directions are
perpendicular to the view. Original figure from [43].

3.5.3 Tuning the Environment Pressure

As demonstrated in Figure 6, the hot spatter amount increases with the rise of
environment pressure, while the total spatter amount drops with the increase of
environment pressure. Hence, the environment pressure can be tuned to balance the

amount of hot spatter and total spatter to improve part quality.
3.6 Summary and Conclusions

A detailed study was conducted on the mechanisms/quantification of transient
dynamics of powder spattering as a function of time, environment pressure, and location
in the LPBF process by in-situ high-speed high-energy X-ray imaging. The major

conclusions of this study are as follows:

(1) During laser heating, localized laser melting happens first, followed by the
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generation of an intensive vapor jet. Then, the argon gas flow appears. The time
for each step was estimated for the laser melting condition investigated in this work:
microseconds for melting, tens of microseconds for vapor jet/plume formation, and

hundreds of seconds for argon gas flow formation.

(2) The environment pressure influences the powder spattering behavior by controlling
the divergence angle of the vapor jet and the argon gas flow. The amount of total
spatters (both cold and hot), dominated by the divergence angle, drops with the
increased environment pressure. The amount of hot spatters, dominated by argon
gas flow-induced entrainment, increases with the increase of environment

pressure.

(3) Powder spattering behavior during single-track laser scanning varies with location.
Powder spattering around the laser beam is driven by a vapor jet. Particles in the
region behind the laser beam are entrained by the argon gas flow. Particles ahead
of the laser beam are also affected by argon gas flow. But long-distance patrticle
movement is not observed under the processing conditions in this work. The vapor
jet and argon gas flow are not symmetrical to the laser beam during single-track
laser scanning. The argon gas flow falls behind the laser beam because the

formation of argon gas flow takes time.

(4) Quantification of powder dynamics shows that particles driven by vapor jet have a
moving speed three times as large as particles driven by gas flow; the acceleration
and driving force of vapor-driven particles are one order of magnitude larger than

argon gas flow-driven particles.

(5) Based on the understanding of the transient powder dynamics from this study, it is
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proposed that pre-sintering the powder bed, tuning layer thickness, and tuning

environment pressure could potentially mitigate powder spattering.
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Chapter 4: Melt Pool Variation under Constant Input Energy Density

This chapter contains experimental data and results that have been published in the
following work:

Q. Guo, C. Zhao, M. Qu, L. Xiong, L.l. Escano, S.M.H. Hojjatzadeh, N.D. Parab, K.
Fezzaa, W. Everhart, T. Sun, L. Chen, In-situ characterization and quantification of melt

pool variation under constant input energy density in laser powder bed fusion additive
manufacturing process, Addit. Manuf. 28 (2019) 600—-609. [37]

The publication rights for this section are given in Appendix A. Appropriate
recognition is given to the relevant citation for the material in which it was originally
published. The presented material represents my contributions and material collected

with or by a collaborator has been highlighted as such.

This chapter reports the direct observation and quantification of melt pool variation
during the LPBF process via in-situ high-speed high-energy X-ray imaging. It is
demonstrated that the melt pool can undergo different melting regimes, and both the melt
pool dimension and the volume can have orders-of-magnitude change under a constant
input energy density (IED). The mechanisms causing such dramatic melt pool variation

under a constant IED are explored and discussed.

4.1 Experiment Design

To study melt pool variations under a constant IED level, laser single-track scan
tests were carried out on an AISi1l0Mg powder bed with five different combinations of

laser power and laser scan speed under a constant IED level. The laser power increased
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from 104 W to 520 W with an increment of 104 W. Suitable laser scan speeds were
calculated to maintain a constant IED. A total of three IED levels (260 J/cm?, 520 J/cm?,
and 1040 J/cm?) were tested to validate the phenomena. Detailed processing parameters
and corresponding IED levels are listed in Table 1. To study the separate roles of laser
power and laser scan speed, five laser single-track scan tests were conducted with a
constant laser scan speed of 0.6 m/s and different laser powers of 208 W, 260 W, 312 W,
364 W, and 416 W. Four laser single-track scan tests were carried out with a constant
laser power of 416 W and different laser scan speeds of 0.4 m/s, 0.8 m/s, 1.2 m/s, and

1.6 m/s.

Table 1. Processing parameters for laser single-track scan tests as functions of input

energy density.
Input energy density (J/cm?) Laser scan speed (m/s)
1040 0.1 0.2 0.3 0.4 0.5
520 0.2 0.4 0.6 0.8 1.0
260 0.4 0.8 1.2 1.6 2.0
Laser power (W) 104 208 312 416 520

In this work, the melt pool depth and length, as well as the depression-zone width
and depth, will be measured from X-ray images. Since the solid-liquid interface in the
original X-ray image is unclear, ImageJ was used to process all the images to enhance
the contrast at the solid-liquid interface. As illustrated in Figure 13(a), the liquid-gas
interface (i.e., depression zone boundary) clearly shows up in the original X-ray images,
while the solid-liquid interface is unclear. After dividing the intensity at each pixel of Frame
i by the intensity of corresponding pixels in Frame i+2, the solid-liquid interface is revealed,
as shown in Figure 13(c). However, the post-processed images will lose the features of

the substrate and powder bed. Moreover, the clarity of the depression-zone boundary
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suffers from the superposition of two frames. To keep all the information, the original X-

ray images were presented with highlighted melt pool boundaries.

Framei Frame i+2

Figure 13. Image processing method to enhance melt pool boundary (solid-liquid
interface). Original figure from [37].

The melt pool dimension values reported in the present work are the averages of the
measurements from multiple frames. Depending on the period the melt pool stays in view,
the number of images measured varies from 18 to 98. The corresponding standard
deviations were also calculated and displayed as error bars when applicable. Since the
apparent melt pool boundary and depression-zone boundary in X-ray images have a
width of 2 pixels (4 um), all measurements exhibit an inherent error of £2 ym. The melt
pool width was measured from the top view of a solidified track taken by a scanning
electron microscope (Hitachi-S4700). A reported melt pool width is the average of 20
measurements along the solidified track (uniformly spaced, and leaving out 0.5 mm length

at the beginning and the ending of the 2.5 mm-long track).

4.2 Melting Regime Change under Constant IED Level

X-ray images showing melt pool variations under three constant IED levels are
displayed in Figure 14. Five combinations of laser power and scan speed were studied

and are detailed in Table 1. The panels in Figure 14 display tests carried out with
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parameters arranged in the same order as in Table 1. The horizontal axis shows laser
power, while the vertical axis shows the IED level. The corresponding scan speeds of
each test are indicated in the bottom-left corner of the images. Outlines of the melt pool
and the depression zone (cavity induced by the recoil pressure of metal vaporization) are

highlighted by yellow dashed lines and red dashed lines, respectively.

IED
(J/cm?)

1040

Melt pool

0.1 m/s

520

260

104 W 208 W 312 W 416 W 520 W
Laser power (W)
No melt pool, no depression zone Melt pool only (conduction regime)

I Shallow depression zone (transition regime) ®8 Deep depression zone (keyhole regime)

Figure 14. X-ray images showing melt pool variation under constant IED levels. Original
figure from [37].

According to the presence and the geometry of the melt pool and depression zone,
four regimes can be identified: (1) Neither the melt pool nor the depression zone appear,
hereinafter referred to as no melt pool regime, as marked by green in Figure 14; (2) Only
the melt pool appears, hereinafter referred to as no melt pool regime (namely “conduction
regime” in the welding community), as marked by yellow; (3) Both the melt pool and the
depression zone appear, and the 2D / W (depth over half width) ratio of the depression

zone is less than 1, hereinafter referred to as shallow depression zone regime (namely
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“transition regime” in the welding community), as marked by orange; (4) Both the melt
pool and the depression zone appear, and the 2D / W ratio of the depression zone is over
1, hereinafter referred to as the deep depression zone regime (namely “keyhole regime”
in the welding community), as marked by blue. The no melt pool regime locates in the
bottom-left corner of the figure. The absence of the melt pool and the depression zone in
the no melt pool regime indicates that the energy absorbed by the material is insufficient
under these conditions. The keyhole regime, located in the top-right corner of the figure,
indicates that the absorbed energy is surplus and generates a deep depression zone.
Below the keyhole regime, the transition regime is found in the bottom-right side of the
figure, where the absorbed energy is relatively lower than that in the keyhole regime and
results in a shallower depression zone. A conduction regime is mainly located on the left
side of the area, surrounding the no melt pool regime, where the absorbed energy is

intermediate, and only the melt pool is exhibited.

For each IED level, two or more melting regimes are observed. When simultaneously
increasing laser power and scan speed, the melt regime changes from no melt pool
regime to conduction regime to transition regime under the IED level of 260 J/cm?, and
changes from conduction regime to keyhole regime under IED levels of 520 J/cm? and
1040 J/cm?. The change of melt regime indicates that a significantly different amount of
energy was used for melting material under different combinations of laser power and

scan speed within a constant IED.

Besides the melting regime variation within constant IED levels, the depression zone

also undergoes variations in both size and shape under different processing conditions.
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From the nine images in the transition regime and keyhole regime, the depression zone

grows deeper at higher laser powers while tending to become wider at higher scan speeds.
4.3 Melt Pool Dimension Change under a Constant IED Level

The melt pool dimensions (length, depth, and width) and dimension ratios
(length/width, length/depth, and width/depth) were measured and calculated for
experiments conducted under various constant IED levels, as shown in Figure 15 and
Figure 16, respectively. For each IED level, the laser power varies in a range of 104 W —
520 W with an increment of 104 W. The laser scan speed was altered simultaneously to
maintain constant IED levels of 0.1-2 m/s.

The results show that all three dimensions of the melt pool exhibited a trend to
increase, while the laser power and scan speed within the same IED were simultaneously
increased, as depicted in Figure 15. The trend was confirmed under multiple IED levels
(260 J/lcm?, 520 J/cm?, 1040 J/cm?). The length/width ratio and length/depth ratio
presented in Figure 16 show an increasing trend, indicating that the melt pool prefers to
elongate along the laser scan direction rather than spread in the transverse plane. This
is because less time is permitted for heat transfer across the transverse direction at a
higher laser scan speed. The width/depth ratio in Figure 16 exhibits a general trend to
decrease at the conduction-transition regime (208-520 W for the IED of 260 J/cm?, 104—
312 W for IEDs of 520 J/cm? and 1040 J/cm?), indicating that the melt pool prefers to
penetrate the material rather than extend along the transverse direction when the laser
power and laser scan speed within the same IED are simultaneously increased. The ratio

remains stable in the keyhole regime (312-520 W for IEDs of 520 J/cm? and 1040 J/cm?).
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The overall trend for the width/depth ratio to decrease is mainly because the emergence

of the depression zone will extend more energy beneath the surface.
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Figure 15. The melt pool dimension variations as functions of processing parameters
under constant IED levels. Original figure from [37].

The significant variations in the melt pool dimensions and dimension ratios imply that

a simultaneous change in laser power and scan speed under a constant IED would lead
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to a preferential dimension development rather than maintaining a consistent melt pool

size or shape.
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Figure 16. The melt pool dimension ratios as functions of processing parameters under
constant IED levels. Original figure from [37].

4.4 Melt Pool Volume Change under a Constant IED Level

The melt pool volume was calculated based on melt pool dimension measurements

from X-ray images. To simplify the calculation of melt pool volume, the melt pool was
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divided into three regions, as shown in Figure 17(a): top melt pool (above the substrate,
purple region), bottom melt pool (below the substrate, yellow region), and depression

zone (orange region).

4?5V/V 46 m/s
29 O Lol e

67 o

sHW 12mE

Figure 17. Calculation method for melt pool volume. (a) X-ray image showing the three
regions in the melt pool. (b) Schematic showing the simplified three-dimensional model
of melt pool geometry. The simplified geometry of the depression zone depends on the
width/depth ratio. (c) Two-dimensional schematic showing the required dimensions for
calculating the melt pool volume. (d) SEM images showing the top-view of three laser
single scan track scan obtained with an energy density of 260 J/cm?, with different
combinations of laser power and scan speed. Original figure from [37].

The melt pool volume is the sum of the top and bottom melt volume minus the
volume of the depression zone. For fast calculation of melt pool volume, the top and
bottom melt pools were treated as rectangular pyramids, as shown schematically in
Figure 17(b). The shape of the depression zone depends on the width/depth ratio: when

the W/D = 1, the depression zone was treated as a rectangular pyramid; when the W/D

<1, the depression zone was treated as a cylinder. Note that this approximation was only
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made for the convenience of calculation. Since the depression-zone volume only takes
less than 6% (below 2% in most cases, up to 5.7%, as shown in Figure 18) of the melt
volume, the geometry assumption of the depression zone does not have a significant

impact on the melt pool volume calculation.

10

= |ED 1040
e IED520
8r IED 260
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2+ °
| n
0 i 1 1 1
312 416 520
Power, W

Figure 18. Percentage of depression zone volume over melt pool volume. Original figure
from [37].

Most of the dimension values can be directly measured on the projection view of the
sample provided by the X-ray images, including the length (L,,,) and height (H) of the top
melt pool, length (Lg4,,,) @and depth (D,,) of the bottom melt pool, width (W,) and depth
(D,) of the depression zone, as illustrated in Figure 17(c). The width of the top melt pool
and the bottom melt pool, W,,,, were assumed to be the same, measured from the SEM
images (top view) of the laser scanned track, as shown in Figure 17(d). Hence, the melt

pool volume (V) can be expressed by:

1 1 1
V= Vtop + Vhottom — Vdepression = §WmLupH + §Wdeowan - ngZDd Eq. 3

when W/D = 1, or
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1 1 W, )
V= §WmLupH + §Wde0wan - T[(T) Dg Eq. 4

When W/D < 1.

The calculated melt pool volume, as a function of laser power under constant IEDs,
is displayed in Figure 19. The result shows that the melt pool volume has an increasing
tendency toward higher laser power at each IED level. The percentage of change in melt
pool volume, with respect to the first condition (104 W), was also calculated and plotted,
and the equation is noted in Figure 19(b). The melt pool volume exhibits up to three
orders-of-magnitude change within the experimental conditions.

Since a constant IED does not deliver the same melt volume, the final additive
manufactured parts, built with various combinations of laser power and scan speed under
the same IED, will unlikely have the same properties. This is because different melt
volumes could affect a series of dynamic processes during laser scanning, such as the
solidification rate (that will lead to different microstructures and phases), residual stress
distribution, and melt pool-powder bed interaction (that may lead to different spattering

patterns, denudation area, material deposition rate, etc.).
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Figure 19. Melt pool volume as a function of processing parameters under constant IED
levels. Original figure from [37].
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4.5 Mechanisms of Melt Pool Variation under a Constant IED Level

4.5.1 Origin of Melt Pool Variation under a Constant IED Level

Section 4.4 revealed that the melt pool volume undergoes orders-of-magnitude
change within the same IED, which indicates that simultaneously increasing laser power
and scanning speed can significantly increase the amount of energy for melting the
material. The energy variation for melting is a consequence of two competing factors:
energy absorption and energy dissipation. Since a constant IED level ensures the same
amount of energy being supplied from the heat source, the variation of energy dissipation
within a constant IED level seems to account for energy variation. With the consideration
of energy dissipation, a normalized enthalpy model that can predict the onset of keyholing
has been proposed by King et al. [101] based on the work of Hann et al. [102] and was
later validated by [103,104] and further developed by [18,105,106]. Bertoli et al. [107]
have proven that the normalized enthalpy model can predict the keyholing threshold and

the melt pool depth under a constant IED.

It is straightforward why the same IED can have different energy dissipation rates.
By definition, the same IED means the same amount of energy is applied in a certain area.
However, the time for energy dissipation differs for different laser-matter interaction times.
When the laser scan speed is high, the shorter energy dissipation time will conserve more
energy for melting. In other words, even with the same IED, the efficiency for melting the

material could be different.



49

Melting efficiency (n,,) describes the ratio of energy for melting the material (and

heating the molten material) over the total energy absorbed by the material, as expressed
by:

Epm
Mm _E_ab Eqg. 5

where E,, is the energy required to melt the material, E,; is the total energy absorbed by
the material. As will be explained in the next section 4.4.2, the energy absorption is mainly

due to the Fresnel laser absorptivity (az), EQq. 5 can be re-written into:

Em _  Em
Eyp ap-P-7

M = Eq. 6

where P is the laser power, t is the laser exposure time. Since the Fresnel laser
absorptivity (ar) can be calculated from the shape of the depression zone (and will be
presented in section 4.4.2), the key to calculating the melting efficiency is to estimate the
energy required to melt the material (E,,,). To generate a certain size of a melt pool, an

energy conservation equation can be established as:

Em=m-<JCdT+L) Eq. 7

where m is the mass of the melt pool, C is the specific heat of the material, L is the latent

heat during solid-liquid phase transformation. Taking m =V - p;;,, where V is the volume

Tm+Tp

of the melt pool, p;;, is the density of the liquid metal; [ CdT = fTTm CedT + [, > CdT,

where T,, T,,, T, are the room temperature (20°C), melting point, and boiling point of the
material, C; and C; are the specific heats of solid and liquid material, Eq. 7 can be re-

written into:
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T Tm+Tp

2

To Tm

For AISi10Mg alloy, the physical properties were taken from [108]: T,,, = 555°C, T}, =
2467°C, L = 476.5 kJ/kg, C, = 1098 J/(kg-°C), C, = 1175 J/(kg-°C), and py;, = 2210 kg/m?.
The material process-related property, melt pool volume (V), has been calculated and
presented in section 4.4. Substituting the above numbers into Eq. 8, the energy required
to melt the material (E,,,) can be obtained. Substituting E,, into Eq. 6, along witht = L/v
(where L is the length of melt pool, v is the laser scan speed), the equation of melting
efficiency n,, can be solved. To be noted, since the upper limit of the integral C,dT is
(T,, + T,)/2, this term is overestimated for the case of elongated melt pool. Therefore,
the calculated E,, is the upper limit of all possible conditions. The results of melting

efficiency calculation under three constant IED levels are exhibited in Figure 20.
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Figure 20. Melting efficiency as a function of processing conditions under constant IED
levels. The hollow squares show the percentage of change under each processing
condition with respect to the condition of 104 W. The percentage of change was not
calculated in (a) due to the lack of a melt pool under 104 W. Original figure from [37].

The maximum efficiency is around four times as compared to the lowest efficiency,

under all conditions in the present work. However, this amount of increase is insufficient
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to account for the orders-of-magnitude change of melt pool volume, which brings our

attention back to examining the energy absorption variation within a constant IED level.

4.5.2 Laser Absorptivity Variation under a Constant IED Level

The absorbed energy usually originates from the primary energy transfer through
direct laser-material interaction (Fresnel absorption) and the secondary energy transfer
through plasma or metal vapor-material interaction [109,110]. Since the thermal effect of
plasma is relatively small under additive manufacturing conditions [23,94,111,112], it was
assumed here that the energy absorbed by the material entirely comes from Fresnel

absorption.

Once a keyhole is generated, the laser beam will undergo multiple reflections in the
keyhole. The Fresnel absorptivity can be reasonably calculated by considering the
transverse-electric (TE) and transverse-magnetic (TM) polarization and multiple

reflections of the laser beam inside the keyhole following [113]:

cos H—J(nﬁ —n¥—sin?6)+i(2ngny)

TE: 1rp = Eq. 9

cos 6+\/(n§ —nf—sin?6)+i(2ngny)

[n3—-n?+i(2ngn;)] cos 6—\/(71123 —n¥—sin?6)+i(2ngny)

T™: Yrm = Eq 10

[n3—n?+i(2ngn;)] cos 6+\/(n123 —nf—sin?6)+i(2ngny)

where rr is the reflection coefficient of the TE polarization mode, 1), is the reflection
coefficient of the TM polarization mode, 8 is the incident angle, ni and n; are the real part

and imaginary part of the complex refractive index of molten AlSi1OMg, respectively.
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According to Eqg. 9 and Eg. 10, the reflection coefficient for each polarization can be

reduced to a ratio of complex numbers in the form of (a + bi)/(c + di), so that

Rrp = rfg = (arg® + bTEZ)/(CTEZ + dTEZ) Eg. 11
Rry = 8y = (ary® + bry )/ (con® + dry®) Eqg. 12
where Ry and Ry are the reflectance for TE mode and TM mode, respectively.

Generally, the reflectance can be expressed as a combination of TE and TM:

R = (Rrg + Rry)/2 Eq. 13
Since the shape of the depression zone has been captured by the X-ray images, the
reflection times and the incident angle for each reflection can be determined by tracing a
ray of light to see how it propagates in the keyhole. To simplify the calculation, the
following assumptions were made and schematically shown in Figure 21: (1) The first
incidence acts at the center of the front depression wall. (2) The depression walls are flat.

(3) The laser beam is treated as a “line” without thickness.

Laser
X = Xg
Walls of
depression -7 ¢ - 1stincidence
zone
***** A (x1, z1)
.--nt incidence
zZ = kzx — zZ = klx

Figure 21. Schematic of a simplified ray-tracing model. Original figure from [37]

The front and rear depression walls can be expressed by:
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Frontwall: z = fr(x) = kyx + 1, Eq. 14
Rearwall: z = f,.(x) = k,x + [, Eq. 15

The equation of the initial ray of the laser beam can be expressed as:

X = X, Eq. 16
The first incident point A (x;, z;) can be calculated by solving the simultaneous
equations Eq. 14 and Eq. 16. The slope of the normal line of the front depression wall at

the first incident point is:

Ky = —— Eq. 17

The equation for the normal line of the keyhole front wall at the first reflection can

thus be obtained by the incident point A and normal line slope k,;:

Z=kpx+ 1y Eq. 18
With the aid of the normal line, one point located at the reflection ray, C (x,1, Z1),
which is the symmetric point of B (x,, 0) about the normal line, can be acquired. By the
coordinates of A and C, the expression of the reflected beam, which is also the incident
beam for the subsequent reflection, can be obtained. Similarly, the calculation could
continue until the beam escapes from the depression zone. The incident angle 6 at each
incidence can be obtained. The laser absorptivity at n'" incidence can thus be calculated

as:

@ = [ [RG)IM - REW] Eq. 19
j=1
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where R(n) is the reflectance at the n' incidence. The total laser absorptivity is the sum

of all the absorptivities for each incidence.

The calculated absorptivity, as a function of laser power under constant IEDs, is
shown in Figure 22. The error bars show the standard deviation of the dynamic
depression zone measurements at different moments in the X-ray imaging video. Note
that the data points highlighted by red dashed circles at 104 W and 208 W laser power
were not calculated by the ray-tracing model due to the absence of a depression zone
under those processing conditions. For comparison purposes, the absorptivity of liquid
metal with a flat surface is plotted at these conditions because most of the laser beam
interacts with the melt during laser scanning [94]. In general, absorptivity increases with
increasing laser power for each of the three IED levels. A big jump in absorptivity occurs
during the conduction-keyhole transition (208 W — 312 W) for IEDs of 520 J/cm? and 1040
Jicm? as a consequence of keyhole formation. The absorptivity in the keyhole regime
becomes relatively consistent as a function of laser power for each IED level but still

undergoes slow growth.
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The above results show that, despite the output of the same amount of energy from
the heat source, the amount of energy absorbed by the material can be very different
under a constant IED level. Laser absorptivity increases with increasing laser power

under constant IEDs.

4.5.3 Separate Roles of Laser Parameters in Depression Zone Development

Although it was demonstrated that different processing conditions under the same
IED level have different energy absorption, the cause for this phenomenon is unclear. To
be specific, since a higher laser power dumps more energy into the material, while a
higher laser scan speed reduces the energy density output to the material, why
simultaneously increasing laser power and laser scan speed (under a constant IED)

cannot maintain a constant energy absorption, but increase it instead?

In practice, since the Fresnel laser absorptivity of the material is mainly determined
by the shape and dimension of the depression zone, the fact that different combinations
of processing parameters (with the same IED) lead to different absorptivity implies that
laser power and laser scan speed may have separate impacts on the depression zone
development. Therefore, the respective effects of laser power and laser scan speed on

depression zone development were examined and described below.

o Effect of laser power on depression zone development

To investigate the effect of laser power on depression zone development, the
variation in dimensions of the depression zone as a function of laser power is depicted in
Figure 23. The experiments were carried out with a constant laser scan speed of 0.6 m/s,

and the laser power varied in a range of 208 W — 416 W, with an increment of 52 W. The
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width and depth of the depression zone are displayed in Figure 23(a) and (b), while the
width/depth ratio is shown in Figure 23(c). As seen in Figure 14, the depression zone is
not exactly on the same axis as the incident laser beam but has a little backward tilt angle
with reference to the axial direction of the beam. The tilt angle of the front depression-
zone wall [schematically illustrated by a in Figure 17(c)], as a function of laser power, is

also measured and plotted in Figure 23(d).
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Figure 23. The depression zone dimensions as functions of laser power with a constant
laser scan speed of 0.6 m/s. Original figure from [37].

In general, the depression zone dimension tends to increase with increasing laser
power, especially for the depth of the depression zone Figure 23(b). Within 208-312 W,
the width of the depression zone also increases with the increase of laser power. Note
that the melting regime under 208 W is the conduction regime, where the depression zone

is absent. At the stage of 364-416 W, the laser power is high enough to promote the
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drilling effect so that the depression zone grows deeper at higher laser power while the
width of the depression zone remains constant. The tilt angle of the front depression wall
decreases from 24° to 13° when laser power increases from 260 W to 416 W, as shown
in Figure 23(d). The tilt angle has an impact on the laser absorptivity in terms of affecting
the reflection times of the laser beam between the depression walls.

Despite some fluctuations in the width of the depression zone, with increasing laser
power, the depression zone grows deeper into the material. Increasing the laser power

has a positive effect on the depth of the depression zone.

e Effect of laser scan speed on depression zone development

To investigate the effect of laser scan speed on the development of the depression
zone, experiments were carried out with laser scan speeds varied in a range of 0.4—
1.6 m/s, with an increment of 0.4 m/s. The laser power was kept constant at 416 W. The
depression zone variations as functions of laser scan speed are shown in Figure 24(a—
d).

Compared with the effect of laser power, laser scan speed has a different influence
on changing the dimensions of the depression zone. Based on the width/depth ratios
shown in Figure 24(c), the melting regimes of 0.4 m/s and 0.8 m/s are keyhole regime,
while the rest are transition regime. The shape of the width/depth ratio curve in Figure
24(c) is the inverse of that in Figure 23(c). When the laser scan speed shifts from the
keyhole regime into the transition regime (0.8—1.2 m/s), the depression zone width starts
to increase, which may be due to the moving speed of the rear depression wall cannot
effectively catch up with the laser scan speed (i.e., the moving speed of the front

depression wall). However, the width increase ceases when the laser scan speed
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increases to a certain level (1.2 m/s), at which the input energy density is insufficient to

sustain the expansion of the depression zone. This explains the drop in the depression

zone width and width/depth ratio between 1.2 m/s and 1.6 m/s.
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Figure 24. The depression zone dimensions as functions of laser scan speed with a
constant laser power of 416 W. Original figure from [37].

The wider depression zone, higher width/depth ratio [about one order of magnitude

higher than those of Figure 23(c)], and large tilt angle induced by high laser scan speed

indicate that the laser scan speed has a major influence on the width of the depression

zone.

The results in this section suggest that laser power and scan speed have different

roles in determining the size and shape of the depression zone. Under the experimental

conditions, depression zone depth development relies more on laser power, while the
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width of the depression zone is more sensitive to laser scan speed. Therefore, laser
power and scan speed should be tuned separately during the LPBF additive

manufacturing process to optimize the processing condition.

4.5.4 Importance of Considering Absorptivity Variation

A model established in [114] is discussed below to demonstrate the importance of
considering absorptivity variation. The model is to predict the depression zone depth with
the consideration of different processing parameters under low scan speeds (< 0.33 m/s)
and uniform laser intensity profile, in the form of:

4kA P

Eqg. 20
T dv a

e =

where e is the depression zone depth, k is a factor that mainly depends on the material's
thermal properties, A is the laser absorptivity, P is the laser power, d is the laser spot size,
v is the laser scan speed. To be noticed, P/(d - v) is the IED. k is constant when the
material is chosen. In the reference paper [114], the laser absorption was assumed to be
constant. Therefore, Eq. 20 can be rewritten into e = constant - IED, which means e
should be constant for a fixed IED level. However, from our measurements in Figure 23(b)
and Figure 24(b), that depression zone depth e varies in a wide range under a constant
IED. Therefore, with the assumptions of constant laser absorptivity, low scan speed, and
uniform laser intensity profile, the prediction from Eqg. 20 is not consistent with our

experimental results.

Once considering the variation of laser absorptivity in Eq. 20, which can be rewritten
as e = constant - A - IED, the change of e will greatly rely on the variation of laser

absorptivity (A) under a constant IED. This trend is verified in Figure 25, where the
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variation of depression zone depth and calculated laser absorptivity as a function of laser
power [Figure 25(a)] and laser scan speed [Figure 25(b)] were plotted together,
respectively. Since the absorptivity variation has a similar trend as the depression zone
depth variation, it can be expected that the predicted depression zone depth e will also
have a similar trend as the experimental measurements. Hence, the Eq. 20 have the

potential to be extended to the processing conditions of high scan speeds (= 0.4 m/s)

and Gaussian laser intensity profile, with the consideration of variation in laser absorptivity.
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Figure 25. The comparison of the trend between depression zone depth and laser
absorptivity variations. (a) Comparison under a constant laser scan speed of 0.6 m/s.
(b) Comparison under a constant laser power of 416 W. Original figure from [37].

4.6 Summary and Conclusions

This chapter presents the direct observation and quantification of melt pool variation
during the LPBF additive manufacturing process through in-situ high-speed high-energy
X-ray imaging and uncovers the mechanism of melt pool variation under a constant IED
level. The major conclusions are as follows:

(1) Under a constant IED level, different melting regimes, melt pool dimensions, and

melt pool volumes were observed under different combinations of laser power and
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laser scan speed under LPBF conditions. When simultaneously increasing laser
power and laser scan speed within a constant IED level, the melting regime can
shift from a no-melt pool regime to the conduction regime, transition regime, and
keyhole regime. All three dimensions of the melt pool increase, and the melt pool
volume exhibits up to three orders of magnitude increase.

(2) The energy dissipation variation is demonstrated to be insufficient to account for
the significant melt pool change under a constant IED. The energy absorption
variation under a constant IED level is found to be an important factor that induces
the variations in the melt pool. Energy absorption exhibits a trend to increase when
laser power and laser scan speed are simultaneously increased under a constant
IED level.

(3) The variation in energy absorption (within a constant IED level) exists because
laser power and laser scan speed play different roles in the development of the
depression zone. Under the experimental conditions of this work, laser power is
found to have a greater impact on the depth of the depression zone, while laser
scan speed affects the width of the depression zone more. Therefore, instead of
using IED to evaluate the combined effect of laser power and laser scan speed,
these two factors should be tuned separately to achieve an optimized processing

condition in the LPBF process.
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Chapter 5: Full-field Mapping of Melt Flow Dynamics

This chapter contains experimental data and results that have been published in the
following works:

Q. Guo, C. Zhao, M. Qu, L. Xiong, S.M.H. Hojjatzadeh, L.I. Escano, N.D. Parab, K.
Fezzaa, T. Sun, L. Chen, In-situ full-field mapping of melt flow dynamics in laser metal
additive manufacturing, Addit. Manuf. 31 (2020) 100939. [59]

Q. Guo, M. Qu, L.I. Escano, S.M.H. Hojjatzadeh, Z. Young, K. Fezzaa, L. Chen,
Revealing melt flow instabilities in laser powder bed fusion additive manufacturing of
aluminum alloy via in-situ high-speed X-ray imaging, Int. J. Mach. Tools Manuf. 175 (2022)
103861. [115]

The publication rights for this section are given in Appendix A. Appropriate
recognition is given to the relevant citation for the material in which it was originally

published. The presented material represents my contributions and material collected

with or by a collaborator has been highlighted as such.

Melt flow determines the heat transfer and mass transfer within the melt pool, thus
it is critical to characterize its behavior during the LPBF process. In this chapter, an
approach was developed to experimentally study the melt flow behavior in the whole melt
pool in laser additive manufacturing by tracing uniformly dispersed populous micro-
tracers with in-situ high-speed high-resolution X-ray imaging. The melt flow dynamics in
every location of the entire melt pool under conduction-mode and keyhole-mode laser

melting were revealed and discussed.
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5.1 Experiment Design and Melt Flow tracing Approach

5.1.1 Experiment Design

Since X-ray imaging only provides a projectional two-dimension view, two setups
were made to obtain two orthogonal views for three-dimensional reconstruction. As
shown in Figure 26, a longitudinal projection of the melt pool was obtained when the laser
beam scans perpendicular to the X-ray beam. In contrast, a transverse projection of the
melt pool was obtained when the laser scans parallel to the X-ray. The three-dimensional
coordinate system used in this study, as indicated in Figure 26, was defined as follows: z
is the normal direction of the powder bed, y is the laser scan direction, and x is the normal

direction of the y-z plane, following the right-hand rule.

(a) Longitudinal view of melt pool (b) Transverse view of melt pool

X-ray imaging
detector

X-ray beam X-ray beam

Figure 26. Schematic illustration of two projection views used in this work. The powder
bed is not shown in the schematic. Original figure from [59].

Two aluminum alloys, AlSilOMg and Al-6061, were used in this study. Aluminum
alloys were selected because of their high X-ray transparency. This study mainly focuses
on AISi1l0Mg, a widely used material for additive manufacturing. Al-6061, a common

aluminum alloy on the market, was chosen to check whether the melt flow pattern
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observed in AlSi10Mg can also be observed in another alloy with different composition.
The powder bed is composed of either AlISi10Mg or Al-6061 aluminum alloy, with the
substrate material identical to the powders. To ensure better X-ray transparency, the
powder bed width (along X-ray incidence) was fixed at 0.5 mm when the laser scans
perpendicularly to the X-ray beam (with a scan length of 2.5 mm), while 1.0 mm-thick
substrates were used when the laser scan direction was parallel to the X-ray beam (with
a scan length of 0.8 mm). Argon gas was used for process protection. Table 2 lists the
materials and detailed processing parameters in this work. Each set of parameters was
repeated three times. The parameter selection for generating conduction-mode and

keyhole-mode melting was based on Chapter 4 [37].

Table 2. Materials and processing parameters.

Material Processing parameter Melting mode
AlSi10Mg 260 W, 0.6 m/s Conduction mode
AlSi10Mg 364 W, 0.6 m/s Keyhole mode

Al-6061 520 W, 0.4 m/s Keyhole mode

5.1.2 Melt Flow Tracing Approach

Flow tracers were used to trace the melt flow during laser melting. The speed (v) of
a tungsten tracer was calculated by dividing its displacement (d) by its traveling time (t),
v = d/t. The tracer's displacement was calculated via its two-dimensional (2D)
coordinates change (4x = |x, — x4|, 4y = |y, — yi|) from one frame to the next frame
in the 2D X-ray image planes, where d = (4x, + Ay,)'/?. The tungsten tracer’s traveling
time is the time interval between two frames, determined by the recording frame rate of

the X-ray imaging video (50 kHz or 140 kHz in the present work).
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For the tracers to effectively reflect the movement of the surrounding liquid flow,
several requirements must be fulfilled: (1) The tracer must remain solid in the molten
metal, meaning that the tracer’'s melting temperature should be much higher than that of
the matrix material (aluminum, in this case). (2) For the tracer to be detectable in X-ray
images, the tracer must exhibit sharp contrast to the matrix material, meaning the tracer’s
density should be much higher or lower than the matrix material. (3) The gravity/buoyancy
of the tracer should have a negligible effect on its movement. (4) The tracer must be
accelerated fast enough by the surrounding liquid to avoid a noticeable delay to the flow.
(5) The tracer should not significantly change the viscosity of the molten liquid in the melt
pool. Taking all of the above into account, 1 vol.% tungsten micro-particles (with an
average diameter of 5 um) in metal powders were identified as effective tracers in this
system. The effectiveness of tungsten micro-particles as flow tracers will be demonstrated
in Section 5.5.

The tungsten micro-particles were uniformly mixed with the feedstock aluminum
powders by ball milling, as shown in Figure 27(a). The size distribution of the aluminum
powder after ball milling is shown in Figure 27(b). Both size and amount of the tracer
particles were optimized to be able to trace the melt flow in every location of the whole
melt pool yet impose a minimum effect on the viscosity of the molten aluminum. Also, the
small tracers used here allowed us to embed a large number of tracers under a fixed
volume fraction so that the fluid flow in every location of the melt pool could be traced
accurately.

Uniformly dispersed micro-sized pores in AlISi1l0Mg were used as a complementary

tracer, as marked in Figure 26(b). The pores in the AlSi10Mg sample were introduced in
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the LPBF building process. The mass density of the pore is much lower than that of
aluminum melt, which was used to cross-check the effect of the tracer density on melt
flow tracing results. The pore movement in the main body of the melt pool was consistent
with the tungsten particle movement, except for the region around the keyhole. (The

reason for this discrepancy will be explained in Section 5.5.)
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Figure 27. Powder preparation method for melt flow tracing. (a) The feedstock
aluminum powder was mixed with 1 vol.% tungsten particles (~5 um) by ball milling. (b)
Aluminum particle size distributions of the feedstock Al-6061 and AlSi10Mg powder
after ball milling with tungsten particles. The distribution calculation did not include
aluminum particles smaller than 5 um or any tungsten particles. Original figure from
[115].

5.1.3 Image Processing

To clearly identify the melt pool boundary and tracer movement, the raw X-ray
images were processed by ImageJ to reduce noise and enhance contrast, as illustrated
in Figure 28. The image intensity at each pixel of Frame(i) was divided by the intensity of
the corresponding pixel in Frame(i+3) so that the motionless part in the image was
converted to a blank background. Figure 28(b) shows the representative post-processed
image, where the tracer movement is much clearer, and the melt pool boundary is obvious.
Note that the positions of a particular tracer in Frame(i) and Frame(i+3) will both appear

in a processed image, but the resulting contrasts are different for each type of tracer. For
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the tungsten particles, the resulting contrast from Frame(i) appears to be dark in the
processed image, while the resulting contrast from Frame(i+3) is bright, as illustrated in
Figure 28(c). As for the pore, the contrast from Frame(i) is bright, but the contrast from

Frame(i+3) is dark, as shown in Figure 28(d).
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Figure 28. Image processing method for better detection of flow tracers. (a)
Representative X-ray image before image processing. (b) X-ray image after image
processing. (c, d) Schematics showing different contrasts of two types of flow tracers
after image processing. Original figure from [59].

5.2 Melt Flow Pattern under Conduction-Mode Melting

The general shape of the melt pool under conduction mode in both the longitudinal
view (projected in the y-z plane) and transverse view (projected in the x-z plane) are
displayed in Figure 29(a) and (c), respectively. The test was on an AlSi10Mg powder bed
with a laser power of 260 W and a scan speed of 0.6 m/s. The representative tracers

were circled in the image, with their projectional moving directions in the y-z plane
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indicated by arrows. The moving trend of the tracers was summarized in the

corresponding schematics shown in Figure 29(b, d).
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Figure 29. Melt flow pattern under conduction mode. (a, b) Melt flow pattern in
longitudinal view. (c, d) Melt flow pattern in transverse view. (€) Reconstruction of three-
dimensional melt flow pattern. Original figure from [59].

In the transverse view, as displayed in Figure 29(c), the tracers in the center plane
of the melt pool move upward, while those close to the melt pool sidewalls move
downward. Two vortices are thus formed with opposite circulating directions, as illustrated
in Figure 29(d). In longitudinal view [Figure 29(a)], arrows in yellow and blue were used
to distinguish the movement of tracers in the center plane and along the sidewalls. As

depicted in Figure 29(b), the flow forms a clockwise vortex (1) ahead of the laser beam
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and a counterclockwise vortex (2) behind the laser beam. The projectional flow speed
(the projection of the flow velocity in the y-z plane) of three representative streams, A, B,
and C were quantified in [59]. The flow along the sidewalls in the longitudinal view, as
indicated by blue arrows in Figure 29(b), travels from the top surface to the bottom of the
melt pool, which is consistent with the observation in the transverse view [Figure 29(c)].
A three-dimensional reconstruction for conduction-mode melt flow is exhibited in
Figure 29(e), based on the observations above. For the clarity of illustration, the melt pool
is displayed in halves, with one half (colored by cyan, transparent) showing the three-
dimensional flow inside the melt pool, and the other half (colored by gray, opaque)
showing the two-dimensional flow pattern only in the middle cross-section (y-z plane).
The arrows in black display the flow on the top surface of the melt pool, while the yellow
arrows show the flow in the center plane, and the blue arrows represent the flow along

the melt pool sidewalls.

5.3 Melt Flow Pattern under Keyhole-Mode Melting

With the formation of a keyhole, the laser beam directly interacts with the interior of
the melt pool, which promotes the energy absorption that leads to a much larger melt pool
with a more complex flow pattern than that under conduction mode. To facilitate the
description, the keyhole-mode melt pool is divided into three regions [i.e., tail, body, and
head, as shown in Figure 30(a—c), respectively] along the laser scan direction. The arrows
in yellow and blue, similar to conduction mode, were used to distinguish the tracer motions
in the center plane and along the sidewalls. In the transverse view of the melt pool, to
differentiate the flow patterns around the keyhole from those in the body of the melt pool

(behind the keyhole), the flow behavior was recorded during laser scanning [Figure 30(e)]
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and 50 pus after the laser was off [before the contraction of the melt pool boundary, as
displayed in Figure 30(g)], respectively. Note that t, is the moment when the laser was

turned off.
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Figure 30. Melt flow pattern under keyhole mode. (a—d) Melt flow pattern in longitudinal

view. (e, f) Melt flow pattern in transverse view at the keyhole cross-section. (g, h) Melt

flow pattern in transverse view at the cross-section behind keyhole. (i) Reconstruction of
three-dimensional melt flow pattern under keyhole mode. Original figure from [59].

The trend of tracer motions in Figure 30(a—c) was summarized and combined in the

schematic Figure 30(d), while the tracer movement in Figure 30(e, g) was depicted in
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schematic Figure 30(f, h). Six types of flow that were marked by A-F in Figure 30(d) will
be quantified in Section 5.4. In the center plane, as shown in Figure 30(d), the flow around
the keyhole moves upward near the keyhole outlet while moving downward near the
bottom of the keyhole, which is consistent with the flow pattern around the keyhole in the
transverse view [Figure 30(f)]. The flow bypassing the keyhole travels opposite to the
laser scan direction, as illustrated by flow C in Figure 30(d). The flow near the melt pool
surface moves backward, from the keyhole outlet to the tail of the melt pool. The flow at
the bottom of the melt pool (flow I) also has a main trend of moving backward, except a
short forward flow (flow Il) was observed at the rear bottom of the melt pool. Flow | and II
collide to form a merged flow (flow Ill) which moves upwards and splits into flows of
opposite directions. In the area between the top and bottom backward flow, as pointed
out by flow D in Figure 30(d), the general flow movement in the center plane has a
tendency to go forward and upward, which is consistent with the observation of flow
pattern in transverse view [Figure 30(h)]. The flow along the sidewalls of the melt pool
moves downward, as displayed by the blue arrows in Figure 30(d), which is in accordance
with the transverse-view observations in Figure 30(f, h). Three-dimensional
reconstruction of keyhole-mode melt flow is shown in Figure 30(i). The arrows in magenta
show the flow bypassing the keyhole, while the black arrows display the flow on the top
surface of melt pool, the yellow arrows indicate the flow in the center plane, and the blue
arrows represent the flow along the melt pool sidewalls.

To confirm that the above melt flow pattern is not limited to an alloy with a specific

composition, tests on Al-6061 were carried out. A similar size melt pool (and keyhole)
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was created on Al-6061 with 520 W laser power and 0.4 m/s laser scan speed. The melt

flow pattern in Al-6061, as displayed in Figure 31, was consistent with the one in AlISi10Mg.

Figure 31. Keyhole-mode melt flow pattern in Al-6061. Original figure from [59].

5.4 Quantification of Flow Speed

The projectional speeds of melt flow A, B, C [as marked in Figure 29(b)] in
conduction-mode melt pool and flow A, B, C, D, E, F [as marked in Figure 30(d)] in
keyhole-mode melt pool were measured and displayed in Figure 32. The flow direction
and location are detailed in Table 3. Note that the flow E, D, and F in keyhole mode were
only quantified within a 300 um region after the keyhole (as will be shown later in Figure
33, that the flow speed attenuates fast at the tail of the melt pool). Since the tracers at

different locations (e.g., in the center vs. near the edge) of a particular flow stream may
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have different speeds, the average speeds of each flow type and the standard deviations
are calculated and displayed by blue bars. In addition, the maximum speeds of each type
of flow are shown in histograms by red bars as a helpful reference, given that the three-
dimensional motion of the tracers may have components perpendicular to the view plane.
Under both conduction mode and keyhole mode, flow A (downward flow along the front
melt pool boundary) has the highest speed, with maximum speed values of 2.83 m/s for

conduction mode and 3.68 m/s for keyhole mode.
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Figure 32. Quantification of flow speed as a function of flow type. (a) Flow speed in the
conduction-mode melt pool. (b) Flow speed in the keyhole-mode melt pool. Original
figure from [59].

Table 3. Types of flow and their locations.

Melting mode Flow type Flow direction Flow location

A Backward Along the front melt pool bottom

Conduction B Backward Along the melt pool surface
C Forward Along the rear melt pool bottom
A Downward Along the front keyhole wall
B Downward & backward Along the keyhole bottom
C Backward Around the keyhole zone

Keyhole

D Upward & forward Toward the keyhole outlet
E Backward Along the surface of melt pool
F Downward & backward Along the sidewall of melt pool
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Further quantification was carried out to analyze the general trend of the flow speed
as a function of location across the melt pool, given that the above measurements only
focused on the flow speed in localized regions. Quantifications were first carried out on

AISi10Mg [Figure 33(a, b)] and then on Al-6061 [Figure 33(c, d)].
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Figure 33. Quantification of flow speed along melt pool. (a, b) Quantification of flow
speed in AlSi10Mg alloy. (c, d) Quantification of flow speed in Al-6061 alloy. Original
figure from [59].

From the middle of the rear keyhole wall [as marked by the red dot in Figure 33(a)],
the melt pool behind the reference position was divided into 12 sections with 100 ym
segment width. The projectional speed of the tracers in each section (Yi) was measured
and plotted in Figure 33(b). The average and maximum speeds both exhibit a general
decreasing trend as a function of the distance from the keyhole. In the first section, Y1,
the average speed is 0.52 m/s, and the maximum speed is 1.25 m/s. In the last section,

Y12, the average speed is 0.08 m/s, and the maximum speed is 0.15 m/s, which are both
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an order of magnitude lower than those in section Y1. The quantification stopped at Y12
because the flow speed was so low that it approached the measurement precision (0.025
m/s). The same quantification strategy was applied to the Al-6061 melt pool, as shown in
Figure 33(c). A similar decreasing trend in the speeds was observed, as shown in Figure
33(d).

Due to the highly dynamic nature of the keyhole, the general flow speed ahead of
the rear keyhole wall was not quantified in the above analysis. Instead, a particular tracer
that moved all the way down in the thin liquid film ahead of the keyhole was tracked to

reveal the flow behavior at the keyhole area, as shown in Figure 34(a).
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Figure 34. Quantification of a flow tracer moving along the front keyhole wall. (a) X-ray
image showing a tracer's trajectory traveling along the front keyhole wall. Note that the
yellow dot size does not represent the actual size of the tracer. (b) The speed of the
tracer as a function of time. Original figure from [59].

This tracer is unique because its trajectory was rarely seen during the experiments.
As illustrated in Figure 30(d), if a tracer wants to move down along the liquid film ahead
of the keyhole, it needs to experience flow A and then flow B. However, due to the
coaction of the vortex (1) and the strong side flow C, most tracers entering the keyhole

front will be dragged to other directions. Only the ones that happen to be at the exact
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center of the keyhole front film could continue to flow downward, as illustrated by the inset
in Figure 34(b). Therefore, the tracer being tracked in Figure 34(a) must have moved in
the y-z plane with a minimum speed component in the x-direction. This tracer’s speed
can then reflect the speed of the downward flow ahead of the keyhole. Figure 34(b)
indicates that its speed dropped dramatically in the liquid film ahead of the keyhole,
decreasing by around 90% from 4.5 m/s (at O ps) to 0.45 m/s (at 64 us), and then became

relatively stable when it entered the main body of the melt pool.

5.5 Validity of Flow Tracing by Tracer Particles

The major assumption of the flow tracing approach is that the tracer movement can
reflect the surrounding liquid flow movement. The validity of this assumption is evaluated

and demonstrated in this section.

5.5.1 Settling Velocity of Tracer Particles

Settling velocity is the terminal velocity for a free-fall particle in the liquid that only
has gravity, buoyancy, and friction force. A large settling velocity of an object usually
means it tends to “sink” in the liquid. The settling velocity of a tungsten particle in liquid

AISi10Mg can be calculated by Stokes’s law:

Pp —Pr .5
v, =2t 4 Eq. 21
Py q

where, g is the gravitational acceleration, d,, is the diameter of the patrticle, p, is the mass
density of the particle, py is the mass density of the fluid, uy is the dynamic viscosity of

the fluid, y is a coefficient that depends on the fluid and particle viscosity:

y = 12[(yf-|—gyp)/(yf-|—yp)]. y = 18 in the case of solid particles (u,= «). Taking g = 9.8
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m/s?, d,= 5x10°® m, p,= 19,300 kg/m?3, ps= 2,440 kg/m? (at Tm = 870 K), ur = 0.00175
kg/(m-s), the settling velocity is calculated to be v, = 1.3x10“ m/s.

The calculated settling velocity is at least two orders of magnitude lower than the
flow speeds measured in the experiments, meaning that the surrounding flow must
strongly influence the detected tracer speed. Otherwise, the tracer velocity will be closer
to the settling velocity. To further confirm that the high-density tungsten micro-tracer does
not affect the tracing results in this work, gas pores (almost zero density) were used as
complementary tracers. It was observed that the pore movement in the main body of the
melt pool is consistent with the tungsten particle movement. However, pores cannot be
used as melt flow tracers in the keyhole region. The mechanism for this discrepancy was

reported in [39].

5.5.2 Acceleration of Tracer Particles

To examine whether the tracer can be accelerated fast enough by the surrounding
liquid, the tracer in Figure 34(a) was investigated as an example because this tracer
represents the highest speed (> 4.5 m/s) measured in the present work. Assuming the
particle was accelerated from the top surface at the keyhole front (with an initial speed of
zero) to the position marked by 0 ps (with a speed of 4.5 m/s) within one frame (7 us), the
maximum acceleration can be calculated as 6.4x10° m/s?, which is equivalent to a force
of 0.81 pN by Newton’s second law. Given the driving force of the particle is the drag
force by the molten aluminum, the drag force was calculated by the Schiller-Naumann

drag law [116] as:
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_ 3m,
 4d,

F, Cpv? Eq. 22

where m,, is the particle mass, d,, is the particle diameter, v is the relative velocity, Cj, is
the Schiller-Naumann drag coefficient, which is given by:

24

Cp = = (1 + 0.15Rep°%7) Eq. 23

Re,
where the particle Reynolds number is Re, = pd,v/u, with the viscosity u. Taking v = 4.5
m/s, p = 1,740 kg/m3 (near Ty = 2,743 K), u = 0.0004 kg/(m-s) (near T, = 2,743 K), the
drag force was calculated to be F; = 4.2 uN, which can give the particle an acceleration

of 5 times as much as it really needs.

Considering that the drag force will decrease when the speed difference between
the tracer and the flow becomes smaller, the total acceleration time can be estimated by
iteration with small time steps. Assuming the initial tracer speed is zero, the surrounding
flow speed is 4.5 m/s, and the iteration time step is 1x102 s, it was calculated that the
tungsten particle can be accelerated to over 50% of the surrounding flow speed within 1.4
ps. Furthermore, within one frame (~7 us), the tracer speed can be accelerated to over
85% of the flow speed. Since the motion delay between the micro-tracer particle (5 pm in
size) and the surrounding flow is negligible, the tracers’ movement can reasonably reflect

the liquid flow in the present experimental conditions.

5.5.3 Effect of Tracer Particle on Liquid Properties

To ensure the tungsten tracer particles do not have a significant impact on the liquid

aluminum property, the viscosity of the mixture was calculated by [117]:
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m = pr(1 4 2.5¢ + 10.05¢%) Eq. 24
where ¢ is the volume fraction of the tungsten particle. Taking ¢ = 0.01, the mixture
viscosity was calculated to be u,, = 1.026u;. Therefore, the liquid mixture with 1 vol.%
tracer particles has a viscosity of 2.6% higher than the pure liquid aluminum. In practice,
the viscosity will increase by less than 2.6% because the tracer concentration in the liquid
will be lower than 1 vol.%, considering that the substrate does not contain tracer particles
before melting. Besides, none of the experiments exhibited significant local particle
density variation, e.g., clusters or aggregations, in the melt pool. Thus, mixing 1 vol.%
tungsten particles into feedstock powder will not significantly alter the viscosity of the

liquid and the flow pattern in the melt pool.

To examine whether adding 1 vol.% tungsten patrticles to the aluminum powder bed
could change the laser absorption behavior, two laser-melting experiments were
conducted using different powders on the powder bed but with identical laser processing
conditions (364 W, 0.5 m/s). The results are displayed in Figure 35. Figure 35(a) shows
that AlISi10Mg powder mixed with 1 vol.% tungsten particles generated a keyhole depth
of 200 = 24 ym (averaged over 100 frames). The keyhole developed with pure AlSi10Mg
powder bed exhibited an average depth of 197 + 31 ym, as shown in Figure 35(b), which
is only 1.5% smaller than the keyhole depth generated with a mixed powder bed.

Therefore, the influence of 1 vol.% tungsten on laser absorption is minimal.
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Tungsten“
particles

Keyhole depth: Keyhole depth:
200 +-24 um. 197 + 31 um

AISi10Mg + 1 vol% tungsten AlISi10Mg
Figure 35. Comparison of keyhole depth during laser melting of AlSi10Mg + 1 vol.%

tungsten mixed powder and pure AlSi10Mg powder. The laser processing parameters
are identical between experiments. Original figure from [59].

5.6 Analysis of Driving Forces for Liquid Flow in the Melt Pool
The complex flow patterns revealed in this work have not been completely replicated
by the models and simulations published. To understand the physics underlying melt flow

pattern, the driving forces in the melt pool that account for the various flow patterns

observed in different regions are analyzed and discussed in this section.

5.6.1 Types of Driving Forces in the Melt Pool

There are five major driving forces in the melt pool. Marangoni force drives the flow
from high-temperature region to low-temperature region for a material with a negative
temperature coefficient of surface tension (from low surface tension region to high surface
tension region, most metals and alloys exhibit negative temperature coefficient of surface
tension) [36,55,118-120]. Vaporization-induced recoil pressure exerts an inward
pressure normal to the vaporization surface [121,122]. A high-speed vapor plume (which
can reach 102-10% m/s [93]) can induce shear force through friction at the liquid-gas
interface [119,123]. Hydraulic pressure can exchange energy by either pressure

(hydrostatic pressure) or by momentum (hydrodynamic pressure) [124]. Buoyancy force
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drives liquid along density gradient [29,124,125]. The details about each type of driving

force are discussed below.
e Marangoni effect in the melt pool

The Marangoni effect is a major driving force in the melt pool [36,118-120]. A
dimensionless number, Marangoni number (Ma), is often used to evaluate the relative
effect of Marangoni flow over liquid viscosity [126] as:

Ma = _d_a . LA—T Eq. 25
dT ua
where do/dT = -0.31x10* N/(m-K) is the surface tension coefficient for AlSi10Mg alloy,
L =2.0 mm is the length of the melt pool, AT = Tpb — Tm = 1,873 K, t1000 ¥ =0.014 [g/(cm-S)]
is the dynamic viscosity of the liquid AlSi10Mg, and a0 x = 4x10° m?/s is the thermal
diffusivity of liquid AlISi10Mg. The Marangoni number in the AlSi10Mg melt pool was
calculated to be Ma = 2,074, indicating a strong Marangoni flow. Physically, a Marangoni
flow occurs in liquid with a surface tension gradient induced by the temperature gradient

as well as the concentration gradient, as described by [27]:

do Ka'sAH,

———A—RFsln(1+KaS)—m Eq. 26
s

oT

and
AH,
= e Eq. 27
K = kyexp ( RT) q

where A is the absolute value of the surface tension temperature coefficient, R is the
universal gas constant, I is the surface excess at saturation, k, is a constant related to
the segregation entropy, 4H, is the standard heat of adsorption, a, is the activity of an

active element. Since there is usually no surface-active agent in aluminum alloys [127],
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the surface tension coefficient is always negative (da /0T < 0) in the present work, which
means the Marangoni flow in the melt pool is temperature-dependent, thus has a trend of
moving from the hotter region to cooler region. A flow driven purely by thermal gradient
is also called thermocapillary flow. The typical feature of Marangoni flow in a melt pool is
the outward flow at the laser heating spot, i.e., the surface flow ahead of laser beam
moves forward while the surface flow behind the laser beam moves backward. However,
extra attention must be paid to the following circumstances: adding surface active agents
[27,34,55,128,129], applying high-speed shielding/carrier gas directly to the melt pool
(such as DED additive manufacturing) [130], changing processing atmosphere
[34,35,116,131,132], and applying electromagnetic field (such as laser-arc hybrid melting)
[34,127,133]. These operations can potentially reverse the direction of thermal-induced

Marangoni flow.

e Vaporization-induced forces in the melt pool

Vaporization is another major driving force for liquid flow in laser melting [28,29,52],
particularly under the keyhole mode in which intense vaporization occurs. Vaporization

has two simultaneous—yet different—effects on the keyhole: the recoil pressure pushing

the liquid downward [121,122] and the upward metallic vapor plume sprouting out of the
keyhole outlet [119,123]. Consequently, the flow around the lower part of the keyhole
tends to move down, while the flow near the upper keyhole walls tends to move up
[28,122,128]. Vaporization is an essential factor that accounts for some defects in laser-
processed parts. For instance, the excess recoil pressure can change the local curvature

of the keyhole and generate pores in the melt pool [31]; also, the high-speed vapor plume
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may interact with the keyhole rim and shear off droplets out of the melt pool as spatters
[32,42].
e Hydraulic pressure in the melt pool

The effect of hydraulic pressure includes hydrostatic pressure and hydrodynamic
pressure. Assuming the liquid is incompressible and the variation of gravitational
acceleration is negligible (g = constant), the hydraulic pressure can be approximated by

[124]:

1
Py = Psearic + denamic = pgAh + Epvz Eq. 28

where Ah is the depth of the test area from the reference position, v is the fluid speed.
Since the hydraulic pressure is determined by the position and the velocity of the flow, it
plays an important role in the following events happening in the melt pool: (1) evacuating
the fluid out of the liquid film ahead of the keyhole, (2) rebounding the flow at the melt
pool boundary, (3) changing the flow direction by dragging the fluid into low hydraulic

pressure region, (4) exchanging momentum when two flows encounter each other.
e Buoyancy force in the melt pool

The density of liquid metal varies with temperature. In a melt pool, the buoyancy

force (B) is a function of density gradient [29,124,125], as expressed by:

B = pgBAT Eq. 29
where g is the thermal expansion coefficient, AT is the temperature difference among the
convective liquid flow. Generally, the effect of buoyance force is believed to be less

significant than the Marangoni force in laser processing [116,123]. The dynamic Bond
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number (Bo) [126] can be used to assess the relative effectiveness of buoyance force
and Marangoni force in the form of:

_ pgBL?

Bo = Go/ar

Eqg. 30

Taking f = 2x10* K for liquid AlSi10Mg, the dynamic Bond number is estimated to be

Bo = 0.1, which indicates the density effect is less than the surface tension effect.
However, the buoyance force does play a role in the melt pool in the case where the hot
liquid enters the melt pool bottom and floats up [134]. The buoyance force may also assist
the upward flow along the upper keyhole walls [133], but the contribution may be small

compared with the strong effect of the vapor plume.

5.6.2 Effect of Driving Forces on the Melt Flow Pattern

In a conduction-mode melt pool, the dominating driving force is the Marangoni force,
which drives the melt flow from the hotter region to the cooler region (the materials in this
study have a negative temperature coefficient of surface tension), i.e., from laser heating
spot to melt pool boundary. Therefore, in the longitudinal view [Figure 29(b)], the surface
flow ahead of the laser beam moves forward, while the one behind the laser beam moves
backward. When the flows reach each edge of the melt pool, they will move downward
and return to the laser heating spot under the effect of hydraulic pressure. Thus, two close
loops are formed: a clockwise loop ahead of the laser beam and a counterclockwise loop
behind the laser beam. Driven also by Marangoni force, the flows in the transverse view
[Figure 29(d)] form another two close loops (also observed by [55]), following a similar

mechanism as in the longitudinal view.
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The flow pattern in the keyhole-mode melt pool is rather complex due to the intense
vaporization-induced keyhole. The vaporization-related forces, i.e., the recoil pressure
and the vapor plume friction, dominate the flow pattern around the keyhole [the “Head”
region in Figure 30(d)]. The flow around the upper part of the keyhole moves upward
under the effects of both Marangoni force [28] and the vapor plume friction [14,30], while
the flow close to the bottom of the keyhole moves downward due to the recoil pressure,
as can be seen in both longitudinal view [Figure 30(d), flow B] and transverse view [Figure
30(f)]. The flow that bypasses the keyhole is mainly driven by a hydraulic pressure
gradient, as a high-hydraulic pressure region is formed in the liquid film ahead of the

keyhole while the front keyhole wall keeps “pressing” the front liquid during its traveling.

Note that the upward flow VI in vortex (1) may temporarily disappear or enhance, which
is hypothesized to depend on the competition between the downward recoil pressure and
the upward vapor plume friction on the front keyhole wall [119,122,123]. With the
proceeding of the keyhole, a low hydraulic-pressure region forms behind the bottom of
the keyhole [135], which drains the surrounding liquid into this region and thus induces
the vortex (2).

For the “Body” part of the melt pool, as shown in Figure 30(d), the surface flow

moves backward from the high-temperature region to the low-temperature region
(Marangoni force), similar to the condition of conduction-mode melting. The flow at the
bottom (flow I) inherits the momentum from flow B and thus moves backward. Being
freshly heated up at the keyhole, the flow | carries higher temperature liquid (with lower
density) than those in the upper level within the melt pool. Therefore, the molten metal in

flow | floats up (flow 1V) under the buoyancy force during the backward transportation.
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The flow in the middle level of melt pool (flow D and V), aside from the upward movement,
has a main tendency of moving forward, attracted by the low hydraulic pressure region
around keyhole induced by the high-speed flows under Bernoulli's effect. At the “Tail”
region of melt pool, the backward flow on the surface is driven by Marangoni force, while
the flow Il is generated when the surface flow bounces back at the melt pool rim. During
the colliding of flows I and II, the momentum transfers from flows | and Il to their merged
flow—flow I11.
5.7 Analysis of Physical Processes in the Melt Pool

Based on the quantitative analysis in Section 5.4, physical processes associated
with kinetic energy damping and heat transfer were analyzed at different locations in the

melt pool and discussed below.

5.7.1 Liguid Momentum versus Surface Tension

The extent of damping the flow, especially on the surface (mainly dominated by
Marangoni convection), can be expressed by Weber number (We) as [133]:

_ pv°L

We Eqg. 31

o

where p is the liquid density, v is the flow speed, L is the characteristic length, and o is
the surface tension. The Weber number was calculated to be We = 1.78 near the keyhole
and We = 0.007 near the melt pool tail. It means that the inertia of the liquid overcomes
the surface tension near the keyhole region (where Marangoni convection and recoil
pressure are strong), then becomes much less critical when approaching the tail of the
melt pool, as schematically shown in Figure 30(d). Consequently, the melt pool surface

at the head of the melt pool is more rippled, caused by the momentum of upward liquid
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along the rear keyhole wall, while the surface at the tail of the melt pool is relatively flat
and smooth because the surface tension will damp out the surface wave.

5.7.2 Heat Conduction versus Heat Convection

To improve the computing efficiency and speed, some modeling work (based on
heat transfer theories) on laser processing choose only to consider the effect of heat
conduction while neglecting the impact of heat convection [28,136]. However, the heat
convection could be significant at the heat of the melt pool. With the flow speed measured
in this study, the relative effect of heat convection over heat conduction can be evaluated
by the Péclet number (Pe), which is the product of the Reynolds number (Re;) and Prandtl
number (Pr), in the form of:

pvL ¢y, Lv
e e, Pr Tk = q

where L is the characteristic length, v is the local flow speed, and « is the thermal
diffusivity. Based on the measurement in Figure 33(a), v = 1.25 m/s, a = 6.6x10° m?/s in
section Y1 near the keyhole; and v = 0.08 m/s, a = 3.54x10° m?/s in section Y12 near
the tail of melt pool. The characteristic length (L) is chosen as the hydraulic diameter (Dy,)
of the melt pool. Hydraulic diameter is commonly used to describe flow moving through

non-circular pipes or channels, as defined by:

Dy = i Eq. 33
n=p g.

where A is the cross-section area of the flow and the B, is the wetted perimeter of the

cross-section. Considering the melt pool as a channel with a cross-section shape of half

ellipse, one radius of the ellipse is the melt pool depth, while the other radius is half of the

melt pool width. In Figure 33(a), section Y1, the melt pool depth is 313 um, with a width
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of ~500 pum. The hydraulic diameter was calculated to be 539 pm. In section Y12 of Figure
33(a), the melt pool depth is 248 pum with a width of 396 um. The hydraulic diameter is
calculated to be 427 pm.

The Péclet number was calculated to be Pe(head) = 10.2 at the head of the melt

pool and Pe(tail) = 0.9 at the taill. When Pe = 10, qualitatively, heat convection is

considered to make a greater contribution to the thermal energy transportation [128]. The
results suggest a strong heat convection could occur at the head of the melt pool while
heat conduction dominates at the tail of the melt pool. The prevailing physical processes
along the melt pool are indicated in Figure 30(d).
5.8 Summary and Conclusions

For the first time, the present work revealed and quantified the melt flow dynamics
in every location of the entire melt pool in laser metal additive manufacturing under
conduction-mode and keyhole-mode melting. The major conclusions are detailed below:

(1) A full-field melt flow mapping method was developed to reveal the detailed melt
flow dynamics under laser metal additive manufacturing conditions by tracing
uniformly dispersed populous micro-tracers through in-situ high-speed high-
resolution X-ray imaging.

(2) The melt flow behaviors were revealed in every location of the whole melt pool
under conduction-mode and keyhole-mode melting in the laser additive
manufacturing process. The conduction-mode melt pool possesses a simple flow
pattern that is mainly driven by the Marangoni effect. The flow pattern in the
keyhole-mode melt pool is rather complex, under the coaction of multiple driving

forces. The flow pattern and flow speed are location-dependent. The detailed
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(projectional) flow speeds in different regions of the melt pool under both
conduction-mode and keyhole-mode melting were quantified in terms of average
speed and maximum speed. Decreasing flow speed from the keyhole to the melt
pool tail was observed and statistically analyzed.

(3) The driving forces for different types of melt flow were analyzed. The Marangoni
effect accounts for the flow movement from the high-temperature region to the low-
temperature region (for a material with a negative temperature coefficient of
surface tension) on the surface of the melt pool. Vaporization dominates the fluid
flow along depression-zone walls. Hydraulic pressure drives fluid flow from high-
pressure region to low-pressure region. Buoyancy force accounts for liquid
convection from low-density region to high-density region.

(4) The prevailing physical processes concerning kinetic energy damping and heat
transfer at the head of the melt pool were experimentally identified to be liquid
inertia and heat convection, respectively. In contrast, at the tail of the melt pool,
the corresponding physical processes were determined to be surface tension and

heat conduction.
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Chapter 6: Melt Flow Related Process Instabilities

This chapter contains experimental data and results that have been published in the
following work:

Q. Guo, M. Qu, L.I. Escano, S.M.H. Hojjatzadeh, Z. Young, K. Fezzaa, L. Chen,
Revealing melt flow instabilities in laser powder bed fusion additive manufacturing of

aluminum alloy via in-situ high-speed X-ray imaging, Int. J. Mach. Tools Manuf. 175 (2022)
103861. [115]

The publication rights for this section are given in Appendix A. Appropriate
recognition is given to the relevant citation for the material in which it was originally
published. The presented material represents my contributions and material collected

with or by a collaborator has been highlighted as such.

This chapter reports the mechanisms of the melt flow instabilities in the LPBF
process revealed by in-situ X-ray imaging with the flow tracing approach developed in
Chapter 5. Unlike Chapter 5, which focuses on characterizing the regular melt flow (ideal,
stable flow without disturbances), this chapter (Chapter 6) focuses on revealing the
stochastic melt flow instabilities intrinsic to the process. The first half of this chapter
(Sections 6.1-6.3) introduces the formation mechanisms of three major types of melt flow
instabilities and their influences on the part quality. The second half of this chapter
(Sections 6.4 and 6.5) provide new insights into the melt flow evolution path and keyhole

oscillation mechanisms.
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6.1 Powder/Droplet Impact Induced Melt Flow Instability

The flowable powder, as the core and unique element in the dominating powder-
based laser metal additive manufacturing technologies, enables great flexibility for
process design but also brings frequent disturbances to the process [46]. Two types of

powder-induced melt flow instabilities are reported below.

6.1.1 Local Instability Induced by Powder/Droplet Impact

In the laser metal additive manufacturing process, a laser-driven proceeding melt
pool continuously captures the powder on the powder bed to grow into a part. However,
the incorporating powder can be large (more than three times larger than the feedstock
powder) due to agglomerations or the merging of small droplets. The impact of large
powder clusters or droplets into a melt pool with a large melt volume (i.e., keyhole-mode

melt pool) could locally disturb the regular melt flow pattern, as elucidated in Figure 36.

lmpacting
<\ &« droplef

Figure 36. Powder/droplet impact induced local melt flow instability. (a—d) X-ray images
showing the melt flow change during a droplet impacting keyhole-mode melt pool. The
laser power is 312 W with a scan speed of 0.6 m/s. The material is AISi10Mg. (e—h)
Schematic illustration of the melt flow change in (a—d). Original figure from [115].



92

Figure 36(a—d) displays X-ray images where a melt pool moves from left to right in
the field of view. Yellow dashed lines marked the melt pool boundaries. The laser is
invisible in the view, whereas its location was indicated by the moving keyhole. The flow
tracers were circled with arrows pointing out their instant moving directions. By connecting
the movements of individual tracers, the melt flow patterns were deducted and

schematically exhibited in Figure 36(e—h).

During an impact, the droplet transfers kinetic energy and potential energy into the
melt pool, locally altering the original flow direction [Figure 36(a, €)] into the droplet
momentum direction [Figure 36(b, f)] at the impact location. The collision between foreign
flow (carrying liquid from the droplet) and the original flow (carrying liquid from the melt
pool) exhausted the impact energy and dampened the droplet impact from spreading
further. The downward flows 1 and 2 [Figure 36(f)] collided at the keyhole bottom and
formed an upward flow 3 [Figure 36(g)], pushing the keyhole bottom surface upward till
the depression almost vanished [Figure 36(d, h)]. Although keyhole vanishing is
momentary, it can reduce the local laser absorption and cause undesired energy

fluctuation in the process [37].

6.1.2 Global Instability Induced by Powder/Droplet Impact

Compared with the above keyhole-mode laser melt pool, a conduction-mode laser
melt pool contains much less liquid volume, which cannot efficiently dampen and confine
the powder/droplet impact within a local region. Rather, the melt flow instability brought
by the impact on the conduction-mode melt pool is global and more detrimental, as

demonstrated in Figure 37.
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Figure 37. Powder/droplet impact induced melt flow instability. (a—c) X-ray images
showing the melt flow change during a droplet impacting to conduction-mode melt pool.
The laser power is 312 W with a scan speed of 0.6 m/s. The material is Al-6061. (d)
Effect of droplet striking on the melt pool length development as a function of time. (e)
X-ray image showing the profile of the solidified melt track resulting from droplet impact.
() SEM image showing the solidified track at the same region as in (e). (g) The surface
profile of the solidified track at the same imaging area as in (e) and (f). Original figure
from [115].

During an impact, as shown in Figure 37(a), two droplets carrying a liquid volume of
nearly one-third of a conduction-mode melt pool struck on the front melt pool surface. The
impact broke the original regular flow pattern in the whole melt pool, as evidenced by the
reversed flow direction at the rear-bottom of the melt pool, which changed from moving
forward [Figure 37(a)] to backward [Figure 37(b)]. The surface level at the rear melt pool
was kicked up by the striking [Figure 37(b)] and rapidly solidified as it is [Figure 37(e, )],
adding up to the surface roughness of the as-printed layer. Surface profiling measurement
in Figure 37(g) shows the elevated track height can be 50 um higher than the average
solidified track height. The impact droplet also increases the volume of liquid metal in the

melt pool, leading to melt pool elongation, as shown in Figure 37(c).
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Large powder/droplet impact is not a rare event in the laser metal additive
manufacturing process. The striking incidence was quantified by evaluating the melt pool
length change in 1200 s during laser scanning, as shown in Figure 37(d). Four striking
events happened within the first 600 us, leading to a continuous elongation of the melt
pool from ~200 uym to 434 ym (over 100% increase). It was observed that the droplet-
striking event did not elongate the melt pool immediately. The elongation usually occurs
20-60 us after the striking because the striking liquid takes time to travel along the melt
pool. No striking event happened for the remaining 600 us [from 600 us to 1200 us in
Figure 37(d)], during which the melt pool length gradually recovered to the original size.
This result demonstrates that the powder/droplet striking occurs frequently and randomly
during laser scanning, which brings uncertainty to the qualification of additively

manufactured parts.

6.2 Significant Keyhole Oscillation Induced Melt Flow Instability

The melt flow patterns around the keyhole highly depend on the keyhole behavior.
A significant keyhole oscillation with amplitude over twice as large as the original keyhole

size can override the original flow patterns in adjacent areas.

6.2.1 Local Instability Induced by Significant Keyhole Oscillation

When a significant keyhole oscillation happens, the liquid at the rear keyhole wall
was pushed backward to form a surface wave, as shown by the X-ray images in Figure
38(a, b) and the schematic illustrations in Figure 38(e, f). The wave front | [Figure 38(f)]
squeezed the rear rim of the keyhole to generate a protruding surface wave, which

propagated backward against the laser scanning direction.
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Regular flow

Figure 38. Significant keyhole oscillation induced local melt flow instability. The laser
power is 364 W with a scan speed of 0.6 m/s. The material is AISi10Mg. Original figure
from [115].

Aside from the main surface wave [as shown in Figure 38(b)], a secondary wave
possibly locating at the side of the melt track formed afterward, as displayed in Figure
38(c). The possible configuration that could cause overlaying contrast in X-ray images is
demonstrated in Figure 39. The liquid beneath the surface wave got compressed and
spread away to a broader area with a speed of ~0.6 m/s [measured by tracing the
displacement of wave front Il in Figure 38(g, h)]. With the spreading of the compressed
wave, the liquid metal in the affected area temporarily moved along the wave-propagating
direction. At the same time, the original flow pattern was temporarily erased and

overridden.



96

OF W‘ o Rai v aa ,3 Original

X-ray
image
(b) pree e ol St o
&pntrast 1 i Q%q "4 Labelled
: e — S —— . M — x-ray
image

Contrast 2

Source of
contrast 2

§Sour¢e of r‘"‘* 4
= contrast 1

Figure 39. Possible mechanism of causing overlaying contrast in X-ray images. Two
contrasts occur at the same location in X-ray images (a, b). However, their locations
along the X-ray path are different, as illustrated in (c). Original figure from [115].

6.2.2 Global Instability Induced by Significant Keyhole Oscillation

A global effect takes place when a significant keyhole oscillation occurs in a
moderate-size keyhole-mode melt pool or a transition-mode melt pool, as shown in Figure
40. Initially, the oscillation created a backward-moving wave that compressed the liquid
behind the keyhole, as shown in Figure 40(b, e), which is similar to the event in Figure
39. However, different from Figure 39, the compressed liquid did not spread far before it
touched the bottom of the shallow melt pool, where the liquid split into two flows [Figure

40(c, f)]: flow-1, moving backward to the rear melt pool; and flow-2, moving forward to the
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front melt pool. The splitting flows initiated a series of instabilities in the process, as

demonstrated in Figure 40(g—i):

(1) A reduction in solidification rate occurred at the tail of the melt pool, as indicated
by the red arrow in Figure 40(h). Under regular melt flow patterns, as shown in
Figure 40(a), the solid-liquid interface at the melt pool bottom was smooth and
convex. However, the significant keyhole oscillation pushed a large volume of
liquid backward to the rear melt pool, slowing down the solidification at the rear
bottom of the melt pool. As a result, a concave was observed on the solid-liquid
interface at the middle of the melt pool bottom, as pointed out in Figure 40(h).

(2) The forward-moving flow filled up the keyhole cavity, as shown in Figure 40(g, h),
following a similar mechanism to the flow-colliding-induced keyhole closure in
Figure 36(f-h).

(3) The backward-moving flow delayed the solidification at the tail of the melt pool due
to the extra mass of molten alloy transported to the rear area. As a result, the melt
pool elongated from 605 + 9 ym to 691 + 10 um during the event.

(4) An uneven surface of the solidified track was left when the surface wave reached
the tail of the melt pool and solidified with an elevated liquid level, as exhibited in
Figure 40(, j). The surface roughness is characterized by surface profiling, as
shown in Figure 40(k). The highest point at the uneven solidified track is ~40 pym

higher than the average height of the solidified track.
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Figure 40. Significant keyhole oscillation induced global melt flow instability. The laser
power is 312 W with a scan speed of 0.6 m/s. The material is AISi10Mg. (a—c) X-ray
images showing the formation and propagation of an abnormal surface wave. (d—f)

Schematic illustration of the melt flow pattern in (a—c). (g, i) X-ray images showing the

consequences induced by the melt flow instability. (h) Schematic illustration of the melt

flow pattern in (g). (j) SEM image of the solidified track in (i). (k) Surface profile of the
solidified track in (i) and (j). Original figure from [115].

So far, Sections 6.1 and 6.2 have revealed the melt flow instabilities induced by
powder/droplet impact and significant keyhole oscillation. Their individual effects on
various sizes of melt pools were demonstrated to be different. In brief, the instabilities
occurring in a large melt pool tend to influence a portion of the melt pool. In contrast,
those occurring in a relatively small melt pool usually trigger a global reaction to the whole

melt pool and can be more detrimental to the process.



99

6.3 Melting-Mode Switching Induced Melt Flow Instability

The aforementioned instabilities occur under a single melting mode without melting-
mode transition during scanning. However, a distinct type of melt flow instability can be
triggered by the switching of melting modes, which is a common yet often overlooked

phenomenon due to the difficulties of investigating/recognizing by ex-situ examinations.

A melting-mode switching event was captured by in-situ X-ray imaging during a
continuous laser scanning of a 100 pym thick AlSi10Mg powder on an AlSi10Mg substrate,
with a constant laser power of 312 W and a scan speed of 0.6 m/s. Initially, as shown in
Figure 41(a), the melt pool was in conduction mode, with no visible keyhole under the
laser beam. Indicated by the motion of tracers, the melt flow in the melt pool exhibited a
pattern consistent with the conduction-mode flow pattern reported in Chapter 5. However,
the melting mode switched into transition mode after 0.5 ms without any change in
processing parameters, as shown in Figure 41(b). By connecting the moving directions
of individual tracers, the overall flow pattern in the transition-mode melt pool was mapped
out and schematically illustrated in Figure 41(c). The front half (keyhole-adjacent region)
of the melt pool exhibited a distinct pattern from the conduction-mode flow due to the
intensive interruption caused by the keyhole. In contrast, the rear half of the melt pool
maintained a similar pattern as the conduction-mode flow. The newly-formed keyhole
enhanced the laser absorption [137] and increased melt pool volume. As a result, the melt
pool depth increased from 208 + 10 ym (conduction-mode) to 331 + 7 ym (transition-

mode).
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Figure 41. Melting mode switching induced melt flow instability. (a, b) X-ray images
showing the melt flow change from conduction mode melting to transition mode melting
within 0.5 ms. The laser power is 312 W with a scan speed of 0.6 m/s. The material is
AlISi10Mg. (c) Schematic illustration of the melt flow pattern in transition mode melt pool
(b). (d) Measurement of melt flow speed in transition mode melt pool. Error bars
represent standard deviation, n = 21 independent replicates. Original figure from [115].

The 2D flow speed in the transition-mode melt pool was quantified by evaluating the
tracers’ speed at four locations, as shown in Figure 41(c): A—downward flow along the
front melt pool bottom; B—upward-forward flow toward the keyhole outlet; C—backward
flow along the melt pool surface; and D—forward flow along the rear melt pool bottom.
Figure 41(d) displays the four flows' average and maximum speeds. Flow-A has the
highest average speed of 1.96 £ 0.68 m/s and a maximum speed of 3.39 m/s. Flow-D

exhibited the lowest average speed of 0.55 = 0.2 m/s and the lowest maximum speed of

1.14 m/s.
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The melting-mode switching during laser scanning was not observed with a
particular frequency (or period). As shown in Figure 42, the melting-mode switching

seems to happen randomly under the processing condition specified in the figure caption.

Transition mode — T - -

Conduction mode . L

T T T T T T T T T T T T !
0 200 400 600 800 1000 1200
Time (us)

Figure 42. Melting mode switching during a laser single-track scanning experiment. The
laser condition is 312 W with 0.6 m/s scan speed. The material is AISi10Mg alloy.
Original figure from [115]

6.4 Melt Flow Evolution among Different Melting Modes

Although the regular melt flow patterns under conduction-mode and keyhole-mode
laser melting have been revealed in Chapter 5, it remains unclear how the melt flow
pattern changes from a simple flow [conduction-mode flow pattern, Figure 43(a)] to a
complex flow [keyhole-mode flow pattern, Figure 43(c)]. Is such change arbitrary? Or is
there a pattern to follow? Here, with the missing link identified in this work (transition-
mode flow pattern), the complete evolution path of melt flow among different melting

modes can be unveiled, as demonstrated in Figure 43.
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Figure 43. Melt flow evolution among different melting modes. The conduction-mode
flow pattern in (a) is adapted from Figure 29(b). The transition-mode flow pattern is
adapted from Figure 41(c). The keyhole-mode flow pattern is adapted from Figure

30(d). Original figure from [115]

In general, the complexity of the melt flow increases in scale with the melt pool size
(or aspect ratio). The simple flow pattern in a conduction-mode melt pool contains two
circulations—a clockwise circulation S1 and a counterclockwise circulation S2, as shown
in Figure 43(a). In the transition-mode melt pool [Figure 43(b)], the shallow keyhole
exerted extra momentum on the downward flow (flow-1) along the front melt pool
boundary, transporting the flow further into the body of the melt pool. Compared with the
clockwise circulation S1 in the conduction mode, this region was stretched into two
clockwise vortices, T1 and T2, in transition mode. Similarly, the counterclockwise
circulation S2 was also elongated into two partial counterclockwise vortices, T3 and T4,
as shown in Figure 43(b). When it comes to keyhole mode, in Figure 43(c), the deep
keyhole pushed the clockwise flow deeper into the melt pool. Thus, several vortices, C1,

C2, and C3, formed along the path. The counterclockwise region was stretched even
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longer, partitioned by several counterclockwise flows, C4, C5, and C6. Therefore, the melt
flow patterns from conduction mode to keyhole mode gain complexity by the expansion
of the clockwise region and counterclockwise region, with more vortices forming in each

region.

6.5 Mechanisms for Significant Keyhole Oscillation

Section 6.2 has identified keyhole oscillation as an important source of melt flow
instabilities. However, the mechanisms for causing significant keyhole oscillation are also
various. Previous modeling works have proposed the reflection of the laser beam within
the keyhole as a source for causing keyhole fluctuations [138,139]. The uneven
distribution of laser energy on the keyhole surface was also identified by multi-physics
modeling to cause keyhole fluctuations [65]. Experimental work based on in-situ
synchrotron imaging has revealed keyhole oscillations could be induced by opposite flows
around the keyhole or by the variation of laser absorption on a nonuniformly-packed
powder bed [140]. It was also reported that the presence of powder could also induce
keyhole fluctuations [46], yet no detailed mechanisms were revealed. Here in this section,
two new powder-based mechanisms for causing significant keyhole oscillations are

revealed and discussed.

The first mechanism is laser-blocking induced keyhole oscillation, as demonstrated
in Figure 44(a—e). At the stable stage, the laser beam will incident the front keyhole wall
[Figure 44(a)]. However, sometimes the powder agglomerate ahead of the laser and form
a large, floating droplet on the powder bed [42], as circled by the dashed line in Figure
44(a). Once the moving laser catches up with the droplet, the laser beam could be partially

blocked by the droplet [Figure 44(b)]. The front keyhole wall under the blocked beam rose
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due to the less-intensive vaporization, as shown in the inset of Figure 44(b), leaving a
reduced inclination angle (B) of the front keyhole wall as compared with the large
inclination angle (a) under regular laser radiation. The overall keyhole size also shrank
due to insufficient laser radiation. In the next moment, in Figure 44(c), the localized
vaporization on the droplet pushed the droplet to move along the laser scanning direction
and left the laser radiation area. A sudden release of the laser energy to the keyhole
promoted the intensive vaporization-induced recoil pressure, which expanded the
keyhole cavity rapidly. In this manner, the keyhole completed an oscillation cycle by the
laser block-unblock-induced keyhole shrinkage-expansion process. The oscillation
frequency depends on how often the laser is blocked. For example, two laser-blocking
events within 40 ps were captured and displayed in Figure 44(b—d). The oscillation
amplitude depends on how much of the laser energy is blocked. For example, the keyhole
size only shrank when the laser was half-blocked in Figure 44(b), while the keyhole cavity

almost vanished when the laser is nearly fully-blocked in Figure 44(e).

Repeated

t,+ 80 us

Stable stage Laser blocking | Keyhole expansion Laser blocking Il Laser blocking ll-continue

Figure 44. Laser-blocking induced keyhole oscillation. Original figure from [115].

The second mechanism is powder-incorporation-induced keyhole oscillation, as
shown in Figure 45(a—e). The beginning of this event is similar to the first mechanism,

where a floating droplet on a powder bed formed ahead of the laser beam during laser
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scanning in Figure 45(a). However, instead of being pushed away, the droplet was
captured by the front rim of the melt pool and formed a “tongue”-shape protrusion [Figure
45(b)]. The tongue then collapsed into the keyhole by moving downward along the front
keyhole wall [Figure 45(c)]. The inclined tongue, together with the rear rim of the keyhole,
formed a throttle at the keyhole outlet [Figure 45(d)], which restricted the exhaust of metal
vapor and also guided more laser reflection from the front keyhole wall toward the rear
keyhole wall [141]. As a result, the keyhole developed into a pocket shape, with an
increased width over three times large as the regular keyhole width. The expanded
keyhole persists as long as the throttle exists. However, the keyhole profile will keep being
reshaped by the throttle displacement, as shown in Figure 45(e), leading to continuous

disturbances to the surrounding area before the throttle fades away.

t,+ 36 us t;+ 50 us

Regular Tongue formation Tongue collapse Throttle formation Keyhole reshape

Figure 45. Powder-incorporation induced keyhole oscillation. Original figure from [115].

It should be noted that all the observations reported here are the projected
information on the 2D imaging plane. Although the selected 2D imaging plane does not
account for the out-of-plane (3D) particle movement, the tracer movement within the
selected imaging plane can fairly reflect the physics underlying flow instabilities. The
reasons are: (1) Statistically, the tracers tend to move within the selected imaging plane

rather than out of the plane because the melt pool shape in LPBF is usually elongated
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along the laser scan direction. Chapter 4 has shown that the melt pool length can be
several times larger than the width during the LPBF process. (2) The melt flow patterns
exhibit more complexity on the selected imaging plane (perpendicular to the X-ray beam)

than on the plane parallel to the X-ray beam, as shown in Chapter 5.

Therefore, the instabilities observed on the 2D projection plane are valid and not
affected by the out-of-plane (3D) particle movements. However, there may be chances

that the instability within the plane parallel to the X-ray beam was missed.

6.6 Summary and Conclusions

In this chapter, the melt flow instabilities in the laser metal additive manufacturing
process were experimentally revealed by in-situ high-speed high-resolution synchrotron
X-ray imaging. The major conclusions are drawn below:

(1) Three major mechanisms for causing melt flow instabilities were identified as:
powder/droplet impact, significant keyhole oscillation, and melting-mode switching.
These instabilities can roughen the part surface finish, break the energy balance
within the melt pool (by changing the instant laser absorption), and disturb the
solidification process at the melt pool solid-liquid interface.

(2) The evolution path of melt flow pattern among different melting modes was unveiled.
The melt pool was found to be separated into a clockwise flow region and a
counterclockwise flow region. The elongation of the two regions facilitated the melt
pool development from simple flow to complex flow.

(3) Two new mechanisms for causing significant keyhole oscillation were identified.
One mechanism is the laser-blocking-induced keyhole oscillation, where powder

droplets could occasionally block the laser path and reduce the energy input to the
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keyhole. The other one is the powder-incorporation-induced keyhole oscillation,

where the capturing of new particles reshapes the keyhole profile.
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Chapter 7: Phase Transformation Dynamics Informed Alloy Development

This chapter contains experimental data and results that have been published in the
following work:

Qilin Guo, Minglei Qu, Chihpin Andrew Chuang, Lianghua Xiong, Ali Nabaa, Zachary
A. Young, Yang Ren, Peter Kenesei, Fan Zhang, Lianyi Chen, Phase transformation
dynamics guided alloy development for additive manufacturing, Addit. Manuf. 59 (2022)
103068. [142]

The publication rights for this section are given in Appendix A. Appropriate
recognition is given to the relevant citation for the material in which it was originally

published. The presented material represents my contributions and material collected

with or by a collaborator has been highlighted as such.

As discussed in section 1.6, the complex heating/cooling condition during AM often
leads to undesired phases in the as-printed parts. In this chapter, a 17-4PH stainless
steel (UW_17-4) with a redefined composition was developed to withstand the complex
thermal condition during AM and can reliably produce the desired martensite phase in the
LPBF as-printed part. The alloy development was informed by the understanding of the
phase transformation dynamics in 17-4PH stainless steel, which was enabled by the in-
situ high-energy high-resolution X-ray diffraction (HRXRD) technique. The experimental
method for in-situ HRXRD will be introduced in Section 7.1 instead of in Chapter 2

because this technique is only used in this chapter.
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7.1 Materials and Methods

7.1.1 In-Situ Laser-Melting High-Resolution X-Ray Diffraction Experiment

In-situ laser-melting high-resolution X-ray diffraction experiments were performed to
probe the phase transformation dynamics in 17-4 PH stainless steel. The experiments
were conducted at beamline 1-ID-E of the Advanced Photon Source (APS), Argonne
National Laboratory. The experiment used the same laser setup as the X-ray imaging, as
described in Chapter 2. The configuration of the laser beam, the X-ray beam, and the
sample positioning is schematically shown in Figure 46(a). The sample was placed in a
chamber with high purity argon (99.999%) protection during experiments. During laser
scanning, a stationary micro-focused high-energy high-flux synchrotron X-ray beam with
a wavelength of 0.2022 A and a beam size of 50 ym x 30 uym (horizontal x vertical) was
transmitted through the sample (0.5 mm thick) to form Debye-Scherrer diffraction cones,
which were continuously recorded as diffraction rings on a flat plate detector
(PILATUS3X-2M, DECTRIS, Switzerland) with a recording frame rate of 250 Hz. The X-

ray exposure time for every frame was 1 ms.
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Figure 46. Experimental method for in-situ laser-melting high-resolution X-ray
diffraction. (a) Schematic illustration of in-situ laser-melting X-ray diffraction experiment.
(b) An example of an integrated 1D XRD pattern from the 2D diffraction pattern in (a).
This figure is adapted from [142].
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The synchrotron X-ray’s high brilliance and high energy (short wavelength)
properties ensured the XRD data with a high signal-to-noise ratio and a broad Q-space
range (covering more families of crystallographic planes) [143,144]. They also enabled
guantitative analysis of the specimen's bulk structural information and prevented
uncertainties introduced by surface effect (deformation-induced y—a' transformation) from

sample preparation [78].

7.1.2 XRD Data Analysis

The diffraction rings from each frame were radially integrated by FIT2D software
along the entire azimuthal range (0°-360°) to obtain intensity versus Q-vector patterns.
Here,|Q| = 4m X sin(8)/1, where 1 is the X-ray wavelength and 6 is one-half of the
diffraction angle 26. Each integrated pattern included 2048 bins in a |Q]| range of 26 nm-
1 to 55.5 nmL. The peak position and peak intensity were determined by a Voigt function.
An example of the integrated XRD pattern is shown in Figure 46(b), revealing the room-
temperature phase constitution of commercial additively-manufactured 17-4 PH stainless

steel (hereinafter, C_17-4) after laser melting.

Rietveld refinement was performed to quantify the phase fraction from the XRD
pattern using GSAS-II software. The reference phase information was from Inorganic
Crystal Structure Database (ICSD) with IDs of ICSD-53449 (austenite), ICSD-53452
(delta-ferrite), and ICSD-53451 (alpha-ferrite). A standard CeO2 powder specimen was
used to calibrate the experiment configuration. The background, scale factor, lattice

constants, grain size, and microstrain were all considered in the refinement.
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7.1.3 Small-Angle X-Ray Scattering Experiment

Small-angle X-ray scattering (SAXS) measurement was performed and analyzed by
a collaborator (Fan Zhang, Physicist at the U.S. Department of Commerce’s National
Institute of Standards and Technology) at the ultra-small-angle X-ray scattering beamline
9-ID-C of the Advanced Photon Source, Argonne National Laboratory, to determine the
nanoscopic microstructural features in the as-printed 17-4 steel. Because of its Bonse-
Hart crystal optics, this instrument provides primary intensity calibration, enabling analysis
of absolute volume fraction of scattering inhomogeneities [145]. A standard configuration
of this instrument was used to acquire ultra-small-angle X-ray scattering, SAXS, and X-
ray diffraction data of the same sample volume across a broad |Q| range from 1 x 104 A-
110 6.5 AL, [146] A detailed description of this setup can be found in reference [147]. The
X-ray energy was 21 keV, corresponding to an X-ray wavelength of 0.5904 A. A thin foil
of as-built 17-4 steel with a thickness of ~100 pum (transmission of ~14%) was carefully
polished to ensure penetration. The data analysis was performed using standard small-

angle scattering software Irena [148].

7.1.4 Atom Probe Tomography

The needle-shaped specimen for the atom probe tomography (APT) test was
prepared by focused ion beam (FIB) milling (FEI Helios Nanolab SEM/FIB). Before FIB
milling, the sample surface was polished following the EBSD specimen preparation
procedure, as detailed in the last section. The APT test was conducted on a CAMECA
LEAP 5000 XS with a 355 nm wavelength ultraviolet laser. The test was run under an
ultra-high vacuum at ~2 x10* torr. The tip base temperature was set to 50 K. The laser

pulse energy was 20 pJ, with a pulse frequency of 250 kHz. The detection rate was 2.0—
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4.0% of the laser pulse frequency. The run stopped after 60M detection events at 7.4 kV

applied voltage.

7.1.5 Electron Microscopy

Scanning electron microscopy (SEM) and electron backscatter diffraction (EBSD)
were performed on a Zeiss LEO-1530 field emission scanning electron microscope. The
samples were mechanically polished with 0.05 ym diamond suspension followed by ion
milling (Leica EM TIC 3X). For general SEM observation, the ion milling was conducted
with 3 kV, 1.5 mA at a milling angle of 30° for 3 minutes. For EBSD purposes, the samples
were ion milled with 3 kV, 1.8 mA at a milling angle of 4.5° for 1 hour. The EBSD was

performed under a 30 kV accelerating voltage with a step size of 0.2—1 pym.

Figure 47. Sample preparation for atom probe tomography. (a) Mounting lift-out sections
on microtips. (b) Sharpening lift-out blank. (c) Final APT-read tip.

7.1.6 Materials

The commercial additively-manufactured 17-4 PH stainless steel (C_17-4)
specimens for in-situ XRD experiments and tensile testing were fabricated by a laser
powder-bed fusion machine with commercial feedstock powder (argon-atomized). The
chemical composition was analyzed by inductively coupled plasma (ICP) analysis, except

that the C and S were analyzed by combustion method while O and N were quantified by
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inert gas fusion. The detailed composition is shown in Table 4. Before tests, the C_17-4

samples were in the as-printed state without any post-build heat treatment.

The alloy developed in this work (hereinafter, UW_17-4) for in-situ XRD experiments
was cast in an arc melter (model SP-MSM20-8, MTI Corporation, USA) with metal
elements pre-weighted by a high-precision balance (model PA224C, OHAUS Corporation,
USA) with an accuracy of 0.0001 g. The purity of base elements is 99.98% for Fe, 99.995%
for Cr, 99.995% for Ni, 99.995% for Cu, and 99.97% for Nb. The arc melting current was
185 A with a melting duration of 15-25 s until the material was fully melted. The ingot was
flipped and re-melted six times to ensure composition uniformity. The cast ingot

underwent a condition-A solution heat treatment (heating rate 15 °C/min, holding at 1038
+ 5°C for 45 minutes) in a KSL-1500 Muffle Furnace (MTI Corporation, USA) followed by

a water quench. The final phase after quenching was fully martensitic [confirmed by

synchrotron XRD and electron backscatter diffraction (EBSD)].

Table 4. Chemical composition (mass %) of 17-4PH stainless steels used in this work.

17-4 PH cr Nio | cu | wn Nb c N o si s P | Fe

Specification |15.0-17.5|3.05.0 | 3.0-5.0| +9 |0.15.045| %97 - - 1.0 1 003 1 004 g,
max. max. max. max. max.

C 174 167 | 43 | 40 | 022 | 03 | 002 | 0027 | 0058 | 034 | 0003 | 0011 |

+084 | +043 | +04 | £0.02 | #0.03 | +0.005 | +0.007 | +0.015 | +0.03 |+0.0008 | +0.003

UW_17-4 15.2 48 | 50 - 03 . - . - ; - |BalL
(Nominal)

UW_17-4 1529 | 478 | 491 |<0.001| 0311 | 0.002 | 0.005 | 0.019 | 0,009 | 0.002 | 0.007 |,
(Arc-melt) +0.76 | +0.48 | +0.49 |+0.0003| +0.031 |+0.0005| +0.001 | +0.005 | +0.002 |+0.0005 | +0.002 | B&"

uw_17-4 15.53 4.92 4.99 0.012 0.42 0.001 | 0.001 | 0.022 | <0.001 | 0.002 | <0.001

(Atomized) +0.78 +0.49 | +0.50 [+£0.003| #0.11 |%0.0003+0.0003 | +0.006 |+0.0003 [+0.0005 [+0.0003 Bal.

uw_17-4 15.72 4.84 491 0.011 0.27 0.006 | 0.001 | 0.034 0.01 0.003 | <0.005

(As-printed) +0.31 +0.24 | +0.25 [£0.002| #0.04 | #0.001 [+0.0002 | +0.005 | +0.002 [+0.0005 | +0.001 Bal.
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The as-printed UW_17-4 part was made in a powder bed fusion system under a
high-purity argon environment (>99.999%). The feedstock powder was argon-atomized
in the Arcast HELGA system (Arcast Inc., USA) using as-cast ingots. The laser power
was 520 W with a nominal D4c beam size of ~170 um, a wavelength of 1070 nm, and a
scan hatch spacing of 80 ym. The chemical compositions of UW_17-4 at different
fabrication stages (arc-melt, atomization, LPBF) were characterized by a combination of
ICP analysis, combustion method (for C and S), and inert gas fusion method (for O and

N). The results are displayed in Table 4.

The wrought 17-4 PH steel was purchased from McMaster-Carr in an annealed state.

Condition-A solution heat treatment (1038 + 5°Cfor 45 min) was performed for the tensile
testing specimens.
7.2 In-situ Characterization of Phase Transformation Dynamics in C_17-4

To visualize the phase transformation dynamics in C_17-4 during laser melting, the
integrated XRD patterns were organized as a function of time to form an XRD intensity
map, as shown in Figure 48(b). The time axis is magnified between 0-1 s to highlight the
structural transformation details during laser melting. The evolution of XRD intensities
includes three stages, as illustrated by the schematics in Figure 48(b): (1) a heating stage
when the moving laser was approaching the X-ray-illuminated area; (2) a melting stage
where all the diffraction signals disappeared because X-ray intersected with the melt pool
and the molten alloy was in an amorphous state; and (3) a cooling stage when the melt

pool moved away from the X-ray and the material started to solidify and cool down.
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Figure 48. Phase transformation dynamics of C_17-4 during laser melting. (&) Room
temperature XRD pattern of as-solidified C_17-4 after laser melting. (b) XRD intensity
map (XRD peak intensity evolution as a function of time) during laser melting of C_17-4
from 0 s to 20 s. The time axis is enlarged in the 0—1 s range to highlight the phase
transformation details during the initial solidification of laser melting. (c) Final phase
constitution of as-solidified C_17-4 after laser melting. The figure is partially adapted

from [142].

During initial solidification, Figure 48(b) indicates that the &-ferrite (8) phase emerged

first from the liquid, followed by the formation of austenite (y).

In conventional

manufacturing with a slow cooling rate, a complete phase transformation of 8—y and then

y—a' was expected, resulting in a final microstructure dominated by martensite (a').
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However, during laser melting of C_17-4, neither of these two transformations was
completed, as indicated by the continuous d peaks in the intensity map [Figure 48(b)] and
the presence of FCC diffraction peaks in the room-temperature XRD [Figure 48(a)]. As a
result, the final microstructure in laser melted C_17-4 is dominated by coarse &-ferrite
grains developed epitaxially along the building direction, as shown by the EBSD
characterization in Figure 49. A small amount of mixed martensite and austenite grains

were observed along the &-ferrite grain boundaries.

@ A

Build direction

5111

001 101
IPF

s FCC 30 um
s BCC —

Figure 49. EBSD characterization of as-solidified C_17-4 microstructure after laser
melting. (a) Inversed pole figure. (b) Image quality map. Martensite (a') phase and a
mixture of austenite (y) and &-ferrite (&) phases were pointed out in the microstructure.
(c) Phase map. The figure is adapted from [142].

To further confirm that the initially solidified &-ferrite can survive into the final
structure, the 2D in-situ XRD patterns associated with Figure 48(b) were examined to
analyze the development of &-ferrite during laser melting of C_17-4. The 2D diffraction
patterns/rings at representative moments from initial solidification to room temperature
are displayed in Figure 50. [Figure 50 and Figure 48(c) share the same time scale.] The
horizontal and vertical black bands in the figures are no-signal zones due to the

configuration of the X-ray detector.
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Figure 50. Evidence of initially solidified d-ferrite retaining in the as-solidified C_17-4
after laser melting. The 2D diffraction patterns at different moments from Figure 48(b)
are shown in (a—e), respectively. Figure 50 and Figure 48(b) share the same time scale.
Two signature diffraction areas, 1 and 2, were marked using red and orange lines.
Areas 1 and 2 at each moment were enlarged and displayed below the whole-field
diffraction images. The horizontal and vertical black bands in the figures are no-signal
zones due to the configuration of the X-ray detector. Original figure from [142].

At 0.188s, Figure 50(a) shows the diffraction pattern at initial solidification, where
only &-ferrite was just formed from the liquid. Since the &-ferrite grains are large (as shown
in Figure 49) and the number of grains along the X-ray path is small, the diffraction pattern
appears scattered. Two signature diffraction areas, 1 and 2, were enlarged to clearly
show the diffraction spots from several &-ferrite grains. During cooling, austenite was
formed, as indicated by the y 111 diffraction pattern in Figure 50(b and c). The formation
of austenite did not have a significant influence on the brightness of &-ferrite diffraction
spots. When the temperature went below the martensite start temperature (Ms),
martensite started to form, as indicated by the ribbons overlapped with the &-ferrite
diffraction spots in Figure 50(d). Since martensite structure is fine and rather randomly
oriented, its 2D diffraction pattern appears to be a ring/ribbon rather than scattered spots.
When the material cooled down to room temperature [Figure 50(e)], the diffraction pattern

exhibited a mixture of three phases: martensite (as indicated by the a' 110 and 200
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diffraction ribbons), austenite (as indicated by the y 111 diffraction ribbon), and &-ferrite
(as indicated by the ® 110 and 200 diffraction spots retained from the initial solidification).

Please refer to Appendix B, Figure A5, for the analysis of more d-ferrite diffraction spots.

A Rietveld refinement analysis was adopted at two stages during cooling to estimate
the final phase constitution of C_17-4 after laser melting. Firstly, the FCC and BCC phase
fractions at 0.6 s from Figure 48(b) were determined. At this moment, both &-ferrite and
austenite were fully developed (as indicated by the plateau of peak intensity—time curve
in Figure 51), yet the austenite-to-martensite transformation has not started (validated
from the 2D diffraction pattern). Therefore, the BCC diffraction at this moment solely came

from the residual o-ferrite and will retain to room temperature.
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Figure 51. XRD intensity evolution of C_17-4 from Figure 48(b) during solidification. The
time axis is enlarged in the 0-1 s range. The uncertainty for BCC intensity
measurement is 1%. The uncertainty for FCC intensity measurement is 2%. Original
figure from [142].

Next, the FCC and BCC phase fractions at room temperature were determined. The
additional fraction of the BCC phase at room temperature compared to the BCC fraction

at 0.6 s was attributed to the martensite formed from y—a' transformation. It should be
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noted that the phase fraction analysis from Rietveld refinement was based on the
assumption of powder diffraction. The discrete diffraction spots of &-ferrite added to the
uncertainty of the phase fraction estimation. Therefore, the analysis here is rather
gualitative than quantitative. Hence, the final phase constitution in laser-melted C_17-4
was estimated to contain 76 mass % residual d-ferrite, 7 mass % residual austenite, and

only 17 mass % desired martensite.

For the first time, the existence of a substantial amount of &-ferrite in the as-printed
17-4 PH steel is directly and unambiguously demonstrated. Due to the low carbon content
in the 17-4 stainless steel, the tetragonal distortion of the BCC structure induced by
martensite transformation cannot be detected by XRD, resulting in difficulty distinguishing
o-ferrite and martensite in the as-printed part. The direct observation of the phase
evolution from 2D diffraction patterns by our in-situ experiment provides a definitive

conclusion.

The cooling rate in the laser-melting experiment during the initial solidification was
estimated based on the thermal expansion-induced change in lattice parameters. The
temperature (T) dependent lattice parameter (a) was measured by an in-situ furnace
heating/cooling XRD experiment performed at beamline 11-ID-C of the Advanced Photon
Source. Figure 52(a and b) show the constructed a—T relationship of BCC and FCC
phases during heating and cooling of C_17-4, respectively. Separately, an intensity-
versus-temperature curve [Figure 52(c)] marks the phase transformation events during
the thermal process. The temperatures were further calibrated using thermomechanical
analysis (TMA) on C_17-4 [Figure 52(d)] by assigning the martensite start temperature

(Ms) and BCC-FCC transition temperature measured from the TMA test [Figure 52(d)] to
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the corresponding events denoted by X-ray intensity evolutions from in-situ testing [Figure

52(c)]. With the calibrated a-T relationship, the cooling rate during the initial solidification
of C_17-4 in Figure 48(b) was estimated to be 1.7 x 10* °C/s by evaluating the lattice

parameter change within a certain period (da/dt). To be noted, all the cooling rates in
this work refer to the initial solidification cooling rate measured based on the diffraction
peak shift in the solid phase within a 50 ym x 30 ym sampling area under a 250 Hz

recording frame rate (1 ms exposure for each frame).
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Figure 52. Estimation of cooling rate. (a) BCC lattice parameter change measured by in-
situ furnace heating-cooling XRD test. (b) FCC lattice parameter change during in-situ
furnace heating-cooling XRD test. (c) BCC and FCC diffraction peak intensity change as
a function of temperature during in-situ furnace heating-cooling XRD test. (d)
Thermomechanical analysis (TMA) test showing the dilation as a function of
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temperature. The material is C_17-4, and the heating/cooling rate was set to 20 T/min

for all tests. The uncertainty for lattice parameter measurements in (a) and (b) is 0.0002
A. The uncertainty for intensity measurement in (c) is 0.4%. The uncertainty for thermal
expansion measurement in (d) is 2%. Original figure from [142].

7.3 Phase Transformation Dynamics Informed Alloy Development Strategy

Under the cooling rate of 1.7 x 10* °C/s, it is observed that a highly stabilized &5-ferrite
sustained to room temperature, as indicated by Figure 50 and the quantified XRD
intensity evolution as a function of time in Figure 51. Previous studies reported that high
cooling rates of 105-10° °C/s were required to bypass the &—y transformation in 17-4PH
stainless steel due to the insufficient time (up to ~6 ms) spent within the &-y
transformation temperature range (roughly from 600-800°C to 1250-1450°C, depending
on specific compositions) [71,82,149-151]. However, the experiment in this work,
conducted under a lower cooling rate on the order of 104 °C/s, extended the time spent
in the &—y transformation range by tenfold (on the order of ~60 ms). Yet, the &—y
transformation still did not occur, suggesting that the initially solidified &-ferrite was highly

stable.

Previous alloy development work focused on tuning the solid-solid phase
transformation (6—y) to obtain more martensite in the final 17-4 structure [150]. The
strategy was to increase the austenite stabilizing temperature range so that the 66—y
transformation could have more time to complete during solidification, which leaves more
austenite available to transform into martensite. However, the results in this work suggest
that the initially solidified &-ferrite can be too stable to transform into austenite, even with

extended time spent during -y transformation.
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In light of such findings, a different alloy development strategy was adopted in this
work by targeting the liquid-solid phase transformation (liquid—0) instead of the solid-solid
phase transformation (d—y). Specifically, the goal is to minimize the formation of &-ferrite
during initial solidification. By decreasing the initially solidified d-ferrite, more austenite
will form during initial solidification. Next, to facilitate the austenite-to-martensite
transformation, several minor alloying elements were removed from the alloy composition,
including C, Mn, and Si, as they are known to reduce the Ms temperature and delay the
y—a' transformation [152,153]. As a result, more martensite could be obtained in the final

as-solidified 17-4 structure based on the two-step design.

To minimize initially solidified -ferrite, the individual effects of three major alloying
elements (Cr, Ni, Cu) on the maximum solidified d-ferrite fraction during equilibrium
solidification were investigated using the CALPHAD (Calculation of Phase Diagrams)
method, with the assumption that phase evolution under equilibrium condition may
provide some guidance to the alloy development for rapid cooling conditions. The
calculation included all the major alloying elements (Cr, Ni, Cu) and necessary element
(Nb) from the 17-4 specification. When varying the concentration of a specific alloying
element, the rest alloying elements were kept constant at the median of the 17-4
specification: Cr-16.3%, Ni-4%, Cu-4%, Nb-0.3%. The calculation results in Figure 53
suggest that, to obtain less &-ferrite during initial solidification, it is necessary to reduce

the Cr concentration while increasing the Ni and Cu concentration in the alloy.
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Figure 53. CALPHAD calculation showing the effects of alloying elements (Cr, Ni, Cu)
on the maximum &-ferrite fraction during equilibrium solidification of 17-4PH stainless

steel. Original figure from [142].

To check whether the CALPHAD calculation results can provide any indication of

the phase transformation trend under rapid cooling conditions, an in-situ laser-melting

XRD experiment was performed to examine the real phase transformation dynamics on

a developed alloy fabricated with low Cr but high Ni and Cu (within the 17-4PH

specification). The nominal alloy composition is Fe74.7Cri5.2Nis.sCus.oNbos (UW_17-4),

fabricated by arc melting. During fabrication, the following strategies were taken into

consideration:

1. Only major alloying elements (Cr, Ni, Cu) and necessary elements (Nb) were

included in the alloy fabrication, while the minor elements (C, Mn, Si, S, P) were

excluded for several reasons: (I) C, Mn, and Si can reduce the Ms temperature.

They were removed to promote a complete austenite-to-martensite transformation

and avoid having residual austenite in the final structure. (II) Minor elements are

mostly volatile elements (Mn, Si, S, P) during laser processing, which increases the

risk of introducing porosity into the part during laser metal additive manufacturing

[61]. (IIl) The minor elements are allowed to be zero from the 17-4 specification.
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The developed alloy with an adjusted composition can still be classified as 17-4
stainless steels without requiring additional certification. (IV) Excluding the minor
elements simplifies the alloy fabrication process, as it is difficult to accurately
maintain the concentration of minor elements. The uncertain concentration of minor
elements also poses challenges for evaluating the effects of major elements on the
phase transformation dynamics.

2. Cr and Ni fractions were close to but not exactly at the limit of the specification, to
accommodate the concentration fluctuations during fabrication. The total mass
fraction of Cr and Ni was set to 20% for the convenience of weighing.

3. The fraction of Cu was set to 5% (maximum allowable concentration in 17-4
specification) for all compositions for two reasons: (I) More Cu can potentially
reduce the stability of initially solidified d-ferrite, as suggested by Figure 53. (1) More
Cu can potentially promote Cu precipitate formation during intrinsic heat treatment
caused by the layer-by-layer repetitive thermal cycling [88], if the alloy is going to

be fabricated via additive manufacturing.

The actual UW_17-4 alloy compositions during each fabrication step were tested by
a combination of ICP analysis, combustion method (for C and S), and inert gas fusion

method (for O and N). The results are displayed in Table 4.

7.4 Characterization of Phase Transformation Dynamics in UW_17-4

To confirm that UW_17-4 favors the formation of martensite by reducing the amount
of initially solidified d-ferrite (increasing the amount of austenite from initially solidification),
the phase transformation dynamics in UW_17-4 during laser processing were examined

from both the XRD intensity map (Figure 54(b)) and the 2D diffraction patterns (Figure
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55). The XRD intensity map in Figure 54(b) was converted from the same set of 2D

patterns as in Figure 55. Figure 54(b) and Figure 55 share the same time scale.
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Figure 54. Phase evolution of UW_17-4 under various cooling rates. (a) Room
temperature XRD of as-solidified UW_17-4 after laser melting with a cooling rate of 1.7
x 104 °C/s. (b) XRD intensity map during laser melting from 0 s to 20 s with a cooling
rate of 1.7 x 104 °C/s. (c) Zoom-in view from (b) highlights the phase transformation
during the initial solidification. (d—f) In-situ XRD results under a cooling rate of 4.8 x
104 °C/s. (g—i) XRD results under a cooling rate of 1.3 x 10° °C/s. Original figure from

[142].
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From the XRD intensity map in Figure 54(a—c), d-ferrite is still the first phase formed
from the liquid under a cooling rate of 1.7 x 10% °C/s. Soon, the short-lived d-ferrite
transformed into austenite completely, as indicated in Figure 54(c). In contrast to C_17-
4, no d-ferrite peaks sustained into the austenite regime, suggesting reduced stability of
the o-ferrite in UW_17-4 compared with that of C_17-4. Subsequently, the fully austenite
structure started transforming into martensite at a lower temperature [t = 1.5 s, Figure
54(b)]. The austenite-to-martensite transformation is completed before room temperature,
leaving a fully martensitic as-solidified structure, as evidenced by the room-temperature
XRD pattern in Figure 54(a).

The 2D diffraction patterns in Figure 55 told the same story from another angle.
During initial solidification (0.172 s), &-ferrite first came out from the liquid, as indicated
by the bright spots in Figure 55(a). Shortly afterward (0.4 s), austenite was formed and
consumed all the &-ferrite, as indicated by the y 111, y 200, and y 220 diffraction patterns
in Figure 55(b) and the absence of & 110 and & 211 diffraction spots. Martensite started
to form when the temperature dropped below the Ms point, as shown in Figure 55(c). The
martensite’s a' 110 and a' 211 diffraction patterns appeared as uniform, continuous rings,
like powder diffraction, because martensite structure is fine and rather randomly oriented.
During further cooling (10 s), as shown in Figure 55(d), more austenite transformed into
martensite, and the austenite diffraction rings almost vanished. When the material cooled
down to room temperature [Figure 55(e)], only uniform, continuous martensite diffraction

rings were observed, suggesting that the final material structure is fully martensitic.
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Figure 55. Analysis of phase evolution in UW_17-4 after laser melting. The 2D
diffraction patterns at different moments from Figure 54(b) are shown in (a—e),
respectively. Figure 55 and Figure 54(b) share the same time scale. Two signature
diffraction areas, 1 and 2, were marked using red and orange lines. Areas 1 and 2 at
each moment were enlarged and displayed below the whole-field diffraction images.
The horizontal and vertical black bands in the figures are no-signal zones due to the
configuration of the X-ray detector. Original figure from [142].

7.5 Tolerance of UW_17-4 to Various Processing Conditions

A robust alloy should tolerate various processing conditions to accommodate
different manufacturing methods. In this section, experiments were conducted to test the

tolerance of UW_17-4 to different cooling rates and environmental impurities.

To examine whether the UW_17-4 can maintain its phase transformation behavior
across various cooling conditions, in-situ laser-melting XRD experiments under the
cooling rates of 4.8 x 10* °C/s and 1.3 x 10° °C/s were performed. Together with the
experiment under the cooling rate of 1.7 x 10* °C/s, the complete phase transformation
history under each condition was presented in Figure 54(b, e, and h), with the initial

solidification enlarged in Figure 54(c, f, and i).

Taking Figure 54(a—c) as a reference, it can be observed that the phase

transformation behaviors at higher cooling rates followed the same trend as those under
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1.7 x 10* °C/s. Under all conditions, d-ferrite first solidified from the liquid, then fully
transformed into austenite. The fully austenitic structure of UW_17-4 started to transform
into martensite at a Ms temperature of 233 = 21°C (averaged from the three experiments
in Figure 54), resulting in a fully martensitic final structure, as evidenced by the room-
temperature XRD patterns in Figure 54(a, d, and g). Therefore, the UW_17-4 can reliably

produce a fully martensitic structure under the examined cooling rates.

Since the feasible cooling rate window for in-situ observation is limited, ex-situ laser
melting and casting experiments were conducted to further study the as-solidified
microstructure in UW_17-4 with an extended range of cooling rates by electron
backscatter diffraction (EBSD), as shown in Figure 56. On the orders of 102 °C/s, 10* °C/s,
and 107 °C/s, three cooling rates were accomplished by casting (arc-melting), single-layer
laser melting, and laser spot welding, respectively. To be noticed, the cooling rate of 2 x
10% °C/s in the single-layer laser melting sample [Figure 56(b)] is within the cooling rate
window of the in-situ experiment (Figure 54). Hence, it serves as an orthogonal reference
point for the ex-situ data. In addition, the substrate in Figure 56(b) is a piece of UW_17-4
after condition-A solution heat treatment. During condition-A heat treatment, the material
was heated up to 1038°C (above its austenite temperature), held for 45 minutes, and
followed by quenching. All potential &-ferrite will transform into austenite during the long
time holding at high temperature. During quenching, all austenite will transform into
martensite. Hence, the substrate microstructure in Figure 56(b) is fully martensitic and

also serves as a reference point for other ex-situ experiments.
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Figure 56. EBSD characterization of as-solidified UW_17-4 under various cooling rates.
(a) EBSD of as-cast UW_17-4 fabricated by arc-melting. The left panel is an inversed
pole figure (IPF). The right panel is an image quality (IQ) map. (b) EBSD of UW_17-4

after a single-layer laser melting (transverse cross-section). The substrate is a cast, fully
martensitic UW_17-4 after a solution heat treatment. (c) EBSD of UW_17-4 after laser

spot welding under 156 W for 1 ms laser duration (transverse cross-section). (d) EBSD
of a zoom-in area from (b). The microstructures for all conditions are fully martensitic.

All IPFs share the same color code, shown in the inset of (a). Original figure from [142].

EBSD data in Figure 56 confirms that the microstructure under the three cooling
rates (102 °C/s, 10* °C/s, 107 °C/s) were all fully martensitic, as indicated by the image
quality (IQ) maps of Figure 56(a—c). The consistent dark netlike features in the 1Q maps

are signatures of martensite resulting from its poor diffraction quality caused by internal
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high-density lattice defects (such as dislocations and sub-grain boundaries) [150,154—
156]. These features are distinct from the &-ferrite IQ map in Figure 49(b), where the &-
ferrite grains appear much brighter due to fewer lattice defects. The 1Q map of Figure
56(b) shows a slight difference in the imaging contrast, where the left half field-of-view is
darker than the right half. This observation is due to a refined structure obtained under a
high cooling rate, as exhibited in the inversed pole figure (IPF) of Figure 56(b). The details

of the refined structure were zoomed in and displayed in Figure 56(d).

Therefore, with both in-situ and postmortem examination, the developed alloy,
UW_17-4, is demonstrated to consistently form a fully martensitic final structure under a
broad range of cooling rates (102107 °C/s). The range encompasses all major types of

fusion-based additive manufacturing technologies.

In addition to good tolerance to cooling rates, a robust material for AM must have
good resistance to environmental impurities. Environmental impurities in AM refer to
elements not within the alloy specifications. It is almost inevitable to entrain environmental
impurities to the alloy during AM processing. For example, the directed energy deposition
(DED) AM processes, especially the wire-based DED process [157], sometimes are
performed in an open environment, with flowing inert gas blowing toward the laser-matter
interaction area. The inert gas could easily mix with the environment air during the

process.

Therefore, the following experiments were designed to demonstrate that UW_17-4
can consistently produce a fully martensitic structure with impurity in the processing
environment. To simulate the impurities in the environment, 20 vol.% air was mixed with

80 vol.% shielding argon gas inside the test chamber. Under this mixed-gas environment,
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a UW_17-4 specimen was remelted at the exact same location up to three times, with the

phase transformation dynamics monitored using in-situ XRD. The results are shown in

Figure 57.
1st re-melting 2nd re-melting 3 re-melting
(a) s (d)s ) 9 s o
g = - g - £ = =
8. © = & S 5 o = s k=] o <
= | & 5 = | S S = | & =
£ E ’ £ S Z 8
§ J A N fq:_e j l&, A - § J A A
= T T T T T < T < T T T

(e) 17 High

1 11 1
9 9
7 7
5 5
3 3
@ 1 :J)_: 1 @
1 [0} [0)
Eos £08 €08
= = =
0.6 0.6 0.6
0.4 0.4 0.4 -
0.2 0.2 0.2
0 0 0 Low
26 30 34 38 42 46 50 54 26 30 34 38 42 46 50 54 26 30 34 38 42 46 50 54
Q (nm) Q (nm) ) Q (nm)

30 31 30 28 29 30 31 32
Q (nm™) Q (nm-) Q (nm™)

Figure 57. Phase transformation dynamics of UW_17-4 with impurity in the environment
gas. (a) Room temperature XRD of as-solidified UW_17-4 after 1st laser re-melting. (b)
XRD intensity map during 1st laser re-melting from O s to 18.5 s. (c) Zoome-in view from
(b) highlighting phase transformation during the initial solidification. (d—f) XRD results of
laser re-melting for the 2nd time at the same location as in (a—c). (g—i) XRD results of
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laser re-melting for the 3rd time at the exact location as in (a—c). Original figure from
[142].

After the 3rd re-melting, the final phase structure is still fully martensitic, as
evidenced by the BCC peaks in Figure 57(g) and the complete d—y—a' transformation in
Figure 57(h and i). In addition, among the three re-melting experiments, no significant
differences were observed regarding phase transformation sequence and temperature,

indicating a good tolerance of UW_17-4 to typical environment impurities.
7.6 Structure and Property of As-Printed UW_17-4

A 3D-printed UW_17-4 part was fabricated using a laser powder bed fusion system
to examine our developed alloy in the actual AM process. The final structure in the as-
printed part was a fully BCC structure (> 99.9 mass %), as confirmed by the synchrotron
XRD data in Figure 58(a), which contains bulk structural information from a sampling
volume of 1.0 mm x 0.6 mm x 0.8 mm. Further EBSD examination revealed fully
martensitic features on the IQ map of the as-printed UW_17-4 [Figure 58(b)], similarly to
those shown in Figure 56. Given the combined evidence from Figure 58(a and b), the as-

printed UW_17-4 part is fully martensitic.
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Figure 58. Structure and property of as-printed UW_17-4. (a) HRXRD of as-printed
UW_17-4. The XRD sample volume was 1.0 mm x 0.6 mm x 0.8 mm. (b) IQ map of as-
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UW_17-4, as-printed C_17-4, and commercial wrought 17-4 steel after condition-A
solution heat treatment (Wrought Condition-A). The orange line is the minimum
specification of precipitation-hardened 17-4 PH stainless steel after H900 heat

treatment. Original figure from [142].

The mechanical property of the as-printed UW_17-4 was characterized by tensile
testing. The engineering stress-strain tensile curves of the as-printed UW_17-4 was
compared with its counterparts, as-printed C_17-4 and commercial wrought 17-4 after
condition-A solution hear treatment (fully martensitic), with a reference point being the
specification of 17-4 PH stainless steel after condition-A + H900 heat treatment (fully
martensitic + precipitation hardening). The results exhibited in Figure 58(c) demonstrate
that: (1) the as-printed UW_17-4 has a yield strength of 1157 + 23 MPa, which is over 40%
(346 MPa) higher than that of the as-printed C_17-4 (811 £ 16 MPa); (2) the yield strength
of the UW_17-4 in the as-printed condition is comparable to that of the 17-4 steel

specification (1170 MPa) after a precipitation hardening heat treatment.

The as-printed UW_17-4 possesses high yield strength that cannot be explained by
UW_17-4 being fully martensitic alone because otherwise, it would have a similar yield
strength to the solution heat-treated wrought 17-4 steel [Figure 58(c)]. A probable reason
for the unexpected high yield strength is the existence of copper-rich precipitates, which
are a major contributor to the extra strength in precipitation-hardened wrought 17-4 steel
[92]. To test this hypothesis, small-angle X-ray scattering (SAXS) measurements were
performed on as-printed UW_17-4. The SAXS data contain statistically meaningful
information from a bulk specimen of 0.8 mm x 0.8 mm x 0.1 mm. The SAXS results in
Figure 59(a) unequivocally revealed a scattering feature with a nominal size of ~4 nm
(orange line). This size is characteristic of the copper-rich precipitates in the 17-4 PH steel

[158,159]. Atom probe tomography (APT) was further performed from the same as-
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printed UW_17-4 sample. The APT results in Figure 59(b) validated our hypothesis that

a high density of Cu-rich precipitation particles exists in the as-printed UW_17-4. It is likely

that these small precipitates formed during the cyclic heating/cooling process in AM,

which represents an intrinsic heat treatment. An additional characteristic length on the

scale of 50 nm also showed up on the SAXS curve in Figure 59(a), which is a good match

with the metallurgical pores in the as-printed material, as exhibited by the SEM image in

Figure 59(c) and supported by the statistical analysis of pore size distributions within a

representative area [Figure 59(d)].
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Figure 59. Microstructure analysis on the as-printed UW_17-4. (a) Small-angle X-ray
scattering (SAXS) of as-printed UW_17-4. (b) Atom probe tomography (APT) showing
the atom map of the as-printed UW_17-4. The Cu-rich precipitates have an average
size of ~4 nm. (c) SEM image showing the metallurgical pores in the as-printed UW_17-
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4. (d) Statistics of the metallurgical pore size distributed within a 21.79 um x 14.55 um
area. Original figure from [142].

7.7 Summary and Conclusions

Informed by phase transformation dynamics, a robust martensitic 17-4 stainless
steel (UW_17-4) for additive manufacturing was developed in this chapter. The alloy
development strategy reported here signifies the importance of understanding phase
transformation dynamics under AM conditions. Probed by in-situ high-speed high-energy
high-resolution X-ray diffraction, the phase transformation dynamics of 17-4 PH stainless
steel during rapid solidification guided the alloy development to target the initial liquid-
solid phase transformation during solidification. The alloy development strategy mitigated
the formation of the initial d-ferrite phase and promoted the austenite-to-martensite
transformation to achieve the desired fully martensitic phase in the final structure of the
UW_17-4. The developed alloy was demonstrated to maintain a fully martensitic structure
in the as-solidified state under a wide range of cooling rates (10>-107 °C/s) and withstand
common environment impurities. The tolerance of the material to the complex thermal
and chemical environments is critical for industrial adoption to achieve reliable and
consistent additively manufactured parts, regardless of the differences among AM

machines, printing batches, and printing regions.
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Chapter 8: Conclusions of Work

Additive manufacturing (AM) has the potential to revolutionize the manufacturing
industry by enabling customized production of geometrically and compositionally complex
parts with unprecedented functionality and performance [160,161]. However, the complex
physical dynamics (spattering, melt pool variation, melt flow evolution, phase
transformation, etc.) emerging during the laser powder-bed fusion (LPBF) AM process
are challenging to be interpreted and characterized experimentally, because these
physics usually occur within a localized region (10s of micrometer to sub-millimeter scale)
with highly dynamic behavior (up to meters-per-second movement), and mostly take
place inside the metals that cannot be directly observed. In this dissertation, in-situ high-
energy synchrotron X-ray imaging & diffraction are utilized as the core process-monitoring
techniques to overcome the abovementioned challenges by providing high temporal
resolution (up to 1 MHz in imaging, 250 Hz in diffraction), high spatial resolution (down to
1 um pixel size in imaging), and visibility through metals and alloys at the same time. The
transient dynamics above the melt pool (spattering in Chapter 3), inside the melt pool
(melt pool variation in Chapter 4, melt flow evolution in Chapters 5 and 6), and beneath
the melt pool (phase transformation dynamics in Chapter 7) during LPBF process were
revealed and characterized experimentally through in-situ X-ray imaging & diffraction in

this dissertation.

In Chapter 3, powder spattering behavior during the LPBF process as a function of
time, environment pressure, and the location was characterized and quantified by in-situ

X-ray imaging. The complex powder moving trajectories were identified to be driven by
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the synergistic effects of laser-induced metal vapor jet and the vapor-jet-induced argon
gas flow. The metal vapor jet was found to be stronger than the argon gas flow as the
spatters within the vapor jet travel with a speed roughly three times as large as the ones
traveling within the argon gas flow. The timeline and sequence for establishing the
corresponding events in laser-matter interaction were measured to be laser heating &

melting (10s us) — formation of melt pool (10s us) — formation of intensive vapor jet (100s
ps) — formation of argon gas flow (>100s ps). Due to the invisibility of the gaseous phase

under X-ray imaging, an experiment was designed to quantify the angular propagation of
metallic vapor during laser melting under vacuum by tracing the movement of fine
powders pre-placed in the path of the vapor. The results exhibited a trend of vapor speed
attenuation during expansion and along the low-angle travel direction. Based on the
spattering formation and moving mechanisms revealed in this chapter, several potential
ways for mitigating powder spattering were proposed, including (1) pre-sintering the
powder bed; (2) using smaller layer thickness; (3) tuning the environment pressure, with
the hope that these could guide the future process development for making defect-lean

parts.

Chapter 3 characterized the transient dynamics of spatters moving outside the
powder bed, while the X-ray signal shows its real strength when the target is within the
metals opaque to visible light. Chapter 4 presented the direct observation and
guantification of melt pool variations during the LPBF process using in-situ X-ray imaging.
By evaluating the size and shape of melt pools under various processing conditions,
Chapter 4 attempted to answer a question: whether input energy density (IED) can be

used as a metric to assess the combined effects of laser power and laser scanning speed.
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The results showed that the same IED with different combinations of laser power and
scan speed does not necessarily lead to the same melt pool size or shape. This was
attributed to the inconsistency of energy absorption and heat dissipation rates under
different laser processing parameters, even though the IED was maintained the same.
Further theoretical analysis of energy balance in the melt pool indicates that energy
absorption played a significant role in determining the melt pool size and melting mode.
It was identified in this chapter that the energy absorption varies for different combinations
of laser power and scan speed under a constant IED because laser power and laser scan
speed play different roles in the development of the keyhole. Laser power was found to
have a greater impact on the depth of the keyhole, while laser scan speed affects more
on the width of the keyhole. Therefore, IED is not suitable as a metric to compare different
processing parameters when different melting modes are involved because of the
substantial differences in the laser absorption among different melting modes. However,
within the same melting modes (conduction mode or keyhole mode), IED could still work
as a reasonable metric due to the comparable energy absorption rates and energy

dissipation rates under the same melting mode.

In Chapter 5 and Chapter 6, a novel melt flow tracing approach was developed and
adopted for the in-situ study of liquid flow behavior within the laser-induced melt pool
during the LPBF process. Uniformly dispersed populous micro-tracers were used to
“visualize” the melt flow movement through in-situ X-ray imaging. Chapter 5 studied the
regular melt flow behavior, which is the most probable flow behavior when the melt pool
experiences no disturbances from either interior or exterior environments. Chapter 6

aimed to reveal the stochastic melt flow instabilities intrinsic to the LPBF process. Chapter
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5 and Chapter 6 together provide a comprehensive understanding of the melt flow

behavior in the LPBF process.

Specifically, in Chapter 5, the melt flow tracing approach was elaborated on in detail
and confirmed to be effective for representing the surrounding liquid flow through the
evaluation of particle settling velocity, acceleration, and effects on the viscosity change
of the liquid. Based on the established flow tracing approach, the detailed full-field melt
flow patterns in the conduction-mode melt pool and keyhole-mode melt pool were
revealed and quantified. Based on the location and moving behavior of the flow, the
driving forces for different flows were analyzed and discussed. With the quantified flow
speed, it was further found that heat convection is the dominating heat transfer route
around the keyhole region, while heat conduction dominates the rest part of the melt pool.
The surface wave was found to be damped out during the travel from the keyhole outlet

to the tail of the melt pool due to the increased ratio of surface tension over liquid inertia.

In Chapter 6, three major types of melt flow instabilities were identified as: (1)
powder/droplet impact, (2) significant keyhole oscillation, and (3) melting-mode switching.
It was demonstrated that these instabilities could roughen the part surface, disturb the
energy input (by changing the instant keyhole profile), and disturb the solidification
process by altering the local solidification rate. The evolution path from simple melt flow
pattern (in conduction-mode melt pool) through transition melt flow pattern (in transition-
mode melt pool) to complex melt flow pattern (in keyhole-mode melt pool) was revealed
and discussed. In the end, two mechanisms for causing keyhole oscillations were

identified: laser blocking and powder incorporation.
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The last chapter, Chapter 7, explored the phase transformation dynamics during the
rapid solidification process associated with the LPBF process using in-situ high-resolution
X-ray diffraction. Taking 17-4PH stainless steel as a model material, Chapter 7 aimed to
solve a longstanding problem: how to consistently obtain a full martensite phase in 17-
4PH stainless steel? The study first observed that commercial 3D-printed 17-4PH
stainless steel tended to form a highly stabilized &-ferrite phase during initial solidification,
which resisted transforming into the austenite phase and the subsequent martensite
phase at lower temperatures. Based on the observation, a strategy was formed to reduce
the initial-solidified -ferrite phase to obtain more austenite (which further transforms into
martensite). The strategy was executed by developing an alloy composition, UW_17-4,
with the guidance of both CALPHAD calculation and experimental validation. The
UW_17-4 was demonstrated to form a fully martensitic structure under a wide cooling rate
range (102-107 °C/s) and exhibit certain tolerance to common environment impurities
(oxygen and nitrogen). Characterizations on an as-printed LPBF UW_17-4 part also
indicate a fully martensitic structure with a high yield strength of 1157 + 23 MPa,
comparable to its wrought counterpart after precipitation-hardening heat treatment. The
high mechanical performance in as-printed UW_17-4 was demonstrated by atom probe
tomography to be attributed to the high-density Cu-rich nanoscopic precipitations,

possibly formed in situ during the cyclic heating/cooling intrinsic to the LPBF process.

Overall, it is hoped that the quantified data and the physical mechanisms revealed
in this dissertation will help develop new process technologies with better process stability,
fewer defects, and better performance. The data can be used to fit uncertain constants

or validate computational models. The phase transformation dynamics informed alloy
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development strategy in Chapter 7 has the potential to be extended to other alloy systems

for developing reliable, high-performance alloys specific for additive manufacturing.
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Chapter 9: Recommendations for Future Work

Although this dissertation provides a comprehensive study of the physical dynamics
from multiple levels of the LPBF process, there remain various opportunities for future

work.

In Chapter 3, studying spattering behavior was conducted with a static environment
argon gas for variable control in the experiments. However, commercial LPBF machines
usually apply flowing argon gas across the powder bed to blow away the metal vapor and
a fraction of the spatters. It would be important to study the interaction between the flowing
shielding gas and the spatter particles for a better process design to control the spatters.
At the end of Chapter 3, three potential mechanisms were proposed for the mitigation of
spattering: (1) pre-sintering the powder bed; (2) using smaller layer thickness; (3) tuning
the environment pressure. Although the mechanism (2) has been demonstrated in the
publication [43] associated with Chapter 3, mechanisms (1) and (3) remained unvalidated
by the time of publication. Later, several works were published with the experiments
related to the mechanisms of (1) and (3), such as the evaluation of low chamber pressure
on the LPBF printing quality [162] and the study of laser pre-sintering on the denudation
behavior [163] in LPBF. Nevertheless, research on these topics is still limited, and there

is plenty of room for exploration.

Chapter 4 suggested that input energy density (IED) was not suitable as a metric to
describe the process conditions, especially when different sets of parameters lead to
different melting modes. Therefore, new metrics must be developed for the convenience

of process design with better accuracy. Since laser absorption is a major variant among
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different processing conditions, it is suggested the new metrics should include the laser

absorption term in the formula.

The melt flow tracing approach used in Chapters 5 and 6 opened the door for
experimental characterization of melt flows under various processing conditions and
material properties. For example, the melt flow behavior could be studied in the processes
of pulsed-laser melting, with/without pre-heating, or under an electric/magnetic field. The
melt flow behavior could also differ in different material systems, such as nanocomposites
with high viscosity [164], immiscible alloys, or alloys with surface active agents. To better
understand the melt flow dynamics, it is also necessary to perform computational works
using experimental measurements as inputs to identify and quantify the exact driving
forces of the melt flow. Such knowledge is critical for process development, such as

removing pores by thermocapillary force [39].

Another topic worth investigating is the relationship between the melt flow variation
and the microstructure. As demonstrated in Chapter 6, the melt flow instabilities will lead
to the local solidification rate variation, resulting in microstructure variation. Depending on
the specific applications, such microstructural variation could be either beneficial or
detrimental to the material. Investigating such microstructural variation as a function of
local melt flow behavior would provide important information for better control of the

process.

The phase transformation dynamics informed alloy development work reported in
Chapter 7 could inspire future work in two ways. First, the alloy development strategy can
potentially be applied to other alloy systems with multi-stage phase transformations (such

as titanium alloy) to control the as-printed phase constitutions. Second, the developed
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alloy UW_17-4 is a proof-of-concept. Pure elements were used to fabricate UW_17-4 with
low levels of impurities. It remains unclear what level of impurity elements such as carbon,
sulfur, and phosphorus UW_17-4 can tolerate without changing its phase transformation
behavior. It also remains unclear the energy barrier for forming the Cu-rich precipitations
in the as-printed UW_17-4. The proper processing conditions to promote the in-situ
precipitation-hardening still need future investigations. In the end, although as-printed
UW_17-4 processes a Yyield strength comparable to H900 17-4PH, it is still worth studying
the influence of various post-heat-treatment on the mechanical performance change of
the as-printed UW_17-4 to establish a reliable fabrication procedure for producing high-

quality, high-performance parts.
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Appendix A — Copyright Permissions
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Appendix B — Extended Data

Figure A5. Extended data of Figure 50 showing more representative diffraction spots of
o-ferrite during cooling.





