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To Dad. Thanks for leading the way.



ii

Abstract

Radiation therapy is used for the treatment of inoperable early-stage and advanced-stage

lung cancer. Target motion during these treatments due to respiration causes delivery errors

relative to the planned dose. Current recommendations for the use of motion management

techniques to mitigate these errors are based on the measured amplitude of target motion.

However, frequency-dependent errors due to interplay between target motion and intensity

modulation of the treatment delivery may not be adequately managed by these recommen-

dations.

A radiochromic film stack dosimeter (FSD) was developed to verify Monte Carlo sim-

ulations of interplay errors in step-and-shoot intensity-modulated radiation therapy (SS-

IMRT). The energy dependence, orientation dependence, and water equivalence of the FSD

were characterized. The accuracy of the FSD was verified by comparison with thermolumi-

nescent dosimeter measurements and treatment planning software dose calculations. The

FSD was shown to be capable of accurate and precise three-dimensional dose measurements.

A Monte Carlo model of a linear accelerator was developed using the EGSnrc transport

code for the simulation of interplay errors. The model was verified with the comparison of

measured and simulated dose profiles.

Conventionally fractionated and hypofractionated SS-IMRT treatment plans were pre-

pared for the investigation of interplay errors. The delivery of each plan was measured with

the FSD undergoing modeled respiratory motion. These measurements were reconstructed
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using the Monte Carlo accelerator model to verify the methodology for the simulation of

interplay errors. For each treatment plan, deliveries were simulated for target motion peri-

ods from 1 s to 180 s to identify characteristic modulation frequencies for which interplay

errors were greatest. The impact of respiratory motion irregularity on interplay errors was

investigated, and cumulative interplay errors over a fractionated treatment course were

quantified.

It was demonstrated that interplay errors are greatest for longer motion periods, rep-

resentative of drifts in the baseline target position, corresponding with the low-frequency

intensity modulations of the treatment. For motion amplitudes of 5 mm, for which the use

of motion management is currently recommended, interplay errors were minimal. Based

on the results of this work, amplitude-based motion management criteria are sufficient to

mitigate interplay errors in SS-IMRT.
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Chapter 1

Introduction

1.1 Overview

Patients with inoperable early-stage or advanced-stage lung cancer are treated using radi-

ation therapy, chemotherapy, or both [Siegel et al., 2012]. Intensity-modulated radiation

therapy (IMRT) is used to improve the conformality of radiation treatments, permitting

the delivery of greater doses without further compromising healthy tissue. However, mo-

tion of the target during treatment, due to respiration, for instance, results in delivery errors

relative to the planned dose distribution.

In a treatment of a moving target, the delivered dose is averaged over the path of motion,

thereby reducing the planned dose gradients and degrading the treatment conformality. The

magnitude of these so-called blurring errors is dependent on the motion trajectory of the

target volume, but not the motion frequency. To compensate for blurring errors, treatment

margins are increased and measures are taken to limit the excursion of the target volume.

In IMRT treatments of a moving target, additional delivery errors are possible due to the

temporal intensity modulation inherent in the treatment delivery. Specifically, interplay

between the motion of the target and the intensity modulation of the treatment delivery

can result in delivery errors dependent on the frequency of the target motion. Interplay
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errors can occur within the interior of the target volume, in which case mitigation may not

be possible with increased treatment margins and restriction of motion amplitude.

The report of the American Association of Physicists in Medicine (AAPM) Task Group

76 addresses the use of respiratory motion management in radiation therapy [Keall et al.,

2006]. This report recommends the use of respiratory motion management for treatments

of targets with a motion amplitude of greater than 5 mm. The recommendation of mo-

tion management criteria based exclusively on the target motion amplitude disregards the

frequency dependence of interplay errors. The exclusion of interplay considerations was

justified with studies demonstrating that interplay errors average out over the delivery of

many treatment fractions [Bortfeld et al., 2002; Jiang et al., 2003]. However, these studies

modeled respiratory motion as a regular, one-dimensional sinusoid that was invariant over

thirty fractions. In actuality, respiratory motion is irregular, with variable motion ampli-

tude, motion period, and baseline position [Tobin et al., 1983a,b; Bruce, 1996; Engelsman

et al., 2005; Blackall et al., 2006; Shirato et al., 2006; Trofimov et al., 2008; Zhao et al.,

2011].

Investigations of tomotherapy treatments of targets undergoing realistic respiratory mo-

tion [Kissick et al., 2008; Chaudhari et al., 2009; Tudor et al., 2014] have found substantial

delivery errors for motion amplitudes not exceeding the 5 mm criteria recommended by Task

Group 76 for the use of motion management [Keall et al., 2006]. These studies attributed the

delivery errors to interference, or interplay, between the motion of the treatment couch and

the low-frequency drifts in the position of the target. Such interference errors are unique to

each IMRT modality and the corresponding characteristic modulation frequencies. As noted

by Kissick and Mackie [2009], separate characterizations of each IMRT modality should be

completed to develop frequency-dependent motion-management criteria necessary for the

mitigation of these interference errors.
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This thesis work investigated delivery errors due to the interplay effect in step-and-shoot

IMRT lung treatments. Monte Carlo simulations of IMRT treatments were used to identify

characteristic modulation frequencies and to quantify delivery errors due to interference

between the intensity modulation and target motion. The impact of motion irregularity

and the cumulative errors over a fractionated treatment delivery were both determined.

A Monte Carlo linear accelerator model was first developed and experimentally verified

for use in this work. Simulations of interplay errors were experimentally verified with the

comparison of measured and simulated treatments of a moving target. Measurements of

interplay errors were completed using a three-dimensional (3D) radiochromic film stack

dosimeter, which was developed and characterized as part of this work. The results of this

work provide an experimental basis for the recommendation of motion-management criteria

to mitigate frequency-dependent interplay errors.

1.2 Description of upcoming chapters

Chapter 2 discusses the treatment of lung cancer with radiation therapy, including a descrip-

tion of the general treatment planning and delivery processes. The impact of respiratory

motion on the delivery of radiation therapy treatments is addressed with a discussion of

treatment errors due to target motion and techniques to reduce these errors. The final

section of this chapter discusses the motivations and goals for this thesis work, including a

review of investigations of the interplay effect.

Chapter 3 discusses the methods employed in this thesis work for radiochromic film

and TLD dosimetry. In particular, techniques for the handling and analysis of each of these

dosimeters are summarized. A characterization of the scanner used to analyze radiochromic

films is described, including a justification for the analysis methods used in this work.

Chapter 4 describes the development of the radiochromic film stack dosimeter, includ-

ing the motivation for its development. The energy dependence, orientation dependence,
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and water equivalence of the film stack dosimeter are investigated. Film stack dosimeter

measurements are compared with TLD measurements and treatment planning software cal-

culations. An uncertainty analysis of both TLD measurements and film stack dosimeter

measurements is provided.

Chapter 5 describes the development of a Monte Carlo model of the linear accelerator

used for simulations of the interplay effect. Validation of the simulation techniques used

in this thesis work is discussed. Comparisons of measured and simulated dose profiles

are presented as verification of the model. Additionally, the preparation of the multileaf

collimator model is described.

Chapter 6 discusses the investigation of interplay errors in step-and-shoot IMRT. Two

treatment plans are prepared for the investigation. Measurements of these treatment plans

with the film stack dosimeter for the verification of the interplay simulation methodology

is discussed. The procedure for the simulation of interplay errors is described, and a com-

parison of measured and simulated treatment deliveries is presented. Results are provided

identifying characteristic modulation frequencies of the step-and-shoot IMRT plans and

quantifying the delivery error due to interference between the treatment modulation and

the target motion. The impact of target motion irregularity on delivery errors, and the

cumulative delivery errors over a fractionated treatment due to interplay are determined.

Chapter 7 provides the overall conclusions of this thesis work. Recommendations for

future investigations of the film stack dosimeter and interplay errors are also provided.
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Chapter 2

Background

2.1 Lung cancer

Lung cancer is the second-most frequently diagnosed cancer among both men and women

in the United States. Only prostate cancer (men) and breast cancer (women) have higher

rates of diagnosis than lung cancer. Additionally, the American Cancer Society estimates

that lung cancer will account for 27 % of all cancer deaths in 2014, the most of all cancer

sites [Siegel et al., 2014].

There are two major types of lung cancer: small-cell lung cancer, named for the appear-

ance of the cancer cells, and non-small-cell lung cancer (NSCLC), which accounts for 85 %

of all lung cancer diagnoses in the United States [Molina et al., 2008]. Small-cell lung cancer

is treated using radiation therapy alone for disease of limited extent, or radiation therapy

combined with chemotherapy for more widespread disease. Surgical resection is the most

common treatment for stage I or stage II NSCLC; however, early-stage lung cancers are

typically asymptomatic, so only 15 % of lung cancers are diagnosed at a local stage [Siegel

et al., 2012]. Additionally, many patients with early-stage disease do not qualify for surgery

due to coexisting morbidity, such as chronic obstructive pulmonary disease or cardiovascular
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disease [Nyman et al., 2006]. Inoperable early-stage and advanced-stage NSCLC is treated

using radiation therapy, chemotherapy, or both [Siegel et al., 2012].

The merit of radiation therapy for the treatment of inoperable lung cancer was demon-

strated in a randomized clinical trial by Wolf et al. [1966], which concluded that radiation

doses of 4000 cGy to 5000 cGy delivered in daily fractions of 150 cGy to 200 cGy significantly

improved survival relative to placebo. Following a phase III trial by the Radiation Therapy

Oncology Group (RTOG) to investigate the efficacy of different dose prescriptions [Sause

et al., 1995], a delivery of 60 Gy over 30 fractions became the standard treatment schedule

for inoperable, regionally advanced NSCLC [Molina et al., 2008]. However, the five-year

survival rate following this treatment course was less than 10 % [Dillman et al., 1996] with

local failure rates of 50 %, compared with failure rates of 5 % to 20 % following resection

[Mehta et al., 2001]. Mehta et al. [2001] observed that NSCLC is both relatively radiore-

sistant and proliferative, suggesting that hypofractionation (i.e., higher fraction doses and

fewer fractions) is necessary to improve rates of tumor control.

The escalation of prescription doses is limited by the dose tolerance of healthy lung tissue.

One of the most common clinical toxicities in radiation therapy of the lung is radiation

pneumonitis, which is inflammation of lung tissue that can cause difficulty breathing. The

occurrence of radiation pneumonitis is correlated with mean lung dose [Kwa et al., 1998;

Hernando et al., 2001; Yorke et al., 2002]. For conventionally fractionated (i.e., 200 cGy per

fraction) treatments, the mean lung dose must be held below 20 Gy to 23 Gy to limit the

risk of radiation pneumonitis to 20 % [Marks et al., 2010a]. Therefore, the treated volume

of lung tissue must be held to a minimum. However, as discussed in Sec. 2.3.1, tumor

excursion due to respiration can be substantial, requiring the treatment of a greater volume

of lung tissue to ensure effective treatment of the tumor. Methods to reduce tumor motion

due to respiration, and consequently the treated lung volume, are discussed in Sec. 2.3.4.
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With the appropriate management of respiratory motion amplitude, stereotactic body

radiation therapy (SBRT), a highly conformal, hypofractionated treatment technique, has

been shown to be well-tolerated and to improve rates of local control and survival compared

with conventionally fractionated treatments of NSCLC. Dose escalation studies by McGarry

et al. [2005] and Timmerman et al. [2003] both demonstrated that total doses up to

60 Gy can be delivered over three fractions for tumors up to 7 cm in diameter without the

onset of limiting toxicities. For a prescription dose of 45 Gy delivered over three fractions,

Nyman et al. [2006] observed a local failure rate of 20 % and a five-year survival rate of

30 %. Additionally, Grills et al. [2010] found that prescription doses of 48 Gy or 60 Gy

delivered over four or five fractions reduced the rate of local recurrence relative to wedge

resection, in which the diseased tissue and a sublobar margin of healthy tissue are surgically

removed. Given the apparent success of SBRT for the treatment of NSCLC, the RTOG

has initiated clinical trials to investigate the use of SBRT for the treatment of operable

(RTOG 0618) and inoperable (RTOG 0236) disease, with additional trials to investigate

centrally (RTOG 0813) or peripherally (RTOG 0915) located inoperable disease. Currently,

results are only available for RTOG 0236, which reported an overall survival rate of 55.8 %,

and a local control rate of 90.6 % at the three-year follow-up [Timmerman et al., 2010].

2.2 External-beam radiation therapy

In linear-accelerator based external-beam radiation therapy (EBRT), electrons are acceler-

ated to energies of several mega-electron-volts and collided with a target to produce a beam

of bremsstrahlung radiation. The resulting beam is shaped by the collimator jaws and

the multileaf collimator (MLC). The jaws provide coarse collimation to a rectangular field.

The MLC is comprised of opposing sets of high-density leaves capable of one-dimensional

translation to provide fine collimation.
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The output of a linear accelerator is quantified in terms of monitor units (MU). A pair

of monitor ionization chambers positioned between the bremsstrahlung target and the jaws

provide a measure of the ionization current generated by the radiation beam. A MU is a

scaled measure of the integrated ionization current within the monitor chambers; the scale

factor is adjusted during calibration such that 1 MU delivers a dose of 1 cGy at a reference

depth under reference conditions [Almond et al., 1999].

The dose from a photon beam incident on a surface rapidly increases to a maximum at

a depth of a few centimeters, depending on the mean photon energy and field size, then

steadily decreases with depth as the photon fluence is attenuated. Consequently, healthy

tissue superficial to the target volume receives a greater dose from any given beam. To

minimize the volume of healthy tissue receiving a therapeutic dose, EBRT treatments are

typically comprised of multiple discrete beams, also known as fields, or continuous arcs

focused at the target volume. The arrangement of the beams and the dose delivered per

beam are determined during the treatment planning process.

2.2.1 External-beam radiation therapy treatment planning

2.2.1.1 Treatment simulation

Preparation of an EBRT treatment plan requires visualization of the internal patient anatomy

to localize the diseased tissue and identify critical healthy tissue that must be spared. The

patient anatomy is most commonly imaged using computed tomography (CT). Radioopaque

markers are placed on the surface of the patient for the CT scan to provide an external refer-

ence of the internal patient anatomy for alignment during treatment. The values associated

with the voxels of a CT image are in terms of Hounsfield units (HU), which are defined as

HU(x, y) =
µ(x, y)− µwater

µwater
× 1000, (2.1)
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where µ(x, y) is the mean linear attenuation coefficient of the material in the voxel located

at (x, y), and µwater is the linear attenuation coefficient of water. An image-value-to-density

table (IVDT), which is determined from a CT scan of materials of a known range of densities,

is used to convert HU to electron density. The electron density of the patient is required

for the dose calculation, as discussed in Sec. 2.2.1.3.

For many lung treatments, especially SBRT procedures, a four-dimensional CT (4DCT)

scan is performed during simulation to measure the motion of the tumor [Ford et al., 2003;

Vedam et al., 2003]. During a 4DCT scan, a surrogate for the tumor motion (i.e., chest

wall motion for lung tumors) is monitored. Based on the observed surrogate motion as a

function of time, the time-stamped CT images are binned according to either the motion

phase or the motion amplitude at the time of acquisition. 4DCT scans are oversampled to

acquire a full CT dataset for each tumor motion bin.

Typically, only a single CT simulation is performed for a patient, making the assumption

that the internal anatomy and tumor motion do not change substantially over the course

of treatment. If substantial anatomical changes, especially weight loss, are observed dur-

ing treatment, then the treatment simulation can be repeated and a new treatment plan

prepared.

2.2.1.2 Volume definition

The International Commission of Radiation Units and Measurements (ICRU) report 50

[ICRU50, 1993] defines several volumes to be delineated on an image of the patient anatomy

during treatment planning to facilitate the creation and evaluation of the plan. The gross

tumor volume (GTV) is the palpable or visible extent of the disease. The clinical target

volume (CTV) is an expansion of the GTV that includes subclinical microscopic disease. For

the treatment to be successful, the CTV must receive sufficient dose. The planning target

volume (PTV) applies margins to the CTV to account for motion due to changes in internal
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anatomy and setup errors. Whereas the GTV and CTV denote anatomical volumes within

the patient, the PTV considers positioning uncertainties and defines a volume relative to

the linear-accelerator geometry in which the CTV is contained. van Herk et al. [2000]

provide an analytical recipe for the CTV-to-PTV margin to ensure that the CTV receives a

minimum of a selected percentage of the prescription dose for a given percentage of a patient

population. The proposed recipe separately considers systematic positioning errors, which

arise during treatment preparation, and random positioning errors, which occur during

treatment delivery. However, treatment margins must also consider the dose tolerances of

surrounding healthy tissues, which are contoured as organs at risk (OAR), to minimize the

occurrence of toxicities.

ICRU report 62 [ICRU62, 1999] refines the volume definitions of ICRU report 50, speci-

fying an internal target volume (ITV) to distinguish between motion due to changes in the

internal anatomy and motion due to setup errors. The ITV is determined by an expansion

of the CTV to account for the internal excursion of the target volume. The maximum in-

tensity projection (MIP) of the 4DCT, in which each voxel is assigned the maximum value

of the corresponding voxels from each of the binned CT datasets, is generated to contour

the ITV. Because the lung tumor is much more dense than the surrounding lung tissue, the

MIP readily identifies voxels through which the tumor passes at any point in the respiratory

cycle.

2.2.1.3 Dose calculation

Once the treatment geometry is defined and the volumes of interest are contoured, the

dose to the patient is calculated. To obtain the desired accuracy in the dose calculation

within a clinically feasible period of time, a convolution-superposition algorithm is used to

calculate the dose. The convolution dose calculation method was developed by Mackie et al.

[1985]. This method uses energy deposition kernels that provide the distribution of energy
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deposition surrounding a primary photon interaction site. The energy deposition kernels

are precalculated within a water medium, thus reducing computation time for the actual

dose calculation. Given these energy deposition kernels, the dose at a vector coordinate r,

D(r), from an interaction at a vector coordinate r′ in a homogeneous medium is given by

D(r) =

ˆ
T (r′)A(r − r′)d3r′, (2.2)

where A(r − r′) is the energy deposition kernel and T (r′) is the terma distribution, given

by

T (r′) =
µ

ρ
hνΦ(r′), (2.3)

where µ
ρ is the mass attenuation coefficient, which is determined from the CT simulation,

hν is the photon energy, and Φ(r′) is the primary fluence distribution [Papanikolaou et al.,

1993]. Each term in Eq. 2.2 is energy dependent, so a second integration over the range

of photon energies is performed for polyenergetic beams. The dose in heterogeneous me-

dia is calculated by range scaling the energy deposition kernels according to the density

of the medium of interest [O’Connor, 1984]. In low-density lung tissue, for instance, the

range of electrons increases relative to that in water, so the energy deposition kernels are

correspondingly expanded. However, the kernel scaling method for the calculation of dose

in heterogeneous media has limited accuracy in regions of lateral charged particle disequi-

librium, primarily near interfaces of materials with different densities [Ahnesjö, 1989; Woo

and Cunningham, 1990].

2.2.2 External-beam radiation therapy treatment delivery

2.2.2.1 Three-dimensional conformal radiation therapy

Conventional treatment planning employs a trial-and-error process to assign delivery pa-

rameters and calculate the resulting dose distribution until a suitable plan is obtained.
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Treatments are delivered with either a static gantry, in which the target is irradiated from

multiple discrete beam angles, or a dynamic gantry, where the gantry rotates continuously

through a planned arc during treatment. Three-dimensional conformal radiation therapy

(3DCRT) positions the MLC to conform to the projection of the target volume in the plane

through the isocenter normal to the beam axis. 3DCRT arc treatments, known as dynamic

conformal arcs, continuously reposition the MLC as the projection of the target volume

changes with the gantry angle. In 3DCRT, each beam or arc delivers a uniform fluence.

2.2.2.2 Intensity-modulated radiation therapy

The concept of inverse optimization, in which the ideal fluence distribution is determined for

an input set of dose constraints, was introduced by Brahme [1988]. The optimized fluence

distributions are non-uniform and cannot be delivered by conventional means. Webb [1991;

1992] developed an inverse-optimization technique in which the optimal fluence distribu-

tions are delivered by modulating the beam intensity with dynamic MLC positioning, and

demonstrated that such a technique could deliver more conformal dose distributions than

conventional techniques. This treatment technique is known as IMRT. As with 3DCRT,

IMRT can be delivered with either a static or dynamic gantry. For static gantry treatments,

MLC-based IMRT can be delivered using either the sliding window technique (SW-IMRT)

or the step-and-shoot technique (SS-IMRT). In SW-IMRT the radiation beam remains on

while the MLC leaves translate across the field to produce the desired fluence distribution.

SS-IMRT separates the delivery of each field into several MLC arrangements, or segments,

and the beam is turned off as the MLC leaves transition between segments. Beam intensity

can also be modulated with a solid compensator, which is fabricated in the shape of the

negative of the desired fluence distribution, or by electromagnetically scanning the electron

beam across the transmission target to generate the desired fluence distribution. IMRT

delivered with a dynamic gantry is known as volumetric modulated arc therapy (VMAT).
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In VMAT treatments, the gantry rotation speed, dose rate, and MLC position are all di-

rectly optimized, and thus can vary continuously throughout the treatment. This thesis

work considered only SS-IMRT delivery.

MLC-based IMRT treatments, whether SS-IMRT, SW-IMRT, or VMAT, are typically

comprised of numerous different complex MLC arrangements to achieve the necessary modu-

lation for the desired dose distribution. As a result, the dose delivered from these treatments

is sensitive to both the quality of the MLC model in the treatment planning software (TPS)

and to the accuracy of the MLC position during treatment. To verify that the treatment

can be delivered as planned, delivery quality assurance (DQA) is completed prior to the

initiation of treatment. DQA is performed by copying the planned incident fluence distribu-

tion to a CT dataset of a dosimeter in-phantom, typically a planar or array dosimeter, and

calculating the dose distribution in the phantom geometry. The treatment is then delivered

to the phantom, and the delivered dose distribution is measured. The measured and cal-

culated dose distributions are spatially registered and compared to verify agreement within

tolerances.

The standard metric for the comparison of two dose distributions is the gamma index,

which is a quantitative combination of dose-difference and distance-to-agreement (DTA)

evaluations [Low et al., 1998]. A dose-difference evaluation determines the percentage dif-

ference in dose between corresponding coordinates in the reference and evaluated distribu-

tions, and is sensitive to small positioning errors in regions of high dose gradient. The DTA

evaluation serves as a complement to the dose-difference evaluation, determining for each

coordinate in the reference distribution the minimum distance to a coordinate in the evalu-

ated distribution with the same dose. Interpolation of the evaluated distribution is typically

required to locate a point at which the dose agrees exactly with the reference distribution.

The DTA evaluation is not commutative, so the higher-resolution distribution is normally
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chosen as the evaluated distribution to minimize the distance between interpolated data

points. The gamma index combines the dose-difference and DTA evaluations as follows:

γ(rref) = min{Γ(rref , reval)}∀{reval}, (2.4)

where

Γ(rref , reval) =

√
‖rref − reval‖2

∆d2
+

[D(reval)−D(rref)]2

∆D2
, (2.5)

rref and reval are coordinates in the reference and evaluated distributions, respectively,

D(r) is the dose at r, and ∆d and ∆D are the tolerances for the DTA and dose-difference

evaluations, respectively. A γ value less than or equal to unity indicates agreement between

the compared distributions within the defined tolerances. Standard tolerances are 95 %

agreement within a dose difference of 3 % and a DTA of 3 mm [Ezzell et al., 2009]. Like the

DTA evaluation, the gamma index is not commutative.

2.3 Impact of respiratory motion on external-beam radiation

therapy

As discussed in Sec. 2.2.1.2, target motion is accounted for in a treatment plan with increased

treatment margins to ensure that the target remains within the treated volume. However,

the planned dose distribution is calculated on a static image of the patient. Therefore,

patient motion during treatment results in delivery errors relative to the planned dose.

This section discusses the impact of target motion on the delivered dose distribution.

2.3.1 Respiratory motion

Respiration is cyclical. During inhalation the diaphragm contracts and descends, causing

the lungs to expand and fill with air. The opposite occurs during exhalation: the diaphragm
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relaxes and ascends, expelling air from the lungs. Consequently, the motion of internal or-

gans due to respiration is periodic, with the greatest component along the superior-inferior

axis [Korin et al., 1992]. Given the cyclical and primarily one-dimensional nature of respi-

ratory motion, Lujan et al. [1999] proposed the following parameterization to describe the

position, z(t), of organs that move with respiration:

z(t) = z0 − b cos2n(πt/τ − φ), (2.6)

where z0 is the organ position at full exhale, b is the amplitude of the motion, τ is the period

of the breathing cycle, φ is the initial phase of the breathing cycle, and n is a parameter that

dictates the asymmetry of the respiratory motion (i.e., incongruence of time spent in full

inhale and exhale phases). In an application of Eq. 2.6 to 331 respiratory traces measured

from 24 patients, George et al. [2005] found that the correlation coefficients describing the

quality of the fits were similar for n = 1 and n = 2, demonstrating that respiratory motion

can be well-modeled with a symmetric waveform. Many studies of respiratory motion that

utilize Eq. 2.6 use representative values of 1 cm to 2 cm and 3 s to 5 s for the amplitude and

period, respectively [Jiang et al., 2003; Berbeco et al., 2006; Seco et al., 2007]. One limitation

of Eq. 2.6 is the assumption of a constant amplitude and period. Cycle-to-cycle variations

in respiratory motion parameters have been observed in numerous studies [Tobin et al.,

1983a,b; Bruce, 1996; Blackall et al., 2006]. Furthermore, nonnegligible drifts in baseline

position have been observed during respiration [Engelsman et al., 2005; Shirato et al., 2006;

Trofimov et al., 2008; Zhao et al., 2011]. Kissick et al. [2008] proposed a revised model for

respiratory motion to incorporate the time dependence of the motion parameters:

z(t) = z0(t) + b(t) cos2n[πt/τ(t)], (2.7)
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where the time dependence of the motion parameters is modeled by applying offsets ran-

domly sampled from rectangular distributions to the mean values of the motion parameters.

Both Eq. 2.6 and Eq. 2.7 make the assumption that respiratory motion is one-dimensional.

However, from fluoroscopic monitoring of gold markers implanted in or near lung tumors in

twenty patients, Seppenwoolde et al. [2002] observed motion along the lateral and anterior-

posterior axes in some patients that was comparable to the motion component along the

superior-inferior axis. Additionally, hysteresis was observed in the motion of many tumors,

in which phase differences between the motion components along the three axes resulted in

different trajectories during inhale and exhale.

2.3.2 Blurring effect

As previously discussed, the planned dose distribution is calculated on a static image of

the patient. However, due to respiration, the internal anatomy of the patient moves during

treatment. The motion of the internal anatomy results in the blurring of the planned dose

distribution. The planned dose is averaged over the path of respiratory motion, reducing

dose gradients. Thus, blurring errors are dependent on the motion trajectory (i.e., amplitude

and baseline trends) but not the motion frequency. Assuming that the internal anatomy

does not deform with respiration (i.e., only rigid translations or rotations) and that the

spatial dose distribution does not vary with motion, then the blurred dose distribution,

which is the expected delivered dose in the presence of motion, is given by the convolution

of the static dose distribution and the probability density function (PDF) of the tumor

position. However, errors of up to 5 % have been observed when the convolution method

is used to estimate the blurred dose distribution in the lung [Beckham et al., 2002; Craig

et al., 2003].

Portions of the anatomy that do not move outside regions of planned uniform dose are

unaffected by blurring. Furthermore, the dose to a given voxel can be no less than the
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planned minimum dose over the trajectory of that voxel. Therefore, the delivery errors

of greatest consequence due to dose blurring are restricted to the periphery of the target

volume, where broadening of the planned penumbra results in a dose deficit. These errors

are accounted for with the use of increased treatment margins, as discussed in Sec. 2.2.1.2

with the definition of the ITV, or with motion management to restrict the extent of the

motion during treatment, as discussed in Sec. 2.3.4.

2.3.3 Interplay effect

While blurring errors are limited to regions of non-uniform dose, Yang et al. [1997] demon-

strated in an investigation of tomotherapy treatments that exposure of an oscillating target

with a slit beam translating along the axis of oscillation could produce dose perturbations

within the treated volume. For a given target motion amplitude, the dose perturbations

varied with the motion frequency, reaching a maximum when the target and beam moved

with similar speeds. This observation was verified by Yu et al. [1998], and later refined by

Kissick et al. [2005], which found delivery errors in excess of 300 % relative to the treatment

of a static target. The delivery errors were attributed to interplay between the motion of

the beam and the target. The concept of interplay is illustrated in Fig. 2.1, reproduced from

Bortfeld et al. [2002]. The two stars indicate the same point at different phases (i.e., inhala-

tion and exhalation) of the same motion trajectory. It is apparent that the dose received

by the highlighted point is dependent on the initial phase of the motion. Interplay errors

are distinct from blurring errors because, while changes in motion amplitude will minimally

impact the dose to the marked point, changes in motion frequency will greatly impact the

delivered dose.

The concept of interplay was further refined by Kissick et al. [2008], which proposed

that interplay could be interpreted as interference between the characteristic modulation

frequencies of the treatment delivery and the motion frequency of the target. Potential
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Figure 2.1: Illustration of the interplay effect from Bortfeld et al. [2002]. The four panels
illustrate advances in time (t4 > t3 > t2 > t1) in the delivery of a treatment. The two stars
indicate the same point at different phases of the same motion trajectory. Depending on
the initial phase of motion, the indicated point is either shielded or exposed for the entire
treatment.

modes of delivery modulation include couch motion in tomotherapy treatments, changes

in dose rate in VMAT treatments, and changes in the positioning of the MLC and the

gantry. In the case of SS-IMRT treatments, interplay errors arise when the beam-on times

for individual beam angles or MLC segments are comparable to the target motion period,

resulting in insufficient sampling of the target position PDF. Consequently, the delivered

dose is dependent on the initial phase of the motion as it determines which portion of the

target position PDF is sampled. This concept is illustrated in Fig. 2.2, which demonstrates

the treatment of a target oscillating with period T using a field modulated with a period of

TG [Kissick et al., 2012]. In the limit that the target motion period is much shorter than the

duration of MLC segments or beam angles, the target position PDF is well-sampled, and

the dependence of the delivered dose on the initial phase of motion is minimized. In this

limit, there are only blurring errors. In the opposite extreme, if the target motion period

is much longer than the duration of segments or beams, then the limit of a static geometry

is approached. The nodes in the figure indicate values of TG that are integral multiples of

T . In these cases the target position PDF is fully sampled, and the delivery errors reduce

to zero.
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Figure 2.2: Plot of delivery errors determined analytically for the treatment of a circular
target oscillating with period T with a beam modulated with period TG. As the target
motion period becomes relatively short, the motion PDF becomes well-sampled and the
limit of blurring errors is approached. As the target motion period becomes increasingly
long, the limit of a static geometry is approached. ρ indicates the radius within the target
at which errors were accumulated. Figure reproduced from Kissick et al. [2012].
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To summarize the types of treatment errors due to respiratory motion, the blurring

effect is a systematic offset of the planned dose distribution due to differences in the patient

anatomy during treatment planning and delivery, while the interplay effect manifests as

random variations in the delivered dose from the expected, blurred dose distribution due to

a dependence on the initial phase of motion. While blurring errors only occur in regions of

non-uniform dose, primarily near the periphery of the target volume, interplay errors can

occur throughout the treated volume.

2.3.4 Respiratory motion management

The expansion of treatment margins to mitigate delivery errors due to respiratory motion is

limited by the dose tolerances of healthy tissue. Therefore, in addition to the use of increased

treatment margins, measures are taken to restrict the motion of the target volume during

treatment. Respiratory motion management techniques include respiratory gating, breath

hold, abdominal compression, and real-time tumor tracking.

During respiratory-gated treatments, the target position is monitored, and radiation is

only delivered when the target lies within a predefined range of positions, termed the gate.

The gate can be defined in terms of the phase or the amplitude of the target motion. The

width of the gate determines the residual amplitude of the target motion during treatment

[Berbeco et al., 2005]. The target motion is typically monitored via a surrogate external

marker, such as the chest wall, but radiographic imaging of fiducial markers implanted in

or near the target volume can also be used [Shirato et al., 2000]. Gates centered about

the full-exhale or full-inhale positions are commonly selected. The exhale position is more

reproducible, but lung volume is greatest during the inhale phase, thereby decreasing the

relative volume of treated lung tissue and improving lung sparing [Vedam et al., 2001].

Breath-hold treatments are similar to gated treatments, but the initiation and termi-

nation of radiation delivery is performed manually, and the patient is not permitted to
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breathe freely. Instead, the patient inhales to and maintains a reproducible lung volume;

while breath is held, radiation is delivered. To improve the reproducibility of the lung vol-

ume during breath hold, a spirometer can be used to monitor the volume of air flow in and

out of the lungs [Hanley et al., 1999]. A more invasive option is active-breathing control,

in which the spirometer is connected to a balloon valve, forcing a breath hold at a specified

lung volume [Wong et al., 1999].

Rather than limit radiation delivery to a select range of the target motion waveform,

abdominal compression restricts the amplitude of respiratory motion. Compression of the

abdomen limits the contraction of the diaphragm, and therefore reduces the excursion of

the target volume due to respiration [Lax et al., 1994]. Because the motion amplitude

is reduced, radiation can be delivered over the entirety of the respiratory cycle, thereby

improving the efficiency of treatments using this motion-management technique relative to

respiratory gating and breath hold.

A primarily experimental motion-management technique is real-time MLC tracking, in

which the planned MLC positions are continuously adjusted to track the motion of the

target volume. This technique requires monitoring of the target position, prediction of

future target motion to account for the latency in MLC positioning, revision of planned MLC

positions during treatment, and adaptive treatment planning to reconstruct and accumulate

the delivered dose [Cho et al., 2009]. The first clinical implementation of real-time MLC

tracking was recently completed for a prostate cancer patient [Keall et al., 2014].

2.4 Project motivations and goals

2.4.1 Recommendations of Task Group 76

The report of Task Group 76 of the AAPM addresses the implementation of respiratory

motion management techniques [Keall et al., 2006]. This Task Group recommends the con-
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sideration of respiratory motion management if the amplitude of motion exceeds 5 mm or

if significant sparing of healthy tissue can be achieved. As noted by Kissick and Mackie

[2009], the basis of criteria for the use of motion management on motion amplitude alone

disregards the frequency dependence of interplay errors. The Task Group 76 report justifies

the exclusion of interplay considerations from its recommendations based on the results of

analytical [Bortfeld et al., 2002] and experimental [Jiang et al., 2003] studies which demon-

strated that interplay errors average out over the full course of a fractionated treatment.

Each of these studies modeled respiratory motion as a regular, one-dimensional sinusoid

that was invariant over the course of thirty fractions. With the assumption of a random

motion phase at the start of each fraction, both studies found that the distribution of deliv-

ered doses over a full treatment course had a standard deviation of 1 % to 2 %, suggesting

that interplay errors are negligible. However, the Task Group 76 report acknowledges that

fractionation alone should not be relied upon to mitigate interplay errors, and calls for

further investigation of the interplay effect under more realistic conditions.

2.4.2 Review of interplay investigations

Following the release of the Task Group 76 report, numerous analytical, experimental, and

computational studies of the interplay effect have been completed. Berbeco et al. [2006]

investigated interplay errors in the delivery of individual fields, single fractions, and thirty-

fraction treatments of a five-field SS-IMRT treatment plan. Using radiographic film, the

dose distribution of each field was separately measured for eight equally spaced initial phases

of a one-dimensional, sinusoidal motion waveform. The dose distribution for a treatment

fraction was compiled by randomly sampling the motion phase for each field and summing

the respective distributions. The maximum standard deviation in delivered dose per pixel

over 1000 compilations of dose distributions was reduced from 5.4 % for a single fraction
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to 0.71 % for thirty fractions, indicating that variations in delivered dose due to interplay

become negligible over a full treatment course.

Court et al. [2010b] completed a more comprehensive experimental investigation of in-

terplay errors, considering conventionally fractionated SS-IMRT, SW-IMRT, and VMAT

treatment plans prepared by three separate treatment planning systems. Each field of

each treatment plan was individually measured for multiple random initial phases of a

one-dimensional surrogate motion waveform recorded during treatment of a lung patient.

Measurements were made with twenty micro-metal-oxide-semiconductor field-effect transis-

tors (MOSFETs) implanted within a 3D-printed tumor model, which was made to move

within an anthropomorphic thorax phantom. Dose distributions for treatment fractions

were compiled as in Berbeco et al. [2006]. The expected delivered dose per fraction was

estimated as the mean dose over an infinite number of fractions. The number of fractions

required for 95 % of the delivered dose distribution to agree with the expected dose within

5 % was determined, and only a single-arc VMAT plan with intentionally increased com-

plexity required more than five fractions to achieve the specified agreement, suggesting that

interplay errors are rapidly averaged out with fractionation.

Whereas Berbeco et al. [2006] and Court et al. [2010b] considered the impact of fraction-

ation on interplay errors, several other studies investigated the sources of interplay errors

and methods to mitigate them. Seco et al. [2007] considered the impact of planned MU

per segment on the magnitude of interplay errors in SS-IMRT treatments. Fewer MU per

segment results in shorter segment delivery times, which in turn deteriorates the sampling

of the target position PDF. In an analysis of approximately 3000 clinical IMRT beams, it

was found that more than 80 % of the segments delivered 5 MU or less, accounting for more

than half of the total dose delivered. Ionization chamber measurements were completed for

field sizes of 4× 4 cm2, 6× 6 cm2, and 10× 10 cm2 for ten equally spaced initial phases of a

one-dimensional, sinusoidal motion waveform. For each field, measurements were taken for
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several MU settings, resulting in delivery times ranging from 1 s to 48 s. Compiling these

measurements as in Berbeco et al. [2006] to simulate conventionally fractionated treatment

deliveries with segments of constant MU, a standard deviation in dose per fraction of up

to 35 % resulted for segment delivery times less than half of the motion period. Therefore,

even over a treatment of thirty fractions, a prominence of segments that are comparable to

the motion period in duration can produce substantial interplay errors.

Based on the results of Seco et al. [2007], increasing the segment delivery time rela-

tive to the motion period should reduce interplay errors. Court et al. [2008] completed a

comprehensive investigation of interplay errors in SW-IMRT in an effort to determine the

maximum dose rate for which the dose delivered for each fraction is within ± 10 % of the

planned dose, given the observation that the biological effectiveness of a given fractiona-

tion schedule can be impacted if the standard deviation in dose per fraction exceeds 10 %

[Bortfeld and Paganetti, 2006]. The dose distribution from a slit field defined by the MLC

incident on a water-equivalent-plastic phantom was calculated for MLC separations ranging

from 0.2 cm to 5.0 cm. Simulations were then completed in which the dose to the central

4 × 4 × 4 cm3 volume of the phantom was accumulated as the phantom underwent one-

dimensional sinusoidal oscillations and the dose distribution stepped across the phantom.

Separate simulations were performed for eight equally spaced initial phases of motion. The

resulting differences in accumulated dose from the planned dose were determined for a range

of MLC speeds, target motion amplitudes, and target motion periods. For a given MLC

separation and target motion waveform, the maximum MLC speed, and therefore maximum

dose rate, for which delivery errors were less than 10 % was determined.

While the methods of Court et al. [2008] were demonstrated to prevent per-fraction

delivery errors exceeding 10 %, the required universal reduction in the treatment dose rate

can produce prohibitively long treatments. In an investigation of interplay errors in SS-

IMRT, Ehler and Tomé [2009] proposed a method of selective dose-rate modulation in which
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only the fields that are most susceptible to interplay errors are delivered with a reduced

dose rate. Using a 3D target motion kernel determined from a ten-phase 4DCT dataset

and planar dose calculations for each beam segment, the delivered dose over ten fractions of

2 Gy was determined for dose rates ranging from 100 MU/min to 500 MU/min, assuming

a random initial phase of motion for each fraction. The mean standard deviation in dose

per fraction over the projected area of the target volume was determined for each field and

dose rate to identify which fields demonstrated the greatest reduction in interplay errors

with a reduction in dose rate. Application of this technique reduced the range of standard

deviation in dose per fraction for individual fields from 1-18 % to 0.1-9 %.

Many recent investigations of interplay errors have developed methods to more accu-

rately calculate dose in the presence of motion, either for the purpose of post-treatment

dose reconstruction or pre-treatment error prediction. Litzenberg et al. [2007] developed

a technique in which delivered dose is reconstructed using Monte Carlo simulations. The

technique uses log files from the linear accelerator, which record the MLC position and beam

status every 50 ms, and the motion of electromagnetic transponders implanted in the target

volume measured during treatment. During the simulation of a treatment delivery, the time

is sampled from a rectangular distribution prior to the transport of each new source particle.

If the beam was on at the sampled time, then the MLC position and target position are de-

termined from the log file and motion trace, respectively. To simulate motion, the position

of the isocenter within the CT dataset is shifted opposite of the observed motion. This dose

reconstruction technique was extended by Jensen et al. [2012] to include compatibility with

4DCT datasets. Instead of modeling target motion by shifting the isocenter, each particle is

transported through the appropriate phase of the 4DCT dataset based on the phase of the

motion at the sampled time. This approach models the deformation of the anatomy with

respiration; however, it requires the use of deformable registration to combine the resulting

dose distributions calculated on each phase.
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A method to estimate the maximum interplay errors for a given treatment plan prior

to delivery was developed by Li et al. [2012; 2013]. On a 4DCT dataset of the patient,

the dose distribution from the planned treatment is calculated separately for each phase.

The expected dose delivered to the moving target is determined as the mean of the doses

calculated on each phase using deformable registration. The bounds of potential interplay

errors are found by determining the maximum and minimum doses delivered to each voxel

over the phases of the 4DCT dataset and taking the difference from the expected dose.

Although many investigations of the interplay effect have been completed, assumptions

made by the authors for simplicity limit the applicability of the results. These assumptions

include one-dimensional respiratory motion [Berbeco et al., 2006; Court et al., 2008, 2010b]

and invariance of respiratory motion within [Berbeco et al., 2006; Seco et al., 2007; Court

et al., 2008] and between fractions [Berbeco et al., 2006; Seco et al., 2007; Court et al., 2010b].

Perhaps the most egregious assumption is the constancy of the baseline position of the target

volume. Kissick et al. [2008] demonstrated for tomotherapy treatments that the dose

delivered to a target following a motion defined by Eq. 2.7 exhibits modulations in regions

of planned uniform dose. However, these modulations were not observed when the target

volume followed a regular, sinusoidal motion with a period and amplitude representative

of typical respiratory motion. The dose modulations were attributed to interference of the

low-frequency variation in the baseline position of the target with the couch motion. This

same conclusion was reached by Chaudhari et al. [2009], which simulated the dose delivered

in tomotherapy treatments of a target that moved according to measured surrogate motion

waveforms. With motion amplitudes of as little as 5 mm, delivery errors in excess of 10 %

were observed in regions of planned uniform dose.

Tudor et al. [2014] extended the investigation of interference between patient motion

frequencies and characteristic treatment delivery frequencies in tomotherapy treatments.

The dose delivered from a tomotherapy treatment to a phantom that followed measured
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surrogate motion waveforms was calculated. The calculations were then repeated after

applying frequency filters to the motion waveforms corresponding to the characteristic fre-

quency ranges of MLC motion, gantry motion, and couch motion. It was determined that

the great majority of the delivery errors resulted from low-frequency drifts in the target po-

sition within the characteristic frequency range of couch motion. Dose errors of up to 9.0 %

were observed for a peak-to-peak motion amplitude of only 3 mm, which is below the thresh-

old for motion management recommended by AAPM Task Group 76 [Keall et al., 2006];

these errors were reduced to 1.3 % when the variations in baseline position were filtered out.

Therefore, failure to consider the low-frequency components of respiratory motion results

in substantial underestimation of interplay errors.

It is apparent that the use of Eq. 2.6 to model respiratory motion neglects the low-

frequency components of motion. However, a 4DCT scan cannot provide a faithful mea-

surement of tumor position as a function of time over an extended period, either. Although

a 4DCT scan is acquired over a series of respiratory cycles, the images are binned to create

a full dataset of a single respiratory cycle; the assumption is made that all subsequent res-

piratory cycles follow the same motion. Furthermore, a 4DCT scan requires approximately

one minute to complete, whereas the time between the start and end of radiation delivery

in a typical treatment fraction can be five to ten minutes. The difference in time scales

between imaging and treatment could result in the failure to resolve positional drifts that

occur over the course of a treatment. For instance, Richter et al. [2011] observed that base-

line drifts of 10 mm, 6 mm, and 4 mm within a motion with an amplitude of 23 mm over

a 60 s, 120 s, and 240 s period, respectively, could not be resolved by a 4DCT scan, which

required approximately 60 s. Therefore, dose reconstruction and interplay error prediction

techniques that employ 4DCT scans may not accurately quantify potential errors resulting

from low-frequency components in tumor motion [Jensen et al., 2012; Li et al., 2012, 2013].
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2.4.3 Project goals

As has been discussed in this chapter, current recommendations for the use of respira-

tory motion management consider only the amplitude of the observed motion, making the

assumption that frequency-dependent errors average out over the delivery of multiple treat-

ment fractions [Keall et al., 2006]. However, the studies that were referenced as evidence

that interplay errors average out over many fractions modeled respiratory motion as regu-

lar, one-dimensional sinusoids with representative motion parameters [Bortfeld et al., 2002;

Jiang et al., 2003]. Ensuing studies of tomotherapy treatments demonstrated that substan-

tial delivery errors could occur in the presence of irregular target motion, even with a motion

amplitude below the recommended threshold for the use of respiratory motion management,

due to interference between the couch motion and low-frequency drifts in the target motion

[Kissick et al., 2008; Chaudhari et al., 2009; Tudor et al., 2014]. Corresponding investiga-

tions of interplay errors due to irregular target motion during treatments with C-arm linear

accelerators, though, have not been completed. As asserted by Kissick and Mackie [2009],

characteristic delivery modulation frequencies vary between treatment modalities, requir-

ing separate characterization of each modality to develop appropriate frequency-dependent

criteria for the management of respiratory motion.

The overall goal of this project was to characterize delivery errors due to the interplay

effect in SS-IMRT treatments of the lung. Monte Carlo simulations were used to quantify

interplay errors over a comprehensive range of target motion frequencies. To that end, a

Monte Carlo model of a linear accelerator was developed and experimentally validated. To

verify the simulations of the interplay effect, a 3D radiochromic film stack dosimeter was

developed and characterized. Measurements of interplay errors in the delivery of SS-IMRT

plans were made using the film stack dosimeter and compared with simulated results. Using

Monte Carlo simulations, interplay errors over individual treatment fractions and complete

treatment courses, both conventionally fractionated and hypofractionated, were quantified.
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The results of this work provide an experimental basis for the recommendation of frequency-

dependent respiratory motion management criteria.
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Chapter 3

Film and TLD dosimetry methods

3.1 Film dosimetry methods

3.1.1 Radiochromic film

Radiochromic films are high-resolution, planar dosimeters that undergo a color-changing

chemical reaction when exposed to radiation. The change in the optical density (OD) of

the film due to exposure can be measured using a laser densitometer or, more commonly, a

flatbed document scanner [Devic et al., 2004; Paelinck et al., 2007]. With calibration, the

change in the OD of the film can be equated to the dose received by the film.

Ashland Specialty Ingredients (Wilmington, DE) manufactures radiochromic film under

the Gafchromic® trade name. Gafchromic® film dosimeters are nearly tissue equivalent,

and their response to ionizing radiation is independent of dose rate and minimally depen-

dent on energy for energies above 100 keV. However, the response of Gafchromic® films

is dependent on temperature and humidity during storage, exposure, and readout, so it is

recommended that a consistent procedure be followed for the storage and handling of the

films [Niroomand-Rad et al., 1998].
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The Gafchromic® external-beam-therapy (EBT) line of radiochromic films has been

specifically designed for use in external-beam-therapy applications, with a minimum sen-

sitivity of 1 cGy. These films have an active layer comprised of needle-shaped diacetylene

monomers that form cross-links when exposed to radiation. This polymerization reaction

turns the colorless active component blue, creating a primary absorption peak within the

red range of the visible spectrum at a wavelength of 636 nm. The rate of the polymeriza-

tion reaction quickly saturates after exposure, but remains nonzero for an extended time

[Martǐśıková et al., 2008].

There have been three models of Gafchromic® EBT film: EBT (which has been dis-

continued), EBT2, and EBT3. Cross-section views of the three film models are shown in

Fig. 3.1. The cross section of EBT film is symmetric, with two 17 µm-thick active layers

each adhered to a polyester substrate and separated by a surface layer. Unlike EBT film,

EBT2 film is asymmetric, with a single, thicker active layer, although a slightly reduced

total active thickness. To improve stability between production lots of films, the gelatin

binder from EBT film was replaced with a synthetic polymer. The most apparent difference

between EBT and EBT2 film is the yellow color of the latter, which comes from a marker

dye incorporated into the active layer. This marker dye reduces the sensitivity of EBT2 film

to ambient light [Andrés et al., 2010]. The differences between EBT2 and EBT3 film are

relatively minor. EBT3 film has a symmetric cross section and silicon spheres incorporated

into the polyester film surfaces to reduce the severity of Newton’s ring artifacts when the

film is read with a flatbed scanner. Newton’s ring artifacts are interference patterns from

multiple reflections between the film and flatbed surfaces that arise due to nonuniform con-

tact between the film and the glass scanner bed. EBT3 film was determined to be much

more susceptible to damaged edges when cut; therefore, EBT2 film was chosen for this work.
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(a)

(b)

(c)

Figure 3.1: Cross sections of Gafchromic® (a) EBT, (b) EBT2, and (c) EBT3 film. Figures
not to scale.
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3.1.2 Film handling techniques

The films used for the characterization of the flatbed scanner, which is discussed in Sec. 3.1.4,

were from lot A10061001B, while the films used in the development and characterization

of the film stack dosimeter, which is discussed in Ch. 4, were from lot A06281101A. Films

were handled at all times using latex gloves to minimize the accumulation of any surface

contaminants. All films were stored together in an opaque envelope to minimize exposure to

ambient light and to ensure consistent environmental conditions. For all film measurements,

film pieces were cut from 20.3× 25.4 cm2 sheets. Changes in the OD of recently cut pieces

of radiochromic film have been observed [Klassen et al., 1997]; therefore, all film pieces were

cut at least one week prior to exposure. The measured OD of radiochromic films can vary

7 % to 13 % depending on the orientation of the film on the scanbed [Lynch et al., 2006;

Andrés et al., 2010]. To ensure consistent orientation of the film pieces during readout,

each piece was marked immediately after cutting to denote the orientation relative to the

original film sheet.

3.1.3 Film scanning procedure

The films in this work were scanned using an EPSON® Expression® 10000XL flatbed

document scanner (Epson America, Long Beach, CA), shown in Fig. 3.2. The scanner was

set to professional mode, 48-bit color (16-bit depth in each of the red, green, and blue color

channels), and a resolution of 72 dpi with all image adjustments turned off. Film images

were saved in the tagged image file format.

The signal across the surface of the scanbed is nonuniform, reaching a maximum at the

center of the scanbed and decreasing toward the edges [Lynch et al., 2006; Devic et al.,

2006; Paelinck et al., 2007; Menegotti et al., 2008; Saur and Frengen, 2008; Ferreira et al.,

2009]. To minimize the impact of this nonuniformity on film measurements, all films were

scanned at the center of the scanbed where the signal is most uniform. The characterization
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Figure 3.2: Image of the flatbed document scanner used to read films. The polycarbonate
frame used for positioning reproducibility and the film masks are shown on the scanbed.

of the uniformity of the 10000XL scanner is discussed in Sec. 3.1.4.2. A polycarbonate

frame and film masks cut from saturated radiographic films, shown in Fig. 3.2, were used

to reproducibly position films at the center of the scanbed. The reproducibility of film

positioning was verified using a film piece with a pin prick along each edge. The frame,

mask, and pricked film were positioned on the scanbed and scanned. The entire setup

was then removed, repositioned, and scanned again. The positions of the pin pricks in the

images of the two trials agreed within one pixel (approximately 0.35 mm).

In addition to ensuring reproducible positioning of films on the scanbed, the film masks

also prevented the detection of scattered light originating from outside the extent of the

scanned film, which can result in an increased transmission signal near the edges of the

film [Mersseman and De Wagter, 1998]. Two additional saturated radiographic films with

central openings slightly smaller than the scanned films were stacked beneath the film mask.

These additional films supported the edges of the scanned films and prevented any contact

with the scanbed surface, thereby eliminating Newton’s ring artifacts [Kairn et al., 2010].



35

Figure 3.3: Schematic of the portrait scanning orientation. Relative to the original sheet of
film, the film is positioned such that the long edge is parallel to both the long edge of the
scanbed and the axis of translation of the scanner lamp.

Prior to scanning of films, five warm-up scans were taken of the empty scan bed. The

upper transparency was then raised, and the scanner temperature was allowed to stabilize

for 30 min. Each film was scanned once with the 50 µm polyester layer on top. All films

were scanned in portrait orientation (Fig. 3.3), which is more sensitive to changes in OD

as a function of dose [Lynch et al., 2006; Andrés et al., 2010]. Films were scanned in the

same order in which they were exposed to maintain a consistent development period and

minimize any uncertainty due to the continuing polymerization of the film postexposure

[Devic et al., 2010]. Neutral density filters with OD of 0.3, 0.5, 0.7, and 1.0 were positioned

on the scanbed to monitor the stability of the scanner throughout a scanning session. A

plot of the relative transmission measured through each of the filters over sixty consecutive

scans is shown in Fig. 3.4. The relative transmission through each filter varies consistently

with a peak-to-peak variation of less than 0.5 % and no evidence of a trend. After all films

were scanned, a final scan of two stacked, saturated radiographic films was taken for a

measurement of the background scanner signal.
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Figure 3.4: Transmission measured through neutral density filters with OD of 0.3, 0.5, 0.7,
and 1.0 over sixty consecutive scans. The plotted values are normalized to the median
transmission.

3.1.4 Flatbed scanner characterization

The 10000XL flatbed scanner was characterized for use in the analysis of radiochromic film.

In particular, the performance of the scanner over repeated scans of the same film and the

uniformity of the scanner signal over the surface of the scanbed were investigated.

3.1.4.1 Repeated film scanning

An investigation of the constancy of the measured transmission through a single piece of film

over repeated scans was motivated by inconsistent results in the literature. The 10000XL

flatbed scanner has an ultraviolet lamp which, it has been hypothesized, could cause a

nonnegligible degree of polymerization of the film with successive scans or could warm the

film and impact the measured OD. For instance, using an EPSON® Expression® Pro 1680

flatbed document scanner, Lynch et al. [2006] observed increases of 0.09 % to 0.5 % in the

OD of EBT films per degree Celsius increase in the temperature of the scanbed. The EBT
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films were exposed to doses ranging from 27.1 cGy to 361 cGy, with the greater variations

occurring for the films exposed to lower doses. Also using a Pro 1680 flatbed scanner,

Paelinck et al. [2007] observed increases of up to 3.5 % in the OD of EBT films exposed to

doses ranging from 0 cGy to 396 cGy over 105 consecutive scans. The increase in OD was

attributed to development of the film due to exposure to the ultraviolet lamp. However,

after an initial five warmup scans using a 10000XL scanner, Ferreira et al. [2009] did not

observe any variation greater than 0.15 % in the measured transmission through EBT films

exposed to doses ranging from 0.5 cGy to 3.0 cGy over twenty consecutive scans. Similarly,

using a 10000XL scanner with EBT2 films exposed to doses ranging from 0 cGy to 300 cGy,

Richley et al. [2010] did not observe any trend in measured transmission over 50 consecutive

scans, with a maximum variation of 0.8 %.

To investigate the variation in measured transmission through EBT2 film scanned re-

peatedly with the 10000XL scanner, sheets of film were exposed to doses ranging from 0 Gy

to 3 Gy using the University of Wisconsin Accredited Dosimetry Calibration Laboratory

(UWADCL) Theratron 1000 60Co irradiator (Theratronics, Ontario, Canada). The films

were exposed to a 10 × 10 cm2 field at a source-to-film distance of 100 cm. The scanner

was warmed up according to the procedure in Sec. 3.1.3. The film was centered within the

scanbed and scanned twenty times consecutively. The mean pixel value within the central

1× 1 cm2 region of the images in the red, green, and blue channels was determined for each

scan. The results for a film exposed to 2 Gy are shown in Fig. 3.5. For the film shown,

twenty consecutive scans were taken on two consecutive days, denoted trial 1 and trial 2,

to test the reproducibility of the results and to test for permanent changes in the film.

The data in the red and green channels undergo maximum variations of ± 0.4 % without

any apparent trend. However, the data in the blue channel increases by approximately 3 %

over the course of the twenty scans, following a continuously increasing trend. There is no

evidence of a permanent change in the film, though, as the measured transmission values for
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the initial scans on each day are consistent within 0.04 %. To test for a correlation between

the trend in the blue-channel signal and film temperature, a thermocouple was affixed to

the scanbed to monitor the temperature. Over a series of 35 consecutive scans, the scanbed

temperature increased between 1 °C and 1.5 °C. Based on the results of Lynch et al. [2006],

no significant change in the measured transmission would be expected for a temperature

change of 1 °C to 1.5 °C in a film exposed to 2 Gy, and this conclusion is consistent with the

measurements in the red and green channels. Therefore, these results could be an indication

that the measured transmission in the blue channel is more sensitive to changes in the film

temperature.

3.1.4.2 Scanner uniformity

The signal across the surface of flatbed document scanners has been shown to be nonuniform,

depending both on the position on the scanbed and the OD of the film, with greatest

variation along the dimension orthogonal to the axis of translation of the scan lamp [Lynch

et al., 2006; Devic et al., 2006; Paelinck et al., 2007; Menegotti et al., 2008; Saur and Frengen,

2008; Ferreira et al., 2009]. Thus, to properly characterize the uniformity of the scanner

signal, uniformly exposed films of varying OD are required. Given the challenge of uniformly

exposing a 20.3 × 25.4 cm2 film sheet, many investigators instead have uniformly exposed

smaller film pieces and scanned them repeatedly across the surface of the scanbed [Paelinck

et al., 2007; Saur and Frengen, 2008; McCabe et al., 2011]. However, as shown in Fig. 3.5,

the signal in the blue channel undergoes an increasing trend over repeated scans. Thus,

using a single, smaller piece of film, it would not be possible to distinguish variations in the

uniformity of the scanner response from the trend in the measured transmission through

the film.

This thesis work utilized a technique similar to that of Lynch et al. [2006], which used a

20.3× 25.4 cm2 EBT film exposed to sunlight to achieve the exposure uniformity necessary
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(a)

(b)

(c)

Figure 3.5: Comparison of the variation in the (a) red-, (b) green-, and (c) blue-channel
signals over 20 consecutive scans of a piece of EBT2 film exposed to a dose of 2 Gy. The
two trials were performed for the same sheet of film on consecutive days.
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to characterize the uniformity of the scanner signal. A single sheet of EBT2 film was taped

to a 5 cm-thick slab of polymethyl methacrylate (PMMA) and exposed to sunlight for

intervals of 1 h to 2 h. After each exposure interval, the film was centered on the scanbed

and allowed to thermally equilibrate for 15 min. A single scan was taken, and the film was

placed back in the sunlight for the next exposure interval. After a cumulative exposure time

of 15 h, the OD of the film exceeded that of a film exposed to 2 Gy. From the red- and

blue-channel data of each image, a profile through the center of the film orthogonal to the

axis of translation of the scan lamp was extracted. A second-order polynomial was fit to

each profile to model the nonuniformity of the scanner signal as a function of both position

and OD. For the entire set of polynomials, the maximum peak-to-peak variation over the

central 14 cm span of the scanner was less than 0.6 %. This is less than the peak-to-peak

variation in the transmission measured over consecutive scans of the same film, indicating

that the magnitude of the correction for scanner uniformity is less than the noise of the

scanner. Therefore, no corrections were applied for the nonuniformity in the scanner signal.

3.1.5 Film calibration and analysis

The response of EBT2 film was calibrated separately for each linear accelerator used. For

each calibration, a total of 66 3× 3 cm2 pieces were cut from three film sheets. Sets of six

calibration films were exposed to nominal doses of 0, 20.0, 30.0, 45.0, 67.5, 101, 152, 228,

342, 513, and 769 cGy, with minor deviations due to the inability to deliver partial MU.

Each set of six calibration films was comprised of two pieces from each original film sheet to

minimize the uncertainty due to interfilm nonuniformity. Films were exposed between two

30 × 30 × 5 cm3 slabs of Virtual Water� (Med-Cal, Inc., Verona, WI) at a source-to-film

distance of 100 cm. The field size was 10 × 10 cm2 at the position of the films. The films

were positioned such that the 50 µm polyester layer faced the source. The dose rate at the

depth of the calibration films was measured using an Exradin A12 ionization chamber and
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a Max 4000 electrometer (Standard Imaging, Inc., Middleton, WI). The dose delivered by

a given number of MU was determined using the following equation:

D = kQN
60Co
D,w MrawPTPPionPpolPelec, (3.1)

where Mraw is the charge measured with the ionization chamber, N
60Co
D,w is the calibration

coefficient for the ionization chamber obtained from the UWADCL, Pelec is the calibration

coefficient for the electrometer obtained from the UWADCL, and the beam-quality cor-

rection factor (kQ), temperature-pressure correction (PTP), ion recombination correction

(Pion), and polarity correction (Ppol) were determined according to the recommendations of

AAPM Task Group 51 [Almond et al., 1999].

The calibration films were exposed individually. All of the films originating from a

given sheet were exposed in order of increasing dose before progressing to films from the

next sheet. The films were scanned individually, before and after exposure, in the order

in which they were exposed to establish a consistent postexposure development period for

each film. The exposure of six film pieces per dose from three separate film sheets reduces

the uncertainty due to intrafilm and interfilm nonuniformity. Additionally, since each film

is scanned only once, the scanning of six films per dose in a staggered sequence reduces the

uncertainty due to stability of the scanner.

The film response to a given dose was quantified by the net OD, which is defined as:

netOD = ODexp −ODunexp −∆ODcontrol

= log10

(
PVunexp − PV0,unexp

PVexp − PV0,exp

)
− log10

(
PVunexp,control − PV0,unexp

PVexp,control − PV0,exp

)
, (3.2)

where ODexp and ODunexp are the OD of the exposed and unexposed films, respectively, and

∆ODcontrol is the change in the OD of the control film. These quantities are determined us-
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ing the measured pixel value of the unexposed film (PVunexp), exposed film (PVexp), control

film before (PVunexp,control) and after (PVexp,control) exposure, and background scanner sig-

nal measured after scanning the unexposed (PV0,unexp) and exposed (PV0,exp) films. Within

a dose range of 0 Gy to 4 Gy, the red channel is most sensitive to changes in the OD of the

film [Richley et al., 2010]. Therefore, the quantities in Eq. 3.2 were determined by extrac-

tion and analysis of the images in the red channel. Alternative film analysis methods have

been proposed that use the data in two or all three color channels [Micke et al., 2011]. The

motivation of these methods is to account for variations in the thickness of the active layer

of the film. According to the Beer-Lambert law, the measured OD at any point on the film

is inversely proportional to the thickness of the active layer at that point. The yellow marker

dye in the active layer creates a large absorption peak within the blue range of the visible

spectrum, providing a sensitive measurement in the blue channel of the film thickness that

is minimally dependent on dose. It is then possible to separate contributions to the signal

in the red channel from the dose to the film and variations in the film thickness. However,

it was shown in Sec. 3.1.4.1 that the signal in the blue channel trends over repeated scans.

Therefore, these multichannel analysis methods were not used.

Film images were analyzed using scripts that were written with MATLAB® (Math-

Works, Natick, MA). The mean net OD within the central 1 × 1 cm2 region of each cali-

bration film was determined. No significant change was observed in the OD of the control

films, so the ∆ODcontrol term from Eq. 3.2 was set to zero. For each calibration dose, the

mean net OD of the six films was determined. A fit was then applied to the delivered dose

(D) as a function of the net OD as follows:

D = a · netOD + b · netOD2.5, (3.3)

where a and b are parameters of the fit [Devic et al., 2004, 2005]. A representative calibration

curve is shown in Fig. 3.6.
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Figure 3.6: Representative calibration curve for EBT2 film dose response.

3.2 TLD dosimetry methods

3.2.1 Thermoluminescent dosimeters

Thermoluminescent dosimeters (TLDs) are a type of solid-state dosimeter. When irradiated,

electron-hole pairs are created that migrate through the crystal lattice structure of the TLD.

Some of the electron-hole pairs become trapped in potential wells created by impurities

within the crystal lattice structure. The charge carriers are liberated when the TLD is

heated, and when they recombine, light is emitted. There are wells of varying potential-

energy differences within the lattice structure, requiring a range of thermal energies to

liberate the trapped charge carriers. During readout, the TLD is heated and the emitted

light is recorded; a plot of the luminescent output versus time, called a glow curve, is

created. There are characteristic peaks within the glow curve associated with the different

potential-energy wells. The total light emitted when the TLD is heated provides a measure

of the dose absorbed by the dosimeter.

Thermal recombination of trapped charge carriers results in fading of the TLD signal over

time following an exposure. The various peaks in the glow curve each have a recombination
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half life, ranging from minutes to years. Due to this change in signal over time, consistency

in the handling procedure is necessary to minimize uncertainty.

3.2.2 TLD handling procedure

In this work, 1 × 1 × 1 mm3 Harshaw TLD-100 LiF:Mg,Ti microcubes (Thermo Electron

Corporation, Oakwood Village, OH) were used. The microcubes were stored within a tray

with an array of numbered wells for distinction. The dosimeters were transferred between

trays using vacuum tweezers to minimize damage.

The potential wells within the TLD can migrate through the lattice structure, impacting

the sensitivity to radiation. Annealing the TLDs redistributes the wells throughout the

lattice structure, improving the reproducibility of measurements [Attix, 1986]. In this work,

the annealing procedure of Cameron et al. [1964] was followed prior to each measurement.

The microcubes were first annealed in an aluminum tray at 400 °C for 1 h to reset the

distribution of potential wells. After cooling on a room-temperature aluminum slab for

30 min, the microcubes were then annealed at 80 °C for 24 h. This second anneal eliminates

the potential wells with a moderately short half life which can substantially impact the

quality of measurements. The anneal procedure concluded by again cooling the TLDs on

a room-temperature aluminum slab for 30 min. The microcubes were then stored for a

minimum of 24 h prior to exposure.

Following exposure of the microcubes, a delay of at least 24 h was allowed for the

shortest-lived potential wells to decay. The TLDs were read using a Harshaw 5500 TLD

automatic reader. During read-out, each TLD was preheated to 100 °C prior to the collection

of luminescent output. The collection of luminescent output was then initiated as the TLDs

were heated to 350 °C at a rate of 25 °C/s, and held at that temperature for a total acquisition

time of 162
3 s. da Rosa et al. [1999] demonstrated that the reproducibility of measurements

with microcubes is strongly dependent on the consistency of the dosimeter orientation during
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read out. Therefore, after the completion of the first read of the microcubes, they were

marked to ensure a consistent orientation during future reads.

The TLDs used in this work were sorted from an initial batch of 301 dosimeters. TLDs

were sorted based on the reproducibility of individual dose sensitivity relative to that of the

entire batch, known as the chip factor. The chip factor, CFi, of a given TLD is defined as

CFi =
Ri,raw

Rmedian
, (3.4)

where Ri,raw and Rmedian are the uncorrected thermoluminescence measured by the TLD and

the median uncorrected thermoluminescence measured by the batch of TLDs, respectively,

after exposure to a uniform dose. The sorting procedure for the TLDs consisted of three

measurements of chip factors. For each chip factor measurement, TLDs were placed in a

PMMA holder with a 7.7×7.7 cm2 array of wells. The TLDs were irradiated to an exposure

of 4000 mR at a source-to-detector distance of 2 m using a G10 137Cs irradiator (Hopewell

Designs, Inc., Alpharetta, GA). After three measurements of chip factors, TLDs with a

standard deviation in chip factor greater than 1.5 % were excluded from future use.

3.2.3 TLD calibration and analysis

A separate calibration of the TLD response was completed for each measurement using the

UWADCL 60Co irradiator. Measurements of TLD chip factors were completed before and

after each measurement. Six sets of five calibration TLDs were exposed to doses of 4.99, 89.7,

185, 250, 300, and 350 cGy. A lead attenuator was positioned in the beam for the 4.99 cGy

exposure to reduce the dose rate, thereby extending the exposure time and minimizing the

uncertainty from shutter timer error. An additional eight TLDs were left unexposed for

a measurement of background exposure. The TLDs were exposed in-air within PMMA

holders at a source-to-detector distance of 100 cm. The field size was 10 × 10 cm2 at the
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Figure 3.7: Representative calibration curve for TLD dose response.

position of the TLDs. The dose-to-water in the TLD calibration geometry was determined

using a Monte Carlo-generated conversion of the UWADCL 60Co air-kerma standard.

The measured thermoluminescence of the ith TLD, Ri,raw, was corrected as follows:

Ri =
Ri,raw

CFi
−Rbkgd, (3.5)

where Ri is the fully corrected thermoluminescence, CFi is the mean of the chip factors mea-

sured before and after the exposure, and Rbkgd is the mean thermoluminescence measured

from the background TLDs corrected for individual TLD sensitivity. For each calibration

dose, the mean thermoluminescence of the five TLDs was determined. A linear fit was then

applied to the dose to water as a function of thermoluminescence. A representative calibra-

tion curve is shown in Fig. 3.7. For one of the calibration TLDs exposed to 185 cGy, the

measured thermoluminescence differed from that for other TLDs exposed to the same dose

by 10 %. Although TLDs were sorted based on a standard deviation in response of less than

1.5 %, a larger variation in the response of the TLDs is possible. This increased variation

in response is accounted for in the uncertainty of the TLD calibration (Sec. 4.4.2.6).
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Chapter 4

Development and characterization

of a radiochromic film stack

dosimeter

4.1 Three-dimensional dosimetry

Three-dimensional dosimeters are valuable tools for verifying the commissioning of treat-

ment planning and delivery systems. The most extensively investigated 3D dosimeters are

gel dosimeters, namely Fricke gels and polymer gels. The use of Fricke gel dosimeters,

which incorporate ferrous ion (Fricke) solution into a gelatin matrix [Gore et al., 1984],

has been demonstrated in several studies [Appleby et al., 1987; Olsson et al., 1989; Ha-

zle et al., 1991]. However, the accuracy of dose distribution measurements with Fricke gel

is limited by diffusion of the ferric ions within the gel [Olsson et al., 1990; Schulz et al.,

1990; Pedersen et al., 1997]. The diffusion rate of the ferric ions can be reduced with the

incorporation of a chelator, such as xylenol orange, into the gel, but the sensitivity of the

dosimeter is consequently reduced [Rae et al., 1996]. Furthermore, Fricke gel dosimeters are
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subject to spontaneous thermal oxidation, thereby requiring that the dosimeters be stored

in a temperature-controlled environment for a consistent duration between preparation and

exposure [Rae et al., 1996].

Polymer gel dosimeters are comprised of acrylic monomers, which undergo polymer-

ization and cross-linking reactions when exposed to radiation. The polymers increase the

NMR relaxation rates of nearby water protons, permitting readout with MRI. Polymer gels

have been shown to be more sensitive and spatially stable than Fricke gels [Maryanski et al.,

1993, 1994]; however, when read using MRI, polymer gel measurements are dependent on

the temperature during preparation, storage, and scanning [De Deene et al., 1998, 2000,

2007]. Because the polymer is insoluble in water, it is visible, permitting dose measurement

by means of optical CT [Gore et al., 1996]. Polymer gel measurements read using optical

CT have a higher signal-to-noise ratio than those read using MRI [Oldham et al., 2001],

but are subject to substantial light scattering artifacts [Xu et al., 2003; Oldham and Kim,

2004]. Optical CT scans are also subject to large edge artifacts, due to imperfect matching

of the indices of refraction of the gel, encasement, and fluid bath, thereby limiting the useful

measurement volume [Kelly et al., 1998; Doran et al., 2001; Xu et al., 2004].

The most recent development in 3D dosimetry is the PRESAGE� dosimeter, which is

comprised of a solid polyurethane matrix doped with radiochromic leuco dyes [Guo et al.,

2006b]. Because PRESAGE� is a solid plastic material, there is no need for a container,

thereby removing one material interface and potentially reducing edge artifacts when read

with optical CT. Additionally, the exposed leuco dyes are optically absorptive, greatly re-

ducing the occurrence of scatter artifacts. High spatial resolution has been achieved with

PRESAGE� measurements [Doran et al., 2010], and good agreement between PRESAGE�

and radiochromic film measurements, as well as calculated dose distributions, has been

demonstrated [Oldham et al., 2008; Sakhalkar et al., 2009a,b; Thomas et al., 2011, 2013].

The PRESAGE� dosimeter is sensitive to fluorescent light [Guo et al., 2006a], however,
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and its response has an exponential dependence on the temperature during irradiation and

storage [Skyt et al., 2011]. Furthermore, a partial uncertainty analysis from dose measure-

ments of a high-dose-rate brachytherapy source reported substantially higher uncertainty for

PRESAGE� measurements as compared with radiochromic film [Palmer et al., 2013]. Cur-

rently, a comprehensive uncertainty analysis of PRESAGE� measurements is not available

in the literature.

To summarize the current state of 3D dosimetry, extensive experience is required not

only in radiation physics, but also in polymer chemistry and quantitative imaging [Baldock

et al., 2010].

4.2 Film stack dosimetry

As discussed in Sec. 3.1.1, radiochromic films are self-developing, high-resolution, nearly

tissue-equivalent dosimeters with limited energy and dose-rate dependence [Niroomand-

Rad et al., 1998]. Therefore, a 3D dosimeter comprised of a stack of radiochromic films

offers the advantages of existing 3D dosimeters without the need for dedicated facilities to

fabricate and analyze the dosimeters.

Although radiochromic films have been used as reference dosimeters to evaluate 3D

dosimeters [Guo et al., 2006a; Oldham et al., 2008; Sakhalkar et al., 2009a; Palmer et al.,

2013], there are few examples of the use of radiochromic films for 3D dosimetry. Initial ap-

plications of radiochromic-film-stack dosimetry used the average response of stacked films

to improve the sensitivity of planar dose measurements [Cheung et al., 2001; Butson et al.,

2001; Cheung et al., 2002]. Stacks of the insensitive film dosimeters were later used to make

high-resolution, 3D measurements of the high-gradient dose distribution near high-dose-rate

brachytherapy sources [Mourtada et al., 2003; Chiu-Tsao et al., 2004]. With the develop-

ment of more sensitive EBT films, 3D measurements of external beam dose distributions

became feasible. Chiu-Tsao and Chan [2009] used a stack of EBT films to measure the
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dose in the buildup region of 6 MV and 15 MV photon beams. Most recently, Kim et al.

[2012] used a stack of EBT2 films spaced 5 mm apart to measure the 3D dose distributions

of clinical proton beams. However, film stacks have not been fully characterized as 3D

dosimeters. In this chapter, the development and characterization of a radiochromic film

stack dosimeter for use in megavoltage photon beam dosimetry is discussed. In particular

the energy dependence, orientation dependence, and water equivalence of the film stack

dosimeter are investigated. Measurements with the film stack dosimeter are compared with

TLD measurements and Monte Carlo simulations. Finally, the film stack dosimeter is used

to verify the delivery of an IMRT treatment plan.

4.3 Development of the radiochromic film stack dosimeter

4.3.1 Film stack dosimeter phantom housing

Spatial registration of individual films within the film stack dosimeter is paramount for

accurate 3D dosimetry. A phantom housing for the film stack dosimeter was designed and

fabricated to maintain alignment of the individual films. As will be discussed in Ch. 6, the

film stack dosimeter phantom housing was used as the CTV in the preparation of IMRT and

SBRT lung plans. Therefore, the phantom housing must be representative of the size of a

lung tumor to generate realistic treatment plans. Eligibility for SBRT protocols is typically

limited to patients with tumors no larger than 5 cm in diameter [Timmerman et al., 2010],

but the use of SBRT for lung tumors with a diameter of up to 7 cm has been demonstrated

[Fakiris et al., 2009].

The film stack dosimeter phantom housing was designed as a spherical volume with a

cylindrical cavity to house the film stack dosimeter. The dimensions of the phantom were

chosen to maximize the volume of film within the dosimeter while maintaining a minimum

phantom thickness of 5 mm. The phantom design optimization is illustrated in Fig. 4.1,
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Figure 4.1: Schematic illustrating the optimization of the design of the film stack dosimeter
phantom housing. For a given phantom radius r, the optimal film stack dosimeter dimen-
sions (radius x and height 2y) were determined by maximizing the quantity 2πx2y subject
to the constraint r −

√
x2 + y2 = 0.5 cm.

where x is the radius of the central cavity, 2y is the height of the central cavity, and r is

the radius of the phantom housing. The results of the optimization are shown in Table 4.1.

A film stack dosimeter with a diameter of 3.84 cm and a height of 2.72 cm was developed,

resulting in a phantom housing with a diameter of 5.7 cm. A tumor volume with a diameter

of 5.7 cm is categorized as stage T2b/IIA; for reference, a tumor volume with a diameter

of 3 cm to 5 cm is classified as stage T2a/IB [Goldstraw et al., 2007].

The film stack dosimeter phantom housing, shown in Fig. 4.2, was fabricated from

Virtual Water� (Med-Cal, Inc., Verona, WI). The spherical phantom was truncated above

and below the film stack dosimeter for ease of positioning. The central cavity that maintains

the alignment of the films was machined with a tolerance of ± 0.01 cm. Scribe marks on

the outer surface of the phantom facilitate alignment with positioning lasers.
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Table 4.1: Results of the film stack dosimeter phantom housing design optimization. For
a given phantom radius r, the film stack radius x and height 2y maximize the film volume
for a minimum phantom thickness of 5 mm.

r (cm) 2.50 2.75 2.85 3.00

x (cm) 1.63 1.84 1.92 2.04
y (cm) 1.15 1.30 1.36 1.44

Figure 4.2: The film stack dosimeter phantom, which maintains the radial alignment of the
films.
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4.3.2 Film stack dosimeter

The films for the film stack dosimeter were laser-cut (Laserage Technology Corporation®,

Waukegan, IL) with a tolerance of ± 0.008 cm to minimize positioning uncertainty. Given

the tolerance in the fabrication of the phantom housing (± 0.01 cm) and in the cutting of

the film (± 0.008 cm), the ideal film dimensions were determined by trial-and-error with

sample cuts of incrementally larger films. The selected radius for the film stack dosimeter

leaves a nominal radial gap of 0.008 cm between the films and the phantom housing. Based

on the difference in the nominal radii of the film stack dosimeter and the phantom housing

cavity, the radial positioning uncertainty of the film stack dosimeter is 0.01 ± 0.01 cm. Each

film has two semicircular tabs centered on the outer diameter and separated by a 90° arc to

fix the azimuthal orientation of the film stack dosimeter within the phantom housing. The

two tabs have differing radii of 0.150 cm and 0.187 cm to uniquely define the top face of

each film.

Films were shipped to Laserage Technology Corporation® to be cut. Each film was

marked with a label on the 50 µm-thick polyester layer to ensure that all films were cut

with this side up. The films were shipped in their original packaging, sealed within an

opaque envelope with interleaved sheets of tissue paper. Unexposed control film pieces were

also included in the shipment to Laserage Technology Corporation® to verify that films

were not exposed during shipment. None of the control films exhibited a significant change

in OD, indicating that the films were not exposed during shipment. For the return shipment

of the cut films, the film pieces were individually packaged in plastic bags to prevent surface

abrasions. To ensure that the films were properly handled during cutting, a list of handling

instructions, shown in Table 4.2, was included with the shipment of films.

Once the films were received from Laserage Technology Corporation®, an initial loading

of the film stack dosimeter phantom housing was completed. Individual films were loaded

into the phantom housing using vacuum tweezers. Approximately 75 films were required to
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completely fill the cavity within the phantom housing. Given a cavity depth of 2.72 cm and

a nominal film thickness of 285 µm, and assuming that the spacing between films is uniform,

a stack of 75 films indicates a separation of 0.1 mm between films. Additionally, the top

film of the stack was visibly nonparallel with the top plane of the phantom housing. The

thicknesses in the center and at eight equally spaced points around the edges of five films

were measured using a micrometer. The films had a thickness of 285 ± 2 µm in the center,

but a thickness of 404 ± 22 µm around the edges. The laser cutting created a substantial

burr of inconsistent thickness around the edges of the films, resulting in relatively large,

nonuniform spaces between films. The impact of these burrs was mitigated by interleaving

spacers between the films. The spacers, shown in Fig. 4.3, were laser-cut to the same

dimensions as the films from sheets of Virtual Water� that were nominally 1 mm thick.

The thickness was measured at an annular array of seventeen positions over the surface of

each spacer. Only spacers with a peak-to-peak variation in thickness of less than 8 µm were

used. The set of spacers that were accepted for use had a mean thickness of 973 ± 6 µm. The

edges of each spacer were lightly filed to prevent contact with the burrs, thereby eliminating

the impact of the burrs on film spacing. The resulting film stack dosimeter is comprised

of 22 films and 21 spacers. Taking the difference between the depth of the cavity in the

phantom housing and the measured thickness of the film stack dosimeter under compression,

the films and spacers are separated by gaps of 15 µm if uniform spacing is assumed.

4.3.3 Additional phantom housings

To facilitate the characterization of the film stack dosimeter, two additional Virtual Water�

phantoms were developed. The TLD phantom, shown in Fig. 4.4, has the same outer

dimensions as the film stack dosimeter phantom. However, the TLD phantom has a layered

insert that holds 125 TLD-100 microcubes distributed across five planes. The cylindrical

phantom housing, shown in Fig. 4.5, is a cylindrical phantom with a 10 cm diameter and a
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Figure 4.3: Film stack dosimeter phantom housing shown with the spacers that were inter-
leaved between films within the film stack dosimeter.

12 cm extent. The cylindrical phantom housing has a central cavity that interchangeably

accommodates both the film stack dosimeter phantom housing and the TLD phantom,

thereby reducing positioning uncertainty.

4.4 Characterization of the radiochromic film stack dosime-

ter

4.4.1 Methods and materials

4.4.1.1 Monte Carlo radiation transport

Monte Carlo simulations were used to investigate the energy dependence, orientation de-

pendence, and water equivalence of the film stack dosimeter. Monte Carlo simulations use

random sampling of probability distributions to determine statistically expected outcomes

of a given experiment. For instance, Monte Carlo radiation transport codes simulate the

interactions of radiation with matter. The assumption is made that the interactions of any

given particle are independent of those of other particles; therefore, each particle is trans-

ported individually. Interaction cross sections specific to the particle type and energy and
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Figure 4.4: The TLD phantom, which has the same outer dimensions as the film stack
dosimeter phantom housing, but has a layered central insert that holds 125 TLD-100 mi-
crocubes distributed across five planes.

Figure 4.5: The cylindrical phantom housing, which has a central cavity that accommodates
both the film stack dosimeter phantom housing and the TLD phantom interchangeably.
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the medium in which the transport occurs are sampled to determine the types and loca-

tions of interactions and the resulting transfer of energy, change in trajectory, and creation

of new particles. Photons undergo relatively few interactions, so each event is explicitly

simulated. Electrons, however, undergo continuous Coulombic (i.e., soft) interactions in

addition to discrete hard collisions, making event-by-event transport prohibitively expen-

sive. The majority of electron interactions result in only small changes in energy and/or

direction. Therefore, electron transport employs a condensed-history technique in which

large numbers of interactions are condensed into single steps, after which changes in energy,

direction, and position are sampled from multiple-scattering distributions [Berger, 1963].

The use of the condensed-history technique introduces the artificial parameter electron step

length, which can impact the simulated results [Bielajew and Rogers, 1988].

For the characterization of the film stack dosimeter, Monte Carlo N-Particle v5.1.60

(MCNP5) radiation transport code (Los Alamos National Laboratory, Los Alamos, NM) was

used. This code was chosen for its superior flexibility in modeling experimental geometries,

which was necessary to accurately model the film stack dosimeter and phantom housing. The

model of the film stack dosimeter varied slightly for each investigation, so the simulation

geometry is discussed in detail in the sections that follow. Both cell fluence (F4) and

energy deposition (*F8) tallies were used in this work. The cell fluence tally determines

contributions to the fluence from a given history as the ratio of the track length of the

particle through the cell and the volume of the cell [Chilton, 1978]. The energy deposition

tally directly tracks the energy deposited within a cell. Taking the ratio of the tally result

with the mass of the cell gives the absorbed dose to the cell. The only variance reduction

technique that was employed in the MCNP5 simulations was photon collision forcing within

the *F8 tally volumes. With forced collisions, each particle that passes through the specified

cell is split into a collided part and an uncollided part, weighted by the probability of

interaction within or escape from the cell, respectively.
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The condensed-history method employed by MCNP5 for electron transport calculates

energy losses based on a fixed array of energy bounds, such that the electron energy decreases

by an average of 8.3 % per step [Hughes, 2005]. For each electron step, an energy bin is se-

lected based on the electron energy, and the Landau straggling distribution [Landau, 1944]

is accordingly sampled to determine the energy loss in that step. MCNP5 has three options

for indexing electron energies: a bin-centered method, a nearest-group-boundary method,

and an energy- and step-specific method. The bin-centered and nearest-group-boundary

methods have been compared in multiple studies, each of which determined the latter is

more accurate [Jeraj et al., 1999; Reynaert et al., 2002; Schaart et al., 2002]. However,

for both of these indexing methods, unphysical results have been observed when simulat-

ing transport through cells with dimensions smaller than the electron step size [Reynaert

et al., 2002; Hughes, 2005]. Rather than sample the Landau straggling distribution for

an indexed energy, the energy- and step-specific indexing method uses the actual electron

energy at the start of a step to sample the distribution. This method has been shown to

accurately simulate electron transport through 10 µm-thick scoring regions [Paxton, 2012].

However, the energy- and step-specific method is also highly dependent on the user-defined

number of substeps per electron step [Paxton, 2012; Koivunoro et al., 2012]. In the ab-

sence of unphysical results, the bin-centered indexing method shows better agreement with

other Monte Carlo radiation transport codes than the energy- and step-specific method

[Koivunoro et al., 2012].

Two simulations of a modified film stack dosimeter geometry were completed to test for

unphysical results with the use of the bin-centered electron-energy-indexing method. As

will be discussed in Sec. 4.4.1.3, the film stack dosimeter phantom housing was modeled as

a sphere of Virtual Water� with a diameter of 5.7 cm. The composition of Virtual Water�

was modeled as in Murphy et al. [2004]. The film stack dosimeter was modeled as a stack

of 21 films, centered at the origin of the phantom housing, with 20 interleaved spacers. The



60

individual layers of each film were explicitly modeled according to their nominal thicknesses

(Fig. 3.1). A cylindrical tally cell with a diameter of 30 µm and an extent of 1 cm was

centered within the active layer of each film. In both simulations, all cells were assigned

the Virtual Water� material. In the second simulation, the cells corresponding to the

film layers and spacers were removed, so that only the tally volumes remained within the

phantom housing. The energy deposited within the tally cells from a beam normal to

the film planes was simulated. No significant difference between the results of the two

simulations was observed within a statistical uncertainty of 1 % (k = 2), indicating that the

transport of electrons through the layers of the film stack dosimeter using the bin-centered

electron-energy-indexing method is not subject to unphysical results. Therefore, the bin-

centered electron-energy-indexing method was used for the characterization of the film stack

dosimeter.

4.4.1.2 Energy dependence

The energy dependence of the response of a detector is nominally comprised of two com-

ponents: the intrinsic energy dependence and the absorbed-dose energy dependence. The

intrinsic energy dependence, kbq(Q), is given by

Ddet(Q) = kbq(Q)Mdet(Q), (4.1)

where Ddet(Q) is the dose to the detector for a beam quality Q, and Mdet(Q) is the cor-

responding detector response. Thus, the intrinsic energy dependence accounts for energy-

dependent changes in the detector response for a given dose to the detector. The absorbed-

dose energy dependence, f(Q), is given by

Dmed(Q) = f(Q)Ddet(Q), (4.2)



61

where Dmed(Q) is the dose to the medium of interest at the point of measurement of

the detector in the absence of the detector, and Ddet(Q) is the corresponding dose to the

detector. Therefore, the absorbed-dose energy dependence accounts for differences in the

energy absorbed within the medium of interest and the detector for a given beam quality.

The total energy dependence of a detector is the product of the intrinsic energy dependence

and the absorbed-dose energy dependence.

Although the response of EBT films is minimally dependent on the energy of incident

radiation in the megavoltage energy range, substantial variation in film response as a func-

tion of energy has been observed for kilovoltage energies [Richter et al., 2009]. In particular,

the absorbed-dose energy dependence of EBT2 film has been shown to be as large as 50 %

in the kilovoltage energy range [Sutherland and Rogers, 2010]. Although the peak energy

of a 6 MV photon beam is 6 MeV, the bremsstrahlung spectrum consists of a substan-

tial fluence below 1 MeV. Fig. 4.6 shows the simulated in-air bremsstrahlung spectra of

2× 2 cm2, 5× 5 cm2, and 10× 10 cm2 6 MV fields from a Clinac® iX accelerator (Varian

Medical Systems, Inc., Palo Alto, CA). Note both the substantial component of fluence

below 1 MeV and the difference between the three spectra within this energy range. As

discussed in Sec. 3.1.5, the response of EBT2 film was calibrated using a 10× 10 cm2 6 MV

field. However, the film stack dosimeter was used to measure the dose distribution of IMRT

treatments comprised of MLC segments much smaller in area. Therefore, differences in

the energy spectra of the calibration and measurement fields could require a correction for

the energy-dependent response of EBT2. More importantly, changes in the energy spec-

trum throughout the extent of the film stack dosimeter would require a depth-dependent

correction.

The energy dependence of the film stack dosimeter was investigated using Monte Carlo

simulations. The spectra shown in Fig. 4.6 were each used to define a directional point

source, collimated to a circular field with diameter equal to the side of the respective square



62

Figure 4.6: Comparison of 6 MV bremsstrahlung spectra for field sizes of 2×2 cm2, 5×5 cm2,
and 10 × 10 cm2. The energy spectra were tallied in-air at the exit of the treatment head
of a Monte Carlo model of a Varian Clinac® iX accelerator [Junell, 2013]. Each spectrum
was normalized to total fluence.

field, in MCNP5 simulations of the film stack dosimeter geometry. The film stack dosimeter

phantom housing was modeled both alone and within the cylindrical phantom housing,

centered at a source-to-axis distance (SAD) of 100 cm in both cases, according to the

specifications for each. The 22 EBT2 films and 21 spacers of the film stack dosimeter were

explicitly modeled within the phantom housing. The 10 × 10 cm2 spectrum was also used

in a simulation of the film calibration geometry, described in Sec. 3.1.5. The individual

layers of EBT2 film were modeled using the nominal thicknesses from Fig. 3.1 and the

compositions from Sutherland and Rogers [2010] (EBT2 lot 020609). The composition of

Virtual Water� was obtained from Murphy et al. [2004]. Using energy-binned F4 tallies,

the photon fluence spectra through the active layer of the calibration film and the top,

middle, and bottom films of the film stack dosimeter were simulated to discern differences

between the two geometries and within the film stack dosimeter geometry.
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4.4.1.3 Orientation dependence

The response of radiochromic film to ionizing radiation has been shown to vary with the

relative orientation of the incident radiation [Suchowerska et al., 2001]. In their investiga-

tion, Suchowerska et al. [2001] placed pieces of radiochromic film between two halves of

a cylindrical phantom and exposed the films at a series of incidence angles ranging from

0° to 90° between the beam axis and the axis normal to the film plane. The exposures

were then repeated with a separate cylindrical phantom which had a central slit just large

enough to accommodate the film pieces. Thus, in the first set of exposures, there was a

gap between the two halves of the phantom due to the presence of the film, while in the

second set of exposures, there was no air gap around the film. It was determined that the

film response is minimally dependent on the orientation of the incident radiation, except

for cases in which the beam axis and film-normal axis are within ± 1° of orthogonal, where

the film response was found to increase up to 9 %. In the absence of the air gap around the

film, the response of the film varied less than ± 1 % over all angles of incidence. Therefore,

the observed orientation dependence in the response of radiochromic film can be essentially

eliminated by minimizing air gaps around the film.

In this work, the orientation dependence of the film stack dosimeter was investigated

using MCNP5 simulations. To verify the use of Monte Carlo simulations to investigate the

orientation dependence of radiochromic film, the experiment of Suchowerska et al. [2001]

was reproduced in a series of simulations. The results of these simulations compared with

those of Suchowerska et al. [2001] are shown in Fig. 4.7. Qualitatively, the simulated results

are consistent with those of Suchowerska et al. [2001]. For angles of incidence less than 89°,

the simulated orientation dependence does not exceed the statistical uncertainty of ± 2 %

(k = 2). Likewise, in the absence of air gaps, the simulated orientation dependence does not

exceed the statistical uncertainty of ± 2 % (k = 2). Both the experimental and simulated

results indicate an overresponse when the beam axis and film-normal plane are orthogonal;
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however, the simulated overresponse is nearly double the experimental result. This could

be the result of multiple discrepancies between the experimental and computational investi-

gations. First, the simulations considered EBT2 film for consistency with this thesis work,

whereas Suchowerska et al. [2001] used an older model of Gafchromic® film. The size of

both the film used for the exposures and the analyzed region were not specified; the simu-

lations modeled 3× 3 cm2 pieces of film and tallied the energy deposited within the central

1× 1 cm2 region. The use of a smaller film increases the extent of the air gap surrounding

the film, which would be expected to increase the observed relative overresponse. Finally,

the simulations tallied the energy deposited within the film, while the experimental study

considered the variation in the net OD of the film. The net OD of film as a function of dose

is sublinear, so a given relative change in net OD corresponds to a greater relative change

in dose. Given the qualitative agreement between the measured and simulated results, and

the differences in the two studies that are consistent with the observed discrepancies in the

results, it was concluded that Monte Carlo simulations can be used to model the orientation

dependence of radiochromic film.

A schematic of the geometry used for the orientation dependence simulations is shown

in Fig. 4.8. The film stack dosimeter phantom housing was modeled as a sphere with a

diameter of 5.70 cm to maintain an orientation-independent phantom geometry. The film

stack dosimeter was modeled as a stack of 21 films and 20 spacers with the active layer of the

central film centered at a SAD of 100 cm. This modification to the film stack dosimeter ge-

ometry was necessary to both tally the dose within an active layer of EBT2 and to maintain

a constant tally depth as a function of beam angle. A cylindrical tally volume with a diam-

eter of 30 µm and an extent of 1 cm was centered within the active layer of the central film

in the film stack dosimeter. A directional point source was simulated with the 10× 10 cm2

spectrum from Sec. 4.4.1.2. A *F8 tally was used to simulate the energy deposited within

the tally volume. Photon collisions were forced within the tally volume. Separate simula-
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Figure 4.7: Comparison of the measured orientation dependence of radiochromic film from
Suchowerska et al. [2001] and the orientation dependence of EBT2 film simulated using
MCNP5. The simulated results are shown with statistical uncertainty of ± 2 % (k = 2).

tions were completed with the source positioned at a series of angles about the longitudinal

axis of the tally volume. Defining φ as the angle in the transverse plane of the tally volume

between the axis normal to the film planes and the beam axis, separate simulations were

completed for φ ∈ {0°, 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°, 82°, 84°, 86°, 88°, 90°}. For each

beam orientation, separate simulations were completed for air gaps of 0 µm, 25 µm, 50 µm,

and 100 µm between films and Virtual Water� spacers. For the 100 µm-air-gap geometry,

the film stack dosimeter was modeled as a stack of 19 films and 18 spacers for consistency

in the overall height of the film stack dosimeter.

4.4.1.4 Water equivalence

EBT2 film is nearly water equivalent, with an effective atomic number, Zeff , of 6.84, as

compared with that of water, Zeff = 7.3 [Arjomandy et al., 2010]. Additionally, the mass-

energy-absorption coefficient of the active layer of EBT2 is within 5 % of that for water

for energies above approximately 200 keV [Sutherland and Rogers, 2010]. Consequently,
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Figure 4.8: Section view through the transverse plane of the orientation dependence simu-
lation geometry. The film stack dosimeter phantom housing, shown in red, was modeled as
a sphere. The film stack dosimeter, shown in blue, is depicted as a single cylindrical volume
for simplicity; however, the individual films and Virtual Water® spacers were explicitly
modeled. The tally volume, shown in yellow, is enlarged for clarity. Separate simulations
were completed for several values of φ, the angle between the beam axis and the axis normal
to the film planes.
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the fluence in a volume of water is minimally perturbed by the introduction of a piece of

EBT2 film. However, film stack dosimeter measurements replace a greater effective volume

of water with film material, in which case the difference in atomic composition may result

in a greater perturbation of the fluence, thereby impacting the accuracy of dose-to-water

measurements. The water equivalence of the film stack dosimeter was investigated using

both measurements and MCNP5 simulations.

The percentage-depth-dose (PDD) profile was simulated in a cylindrical water volume

equal in size to the cylindrical phantom housing. The water volume was modeled at a SAD

of 100 cm with the beam axis normal to the curved face of the phantom. A directional

point source with the 10 × 10 cm2 spectrum from Sec. 4.4.1.2 was used. Cylindrical tally

volumes were modeled within the water phantom along the beam axis oriented such that the

circular faces were normal to the beam axis. The tally volumes had diameters of 1 mm and

thicknesses of 0.1 mm, and were spaced at intervals of 0.5 mm near the depth of maximum

dose (i.e., 1.5 cm) and 1.5 mm elsewhere. The energy deposited in the tally volumes was

simulated using *F8 tallies. Photon collisions were forced within the tally volumes.

The results of MCNP5 tallies are normalized per source particle transported. To convert

the simulated PDD profile to dose, a simulation of the reference conditions defined by

AAPM Task Group 51 [Almond et al., 1999] using the source from the PDD simulation was

completed. A 30× 30× 30 cm3 water volume was modeled at a source-to-surface distance

(SSD) of 100 cm. A cylindrical tally volume, 0.61 cm in diameter and 2.36 cm in extent

to represent the air cavity within a Farmer-type ionization chamber, was positioned at a

depth of 10 cm with the longitudinal axis perpendicular to the beam axis. The energy

deposited within the tally volume was simulated using a *F8 tally. Together with a dose

measurement in reference conditions, the results of this simulation provided a conversion

to dose to water from the normalization per starting particle history for the source used in

the PDD simulation.
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For comparison with the simulated PDD profile, the film stack dosimeter was used to

measure the PDD profile of a 6 MV, 10×10 cm2 field delivered with a Clinac® iX accelerator.

Prior to exposure of the film stack dosimeter, the dose in the reference geometry defined by

AAPM Task Group 51 [Almond et al., 1999] was measured using a PTW N30013 Farmer®

ionization chamber (Freiburg, Germany) and a Max 4000 electrometer, both calibrated at

the UWADCL. Using the results of the measured and simulated dose in reference conditions,

a conversion coefficient was generated to convert the simulated dose per starting particle

to dose-to-water per MU. Using this conversion coefficient and the results of the PDD

simulation, the number of MU required to deliver a dose of approximately 200 cGy to the

depth of maximum dose in the cylindrical phantom housing was determined. The film stack

dosimeter was positioned in the cylindrical phantom housing at a SAD of 100 cm. Two

separate measurements were performed with the film planes of the film stack dosimeter

oriented parallel and perpendicular to the beam axis.

4.4.1.5 Comparison with TLD measurements

To verify the accuracy of dose measurements with the film stack dosimeter, a comparison

was made with TLD-100 microcube measurements. The dose distribution from a 6 MV,

1.5×10 cm2 field delivered with a Clinac® iX accelerator was measured using the film stack

dosimeter and TLD-100 microcubes loaded into the TLD phantom. Within the TLD phan-

tom, the microcubes are distributed across five planes, with five groups of five microcubes

in each plane. Following the microcube sort described in Sec. 3.2.2, TLDs were grouped into

25 sets of five with a maximum difference in mean chip factor of less than 1 %. These sets

of TLDs were then divided into five total groups such that the minimum difference in mean

chip factor between two sets of five TLDs within a group of 25 TLDs was greater than 3 %.

This method of grouping was employed to both minimize the impact of minor displacements

of TLDs and facilitate the identification of major displacements. For instance, if two TLDs
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within a group of five were mistakenly exchanged, the resulting error would be less than

1 % if both receive the same dose. Likewise, if two TLDs from different groups of five were

mistakenly exchanged, then an error of at least 3 % would facilitate the identification of the

misplaced TLDs.

Measurements were made with the phantoms positioned within the cylindrical phan-

tom housing at a SAD of 100 cm. Two separate film stack dosimeter measurements were

performed with the film planes oriented parallel and perpendicular to the beam axis. The

collimator was rotated such that the short side of the field was normal to the film planes

for the parallel exposure of the film stack dosimeter. Consequently, the high dose gradi-

ent at the field edge was aligned with the lower-resolution, interfilm axis of the film stack

dosimeter.

The dose to water, Dwater, measured with TLDs was calculated as

Dwater = (aR+ b)kQ, (4.3)

where R is the corrected thermoluminescence from Eq. 3.5, a and b are the coefficients

determined from a linear fit of the calibration measurements, and kQ is a correction for the

differences in energy between the beams used for calibration and measurement. As discussed

in Sec. 3.2.3, the TLDs were calibrated using a 60Co irradiator, but measurements were made

in a 6 MV field. For a given dose, TLD-100 dosimeters underrespond when exposed in a

6 MV field relative to 60Co. To account for the difference in detector response, a value of

1.029 was used for kQ [Junell and DeWerd, 2009].

4.4.1.6 IMRT delivery quality assurance

To corroborate the results of the general characterization of the film stack dosimeter for 3D

dosimetry, the film stack dosimeter was used to verify the delivery of a clinical, seven-field

SBRT lung procedure. The treatment plan used the step-and-shoot delivery technique and



70

a beam energy of 6 MV. For a more stringent test of the film positioning accuracy within

the film stack phantom, it was necessary to use a plan with a treated volume smaller than

that of the film stack dosimeter. Therefore, the selected SBRT plan was modified using

Pinnacle3 v9.0 TPS (Philips Healthcare, Andover, MA). The MIP of the CTV, delineated

on a ten-phase 4DCT image with a slice thickness of 2.5 mm, had a diameter of 1.7 cm. The

uniform PTV expansion margin about the MIP volume was reduced to 4 mm to achieve

the desired target volume. Afterward, the plan was re-optimized using the existing dose-

volume constraints and optimization priorities. The dose distribution was calculated using

the Pinnacle adaptive convolve algorithm with a dose grid resolution of 1× 1× 1 cm3. The

plan was normalized such that 95 % of the PTV received the prescribed dose of 50 Gy over

five fractions.

Prior to measurement with the film stack dosimeter, the delivery of the SBRT plan was

verified using the Delta4 diode array detector (ScandiDos, Uppsala, Sweden). The Delta4

detector consists of two orthogonal diode boards, intersecting to create an X-shaped cross

section. Four PMMA wedges fill the spaces between the boards, creating a cylindrical

phantom. Within the central 10 cm extent and 5 cm radius of the detector, the diodes are

spaced 5 mm apart; elsewhere, the diodes are spaced 1 cm apart. The treatment fields and

corresponding fluence distributions for the treatment plan were copied to a homogeneous,

virtual CT dataset of the Delta4 provided by ScandiDos for IMRT quality assurance appli-

cations. The CT dataset had a slice thickness of 2 mm. The total MU for the treatment

plan were scaled down by a factor of five to deliver a dose to isocenter of approximately

2 Gy. The dose distribution within the Delta4 was calculated for treatment with a Clinac®

600C/D accelerator using the IVDT provided by ScandiDos for the virtual CT dataset.

The treatment was delivered using a dose rate of 300 MU/min. Two measurements were

completed with the Delta4 detector longitudinally offset by 2.5 mm between measurements

to improve the spatial measurement resolution. The two measured dose distributions were
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merged and compared with the calculated dose distribution using the gamma index [Low

et al., 1998]. Using a global dose tolerance with dose-difference and DTA criteria of 3 %

and 3 mm, respectively, the measured and calculated distributions had 99.6 % agreement,

thereby verifying the delivery of the treatment plan.

With the completed verification of the SBRT treatment plan delivery, the treatment

plan was measured using the film stack dosimeter. A virtual CT dataset of the cylindrical

phantom housing was created by modifying the Delta4 CT dataset using MATLAB®. The

dimensions of the cylindrical Delta4 phantom were reduced to those of the cylindrical phan-

tom housing. At the center of the modified CT image, a volume consistent with the film

stack dosimeter was identified and assigned a reduced image value. An IVDT was prepared

to assign the cylindrical phantom housing a density of 1.03 g/cm3, which is consistent with

the Virtual Water� material [Murphy et al., 2004], and the film stack dosimeter a unit den-

sity. As discussed in Sec. 3.1.5, the film response was calibrated in terms of dose to water,

so it was necessary to calculate the dose to a water medium for comparison. The virtual

CT dataset of the cylindrical phantom housing was exported as a DICOM file and imported

into the Pinnacle3 TPS. The planned incident fluence distribution for the SBRT plan was

copied to the cylindrical phantom housing dataset, and the dose distribution was calculated

using a dose grid resolution of 1 × 1 × 1 mm3. The delivery of the SBRT treatment was

measured twice using the film stack dosimeter positioned within the cylindrical phantom

housing. Additionally, the treatment delivery was also measured using the TLD phantom.

4.4.1.7 Film calibration and analysis

As discussed in Sec. 3.1.5, films were scanned in the portrait orientation. The response of

the film stack dosimeter was calibrated and analyzed as described in Sec. 3.1.5. The entire

area of each film was analyzed, except for a 0.7 mm margin from the outer diameter. Due to

the continued polymerization of radiochromic films after exposure [Martǐśıková et al., 2008],
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it is important to maintain a consistent delay between exposure and analysis of the films.

Variation in the post-exposure delay prior to analysis creates variation in the measured

net OD for a given dose. As with the calibration films, the films used in the film stack

dosimeter were scanned individually. However, films within the film stack dosimeter were

exposed simultaneously. Therefore, there is an inherent discrepancy in the time that each

film was allowed to develop. To minimize the relative variation in the development time of

films and the resulting uncertainty in measured dose, films were scanned seven days after

exposure.

Masks were laser cut from saturated radiographic films to reproducibly center the films

within the scan bed. Given the minimal positioning uncertainty within the film stack

dosimeter housing and the reproducibility in the positioning of films on the scanbed, the

3D dose distribution was reconstructed by direct compilation of the individual planar dose

distributions. The planar distributions were spaced 1.29 mm apart, accounting for the

thickness of the films, film spacers, and air gaps.

4.4.2 Results and discussion

4.4.2.1 Energy dependence

Simulated photon spectra within both the film calibration geometry and the film stack

dosimeter geometry without the cylindrical phantom housing are shown in Fig. 4.9 for

exposures to 2 × 2 cm2 and 5 × 5 cm2 fields. The simulated spectra were each normalized

to total fluence. Within the film stack dosimeter, variation in the photon spectrum is

minimal. However, differences between the photon spectra in the calibration and film stack

dosimeter geometries are apparent. The mean absorbed-dose energy response of EBT2 film

to each energy spectrum was determined by calculating the fluence-weighted average of the

absorbed-dose energy dependence reported by Sutherland and Rogers [2010] for EBT2 lot

020609. The maximum differences in absorbed-dose energy dependence between calibration
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Table 4.3: Maximum differences in the absorbed-dose energy dependence, ∆f(Q), of EBT2
film between several film stack dosimeter geometries and the calibration geometry. For each
geometry, ∆f(Q) differed less than 0.1 % between films within the film stack dosimeter.

Geometry Field size (cm2) ∆f(Q)

Without cylindrical phantom housing
2× 2 1.4 %
5× 5 1.2 %

10× 10 1.1 %

With cylindrical phantom housing
2× 2 1.2 %
5× 5 1.0 %

10× 10 0.40 %

films and the film stack dosimeter, termed the excess absorbed-dose energy dependence

∆f(Q), are shown in Table 4.3. The excess absorbed-dose energy dependence differed less

than 0.1 % between films within the film stack dosimeter for exposure to a given field size.

There is a notable change in the excess absorbed-dose energy dependence as a function of

the size of the field incident on the film stack dosimeter, with a maximum difference in

energy response of 1.4 % for a 2× 2 cm2 field.

4.4.2.2 Orientation dependence

The simulated dose to the film stack dosimeter as a function of incident beam angle for air

gaps of different sizes between films is shown in Fig. 4.10. The error bars denote statistical

uncertainty in the simulations of approximately 1 % (k = 2). For air gaps of 0 µm and

25 µm between films, the overall variation in the response of the film stack dosimeter is

within ± 1.5 % over all incident beam angles. For air gaps of 50 µm and 100 µm between

films, the overall variation in the response of the film stack dosimeter is within ± 1.5 % for

incident beam angles of 0° to 88°. However, for an incident beam angle of 90° relative to

the axis normal to the film planes, the film stack dosimeter exhibits an under-response of

3 % relative to 0° incidence for the larger air gaps.

The size of the air gaps between films within the film stack dosimeter was determined

to be 15 µm in Sec. 4.3.2. Using the results for air gaps of 0 µm and 25 µm as reference,



74

(a)

(b)

Figure 4.9: Comparison of the simulated photon spectra through film in the calibration
geometry and film in the film stack dosimeter geometry without the cylindrical phantom
housing from exposure to a (a) 2×2 cm2 and (b) 5×5 cm2 field. Each spectrum is normalized
to total fluence.



75

the overall variation in the response of the film stack dosimeter as a function of incident

beam angle is within ± 1.5 %.

4.4.2.3 Water equivalence

The results of the water equivalence simulations and measurements are shown in Fig. 4.11.

The simulated depth-dose profile was converted to dose as described in Sec. 4.4.1.4. The

measured and simulated depth-dose profiles were then normalized to the maximum simu-

lated dose. The PDD profiles measured with the film stack dosimeter oriented parallel and

perpendicular to the beam axis agree with the simulated PDD profile within root-mean-

square differences of 1.3 % and 1.2 %, respectively. The PDD-profile measurements with

orthogonal film stack dosimeter orientations agree within a root-mean-square difference of

1.4 %, consistent with the results of the orientation dependence simulations.

4.4.2.4 Comparison with TLD measurements

A schematic of the measurement geometry for the film stack dosimeter and TLD mea-

surements of a 1.5 × 10 cm2 field is shown in Fig. 4.12. For measurements in the parallel

orientation, the beam was incident along the y axis, and the collimator was oriented such

that the short side of the field was parallel to the z axis. For measurements in the per-

pendicular orientation, the beam was incident along the z axis, and the collimator was

oriented such that the short side of the field was parallel to the y axis. Profiles from these

measurements are shown in Fig. 4.13. The profiles are taken at a depth of 4.1 cm within

the cylindrical phantom housing at x offsets of -0.6 cm, 0.0 cm, and 0.6 cm. TLD and film

stack dosimeter measurements are shown with overall measurement uncertainties (k = 2)

of 5.8 % and 8.0 %-20 %, respectively. Detailed uncertainty analyses of film stack dosimeter

and TLD measurements are provided in Sec. 4.4.2.6. Film stack dosimeter measurements

and TLD measurements agree within 5 % within the field and within 0.5 mm in the field
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(a)

(b)

Figure 4.10: Simulated orientation dependence of the response of the film stack dosimeter.
Results are normalized to 0°, where the beam axis is normal to the film planes. Results
are shown (a) in 10° increments, from 0° to 90° and (b) in 2° increments from 80° to 90°.
Air gaps of multiple sizes were considered between films. Error bars represent statistical
uncertainty of 1 % (k = 2).
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Figure 4.11: Comparison of simulated and measured PDD profiles. Separate measurements
were made of a 10× 10 cm2 6 MV field with the film stack dosimeter oriented parallel and
perpendicular to the beam axis. Results are presented as a function of depth within the
cylindrical phantom housing. The film stack dosimeter measurements were normalized to
the maximum simulated dose. For clarity, the measurement in the parallel orientation was
interpolated at intervals of 1 mm.
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penumbra. Furthermore, the film stack dosimeter measurements in orthogonal orientations

agree within a maximum difference of 5 % within the field and 0.5 mm in the field penumbra.

However, the field width measured when the beam axis was parallel to the film planes is

consistently wider than that measured with the beam axis normal to the film planes.

The consistent discrepancy in field width was investigated further with modifications to

the Monte Carlo simulations of orientation dependence described in Sec. 4.4.1.3. The point

source was collimated to a circular field with a diameter of 1.5 cm, and the simulations in

which the beam axis was oriented parallel or perpendicular to the film planes were repeated.

Cylindrical tally volumes were added to the center of each active layer, and in a linear array

parallel to the y axis within the central active layer, to simulate the measured field profiles.

The resulting profiles simulated for the orthogonal incident beam angles were consistent in

width, regardless of the size of the air gaps between films. The most likely cause for the

discrepancy in measured profile widths is uncertainty in the spacing of the films within the

film stack dosimeter, primarily due to the assumption of uniform gaps between films. Based

on the measured profiles, the uncertainty in the film spacing is less than 0.5 mm.

4.4.2.5 IMRT delivery quality assurance

Fig. 4.14 shows dose profiles from the film stack dosimeter and TLD measurements of

the SBRT plan, along with the corresponding calculated dose profiles. The coordinate

geometry is consistent with that shown in Fig. 4.12. TLD measurements agreed with film

stack dosimeter measurements within overall measurement uncertainties (k = 2) of 5.8 %

and 6.0 %, respectively, as indicated by the error bars in Fig. 4.14. Comparing the two

measurements made with the film stack dosimeter, 68 % of points agree within ± 2.75 %

and 95 % of points agree within ± 5.5 %.

The calculated dose distribution was imported into MATLAB®. A script was pre-

pared to perform a 3D gamma analysis comparing two input distributions according to
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Figure 4.12: Schematic of the coordinate geometry for the measurements of the 1.5×10 cm2

field. For measurements in the parallel orientation, the beam was incident along the y axis,
and the collimator was oriented such that the short side of the field was parallel to the z
axis. For measurements in the perpendicular orientation, the beam was incident along the
z axis, and the collimator was oriented such that the short side of the field was parallel to
the y axis.
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(a)

(b)

(c)

Figure 4.13: Profile measurements of a 1.5×10 cm2 6 MV field performed with the film stack
dosimeter and TLD microcubes. Separate measurements were made with the film stack
dosimeter oriented parallel and perpendicular to the beam axis. Profiles were measured at
a depth of 4.1 cm within the cylindrical phantom housing, at offsets along the x axis of
(a) -0.6 cm, (b) 0.0 cm, and (c) 0.6 cm. Error bars indicate expanded overall measurement
uncertainties (k = 2) of 5.8 % for TLD measurements and 8.0 % to 20 % for film stack
dosimeter measurements.
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(a)

(b)

(c)

Figure 4.14: Calculated and measured dose profiles of a SBRT procedure. Two measure-
ments were made with the film stack dosimeter oriented parallel to the treatment couch
(Exposure 1 and Exposure 2), and an additional measurement was made with TLD mi-
crocubes. Profiles are shown along the axes (a) y = 0.0 cm, z = −0.6 cm, (b) x = 0.0 cm,
z = −0.3 cm, and (c) x = −0.6 cm, y = 0.0 cm, where the origin is at isocenter. Error bars
indicate expanded overall uncertainties (k = 2) of 5.8 % for TLD measurements and 6.0 %
for film stack dosimeter measurements.
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the methodology from Low et al. [1998]. The calculated distribution was compared with

the film stack dosimeter measurements using the 3D gamma index. Because the film stack

dosimeter measurements had a higher resolution than the calculated dose distribution, the

gamma evaluation was performed for each voxel in the calculated distribution, searching

through the measured distribution. Noise in the searched distribution results in an under-

estimation of delivery errors when using the gamma evaluation [Low and Dempsey, 2003].

To reduce the noise in the measured distributions, a median filter was applied in which each

voxel was assigned the median value of the set of neighboring voxels. Using the same gamma

criteria that were used with the Delta4 measurement in Sec. 4.4.1.6, namely, a global dose

tolerance with dose-difference and DTA criteria of 3 % and 3 mm, respectively, the film stack

dosimeter measurements have 99 % agreement with the calculated dose distribution, which

is consistent with the Delta4 measurement. Using more stringent gamma criteria, namely,

a local dose tolerance with dose-difference and DTA criteria of 3 % and 2 mm, respectively,

the film stack dosimeter measurements have 96 % agreement with the calculated dose dis-

tribution. Moreover, the film stack dosimeter and Delta4 measurements identified similar

trends between the delivered and calculated dose distributions, including an underdosed

region near the center of the treated volume, which is visible in Fig. 4.14b. The agreement

between the film stack dosimeter measurements and the calculated dose to water and TLD

measurements, as well as the consistency with Delta4 measurements, further validates the

results of the film stack dosimeter characterization.

4.4.2.6 Uncertainty analysis

The uncertainty budgets for measurements with the film stack dosimeter and TLD mi-

crocubes are given in Tables 4.4 and 4.6, respectively. All Type B uncertainties were con-

servatively assumed to follow rectangular distributions. The uncertainties provided in the
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tables were estimated by propagating the uncertainty in each parameter through the ap-

propriate dose determination equation (i.e., Eq. 3.3 or 4.3).

Film stack dosimeter The uncertainty in the film stack dosimeter measurements is a

function of dose. The uncertainty budget shown in Table 4.4 is for film exposed to a dose

of 340 cGy; the variation in uncertainty with dose is shown in Fig. 4.15. The uncertainty

due to differences in the postexposure delay prior to scanning was estimated based on the

development of EBT film as a function of time determined by Martǐśıková et al. [2008],

assuming an uncertainty of ± 2 h. The ± 2 h uncertainty is primarily due to exposing and

scanning calibration films and the film stack dosimeters at the same time. If film stack

dosimeters are exposed and scanned separately from calibration films, then an uncertainty

in the postexposure delay of ± 15 min is readily achievable. From the results of Devic et al.

[2010], an uncertainty of ± 2 h in development time results in a dose uncertainty of ± 1 % for

films scanned 24 h after exposure. Assuming the development of the film is linear with time

within that 4 h window, then an uncertainty of ± 15 min in the postexposure delay would

result in a dose uncertainty of 0.13 %. Therefore, the film stack dosimeter can be scanned

as little as 24 h after exposure without greatly impacting the measurement uncertainty.

The intrafilm uniformity considered the uncertainty due to variations in the net OD

over the analyzed region of a single film. This was determined by taking the standard

deviation of the pixel value within the analyzed region of each calibration film. For films

exposed to a given dose, the maximum standard deviation was propagated through the dose

determination to estimate the uncertainty. The uncertainty in the background scanner signal

was determined in the same way, but instead using the image of the saturated radiographic

film.

The interfilm uniformity accounted for differences in the net OD of multiple films exposed

to the same dose. The uncertainty due to interfilm uniformity was determined by taking

the standard deviation of the net OD of films exposed to the same dose. Additionally, since



84

Table 4.4: Uncertainty budget for the film stack dosimeter measurements. The values shown
are percentage uncertainties propagated through the dose determination. The intrafilm and
interfilm uniformity, as well as the calibration uncertainty, are dependent on the dose to the
film; the estimates shown are for a dose of 340 cGy.

Parameter Type A Type B

Post-exposure delay 0.05
Intrafilm uniformity 1.1
Interfilm uniformity 0.92

Positioning 0.23
Scanner background 0.75
Energy dependence 0.81

Orientation dependence 0.72
Water equivalence 0.75

Quadratic sum 1.6 1.3

A and B Quadratic sum 2.1
Film calibration 2.2

Total uncertainty 3.0 (k = 1)
Expanded total uncertainty 6.0 (k = 2)

Figure 4.15: Overall uncertainty (k = 1) in film stack dosimeter measurements as a function
of dose.
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six films were individually scanned for each dose, the uncertainty in interfilm uniformity

also accounts for uncertainty due to scanner stability. Based on analysis of the images of

the neutral density filters positioned on the scanbed, the scanner signal deviated less than

0.5 % from a baseline level.

A positioning uncertainty of ± 2 mm was assumed. The resulting uncertainty in dose

was determined by calculating the relative difference in dose at a distance of 1 m from the

source due to a 2 mm change in position based on the inverse-square reduction in fluence

with distance.

The uncertainty due to the energy dependence, orientation dependence, and water equiv-

alence of the film stack dosimeter were estimated based on the variations in response de-

termined in this thesis work due to each of these parameters. For instance, a maximum

energy dependent response of ± 1.4 % was observed. Assuming a rectangular distribution

for the variation in response gives an uncertainty contribution of 0.81 %. For the measured

air gap size of 15 µm, the maximum orientation dependent response was ± 1.25 %; a rectan-

gular distribution was again assumed. The maximum root-mean-square difference between

PDD profiles measured with the film stack dosimeter and simulated within a water volume

was 1.3 %. Assuming that the difference distribution is rectangular, this corresponds to an

uncertainty of 0.75 %.

The uncertainty budget for the film calibration is shown in Table 4.5. Contributions to

uncertainty from intrafilm and interfilm uniformity, positioning, and background scanner

signal were estimated as previously discussed. The uncertainty from the dose-rate measure-

ment was estimated using an adaption of Table II from the addendum to AAPM Task Group

51 [McEwen et al., 2014]. The uncertainty from the calibration curve fit was estimated by

propagating the uncertainty in the fit parameters of Eq. 3.3 through the dose determination.

The uncertainty in the fit parameters was quantified based on the 95 % confidence intervals

of the nonlinear regression.
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Table 4.5: Uncertainty budget for the film stack dosimeter calibration. The values shown
are percentage uncertainties propagated through the dose determination. The intrafilm and
interfilm uniformity are dependent on the dose to the film; the estimates shown are for a
dose of 340 cGy.

Parameter Type A Type B

Intrafilm uniformity 1.1
Interfilm uniformity 0.92

Positioning 0.23
Scanner background 0.75

Dose-rate measurement 1.3
Calibration curve fit 0.69

Quadratic sum 1.6 1.5

Total calibration uncertainty 2.2 (k = 1)
Expanded total calibration uncertainty 4.4 (k = 2)

TLD The estimated uncertainty in the TLD measurements is specific to each dosime-

ter due to the determination of the thermoluminescence reproducibility. The uncertainty

budget shown in Table 4.6 represents the median uncertainty; the overall measurement

uncertainty for each dosimeter is shown in Fig. 4.16. Repeated measurements of a given

exposure were not made with the TLD phantom, so the thermoluminescence reproducibility

was estimated using the standard deviation in chip factors for each dosimeter over a series

of nine exposures. The standard deviation in the raw thermoluminescence reading could

not be used because different TLD readers with differing sensitivities were used through-

out this thesis work. The uncertainty in the chip factor was propagated through the dose

determination.

A positioning uncertainty of ± 2 mm was assumed. The resulting uncertainty in dose

was determined by calculating the relative difference in dose at a distance of 1 m from

the source due to a 2 mm change in position based on the inverse-square reduction in

fluence with distance. Although the reader stability should be accounted for with the

thermoluminescence reproducibility, this uncertainty was conservatively included based on

the uncertainty budget from Nunn et al. [2008]. The uncertainty in the energy dependence

correction was taken from Junell and DeWerd [2009].
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Table 4.6: Uncertainty budget for TLD microcube measurements. The values shown are
percentage uncertainties propagated through the dose determination. The thermolumines-
cence reproducibility is dependent on the dosimeter; the estimates shown represent the
median uncertainty.

Parameter Type A Type B

Thermoluminescence reproducibility 1.3
Positioning 0.23

Reader stability 0.20
Energy dependence 2.1

Quadratic sum 1.3 2.1

A and B Quadratic sum 2.5
TLD calibration 1.5
Total uncertainty 2.9 (k = 1)

Expanded total uncertainty 5.8 (k = 2)

Figure 4.16: Overall uncertainty (k = 1) in TLD measurements for each dosimeter.



88

Table 4.7: Uncertainty budget for TLD microcube calibration. The values shown are per-
centage uncertainties propagated through the dose determination. The thermoluminescence
reproducibility is dependent on the dosimeter; the estimates shown represent the median
uncertainty.

Parameter Type A Type B

Air-kerma-rate measurement 0.73
Conversion of air kerma to dose to water 0.14

Positioning 0.23
Reader stability 0.20

Thermoluminescence reproducibility 1.3
Calibration curve fit 0.10

Quadratic sum 1.5 0.35

Total calibration uncertainty 1.5 (k = 1)
Expanded total calibration uncertainty 3.0 (k = 2)

The uncertainty budget for the TLD calibration is shown in Table 4.7. Contributions

to uncertainty from positioning, reader stability, and thermoluminescence reproducibility

were determined as previously discussed. Uncertainty in the air-kerma-rate measurement

was determined from the UWADCL uncertainty budget for 60Co air-kerma calibrations.

The uncertainty in the Monte Carlo-based conversion from air kerma to dose to water

was obtained from Raffi [2010]. The uncertainty in the calibration curve fit was estimated

by propagating the standard deviation of the fitting parameters determined using linear

regression through the dose determination.

4.5 Conclusions

A radiochromic film stack dosimeter was developed using Gafchromic® EBT2 film and

characterized for the dosimetry of megavoltage photon beams. In the megavoltage energy

range, the film stack dosimeter is energy independent within 1.5 %, orientation independent

within ± 1.25 %, and water equivalent within ± 1.5 %. Film stack dosimeter measurements

agreed with TLD measurements within an overall measurement uncertainty of 6.0 % (k = 2).

Using dose-difference and DTA criteria of 3 % and 3 mm, respectively, film stack dosimeter
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measurements of an IMRT procedure had 99 % agreement with the calculated dose distri-

bution.
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Chapter 5

Development and verification of a

Monte Carlo linear accelerator

model

5.1 Linear accelerator modeling procedure

In this chapter, the development and verification of a Monte Carlo model of a linear accel-

erator is discussed. The general procedure for generating a Monte Carlo linear accelerator

model was outlined by Sheikh-Bagheri and Rogers [2002b], which investigated the depen-

dence of simulated PDD profiles and in-air, off-axis output factors on the mean energy,

energy distribution, radial intensity distribution, and divergence of the electron beam inci-

dent on the bremsstrahlung target. It was determined that the off-axis factors are dependent

on mean energy and intensity distribution, while the PDD profiles are dependent primar-

ily on mean energy, with a weak dependence on energy distribution. Thus, the authors

recommend the following iterative procedure to model a linear accelerator:
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� Model the physical components of the accelerator using specifications from the man-

ufacturer.

� Using the nominal electron energy distribution, adjust the mean electron energy to

match simulated PDD profiles with measured PDD profiles.

� Adjust the electron radial intensity distribution to match simulated and measured

off-axis factors. If satisfactory agreement cannot be achieved, then adjust the mean

electron energy as needed.

� Verify that the simulated and measured PDD profiles still agree.

A more recent study of the sensitivity of photon beam characteristics to electron beam pa-

rameters found that variation in the electron energy distribution far exceeding the nominal

distribution did not result in any variation in simulated profiles, and recommended that a

monoenergetic electron beam should be assumed [Chibani et al., 2011]. This study consid-

ered crossline (i.e., along the axis of lateral couch motion) and inline (i.e., along the axis of

longitudinal couch motion) field profiles instead of off-axis output factors, and investigated

photon beam characteristics for field sizes of 2× 2 cm2, 10× 10 cm2, and 35× 35 cm2. Of

the three field sizes, the 2 × 2 cm2 field was found to be the most sensitive to changes in

the mean electron energy and the radial intensity distribution.

The use of crossline and inline field profiles or off-axis factors to evaluate a photon beam

model creates an iterative procedure due to the dependence of these characteristics on the

mean electron energy. A more direct modeling procedure, in which the radial intensity

distribution is determined by matching the penumbra of simulated and measured fields,

was proposed by Almberg et al. [2012]. The geometric penumbra is determined by the

positions of the jaws, which are fixed for a given field size, and the source size, which is given

by the radial intensity distribution. Assuming that scatter and transmission penumbrae

do not appreciably impact the overall penumbra over a realistically narrow energy range,
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then the radial intensity distribution can be determined by matching the simulated and

measured penumbrae. Almberg et al. [2012] verified the validity of this assumption over an

energy range of 0.4 MeV, and proposed the following linear accelerator modeling procedure

motivated by the results of Chibani et al. [2011]:

� After modeling the physical accelerator components, adjust the mean electron energy

to match simulated and measured PDD profiles for a small (i.e., 5× 5 cm2) field.

� Adjust the radial intensity distribution to match simulated and measured penumbrae

for a small (i.e., 5× 5 cm2) field.

� Adjust the electron divergence to match simulated and measured transverse profiles

for a large (i.e., 40× 40 cm2) field.

In this thesis work, the Almberg method was employed to model the 6 MV beam from the

Clinac® 21EX linear accelerator at the University of Wisconsin Medical Radiation Research

Center (UWMRRC) [Almberg et al., 2012]. However, because the maximum field size of

interest in this work was 10× 10 cm2, a non-divergent electron beam was assumed.

5.2 Measurement of beam data

For reference with the Monte Carlo model, PDD, inline, and crossline profiles were measured

for the 6 MV beam from the UWMRRC Clinac® 21EX accelerator. Profile measurements

were made using the Standard Imaging DoseView3D scanning water tank. Profiles for fields

larger than 4 × 4 cm2 were measured using a Standard Imaging A18 ionization chamber,

while profiles of fields 4× 4 cm2 and smaller were measured using a Standard Imaging D1H

diode. Profiles were measured by continuously scanning the ionization chamber or diode.

To account for temporal variations in the linear accelerator output, a second A18 ionization

chamber was positioned within the field as a reference.
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Figure 5.1: Alignment device used for leveling and centering the scanning axes of the water
tank. The device was centered within the field by aligning the cross on top with the field
crosshair. The level of the water surface was defined by shifting the device vertically until
the submerged portion of the X and its reflection on the water surface formed a complete
X.

With the gantry and collimator positioned at 0°, the water tank was centered within the

light field using the crosshair as a reference. Using the alignment device shown in Fig. 5.1,

the position of the water surface along the vertical scanning axis was located by shifting

the vertical position until the submerged portion of the X and its reflection on the water

surface formed a complete X. The alignment device was then translated along the inline and

crossline axes; the level of the motion axes was adjusted as necessary to keep the alignment

device at the water surface. Once the scanning axes were leveled, the scanning origin was

set by centering the alignment device within the light field using the crosshair. With the

alignment of the motion axes complete, the alignment device was replaced with the scanning

dosimeter. The scanning origin was then redefined with the ionization chamber shifted by

a distance of 0.6rcav away from the source, where rcav is the radius of the air cavity within

the ionization chamber, or with the diode shifted 0.7 mm toward the source, to align the

effective point of measurement with the water surface [Almond et al., 1999]. Finally, the

water tank was positioned at a SSD of 100 cm using the optical distance indicator.
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For each field size measured, the reference ionization chamber was positioned in the

corner of the radiation field, as indicated by the shadow in the light field, outside of the path

of the scanned dosimeter. PDD, inline, and crossline profiles were measured for 2× 2 cm2,

3 × 3 cm2, 4 × 4 cm2, 5 × 5 cm2, and 10 × 10 cm2 fields defined by the jaws. PDD scans

were initiated at a depth of 30 cm and progressed toward the water surface to minimize the

rippling of the water during the scan. Inline and crossline scans extended 6 cm beyond the

full-width-at-half-maximum (FWHM) of each field. The slow scan speed setting was used

with a step size of 0.1 cm and a sampling window of 200 ms.

Crossline and inline profiles were also measured for fields defined by the MLC to verify

the MLC model. The Clinac® 21EX accelerator has the Millennium 120 MLC which is

comprised of 60 opposing leaf pairs: the central 40 leaf pairs have a 5 mm width projected

to the isocenter plane, and the outer 20 leaf pairs have a 1 cm width projected to the

isocenter plane. A schematic of the Millennium 120 MLC is shown in Fig. 5.2. This MLC

has a tongue-and-groove arrangement to minimize leakage between adjacent leaves. The

leaf tips are rounded to maintain an approximately constant penumbra as a function of

field size. As seen in the cross-section view of the MLC, the leaf edges diverge from the

source. For the profile measurements of MLC-defined fields, the MLC leaf positions were

defined using the Varian® MLC Shaper tool. Abutments of opposing leaves were positioned

off center to avoid scanning the detector along a leaf junction. For each field, one outermost

leaf on each bank was fully retracted to keep the MLC carriages outside of the scanned

profile. Additionally, the detector was shifted 2.5 mm (i.e., one-half leaf width) off center

for crossline scans to avoid scanning along interleaf junctions.

5.3 Linear accelerator geometry

A Monte Carlo model of the Clinac® 21EX accelerator was created using the EGSnrc user

code BEAMnrc [Rogers et al., 1995]. This user code is further discussed in Sec. 5.4.1.1. A
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Figure 5.2: Schematic of the Millennium 120 MLC [Kim et al., 2001]. (a) Cross-sectional
view of the central 40 leaf pairs showing the divergent design of the leaves and the tongue-
and-groove arrangement. (b) Side view of an individual leaf showing the rounded leaf-tip
design.
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rendering of the model is shown in Fig. 5.3. The physical components within the head of

the linear accelerator were modeled according to the dimensions and materials specified by

Varian®. In particular, the bremsstrahlung target, copper target backing, primary collima-

tor, vacuum window, flattening filter, monitor chamber, mirror, x and y jaws, Millennium

120 MLC, and light reticule were modeled.

5.4 Development of the linear accelerator model

5.4.1 EGSnrc

The EGSnrc radiation transport code was used to generate the model of the Clinac® 21EX

accelerator because this Monte Carlo code has user codes designed both for the modeling of

linear accelerators (BEAMnrc) and for the simulation of dose distributions in CT datasets

(DOSXYZnrc). In particular, the BEAMnrc user code has a built-in macro for the modeling

of the Varian® Millennium 120 MLC with dynamic positioning capability for the simulation

of IMRT fields, and the DOSXYZnrc user code has a built-in script to convert CT datasets to

the material and density datasets necessary for Monte Carlo radiation transport simulations.

EGSnrc simulations require that material data files containing interaction cross sections

as a function of energy for each material in the simulation geometry be input separately. In

this work, material data files were generated for photon energies ranging from 0.01 MeV to

55 MeV, and for electron energies ranging from 0.521 MeV to 55 MeV, corresponding to a

minimum electron kinetic energy of 0.01 MeV. These data files included density corrections

and radiative stopping powers from ICRU report 37 [1984]. Cross sections for Rayleigh

interactions were not included in the material data files.

Several different radiation transport settings, primarily impacting sampling algorithms

or interaction models used during particle transport, can be adjusted in EGSnrc simulations.

Based on the results of Egan and Laub [2013], the default settings were used for the electron
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Figure 5.3: Rendering of the BEAMnrc model of the Clinac® 21EX accelerator through
the x = 0 plane. The modeled components are as follows: target, copper backing, primary
collimator, beryllium window, flattening filter, monitor chamber, mirror, jaws, MLC, and
light reticule. The mirror is too thin to be visualized. The rendering plane lies within the
opening of the x jaws, so they are not visible. The MLC is rendered separately, and thus is
not to scale.
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boundary crossing and electron-step algorithms, and for all interaction cross sections other

than bremsstrahlung interactions. The bremsstrahlung angular sampling was set to the KM

option to use the higher-order bremsstrahlung angular sampling from Koch and Motz [1959]

instead of just the leading term. Additionally, the NRC bremsstrahlung cross sections were

used. These cross sections are identical to the NIST cross sections [Seltzer and Berger,

1985], which are the basis for the radiative stopping powers provided in ICRU report 37

[1984], but with corrections applied for electron-electron bremsstrahlung. The ECUT and

PCUT variables, which set the energy at which electron and photon transport, respectively,

are terminated and the residual energy deposited locally, were set to 0.521 MeV (including

rest mass) and 0.01 MeV.

5.4.1.1 BEAMnrc

The BEAMnrc user code for EGSnrc was developed specifically for the modeling of high-

energy radiotherapy treatment units [Rogers et al., 1995]. Accelerators are modeled with

this user code by specifying a series of component modules, corresponding to the physical

components within the head of the linear accelerator, and their positions along the beam

axis. Phase-space files, which contain the particle type, position, velocity, energy, and weight

of each particle crossing a specified plane, can be scored in BEAMnrc simulations and then

used as the particle source in subsequent simulations. The use of phase-space sources

improves the efficiency of a series of simulations that use the same source by reducing the

number of times the computationally expensive process of bremsstrahlung production must

be simulated. However, phase-space sources also require increased storage capacity, since

phase-space files can contain gigabytes of data.

To further improve the efficiency of linear accelerator simulations, BEAMnrc has a

bremsstrahlung splitting variance reduction technique. Bremsstrahlung splitting improves

simulation efficiency by reducing the number of electrons that must be transported to gener-
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ate a given number of bremsstrahlung photons. When bremsstrahlung splitting is employed,

normal transport of electrons is performed until a bremsstrahlung interaction occurs. Rather

than create a single photon from a single bremsstrahlung interaction, Nsplit photons are

created, each with weight 1/Nsplit relative to the weight of the interacting electron. The

appropriate energy and angular distributions are sampled for each photon. The energy of

the interacting electron is reduced by the energy of the first photon produced; therefore,

energy is conserved on average.

Multiple bremsstrahlung splitting techniques are available in BEAMnrc, the most effi-

cient of which is directional bremsstrahlung splitting (DBS) [Kawrakow et al., 2004]. With

DBS, a splitting radius is specified at a given distance from the source, defining a coni-

cal volume. When bremsstrahlung photons are generated, Russian Roulette is performed

on any photons that are not directed within this conical volume. A survival threshold of

1/Nsplit is established, and a random number is sampled for each photon directed outside of

the conical volume. If the random number exceeds the survival threshold, then the photon

is terminated; otherwise, the photon weight is increased by a factor of Nsplit. Thus, the

result of DBS is a large number of low-weight photons directed within the desired field, with

few high-weight photons directed outside of the desired field. Fragoso et al. [2009] demon-

strated that simulated PDD and transverse field profiles for 10 × 10 cm2 fields using DBS

were consistent within 1 % with simulated profiles that did not use any variance reduction

techniques.

5.4.1.2 DOSXYZnrc

The DOSXYZnrc user code for EGSnrc simulates dose distributions in rectilinear, voxelized

geometries. Phase-space files generated in BEAMnrc simulations can be used as sources for

DOSXYZnrc simulations, allowing for dose computations in complicated geometries from

irradiation with a modeled accelerator. In particular, the DOSXYZnrc user code includes
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the script CTCREATE, which converts CT datasets into voxelized geometries that can be

used in simulations. This script uses the information in the accompanying IVDT to assign

a material to each range of image values, thereby permitting the conversion of the CT data

to the material and density datasets required for a Monte Carlo simulation. Simulated dose

distributions are output in the form of 3DDOSE files, which contain the coordinates, dose,

and standard deviation in dose for each voxel in the geometry.

When phase-space files are used as sources in DOSXYZnrc simulations, the results are

normalized per starting source particle in the simulation used to generate the phase-space

file. If more histories are required to achieve the desired statistics than there are particles

in the phase-space file, then particles can be re-used. The parameter NRCYCL defines the

number of times each particle in the phase-space source should be re-used. If the set value of

NRCYCL is not sufficient to produce the desired number of histories, then the phase-space

file is restarted and additional particles are sampled. When the phase-space particles are

recycled, they are appropriately treated as correlated for the determination of simulation

uncertainty. However, when a phase-space file is restarted, resampled particles are treated as

independent, producing an erroneously low estimate of the simulation uncertainty [Walters

et al., 2002]. In this work, a MATLAB® script was prepared to calculate the appropriate

value of NRCYCL to run a given number of histories using a phase-space source containing

a known number of particles.

5.4.2 Verification of BEAMnrc simulation techniques

In this thesis work, both DBS and phase-space sources were used to improve simulation effi-

ciency. Prior to the application of these techniques, it was verified that the implementation

in this work did not significantly impact the results.
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5.4.2.1 Directional bremsstrahlung splitting

For the implementation of DBS, each bremsstrahlung interaction was split 1000 times.

Kawrakow et al. [2004] demonstrated that this degree of splitting produces near-optimum

simulation efficiency, and Fragoso et al. [2009] chose this value for the splitting parameter

in their investigation of efficiency-enhancing parameters. Whereas previous investigations

[Kawrakow et al., 2004; Fragoso et al., 2009] have used a splitting radius of 10 cm defined

at a distance of 100 cm from the source for the simulation of 10×10 cm2 fields, in this work

a larger splitting radius of 15 cm at 100 cm was conservatively used.

To verify the implementation of DBS, a phase-space file was tallied at the exit of the

linear accelerator head in BEAMnrc simulations both using the above DBS settings and

without DBS. These phase-space files were generated for simulations of 3× 3 cm2 and 10×

10 cm2 fields. The energy spectra of photons within the phase-space files for corresponding

field sizes were nearly indistinguishable. These phase-space files were each used as sources

in DOSXYZnrc simulations of a 35× 35× 35 cm3 water volume comprised of 5× 5× 5 mm3

voxels at a SSD of 100 cm. PDD and crossline profiles from these simulations are shown in

Fig. 5.4. For each field size, the profiles simulated with and without the use of DBS agree

within the statistical uncertainty of the simulations (0.5 %, k = 1), so this implementation

of DBS does not significantly impact simulated dose profiles.

The use of Russian Roulette on bremsstrahlung photons directed outside of the defined

splitting radius creates a small number of high-weight particles. These particles can degrade

the relative error of a simulation and produce erroneous results. DOSXYZnrc provides simu-

lation results both with and without contributions from high-weight particles. These results

were identical for the simulations that used DBS, confirming that high-weight particles did

not contribute to the tallies.
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(a)

(b)

Figure 5.4: Comparison of simulated (a) PDD and (b) crossline profiles both with and
without the use of DBS for 3 × 3 cm2 and 10 × 10 cm2 fields. Profiles were normalized to
the dose at a depth of 10 cm along the beam axis.
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5.4.2.2 Phase-space sources

As previously mentioned, the most time consuming component of the simulation of linear

accelerators is the generation of the bremsstrahlung beam from electron interactions in the

target. This process is made more efficient with the use of DBS by reducing the number

of electron histories that must be simulated to produce a given number of bremsstrahlung

photons. Additional improvements in efficiency can be made by limiting the number of

times the bremsstrahlung production process is simulated. For instance, the components in

the head of the linear accelerator can be divided into those with fixed and variable positions.

While both the jaws and MLC change position with the simulation of different field sizes,

all components above the jaws remain fixed. Therefore, a phase-space file can be tallied

between the fixed and variable components of the accelerator head and used as a source for

all ensuing simulations, requiring just a single simulation of the bremsstrahlung production

process.

However, this approach assumes that changes in the scattered radiation above the jaws

due to changes in the positions of the MLC and jaws are negligible. To verify this assump-

tion, phase-space files were tallied at the exit of the accelerator head for two simulations

of a given field size. The first phase-space file was generated in a BEAMnrc simulation

in which transport of the electron beam through the bremsstrahlung target was modeled.

The second phase-space file was generated in a BEAMnrc simulation that used a phase-

space source located above the jaws, which itself was generated in a separate BEAMnrc

simulation in which transport of the electron beam through the bremsstrahlung target was

modeled with fully retracted jaws and MLC. The two phase-space files tallied at the exit of

the accelerator head were then used in DOSXYZnrc simulations of the same water volume

used in Sec. 5.4.2.1. Resulting PDD and crossline profiles from simulations of 3×3 cm2 and

10× 10 cm2 fields are shown in Fig. 5.5. For each field size the profiles are nearly identical,

demonstrating agreement well within the relative simulation uncertainty of 0.5 % (k = 1).
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Therefore, the division of particle transport through the accelerator head into two BEAMnrc

simulations does not significantly impact resulting simulations of dose distributions.

5.4.3 Optimization of modeled beam parameters

Prior to the optimization of the parameters for the electron beam incident on the bremsstrahlung

target, consistency between the simulated and physical linear accelerator geometries was

confirmed. In DOSXYZnrc simulations, beam angles are specified using spherical coordi-

nates. Additionally, the modeled and physical jaws and MLC use different naming con-

ventions, so it was necessary to verify the correspondence of the modeled and physical

geometries. In this work, the coordinate transformation described by Zhan et al. [2012]

was applied to convert the desired gantry, collimator, and couch angles into the necessary

spherical coordinates for the DOSXYZnrc input file. Consistency between the physical and

simulated geometries was then verified with the simulation of a field with asymmetric jaw

settings. The two x jaws were retracted 1 cm and 5 cm from the center of the field, while

the two y jaws were retracted 2.5 cm and 10 cm from the field center. Thus, it was possible

to uniquely identify the collimator orientation relative to the Monte Carlo geometry based

on the simulated dose distribution. Simulations were completed for the cardinal gantry,

couch, and collimator orientations to verify consistency between the physical and simulated

geometries.

The procedure for the optimization of electron beam parameters required the simulation

of PDD, crossline, and inline profiles for multiple field sizes and a number of different

electron beam energies and radial intensity distributions. Given the minor variations in

the large volume of simulations that needed to be run, template input files were prepared.

MATLAB® scripts were prepared to populate the variable input fields of the template files.

A MATLAB® script was also prepared to analyze the dose distributions output in the

3DDOSE file format.
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(a)

(b)

Figure 5.5: Comparison of simulated (a) PDD and (b) crossline profiles for 3 × 3 cm2 and
10×10 cm2 fields. The two-stage simulations used a phase-space source which was generated
in a BEAMnrc simulation that used a phase-space source located above the jaws, which
itself was generated in a separate BEAMnrc simulation in which transport of the electron
beam through the bremsstrahlung target was modeled with fully retracted jaws and MLC.
The single-stage simulations used a phase-space source that was directly generated by a
simulation in which transport of the electron beam through the bremsstrahlung target was
modeled. Profiles were normalized to the dose at a depth of 10 cm along the beam axis.
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5.4.3.1 Beam energy

Previous studies [Jaffray et al., 1993; Sheikh-Bagheri et al., 2000] have measured a Gaussian

radial intensity distribution for the electron beam incident on the target, so in this work,

the electron beam was modeled with a circular cross section and Gaussian x and y radial

intensity distributions. Following the procedure described in Sec. 5.1, the energy of the

electron beam was determined first. With a nominal beam energy of 6 MV, electron beam

energies of 5.9 MeV, 6.0 MeV, 6.05 MeV, and 6.1 MeV were simulated. For each energy,

a phase-space file was tallied above the jaws. Each of the resulting phase-space files was

used as a source in a BEAMnrc simulation for a 5 × 5 cm2 field defined by the jaws. The

5×5 cm2 phase-space files were used as sources in DOSXYZnrc simulations of PDD profiles

within a 35 × 35 × 50 cm3 water volume at a SSD of 100 cm. The voxels along the beam

axis were 5× 5× 3 mm3, with 3 mm resolution along the beam axis.

PDD profiles were extracted from the simulated dose distributions and compared with

the measured PDD profile for a 5 × 5 cm2 field from Sec. 5.2. The simulated profiles had

a resolution of 3 mm along the beam axis, while the measured profiles were obtained with

the A18 ionization chamber, which has a collection volume with a diameter of 5 mm. To

account for the difference in the simulated and measured resolution, the simulated profiles

were convolved with a 5 mm rectangular function, approximating the volume averaging

of the ionization chamber. Agreement between the simulated and measured PDD profiles

was evaluated using plots of the residuals beyond a depth of 2 cm. A comparison of the

measured and simulated profiles is shown in Fig. 5.6. It is apparent that a beam energy

of 5.9 MeV is too low from the downward trend in the plotted residuals, whereas a beam

energy of 6.1 MeV is too high based on the upward trend in the plotted residuals. There

are no apparent trends in the plotted residuals for beam energies of 6.0 MeV or 6.05 MeV,

and agreement between measured and simulated profiles is within ± 1 % for both energies.

To distinguish between these two beam energies, phase-space files were tallied at the exit
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of the accelerator head for each energy with the jaws set to a 10× 10 cm2 field. The PDD

profile simulations were repeated using these phase-space files, and the simulated profiles

were compared with the measured 10 × 10 cm2 PDD profile. The simulated PDD profile

for a beam energy of 6.05 MeV demonstrated better agreement with the measured profile,

so this energy was chosen for the beam model.

For each beam energy considered, there was consistent disagreement between the mea-

sured and simulated PDD profiles within the buildup region. These discrepancies have been

observed in other studies [Sheikh-Bagheri and Rogers, 2002a,b], and have been attributed

to inaccurate modeling of the electron contamination within the accelerator head. However,

the simulated and measured profiles agree within 1 mm in the high-gradient buildup region.

5.4.3.2 Radial intensity distribution

For a beam energy of 6.05 MeV, phase-space files were tallied at the exit of the accelerator

head with the jaws set to a 5×5 cm2 field for circular Gaussian radial intensity distributions

with FWHM of 0.5 mm, 1.0 mm, 1.5 mm, and 2.0 mm. These phase-space files were used

as sources in DOSXYZnrc simulations of dose distributions within a 35×35×50 cm3 water

volume at a SSD of 100 cm. The voxels had a 5 mm thickness along the beam axis. Along

the x and y axes, the voxel width was 5 mm within and immediately outside the field, and

1 mm within a distance of 1 cm of the field edge. Profiles along the x and y axes were

extracted from the simulated distributions at a depth of 10 cm and compared with the

measured crossline and inline profiles, respectively. To account for the volume averaging of

the A18 ionization chamber in the measured profiles, the simulated profiles were convolved

with a 5 mm rectangular function. Agreement between the measured and simulated profiles

was evaluated by determining the root-mean-square difference within 3 mm of the field edge.

Comparisons of the crossline and inline profiles are shown in Figs. 5.7 and 5.8, re-

spectively. The root-mean-square differences between the measured and simulated profiles
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Table 5.1: Root-mean-square differences within the penumbra of measured and simulated
crossline and inline profiles for a 5× 5 cm2 field. The simulated profiles were generated for
a 6.05 MeV electron beam with a Gaussian intensity distribution with a FWHM of 0.5 mm,
1.0 mm, 1.5 mm, and 2.0 mm.

FWHM (mm) 0.5 1.0 1.5 2.0

Crossline 23.0 18.8 10.4 5.3
Inline 25.4 15.9 6.2 11.8

within 3 mm of the field edge are shown in Table 5.1. For the inline profiles, the best

agreement between simulation and measurement was observed for a FWHM of 1.5 mm.

Based on the root-mean-square differences, the best agreement between simulation and

measurement for the crossline profiles was observed for a FWHM of 2.0 mm. However, the

agreement within the shoulder region of these profiles (Fig. 5.7d) is visibly degraded relative

to a FWHM of 1.5 mm (Fig. 5.7c). Consequently, a FWHM of 1.5 mm along both the x

and y axes was chosen for the Gaussian-distributed electron beam. The determination of

a circular radial intensity distribution is consistent with the measurements of Jaffray et al.

[1993] for the 6 MV beam from a Varian® linear accelerator.

5.4.3.3 Verification of beam parameters

A comparison of the optimal electron beam parameters determined in this work with those

determined in other studies for the 6 MV beam from similar Varian® linear accelerators is

shown in Table 5.2. In general, the parameters determined in this work are consistent with

those previously determined.

To further verify the optimized electron beam parameters, measured and simulated

dose profiles were compared for additional field sizes. Fig. 5.9 shows PDD profiles for a

10× 10 cm2 field, as well as crossline profiles for 2× 2 cm2 and 10× 10 cm2 fields. Overall,

the agreement between measured and simulated profiles was within 2 % and 1 mm.
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Table 5.2: Comparison of the optimized electron beam parameters determined in this work
with published investigations in which 6 MV fields from similar Varian® accelerators were
modeled. Note that the parameters from Sheikh-Bagheri and Rogers [2002b] are the nominal
beam parameters as stated by Varian®.

Author
E Energy FWHM Intensity FWHM

(MeV) (%) (mm)

Sheikh-Bagheri and Rogers, 2002b 6 3 1
Ding, 2002 6.02 17 1.2

Keall et al., 2003 6.2 3 1.3
This work 6.05 0 1.5

5.4.4 Modeling the MLC

The Millennium 120 MLC was modeled using the DYNVMLC component module within

BEAMnrc [Heath and Seuntjens, 2003]. This component module models the tongue-and-

groove design, rounded leaf tips, and the divergence of the leaves from the source. Addi-

tionally, this component module allows for MLC motion, either discrete or continuous, in

the simulation of a field. Leaf motion is modeled using the planned leaf positions and the

cumulative distribution function (CDF) defining the relative MU delivered for each segment.

The CDF is randomly sampled prior to the transport of every source particle to determine

the MLC arrangement.

The MLC was modeled according to the specifications provided by Varian®. The pro-

vided dimensions were specified at the midplane of the MLC, whereas BEAMnrc models the

divergence of the MLC assuming that the input dimensions are specified at the top surface

of the MLC. The necessary conversion was made by applying a magnification correction of

1.0706 to all lateral leaf dimensions.

A MATLAB® script was prepared to extract the planned MLC positions from the

MLC files generated by the TPS and write them into a file that is referenced during the

BEAMnrc simulation. The MLC positions specified by the TPS give the leaf positions based

on the light-field projection to the isocenter plane. However, MLC positions in BEAMnrc

simulations are specified as the leaf tip position in the MLC midplane, requiring a conversion



114

of the MLC positions from the TPS. The 4D Integrated Treatment Console computer for

Varian® accelerators provides a lookup table that allows for the conversion from the light-

field projection to the leaf-tip projection, as well as the magnification correction from the

isocenter plane to the MLC midplane [Siebers et al., 2002]. These corrections were applied

within the MATLAB® script.

Due to the increased number of MU in IMRT procedures and the use of small MLC

apertures, the dose delivered by an IMRT field is highly dependent on both the leakage

through the MLC and the accuracy of the leaf positions. Therefore, the consistency of the

simulated leakage and leaf positions with those of the actual accelerator was experimentally

verified. The MLC leakage for the Clinac® 21EX was measured using an Exradin A12

ionization chamber and a Max 4000 electrometer. The ionization chamber was positioned

at a depth of 5 cm within the DoseView3D scanning water tank, which was set up at a

SSD of 100 cm. The ionization chamber was oriented perpendicular to the axis of MLC

motion, such that the collecting volume spanned the width of multiple leaves. The integrated

ionization was measured from the delivery of 1000 MU with the jaws set to a 10× 10 cm2

field and the MLC fully retracted. This measurement was repeated twice: once with each

of the MLC leaf banks fully blocking the 10× 10 cm2 field defined by the jaws. Taking the

ratio of the mean blocked-field measurement to the open-field measurement, the relative

leakage through the MLC was 1.6 %.

These same measurement geometries were simulated using the Monte Carlo model of

the Clinac® 21EX. The density of the modeled MLC was adjusted to achieve agreement

with the leakage measurement. The simulated MLC leakage as a function of MLC density is

shown in Table 5.3. Based on these results, the MLC was assigned a density of 16.4 g/cm3.

This MLC density is lower than the density range of 17 g/cm3 to 18 g/cm3 specified by

the manufacturer [Arnfield et al., 2000]. However, in this work the MLC was modeled as

pure tungsten, whereas the actual MLC is composed of a tungsten alloy containing nickel,
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Table 5.3: Simulated leakage through the MLC as a function of the MLC density.

Density (g/cm3) Leakage (%)

15.8 1.9
16.0 1.8
16.2 1.7
16.4 1.6

copper, and iron. Within the kilovoltage energy range, where the energy spectrum of a

10 × 10 cm2 field peaks (Fig. 4.6), mass-attenuation coefficients for tungsten exceed those

for the other elements in the alloy by as much as a factor of ten due to greater photoelectric

absorption. To compensate for the greater attenuation through elemental tungsten relative

to the tungsten alloy, the density of tungsten must be correspondingly reduced below that

of the alloy.

To verify consistency of the simulated and actual leaf positions, the output from a series

of sliding window fields was measured. The experimental setup was identical to that used

for the measurements of MLC leakage. A series of SW-IMRT fields were defined in which

the leaves were initially closed, then opened to a given window width which swept across

a 10 × 10 cm2 field before closing on the opposite side of the field. Measurements were

completed for window widths of 0.5 cm, 1 cm, 2 cm, and 10 cm. These measurement

geometries were again simulated using the Monte Carlo model of the Clinac® 21EX. The

measured and simulated output for each window width normalized to the output for a

10 × 10 cm2 field defined by the jaws are shown in Table 5.4. The simulated output is

consistently higher than measured, and as the width of the window decreases, the difference

increases. These results are consistent with a systematic offset between simulated and

measured leaf positions. For smaller window widths, the relative positioning error is greater,

so the error in the simulated output is correspondingly greater. Based on the results of

Siebers et al. [2002], an offset of -0.08 mm was applied to the simulated leaf positions
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defined in the midplane of the MLC. With the application of this offset, the measured and

simulated output agree within 1 %.

For verification of the completed Millennium 120 MLC model, inline and crossline profiles

were simulated for 2 × 2 cm2, 3 × 3 cm2, 4 × 4 cm2, and 5 × 5 cm2 fields defined by the

MLC and compared with measured profiles. The resulting profiles are shown in Fig. 5.10,

along with a comparison of simulated and measured profiles through a MLC arrangement

that alternated two leaves open, one leaf closed. As with the profile comparisons for fields

defined by the jaws, overall agreement is within 2 % and 1 mm. In particular, there is good

agreement in the tails of the profiles, which are most sensitive to the MLC density.

5.5 Conclusions

A Monte Carlo model of the 6 MV beam from a Clinac® 21EX linear accelerator was

developed using EGSnrc. The physical components within the head of the accelerator

were modeled according to manufacturer specifications. The energy and radial intensity

distribution of the electron beam incident on the bremsstrahlung target were adjusted to

achieve agreement between measured and simulated PDD, inline, and crossline profiles.

After optimizing the electron beam parameters, the model of the Millennium 120 MLC was

verified, adjusting the leaf density to match measured and simulated leakage. Overall, the

measured and simulated profiles agreed within 2 % and 1 mm.
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Chapter 6

Experimental and computational

investigation of the interplay effect

6.1 Experimental verification of interplay simulation method-

ology

In this chapter, the investigation of treatment delivery errors due to interplay between

target motion and intensity modulation is discussed. The Monte Carlo accelerator model

developed in Ch. 5 was used to simulate interplay errors. The experimental verification of

the interplay simulation methodology is covered in this section. Two treatment plans were

prepared for this investigation. The delivery of the treatment plans with the Clinac® 21EX

accelerator was measured with the film stack dosimeter undergoing modeled respiratory

motion. The delivered dose was then reconstructed using the Monte Carlo accelerator

model for comparison with the measurements.
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6.1.1 Treatment plan preparation

Two seven-field SS-IMRT treatment plans, one conventionally fractionated and one hy-

pofractionated, were prepared for anonymized clinical CT datasets using the Eclipse v10

TPS. The Eclipse TPS was chosen because it has a built-in structure for the Exact® image-

guided radiation therapy (IGRT) treatment couch, allowing for consideration of the atten-

uation through the couch during the plan optimization and dose calculation. Both plans

were prepared using the 6 MV beam energy.

Of the two CT datasets, one had a tumor located in the lower lobe of the right lung,

while the other had a tumor in the upper lobe of the right lung. Within the contoured

CTV of each dataset, a contour was created with the outer dimensions of the film stack

dosimeter housing. This volume was assigned a unit density, and was defined as the CTV

for each treatment plan. The Boolean difference between the existing CTV contour and the

film stack dosimeter contour, which gave the volume within the existing CTV but outside

the film stack dosimeter, was assigned a representative lung tissue density of 0.3 g/cm3.

The residual lung was contoured as the Boolean difference between the total lungs and the

film stack dosimeter contour, following the RTOG 0915 recommendation that this volume

be defined as the difference between the total lungs and the CTV.

A conventionally fractionated treatment plan with coplanar fields was prepared for the

CT dataset with the lower-lobe target location. ITV expansion margins of 1 mm along

the left-right axis, 1 mm along the anterior-posterior axis, and 7 mm along the superior-

inferior axis were used, based on the mean motion amplitude of lung tumors located in the

lower lobe measured by Seppenwoolde et al. [2002]. A uniform PTV expansion margin of

5 mm was used [Ehler and Tomé, 2009]. A dose of 70 Gy delivered over 35 fractions was

prescribed to cover 98 % of the PTV. Published dose-volume constraints for critical organs

in conventionally fractionated treatments were used [Emami et al., 1991; Spalding et al.,
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2007; Marks et al., 2010b]. Mean-dose constraints were not used in this work because the

Eclipse TPS only permits the use of such constraints for VMAT optimization.

A hypofractionated treatment plan with non-coplanar fields was prepared for the CT

dataset with the upper-lobe target location. ITV expansion margins of 1 mm along the

left-right axis, 2 mm along the anterior-posterior axis, and 3 mm along the superior-inferior

axis were used, based on the mean motion amplitude of lung tumors located in the middle

and upper lobes measured by Seppenwoolde et al. [2002]. RTOG 0915 recommends the use

of a uniform 5 mm PTV expansion margin if a 4DCT is used to measure the motion of the

target. As will be discussed in Sec. 6.1.3, target motion waveforms were prepared using a

parameterization of respiratory motion; therefore, the target motion was precisely known.

Consequently, a uniform 5 mm PTV expansion margin was used. Following the RTOG 0915

protocol, a dose of 48 Gy delivered over four fractions was prescribed to cover 95 % of the

PTV. Dose-volume constraints for critical organs were also obtained from this protocol.

For both treatment plans, the dose volume optimizer (DVO) optimization algorithm and

the analytic anisotropic algorithm (AAA) dose calculation algorithm [Ulmer et al., 2005]

were used. Heterogeneity corrections were applied during the dose calculation. Default

priorities for fluence smoothing were used. The optimized fluence was converted to the

delivered fluence using the leaf motion calculator (LMC). The LMC was set to bin the

fluence distribution into ten intensity levels. Each field delivered an equal dose to the

isocenter, and all segments within a field delivered an equal number of MU.

All critical-organ dose constraints were satisfied for the conventionally fractionated plan.

The maximum dose within the PTV was 113 % of the prescription dose. The hypofraction-

ated treatment plan had multiple minor deviations from compliance with the conformality

dose constraints, but there were no major deviations as defined in the RTOG 0915 protocol.
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6.1.2 Experimental geometry

The delivery of the two treatment plans was measured using the film stack dosimeter in the

experimental geometry shown in Fig. 6.1. The film stack dosimeter was mounted on the end

of a motion stage attached to the 4D motion phantom (Washington University in St. Louis,

St. Louis, MO) [Malinowski et al., 2007] at a SAD of 100 cm. The 4D phantom is capable

of fully programmable, independently controlled motion along four separate axes. Three

linear motion actuators are orthogonally mounted to each other to provide 3D motion. A

fourth linear motion actuator is separately mounted, aligned with the anterior-posterior axis

to model surrogate (i.e., chest wall) motion. Custom motion trajectories can be executed

at 50 Hz with a positioning accuracy of ± 0.2 mm. The 4D phantom was positioned such

that the motion axes aligned with the positioning lasers in the treatment vault. No visible

deviation was observed in the alignment along the motion axis over a motion path of ± 5 cm.

The motion phantom was clamped to the treatment couch to prevent migration during the

execution of programmed motion. The positioning of the 4D phantom was verified after each

measurement. The LUNGMAN� anthropomorphic thorax phantom (Kyoto Kagaku, Inc.,

Kyoto, Japan) was positioned to approximately locate the film stack dosimeter within the

diseased lobe from the respective treatment plan. The coordinates of the treatment couch

were recorded, and the positions of the lasers on the phantoms were marked to facilitate

positioning reproducibility.

In order to simulate dose distributions delivered to the experimental geometry, a CT

scan was taken of the setup using a Discovery� Lightspeed® CT simulator (GE Healthcare,

Waukesha, WI). The locations of the positioning lasers were marked with lead BBs to

facilitate the placement of the treatment isocenter in the resulting dataset. The film stack

dosimeter was scanned with an empty cavity to allow for straightforward identification in

the image. A helical scan was taken of the experimental geometry with a field of view of
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Figure 6.1: Experimental setup for the measurements of the treatment plans with the film
stack dosimeter. The dosimeter was mounted at the end of a motion stage attached to
the 4D motion phantom and positioned at a SAD of 100 cm. The LUNGMAN� phantom
was positioned to locate the dosimeter at the approximate disease site for the delivered
treatment plan.
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50 cm and the standard reconstruction technique. The scan used a tube voltage of 120 kV

and a tube current of 320 mA with a slice thickness of 1.25 mm.

6.1.3 Measurement of interplay errors

6.1.3.1 Preparation of respiratory motion waveforms

The interplay simulation methodology was verified by measuring the delivery of the treat-

ment plans prepared in Sec. 6.1.1 with the film stack dosimeter as it followed a programmed

motion waveform, then reconstructing the measurements with Monte Carlo simulations for

comparison. The greater the dependence of the measured dose distribution on the period

and initial phase of the motion waveform (i.e., the greater the magnitude of interplay er-

rors), the more sensitive the experimental verification is to inaccuracies in the simulated

reconstruction of the treatment delivery.

For the experimental verification, both one-dimensional and three-dimensional motion

waveforms were used. One-dimensional sinusoidal waveforms along the superior-inferior

axis were used for simplicity; motion parameters were selected to maximize interplay er-

rors. Simulations of interplay errors were completed for a limited range of motion periods

using the procedure described in Sec. 6.1.5 to identify waveform parameters that resulted

in the greatest delivery errors. Based on the investigations of interplay errors in tomother-

apy treatments discussed in Ch. 2 [Kissick et al., 2008; Chaudhari et al., 2009; Tudor et al.,

2014], it was expected that the greatest delivery errors would result from interference of tar-

get motion with low-frequency intensity modulation. In SS-IMRT there are three primary

timescales for intensity modulation: delivery of a single segment (approximately 1 s), de-

livery of a single field (approximately 10 s), and delivery of successive fields (approximately

60 s). These timescales are dependent on multiple factors, including the dose per fraction,

the dose rate and the complexity of the treatment plan, but these approximate timescales are

representative of the relative order of magnitude of each. To sample the range of timescales
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for low-frequency intensity modulation, interplay errors were simulated for motion periods

of 15, 20, 30, 40, and 60 s. Four uniformly spaced initial phases of motion were simulated

for each motion period. Relatively large motion amplitudes of 20 mm and 10 mm were

chosen for the IMRT and SBRT plans, respectively, to further maximize potential delivery

errors. As will be discussed in Sec. 6.1.5, interplay errors were quantified by reference to the

simulated expected blurred dose distribution, in which the spatial fluence modulation of the

treatments was simulated without temporal modulation, thereby preventing the occurrence

of interplay errors. The greatest delivery errors occurred for motion periods of 30 s and 40 s

for the IMRT and SBRT plans, respectively.

The three-dimensional motion waveforms used for the experimental verification were

chosen to more realistically represent respiratory motion. These waveforms were generated

using Eq. 6.1, which was adapted from Kissick et al. [2008],

r(t) = r0(t) + b(t) cos2n[
πt

τ(t)
+ φ], (6.1)

where φ is the initial phase of the motion and n dictates the asymmetry of the waveform.

Based on the results of George et al. [2005], a value of n = 1 was used to model respiratory

motion. The time-dependent parameters of Eq. 6.1 were defined as shown in Eqs. 6.2-6.4,

r0(t) = µr0
+ δr0(t), (6.2)

b(t) = µb + δb(t), (6.3)

τ(t) = µτ + δτ(t), (6.4)

where µr0
, µb, and µτ are the mean baseline offset, mean motion amplitude, and mean

motion period, respectively. The mean motion parameters were determined based on the

results of Seppenwoolde et al. [2002]. The mean motion period and amplitude were de-
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termined using the mean results reported for the tumor locations corresponding to those

used for the treatment plans in this thesis work, while the mean baseline offset was set to

zero. The parameters δr0(t), δb(t), and δτ(t) were each randomly sampled from a standard

normal distribution and scaled by the standard deviations in the exhale position, amplitude,

and period, respectively, reported by Seppenwoolde et al. [2002]. The motion parameters

used to develop the one-dimensional and three-dimensional motion waveforms for each of

the treatment plans are summarized in Table 6.1.

The three-dimensional waveforms were constructed cycle-by-cycle. At the start of each

cycle, the parameters δr0(t), δb(t), and δτ(t) were determined. A single randomly sampled

value per cycle was used to determine the motion amplitude variation along all three motion

axes. At transitions between cycles, the change in position was constrained to be less than

0.1 mm, and the sign of the motion velocity was preserved. The motion period was assumed

to be equal for motion in all three dimensions. Motion along the lateral and superior-

inferior axes was in-phase, while motion along the anterior-posterior axis led these axes by

π
4 [Seppenwoolde et al., 2002]. Sample waveforms using motion parameters for the upper

lobe target location are shown in Fig. 6.2.

6.1.3.2 Film stack dosimeter measurements

The delivery of each of the treatment plans prepared in Sec. 6.1.1 with the Clinac® 21EX

was measured using the film stack dosimeter. To verify simulations of the treatment plans

using the Monte Carlo model developed in Ch. 5, each treatment plan was first measured

using the film stack dosimeter positioned within the cylindrical phantom housing at a SAD

of 100 cm. In the absence of detector motion and the LUNGMAN� phantom, differences

between simulated and measured distributions due to positioning or geometry modeling

errors were minimized, thereby isolating errors due to the beam model. For the SBRT
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Figure 6.2: Sample motion waveforms for an upper lobe target location prepared using
Eq. 6.1.

plan, the delivered MU were reduced by a factor of six to maintain an approximate dose to

isocenter of 2 Gy.

Measurements of each treatment plan were then taken using the film stack dosimeter in

the geometry described in Sec. 6.1.2. Measurements were taken for a static geometry, as

well as with the film stack dosimeter following the one-dimensional and three-dimensional

waveforms developed in Sec. 6.1.3.1. For the measurements with a moving detector, the

treatment delivery was initiated at an arbitrary time after the start of the motion. In order

to accurately reconstruct the treatment deliveries with Monte Carlo simulations for the

verification of the interplay simulation methodology, the target position during the delivery

of each MLC segment must be known. Given the programmed motion waveform for the

4D motion phantom and the planned MLC sequences from the TPS, it is only necessary to

know the time at which each segment was delivered relative to the start of the programmed

motion.
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The 4D motion phantom uses a separate IM805 microstepping driver (Schneider Electric

Motion, Marlborough, CT) for each motion axis. These drivers have a step-clock input

which triggers motion along the corresponding motion axis. To monitor the execution of

the programmed motion waveform, a connection was soldered to the step-clock input for the

x axis, which was the most accessible, and fed through the amplifier encasing. The motion

trigger pulses were measured to be approximately 15 µs wide. The Clinac® 21EX linear

accelerator has a target current output from which beam pulses are indicated with square

wave pulses. These pulses were measured to be approximately 3.5 µs wide with a separation

of approximately 3 ms when operated at a dose rate of 600 MU/min. Measurement of

both the 4D phantom step-clock input and the accelerator target current output on the

same time axis provides the necessary information for the simulated reconstruction of the

measurements.

Based on the measured pulse width of the accelerator target current output and the

estimated delivery time for the two treatment plans, a sampling frequency of approximately

1 MHz over 10 min to 15 min was required, totaling nearly one billion samples. A Salae

Logic logic analyzer (San Francisco, CA) was used to measure the 4D phantom step-clock

input and the accelerator target current output. Use of the logic analyzer required the

conversion of these analog signals to digital signals, which was accomplished using com-

parators. Although not required given the sampling frequencies achieveable with the Logic,

monostables were also prepared for each of the trigger signals to broaden the digital signals

and permit collection at a lower sampling frequency. The accelerator target current output

pulses were stretched to approximately 2 ms, which introduces some uncertainty into the

determination of the start and end times for the delivery of each segment. However, even

for a motion waveform with a 1 s period, this amounts to a positioning uncertainty of just

0.5 % of the motion amplitude.
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Since only the trigger signal from the x axis of the 4D phantom was available, a half-cycle

of motion along the x axis was programmed at the start of each one-dimensional waveform

to mark the start of the motion. This motion was sufficiently brief to finish prior to the

delivery of the treatment plan. To summarize the measurement procedure for treatment

deliveries with a moving detector, the data collection with the Logic was first initiated. The

4D phantom was then set in motion. An arbitrary time later, the treatment delivery was

started. A 4 MHz sampling frequency was used with the Logic, permitting data collection

for more than 40 min.

6.1.4 Modeling the treatment couch

The UWMRRC Clinac® 21EX accelerator has the Exact® IGRT treatment couch, which

is comprised of a foam core surrounded by a carbon fiber skin. The attenuation of radi-

ation through this treatment couch is approximately 2 % for posterior incidence, with a

maximum of nearly 5 % attenuation for oblique incidence [Seppälä and Kulmala, 2011; Li

et al., 2011]. For comparison with the film stack dosimeter measurements, the simulated

treatment reconstructions must account for the attenuation through the treatment couch,

which requires a Monte Carlo model of the couch.

A CT dataset of the Exact® IGRT couch, which could be used with the CTCREATE

script in DOSXYZnrc to prepare a Monte Carlo model, was located on the MedPhys Files

website hosted by Mobius Medical Systems (Houston, TX). The methodology of Teke et

al. [2011], which developed a Monte Carlo model of the Exact® IGRT treatment couch

using the structure set from the Eclipse TPS, was adapted to generate a model from the CT

image. Without the IVDT for the CT scanner used to create the dataset, the densities of

the foam and carbon fiber were assumed to be uniform throughout the respective materials.

The atomic composition of the foam material provided by Teke et al. [2011] was used, and
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the carbon fiber was modeled as graphite. The density of the carbon fiber was varied to

match the measured attenuation through the couch as a function of gantry angle.

The attenuation through the treatment couch was measured with an Exradin A1SL

ionization chamber at depth within the cylindrical phantom housing. The phantom was

positioned at a SAD of 100 cm and centered longitudinally between the two indexed Lok-Bar

(CIVCO Medical Solutions, Coralville, IA) positions nearest to the gantry. Measurements

were taken for gantry angles between 90° and 270° in 30° increments, where 180° is posterior

incidence and 90° and 270° are patient left and right, respectively. Thirty-second charge

readings were taken of exposures with a 10×10 cm2 field. Measurements at each angle were

normalized to the mean of the measurements at gantry angles of 90° and 270°.

For the corresponding simulation of the attenuation through the couch, the CT dataset of

the couch was inserted into the virtual CT dataset of the cylindrical phantom housing using

MATLAB®. The couch data were interpolated to match the resolution of the phantom data.

A Monte Carlo phantom of the merged CT dataset was generated using the CTCREATE

script; however, the script did not function properly, and the Monte Carlo phantom was

not correctly generated. Rather than troubleshoot the existing script, a MATLAB® script

was prepared with the desired functionality of CTCREATE. This script was verified by

comparing PDD profiles simulated within a rectangular water volume defined using the

standard rectilinear method in DOSXYZnrc and also using the MATLAB® script to convert

a virtual CT dataset of an equivalent water volume to a Monte Carlo phantom. The

resulting profiles were consistent within the simulation uncertainty of 0.5 % (k = 1). This

script was then used to generate a Monte Carlo phantom from the merged CT dataset of the

treatment couch and the cylindrical phantom housing. The attenuation through the couch

for a 10×10 cm2 field was simulated for the same gantry angles at which measurements were

completed. Simulations were completed for carbon fiber densities ranging from 1.0 g/cm3

to 1.3 g/cm3. The simulations had a statistical uncertainty of 0.8 % (k = 1). Percentage
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Table 6.2: Percentage differences in the simulated transmission through the treatment couch
relative to the measured transmission. Results are shown for different simulated densities of
the carbon fiber in the treatment couch. Transmission was quantified as the dose measured
at depth within the cylindrical phantom for a given gantry angle relative to the mean dose
for gantry angles of 90° and 270°, for which the beam does not pass through the couch.

Gantry angle (degrees) 1.0 g/cm3 1.1 g/cm3 1.2 g/cm3 1.3 g/cm3

90 -0.38 0.23 0.63 -0.08
120 -1.6 -0.93 -1.9 -1.2
150 -0.81 -1.1 -0.23 0.39
180 -0.99 -0.36 -1.1 -1.0
210 -0.14 0.04 -0.79 -0.21
240 0.47 0.69 0.21 1.3
270 0.38 -0.23 -0.63 0.08

differences in the simulated and measured transmission through the treatment couch are

shown in Table 6.2. In general, there is no apparent trend in the attenuation through the

couch as a function of carbon fiber density. The uncertainty in the simulations is evident

in the results for gantry angles of 90° and 270°, which should be independent of carbon

fiber density, but vary by as much as 1 %. A carbon fiber density of 1.1 g/cm3 was chosen

because it resulted in the best agreement with the measured attenuation.

6.1.5 Simulated reconstruction of interplay measurements

6.1.5.1 Simulation of static measurements

For the simulation of the treatment plan measurements within the cylindrical phantom

housing, the Monte Carlo phantom developed during the modeling of the treatment couch

was used. Separate BEAMnrc simulations were completed to generate phase-space files

for the delivery of each field of each treatment plan. The dose distribution within the

cylindrical phantom housing was then simulated for the individual delivery of each field.

The resulting distributions were weighted by the planned number of MU per field and

summed to reconstruct the delivered dose.
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As will be discussed in the next section, the simulation of the measurements with a mov-

ing dosimeter required the individual simulation of the delivery of each segment. To verify

the consistency of the segment-by-segment simulation with the field-by-field simulation, the

dose delivered from each segment to the cylindrical phantom housing was individually sim-

ulated. The resulting dose distributions were weighted by the planned number of MU per

segment and summed to reconstruct the composite dose distribution. For the field-by-field

simulations, 5×108 histories were completed per simulation, and for the segment-by-segment

simulations, 5×107 histories were completed per simulation, resulting in approximately the

same total number of histories for each composite dose distribution. The relative difference

between the two resulting composite dose distributions, normalized to the field-by-field

simulations, was determined. The relative dose-difference histograms considering the vox-

els corresponding to the film stack dosimeter volume are shown in Fig. 6.3 for the IMRT

and SBRT treatment plans. Fitting a normal distribution to each histogram, the relative

dose-difference distribution for the IMRT plan has a standard deviation of 1 %, while that

for the SBRT plan has a standard deviation of 0.8 %. The mean difference between the

two simulation techniques was zero for both treatment plans, verifying the consistency of

the field-by-field and segment-by-segment simulations. Furthermore, since these simulations

for a given treatment plan should only differ by the simulation uncertainty, the standard

deviations of the resulting relative dose-difference distributions provide estimates for the

uncertainty in the simulations of the composite dose distributions.

To investigate the impact of the presence of the treatment couch on the simulated dose

distribution, the composite dose from the IMRT plan was simulated to the cylindrical phan-

tom housing in the absence of the treatment couch. The relative dose-difference histogram

comparing the voxels within the film stack dosimeter volume for composite distributions

simulated with and without the treatment couch is shown in Fig. 6.4. Dose differences were

normalized to the dose distribution simulated with the treatment couch. Fitting a normal
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(a) (b)

Figure 6.3: Relative dose-difference histograms comparing the composite dose delivered to
the cylindrical phantom housing by the (a) IMRT and (b) SBRT treatment plans simulated
using field-by-field and segment-by-segment approaches. Differences were normalized to the
field-by-field simulations.

distribution to the relative dose-difference histogram, differences between the dose distri-

butions with and without the treatment couch have a standard deviation of 0.9 %, which

is within the estimated simulation uncertainty. Therefore, the presence of the treatment

couch does not significantly impact the simulated dose to the film stack dosimeter, and the

treatment couch was excluded from further simulations.

To investigate the impact of the MLC positioning offset determined in Sec. 5.4.4, the

composite dose distribution delivered to the cylindrical phantom housing by each treatment

plan was simulated with an offset of -0.08 mm applied to the planned positions of the MLC

leaves. Relative dose-difference histograms comparing the composite distributions simulated

with and without the application of the offset to the MLC positions are shown in Fig. 6.5.

Dose differences were normalized to the dose distribution simulated without the MLC offset.

With the MLC offset applied, the simulated dose shifts lower. To determine the significance

of this change in simulated dose, a normal distribution was fit to each relative dose-difference
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Figure 6.4: Relative dose-difference histogram comparing the composite dose delivered to
the cylindrical phantom housing with and without the inclusion of the treatment couch in
the simulations. Dose differences were normalized to the dose distribution simulated with
the treatment couch.

histogram. The mean differences in the simulated distributions with and without the MLC

offset for the IMRT and SBRT plans were -0.2 % and -0.5 %, respectively. Furthermore, the

relative dose-difference distributions for the IMRT and SBRT plans had standard deviations

of 0.96 % and 1.3 %, respectively. For the IMRT plan, differences between the distributions

with and without the MLC offset were within the simulation uncertainty. However, for the

SBRT plan, the differences between the distributions exceeded the simulation uncertainty

(k = 1). The greater significance of the MLC offset for the SBRT plan is reasonable,

given the greater proportion of smaller segment openings, which were most impacted by

the MLC offset. Therefore, the MLC offset was not applied in simulations of the IMRT

plan, but simulations with and without the MLC offset were completed of the SBRT plan

for comparison with the film stack dosimeter measurements.

A Monte Carlo model of the LUNGMAN� phantom was prepared using the MATLAB®

script with CTCREATE functionality. Based on the negligible impact of the treatment

couch on the simulated dose within the film stack dosimeter volume, the couch was ex-

cluded from the Monte Carlo model. The tissue analogs of the LUNGMAN� phantom were
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(a) (b)

Figure 6.5: Relative dose-difference histograms comparing the composite dose delivered to
the cylindrical phantom housing by the (a) IMRT and (b) SBRT treatment plans simulated
with and without the application of a -0.08 mm offset to the planned MLC positions. Dose-
differences were normalized to the dose distribution simulated without the MLC offset.

modeled as cortical bone, compact bone, and polyurethane. The film stack dosimeter and

central cavity were each modeled as water with unit density.

DOSXYZnrc simulations provide dose and uncertainty results for each voxel within a

phantom; therefore, simulations of larger phantoms have larger output files. For simulations

run in parallel, as the simulations were in this work, each parallel job outputs a dose file,

thereby substantially increasing the memory burden of simulations. For instance, using a

Monte Carlo model of the LUNGMAN� phantom with the native resolution of the CT

dataset, the output files for each parallel job totaled approximately 150 MB. With a typical

allotment of 80 parallel jobs per simulation, the total memory demand for a single simulation

was approximately 12 GB. Given the segment-by-segment approach to the simulation of a

treatment delivery and the resulting volume of total simulations, substantial reductions

in the memory usage were required. To reduce the required memory for simulations, the

CT dataset of the LUNGMAN� phantom was subsampled to a resolution of 1.25× 1.25×
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1.25 mm3 prior to creating the Monte Carlo model. The required memory for simulations

was further reduced by excluding the treatment couch from the Monte Carlo phantom,

suppressing the output of unused files, and limiting simulations to the minimum number of

parallel jobs permitted by the computing system at the UWMRRC.

6.1.5.2 Simulation of measurements with moving dosimeter

For the simulation of the delivery of the treatment plans with a moving target, MATLAB®

scripts were prepared to generate the necessary input files and to store the relevant details of

each individual simulation. To prepare the input files, the treatment plan was selected, and

the corresponding number of fields, number of segments per field, and MU per field were

loaded. The time at which the delivery of each segment started and ended, relative to the

start of phantom motion, was determined from the Logic measurements. The programmed

motion waveform was loaded and binned into voxels with the resolution of the LUNGMAN�

Monte Carlo phantom. A loop was then executed over the number of segments in the treat-

ment plan. For each segment, the corresponding target positions and the time spent at each

position were determined. For each resulting target position, the appropriate Monte Carlo

phantom was prepared if it did not already exist by shifting the film stack dosimeter data

within the original LUNGMAN� model to the current target position. The vacated voxels

within the model were assigned to air. For the new Monte Carlo phantom, a separate simu-

lation was written for the delivery of each segment in the treatment plan. Each simulation

ran a number of histories equal to four times the number of particles in the phase-space file

for the respective segment, resulting in approximately 106 to 107 histories per simulation,

and approximately 109 histories per composite dose distribution. For the reconstruction of

the composite dose distribution, the results of each simulation were weighted by the product

of the dose rate and the time that the target spent at that location for the delivery of that

segment.
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The actual dose reconstruction includes delivery errors due to both interplay and blur-

ring. In this work, interplay errors were isolated by referencing the reconstructed distribu-

tion to the delivered dose in the absence of interplay, termed the blurred distribution. To

generate the blurred distribution, the temporal modulation of the treatment delivery had to

be eliminated. The blurred distribution was constructed by weighting the dose distributions

for the delivery of each segment to each target position based on the target position PDF

for the entirety of the fraction delivery (i.e., independent of whether or not the beam was

on). Effectively, this approach modeled the simultaneous delivery of every segment as the

target progressed through its motion, thereby eliminating the temporal modulation of the

delivery. The resulting blurred distribution was independent of the initial phase of motion,

verifying the absence of interplay errors.

6.1.6 Comparison of measured and simulated dose distributions

The film stack dosimeter measurements were analyzed according to the procedure in Sec. 4.4.1.7

with a delay of 7 d between exposure and scanning of the films. The voxels in the simulated

composite dose distributions corresponding to the film stack dosimeter volume were iden-

tified and extracted. The measured and simulated distributions were each normalized to

the respective doses in the center of the film stack dosimeter volume. Corresponding distri-

butions were compared using the gamma evaluation with dose-difference and DTA criteria

of 3 % and 3 mm, respectively. The higher-resolution measured distributions were used as

the searched distribution. The noise in the measured distributions was reduced with the

application of a median filter in which each voxel was assigned the median value of the set

of neighboring voxels.

The results of the gamma evaluations for the IMRT and SBRT treatment plans are shown

in Tables 6.3 and 6.4, respectively. For the IMRT treatment plan, the agreement between

measurements and simulations within the cylindrical phantom housing was excellent, further
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Table 6.3: Comparison of film stack dosimeter measurements of the IMRT treatment plan
with simulated reconstructions of the measurements. The measured and simulated distri-
butions were compared using gamma criteria of 3 % dose difference and 3 mm DTA.

Exposure Phantom Motion Gamma (%)

1 Cylindrical Static 99.8
2 Cylindrical Static 99.8
3 LUNGMAN� Static 98.7
4 LUNGMAN� Static 99.7
5 LUNGMAN� 1D 99.2
6 LUNGMAN� 1D 98.6
7 LUNGMAN� 3D 98.4
8 LUNGMAN� 3D 99.8

Table 6.4: Comparison of film stack dosimeter measurements of the SBRT treatment plan
with simulated reconstructions of the measurements. Simulated reconstructions of the treat-
ment delivery were completed both without and with the application of a -0.08 mm offset
to the planned MLC positions. The measured and simulated distributions were compared
using gamma criteria of 3 % dose difference and 3 mm DTA.

Exposure Phantom Motion
No MLC offset MLC offset
Gamma (%) Gamma (%)

9 Cylindrical Static 99.8 99.8
10 LUNGMAN� Static 99.8 99.8
11 LUNGMAN� Static 98.6 99.1
12 LUNGMAN� 1D 97.5 98.4
13 LUNGMAN� 1D 97.8 97.7
14 LUNGMAN� 3D 98.8 98.6
15 LUNGMAN� 3D 98.5 97.5

verifying the Monte Carlo model of the Clinac® 21EX accelerator. In the absence of

motion, there is good agreement between measurements and simulations of the IMRT plan

within the LUNGMAN� phantom, providing verification of the Monte Carlo model for this

experimental geometry. For both the one-dimensional and three-dimensional target motion

waveforms, there is good agreement between measurements and simulations of the IMRT

plan, verifying the interplay simulation methodology.

For the SBRT treatment plan, simulated reconstructions of the treatment delivery were

completed both without and with the application of a -0.08 mm offset to the planned MLC
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positions. Overall, the agreement between measurements and simulations of the SBRT

treatment plan is similar to that observed for the IMRT treatment plan. The impact of the

MLC offset was inconsistent, improving agreement between measurements and simulations

for some exposures, but worsening the agreement for others. Ultimately, the MLC offset

was applied for simulations of the SBRT plan because the use of this offset improved the

symmetry of dose-difference histograms comparing the simulated and measured distribu-

tions.

The sensitivity of the experimental verification procedure was tested by repeating the

simulated reconstruction of the measurements with one-dimensional target motion with

successive phase offsets of π
20 applied to the simulated motion waveform. The results of this

test are shown in Table 6.5. The exposure labels correspond to the indices in Tables 6.3

and 6.4. For the SBRT treatment plan, a phase difference of π
10 between the measured and

simulated motion waveforms was detectable, resulting in a failing gamma evaluation. The

experimental verification was less sensitive for the IMRT treatment plan, for which a phase

difference of 3π
20 between the measured and simulated motion waveforms was detectable.

6.2 Simulated quantification of interplay errors

Following the completion of the verification of the interplay simulation methodology, inter-

ference errors in the delivery of the IMRT and SBRT treatment plans were investigated.

Interference errors were identified and quantified for one-dimensional target motion. The

impact of motion irregularity, specifically in the motion period, amplitude, and baseline

offset, on interference errors with three-dimensional motion was then investigated. Finally,

the cumulative delivery errors over a fractionated treatment delivery were determined.
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Table 6.5: Results of the sensitivity study for the experimental verification of the interplay
simulation methodology. The phase offset was applied to the simulated motion waveform for
comparisons with measurements of the treatment deliveries. The exposure labels correspond
to the indices in Tables 6.3 and 6.4. Gamma criteria of 3 % dose difference and 3 mm DTA
were used.

Plan Exposure Phase offset Gamma (%)

IMRT

5
π/20 96.0
π/10 95.1
3π/20 94.4

6
π/20 94.3
π/10 95.8
3π/20 93.0

SBRT

12
π/20 97.7
π/10 93.2
3π/20 90.0

13
π/20 93.8
π/10 81.7
3π/20 76.3

6.2.1 Interference in step-and-shoot IMRT

To identify and quantify potential interference errors in the delivery of the two treatment

plans, treatments were simulated of a target undergoing one-dimensional, sinusoidal motion

ranging in period from 1 s to 180 s. For the IMRT treatment plan, motion amplitudes of

5 mm and 15 mm were simulated, while for the SBRT plan, motion amplitudes of 5 mm

and 10 mm were simulated. The 5 mm motion amplitude represents the largest motion

that would be treated without management under the recommendations of AAPM Task

Group 76, while the larger motion amplitudes are representative of respiratory motion for

the target locations in this work [Seppenwoolde et al., 2002]. For each motion waveform,

simulations were completed for twenty uniformly spaced initial phases of motion.

Simulated deliveries of each treatment plan were completed for a dose rate of 600 MU/min.

Given the emergence of linear accelerators with flattening-filter-free treatment modes, and

the potential application of the increased dose rate of this mode for the delivery of SBRT

plans, the delivery of the SBRT plan in this work was also simulated with a dose rate of
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1400 MU/min. The procedure described in Sec. 6.1.5.2 was used to prepare the necessary

input files for the Monte Carlo simulations. The duration for the delivery of each segment

was determined as the ratio of the MU per segment and the nominal dose rate. The delay

between the delivery of segments within a given field measured with the logic analyzer was

used to determine the time at which the delivery of each segment started. The delay be-

tween the delivery of successive fields was simulated as 50 ± 5 s (k = 1) for fields without

couch rotations, and 130 ± 8 s (k = 1) for fields with couch rotations based on the delays

measured with the logic analyzer.

Results of the simulations of interference errors for one-dimensional target motion are

shown in Figs. 6.6 to 6.11. The simulated distributions which included the temporal modu-

lation of the treatment delivery are referred to as interplay distributions, while the reference

distributions that excluded temporal modulation are referred to as blurring distributions.

The blurring distributions were simulated as described in Sec. 6.1.5.2. The results of the

interference investigation are shown in the form of boxplots. Figs. 6.6 to 6.8 show the dif-

ference in the D98 of the film stack dosimeter phantom volume (i.e., CTV) between the

interplay and blurring distributions normalized to the prescription dose. The D98 metric

was recommended by ICRU report 83 [2010] as a surrogate for the near-minimum dose for

the reporting of IMRT procedures. Each data point within these figures corresponds to the

difference in D98 between the interplay and blurring distributions for a given motion wave-

form (i.e., amplitude, period, and initial phase). Each box represents the twenty different

initial phases of motion that were simulated for a given combination of motion amplitude

and period. In Figs. 6.6a, 6.7a, and 6.8a, the segment, intrafield (i.e., delivery of a single

field), and interfield (i.e., delivery of successive fields) timescales are highlighted in green,

blue, and red, respectively. For the IMRT plan, it is apparent from Fig. 6.6 that the greatest

interference occurs with the intrafield and interfield modulations. In particular, reductions

in the D98 relative to the blurring distribution of up to 2 % and 4 % are seen for motion
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amplitudes of 5 mm and 15 mm, respectively, with maximum delivery errors for a motion

period of 65 s. For typical respiratory periods of 3 s to 5 s, maximum interference errors

are less than 1 %.

Simulated interference errors for the delivery of the SBRT treatment plan with a dose

rate of 600 MU/min are shown in Fig. 6.7. Due to the increased dose per fraction, the

representative segment and intrafield timescales for this treatment plan are approximately

a factor of six greater than those for the IMRT treatment plan. With the use of couch

rotations in this treatment plan, along with the increased dose per fraction, the interfield

timescale is 2 min to 3 min. With the increased delivery timescales, the target position PDF

is well-sampled for the shortest motion periods, resulting in negligible interference errors.

As with the IMRT treatment plan, the greatest interference occurs with the intrafield and

interfield modulations. Reductions in the D98 relative to the blurring distribution of up to

2 % and 5 % are seen for motion amplitudes of 5 mm and 10 mm, respectively, for motion

periods ranging from 50 s to 135 s.

Simulated interference errors for the delivery of the SBRT treatment plan with a dose

rate of 1400 MU/min are shown in Fig. 6.8. With the increased dose rate, the representative

segment and intrafield timescales are correspondingly reduced by a factor of 2.3. Due to

the reduced delivery timescales, larger interference errors occur for smaller motion periods.

For instance, reductions in the D98 relative to the blurring distribution of up to 4 % are

seen for motion periods as short as 30 s for a motion amplitude of 10 mm. Even with the

increased dose rate, though, interference is minimal for typical respiratory periods of 3 s to

5 s. Maximum interference errors in excess of 2 % and 5 % are seen for motion amplitudes of

5 mm and 10 mm, respectively, for motion periods corresponding to the intrafield delivery

timescale.

Interference errors were also quantified in terms of the difference in the volume of

the CTV receiving the prescribed dose between the interplay and blurring distributions.
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Figs. 6.9 to 6.11 show the relative difference in the V100 of the CTV between the interplay

and blurring distributions. Comparing the differences in the V100 with the differences in

the D98, the two metrics identify interference errors for consistent motion periods. For the

larger motion amplitudes, reductions of 1 % to 2 % in the volume of the CTV receiving the

prescription dose were seen. However, for a motion amplitude of 5 mm, for which AAPM

Task Group 76 recommends the use of motion management [Keall et al., 2006], reductions

in the CTV V100 did not exceed 1 % for any treatment delivery. While a dose deficit to just

1 % of the target volume has been shown to degrade the tumor control probability [Tomé

and Fowler, 2002], dose deficits exceeding 20 % were required with such a small underdosed

volume. In this work, the greatest dose deficits due to interference were less than 10 %, re-

ducing the CTV V100 by less than 1 %, suggesting that interference errors are not sufficiently

large to impact the tumor control probability.

While these results suggest that delivery errors due to interference in step-and-shoot

IMRT are not clinically significant, they also demonstrate the importance of considering

the irregularity of respiratory motion in investigations of the interplay effect. As can be

seen in Figs. 6.6 to 6.11, if respiratory motion is modeled as a one-dimensional sinusoid

with a motion period of 3 s to 5 s, then interplay errors are minimal. However, greater

errors occurred for longer motion periods due to interference with characteristic intrafield

and interfield delivery timescales. These longer motion periods are representative of lower-

frequency components of respiratory motion, including changes in motion amplitude and

drifts in the baseline position. Therefore, failure to realistically model respiratory motion

results in an underestimation of interplay errors. The impact of irregularity in respiratory

motion on interplay errors is further investigated in the next section.
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6.2.2 Effect of motion irregularity on interplay errors

The effect of respiratory motion irregularity on treatment delivery errors due to interplay

was investigated using three-dimensional motion waveforms defined by Eq. 6.1. Three-

dimensional motion waveforms were developed in which the standard deviation of either

the motion period, motion amplitude, or baseline offset was incrementally varied, while

the other two motion parameters were invariant. In this way, the impact of increased

variability in each motion parameter on interplay errors was isolated. The mean motion

parameters for the three-dimensional waveforms from Table 6.1 were used. For the IMRT

treatment plan, waveforms were generated with a motion period standard deviation of 0.2 s

to 1 s, motion amplitude standard deviation of 5 % to 25 % of the mean amplitude along

each axis, and baseline offset standard deviation of 5 % (1 % for the superior-inferior axis)

to 30 % (6 % for the superior-inferior axis) of the motion amplitude along each axis. For

the variation in the motion amplitude and baseline offset, consistency with published data

[Seppenwoolde et al., 2002] of the ratio of the percentage standard deviation of motion along

each axis was maintained to avoid overemphasizing motion variation along any one axis.

Thus, the percentage standard deviation in the baseline offset along the superior-inferior

axis differed from that along the other two motion axes. With a standard deviation in

motion amplitude of 25 % for the IMRT plan, approximately 5 % of the randomly sampled

amplitude variations resulted in excursion of the CTV outside of the PTV. For the SBRT

treatment plan, waveforms were generated with a motion period standard deviation of 0.2 s

to 0.8 s, motion amplitude standard deviation of 5 % to 30 % of the mean amplitude along

each axis, and baseline offset standard deviation of 5 % to 25 % of the motion amplitude

along each axis. Motion along the anterior-posterior axis led that along the lateral and

superior-inferior axes by π
4 [Seppenwoolde et al., 2002].

The methodology from Sec. 6.2.1 was used to simulate interplay errors for each of the

generated waveforms. For each set of motion parameters, twenty uniformly spaced initial
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phases of motion were simulated. Due to the variability in the motion parameters, the

twenty different waveforms for a given set of motion parameters were not identical. Differ-

ences in the D98 of the CTV between the interplay and blurring distributions normalized to

the prescription dose are shown in Figs. 6.12 and 6.13 for the IMRT and SBRT treatment

plans, respectively. There are no apparent trends in the magnitude of interplay errors with

increased variability in the motion period, motion amplitude, or baseline offset. Interplay

errors were greater for the IMRT treatment plan; however, all errors were less than 1 %.

These results demonstrate that the low-frequency motion components created by irregular

respiratory motion do not have sufficient power to produce substantial interplay errors.

6.2.3 Cumulative interplay errors over a fractionated treatment course

The report of AAPM Task Group 76 justified the exclusion of frequency-dependent motion

management criteria for the mitigation of interplay errors based on the observation that

interplay errors reduce to inconsequential levels over the course of a fractionated treatment

[Keall et al., 2006]. However, the studies referenced in this Task Group report assumed

invariant, one-dimensional respiratory motion and a treatment consisting of thirty fractions.

For hypofractionated treatments or realistic, irregular respiratory motion, the reduction in

interplay errors over a fractionated treatment course may not be as substantial. In this

thesis work, fractionated deliveries of each treatment plan were simulated to investigate the

cumulative interplay errors over a full treatment course with variable, three-dimensional

target motion.

Three-dimensional motion waveforms were prepared using the parameters in Table 6.1.

Motion along the anterior-posterior axis led that along the lateral and superior-inferior axes

by π
4 [Seppenwoolde et al., 2002]. For each treatment plan, 500 motion waveforms were

generated in uniform increments of the initial phase. Interplay errors were simulated for

each motion waveform following the methodology from Sec. 6.2.1, providing a set of 500
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(a)

(b)

(c)

Figure 6.12: Simulated interference errors in the delivery of the IMRT treatment plan
with incrementally varied (a) motion period, (b) motion amplitude, and (c) baseline offset.
Results for variable motion amplitude and baseline offset are shown as a function of per-
cent standard deviation relative to the mean motion amplitude along the superior-inferior
axis. For each combination of motion parameters, twenty uniformly spaced initial phases
of motion were simulated. Errors are shown as the difference in the D98 of the film stack
dosimeter phantom volume between the interplay and blurring distributions normalized to
the prescription dose.
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(a)

(b)

(c)

Figure 6.13: Simulated interference errors in the delivery of the SBRT treatment plan
with incrementally varied (a) motion period, (b) motion amplitude, and (c) baseline offset.
Results for variable motion amplitude and baseline offset are shown as a function of per-
cent standard deviation relative to the mean motion amplitude along the superior-inferior
axis. For each combination of motion parameters, twenty uniformly spaced initial phases
of motion were simulated. Errors are shown as the difference in the D98 of the film stack
dosimeter phantom volume between the interplay and blurring distributions normalized to
the prescription dose.
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fraction deliveries for each treatment plan. For each fraction delivery, interplay and blurring

distributions were generated.

To simulate a fractionated treatment course, fraction deliveries were randomly sampled

from a uniform distribution and summed. Treatment courses were simulated using both the

interplay and blurring distributions for the sampled deliveries. For each treatment plan, the

simulation of 500 separate treatment courses was completed. Histograms of the differences

in the CTV D98 between the interplay and blurring distributions for each treatment course

normalized to the prescription dose are shown in Fig. 6.14. For both treatment plans,

the histograms of dose differences are centered at 0 %. For the SBRT treatment plan, the

cumulative interplay errors over a fractionated treatment delivery are within ± 1 %. For the

IMRT treatment plan, however, differences between the interplay and blurring distributions

of up to ± 8 % are seen over a fractionated treatment course. Differences in the CTV

V100 between the interplay and blurring distributions for each treatment course were also

determined. Despite the differences in the CTV D98 shown in Fig. 6.14, there were no

reductions in the volume of the CTV receiving the prescription dose in any of the simulated

treatment courses for either treatment plan. Therefore, even with irregular target motion

and hypofractionation, interplay errors are reduced to a negligible level over the entirety of

a fractionated treatment course.

6.3 Conclusions

Interplay errors were quantified for step-and-shoot IMRT and SBRT treatment plans using

the Monte Carlo model developed in Ch. 5. Step-and-shoot IMRT and SBRT treatment

plans were prepared for clinical CT datasets of lung cancer patients. The use of the Monte

Carlo model for the simulation of IMRT procedures and for the simulation of interplay

errors was verified by comparing film stack dosimeter measurements of the delivery of each

treatment plan with simulations of the treatment delivery.
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(a) (b)

Figure 6.14: Histograms of differences in the CTV D98 between 500 fractionated treatment
courses simulated using interplay and blurring distributions of the (a) IMRT and (b) SBRT
treatment plans. Differences in the D98 were normalized to the prescription dose.

The delivery of each treatment plan was simulated for target motion periods of 1 s to

180 s to identify characteristic modulation frequencies of the treatment delivery and to

quantify the delivery errors due to interference between the target motion and the intensity

modulation. Interference errors were determined to be greatest for target motion periods

corresponding to the timescales of intrafield and interfield modulation. While reductions

of nearly 6 % in the CTV D98 were seen due to interplay in treatments with target motion

amplitudes of 10 mm or 15 mm, the CTV V100 changed less than 1 % with target motion

amplitudes of 5 mm. Likewise, increases in the standard deviations of the motion period,

motion amplitude, and baseline offset did not result in CTV D98 changes greater than

1 %. Over a fractionated treatment course, there was no change in the volume of the CTV

receiving the prescription dose due to interplay errors.
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Chapter 7

Conclusions and future work

7.1 Conclusions

7.1.1 Film stack dosimeter

In this thesis work, a film stack dosimeter was developed using Gafchromic® EBT2 film.

The dosimeter was comprised of 22 films with a diameter of 3.84 cm, with 1 mm-thick

Virtual Water� spacers interleaved for a total stack height of 2.72 cm. Within the film

stack dosimeter phantom housing, the films were aligned with sub-millimeter precision.

The energy dependence, orientation dependence, and water equivalence of the film stack

dosimeter were independently characterized. Based on the differences in the simulated

energy spectra of the photon fluence through EBT2 film in the calibration and film stack

dosimeter geometries, the energy dependence of the film stack dosimeter is less than 1.5 %.

Additionally, the energy response differed by less than 0.1 % between films within the film

stack dosimeter. For air gaps of 50 µm or greater between films, the response of the film

stack dosimeter is approximately 3 % lower when the beam axis is parallel to the film planes,

relative to the response for orthogonal incidence. For the smaller air gaps observed in the

film stack dosimeter, the response of the dosimeter varies less than ± 1.25 % as a function
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of the angle of incidence. Measurements with the film stack dosimeter of the PDD profile

within a cylindrical Virtual Water� phantom agreed with simulated PDD profiles within a

cylindrical water phantom within a root-mean-square difference of 1.5 %.

Film stack dosimeter measurements were verified by comparison with TLD-100 mi-

crocube measurements. Measurements with the two dosimeters agreed within 5 % inside

the field and within 0.5 mm in the field penumbra. Film stack dosimeter and TLD mea-

surements had overall uncertainties of 6.0 % (k = 2) and 5.8 % (k = 2), respectively.

Finally, the film stack dosimeter was used to measure the dose distribution delivered by

a seven-field, step-and-shoot IMRT treatment plan. Using dose-difference and DTA criteria

of 3 % and 3 mm, respectively, the dose distributions measured with the film stack dosimeter

had 99 % agreement with the calculated dose distribution.

The radiochromic film stack dosimeter was shown to be nearly water equivalent with

minimal orientation dependence and energy dependence. Additionally, the film stack dosime-

ter has limited measurement uncertainty, providing a useful tool for 3D megavoltage photon

beam dosimetry.

7.1.2 Monte Carlo linear accelerator model

A Monte Carlo model of the Clinac® 21EX linear accelerator was developed using EGSnrc.

The physical components were modeled according to manufacturer specifications. The

mean energy and the radial intensity distribution of the electron beam incident on the

bremsstrahlung target were adjusted to achieve agreement between simulated and mea-

sured dose distributions within a water volume. An optimal beam energy of 6.05 MeV was

determined by comparison of PDD profiles, while an optimal radial intensity distribution of

1.5 mm FWHM was determined by comparison of penumbra of inline and crossline profiles.

These beam parameters are consistent with published models of similar linear accelerators

[Sheikh-Bagheri and Rogers, 2002a; Ding, 2002; Keall et al., 2003]. Simulated PDD, inline,
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and crossline profiles with these beam parameters agreed with measured profiles for a range

of field sizes within 2 % and 1 mm.

With the completed optimization of electron beam parameters, the model of the Mil-

lennium 120 MLC was verified. The simulated leakage through a field fully blocked by the

MLC was compared with leakage measurements to verify the density of the MLC. Through

the comparison of the simulated and measured output of sweeping MLC fields with different

MLC openings, it was determined that there is an offset of approximately 0.08 mm between

the planned and actual MLC positions in the MLC midplane. This offset had the greatest

impact on fields with smaller MLC openings, which could impact the accuracy of IMRT

simulations. Agreement between measured and simulated inline and crossline profiles of

fields defined by the MLC was within 2 % and 1 mm.

7.1.3 Interplay errors in step-and-shoot IMRT

Two seven-field, step-and-shoot IMRT treatment plans, one conventionally fractionated

and one hypofractionated, were prepared using CT datasets of lung cancer patients for

the investigation of interplay errors. The delivery of these treatment plans was measured

using the film stack dosimeter within the cylindrical phantom housing and compared with

simulations of the treatment deliveries to verify the simulation of IMRT procedures with

the Monte Carlo accelerator model. It was demonstrated that the treatment couch does

not significantly impact the dose at depth within the phantom. Furthermore, the observed

offset between planned and actual MLC positions did not significantly affect simulations of

the conventionally fractionated treatment plan. However, differences in simulations of the

hypofractionated plan with and without an offset of -0.08 mm applied to the MLC positions

exceeded the simulation uncertainty (k = 1). The hypofractionated treatment plan had

more MLC segments with smaller apertures, so it is reasonable that the MLC offset would

have a greater impact for this treatment plan. Using gamma criteria of 3 % and 3 mm,
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measurements and simulations of both treatment plans had greater than 99 % agreement,

verifying the simulation of IMRT procedures with the Monte Carlo linear accelerator model.

To verify the Monte Carlo modeling of the LUNGMAN� phantom in which measure-

ments of interplay errors were completed, the delivery of each treatment plan was measured

using the film stack dosimeter positioned within the LUNGMAN� phantom and compared

with simulations of the treatment deliveries. The measured and simulated distributions

had 98 % to 99 % agreement, verifying the modeling of the experimental geometry for the

investigation of interplay errors. Finally, to verify the methodology for the simulation of

interplay errors, the delivery of each treatment plan was measured with the film stack

dosimeter moving according to one-dimensional and three-dimensional respiratory motion

waveforms. These measurements had 97 % to 99 % agreement with corresponding simula-

tions, thereby verifying the interplay simulation methodology. The comparison of measured

and simulated distributions was able to detect phase differences between the measured and

simulated motion waveforms of 3π
20 and π

10 for the conventionally fractionated and hypofrac-

tionated treatment plans, respectively.

Following the verification of the interplay simulation methodology, interplay errors were

investigated for the two treatment plans. The delivery of each treatment plan was simulated

for one-dimensional target motion with periods ranging from 1 s to 180 s to identify char-

acteristic modulation timescales and quantify delivery errors due to interference between

target motion and intensity modulation. For target motion amplitudes of 10 mm to 15 mm,

interplay errors reduced the CTV D98 by up to 5 % to 6 %. For both treatment plans, the

greatest interference was with the intrafield and interfield modulations, corresponding to

longer motion periods characteristic of drifts in the motion waveform. Interference over

the timescale of typical respiratory motion periods was negligible. Using an elevated dose

rate representative of a flattening-filter-free treatment, interplay errors for the hypofrac-

tionated plan increased and shifted toward shorter motion periods. Despite the greater
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interplay errors seen for larger motion amplitudes, the volume of the CTV receiving the

prescription dose did not change more than 1 % for motion amplitudes of 5 mm. Therefore,

the amplitude-based motion-management criteria recommended by AAPM Task Group 76

appear to be sufficient for the management of interplay errors in step-and-shoot IMRT.

The greatest interplay errors were observed for longer target motion periods, which are

representative of drifts in the target position due to irregularities in the target motion. To

investigate the impact of motion irregularity on interplay errors, simulations were also com-

pleted for three-dimensional target motion with incremented variations in the motion period,

amplitude, and baseline offset. Even for motion variations much greater than measured for

lung cancer patients [Seppenwoolde et al., 2002], no changes in the CTV D98 greater than

1 % were observed. These results suggest that the low-frequency drifts in target position

created by irregular target motion have insufficient power to produce substantial interplay

errors.

AAPM Task Group 76 disregarded interplay errors in its recommendations for the use

of respiratory motion management based on the observation that these errors become neg-

ligible over thirty fractions [Keall et al., 2006]. However, the referenced studies modeled

respiratory motion as an invariant, one-dimensional sinusoid [Bortfeld et al., 2002; Jiang

et al., 2003]. In this work, the cumulative interplay errors over a fractionated treatment

course were simulated for irregular, three-dimensional respiratory motion. Even with mo-

tion amplitudes representative of unmanaged respiratory motion and a treatment course of

just four fractions, there was no change in the CTV V100 due to interplay over a complete

treatment course. Therefore, no additional recommendations beyond those made by AAPM

Task Group 76 [Keall et al., 2006] are necessary for the management of interplay errors in

step-and-shoot IMRT of the lung.
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7.2 Recommendations for future work

7.2.1 Characterization of multichannel film analysis methods

For films analyzed using a flatbed scanner operated in red-green-blue mode, analysis meth-

ods have been proposed utilizing the signal from all three color channels to correct for the

nonuniformity of the film response and for certain scanner artifacts [Micke et al., 2011].

However, as demonstrated in Sec. 3.1.4.1, the signal in the blue-color channel of a single

film scanned repeatedly follows a continuously increasing trend. Depending on the cause of

this trending response, the signal in the blue-color channel of several films scanned a single

time in succession could also be impacted. Consequently, any measurement requiring the

scanning of multiple films, including the calibration of the film response, would incur added

uncertainty.

The dependence of the trending response on both the scanner and the film should be

separately investigated. Other types of film can be tested to determine if this observation is

unique to EBT2 film, or if this behavior is characteristic of the scanner. In this thesis work, it

was hypothesized that the trend in the blue-channel signal is temperature-dependent based

on the observation that the temperature of the scanbed increased with repeated scans. To

test this hypothesis, a film should be heated to multiple known temperatures independently

of the scanner and scanned. In a separate test, the scanbed could be independently heated

to known temperatures by repeated scanning of a blank surface. At each temperature, a

piece of film could be scanned once, without allowing for the film temperature to equilibrate

with that of the scanbed. The added uncertainty due to the blue-channel trend could be

estimated by repeatedly scanning a set of films one-at-a-time in a randomized order. Such

an experiment would quantify the repeatability of the measured transmission through a film

when scanned with several other films, such as for the generation of a calibration curve.
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Following an investigation of the blue-channel trend, a comprehensive uncertainty analy-

sis of the multichannel film analysis method should be completed. This uncertainty analysis

could follow the methodology of Devic et al. [2005]. For comparison, an uncertainty anal-

ysis of the same films should be completed using the net OD analysis method employed in

this thesis work. In particular, differences in the film uniformity between the two analysis

methods are of interest. To test the uniformity of the film response, small regions should

be analyzed over many calibration films exposed to the same dose.

7.2.2 Improvements to the film stack dosimeter

Multiple changes can be made to the film stack dosimeter to improve measurement versatil-

ity and uncertainty. In this thesis work, the film stack dosimeter was designed to represent a

lung tumor volume. Consequently, a relatively small film stack dosimeter was developed. A

larger detector volume would increase the potential applications of the film stack dosimeter.

For any change in detector size, the energy dependence, orientation dependence, and water

equivalence should be recharacterized. EBT2 film was chosen in this thesis work due to

the observation of substantial edge artifacts when cutting EBT3 film. However, the use of

laser cutting may reduce edge artifacts relative to mechanical cutting, which would make an

EBT3 film stack dosimeter feasible. The response of EBT3 film has been shown to be much

less dependent on the energy of the incident radiation than that of EBT2 film [Brown et al.,

2012]. Moreover, a recent study has investigated different formulations for the active layer

of EBT3 to minimize the energy dependence of the film response below photon energies of

100 keV [Bekerat et al., 2014]. Therefore, the use of EBT3 film could reduce the energy

dependence, and consequently the measurement uncertainty, of the film stack dosimeter.
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7.2.3 Dependence of interplay errors on treatment plan complexity

In this thesis work, it was determined that interference over the timescale of typical res-

piratory motion periods (i.e., 3 s to 5 s) is negligible. This range of times corresponds to

the characteristic timescale for the delivery of MLC segments. Consequently, these results

suggest that interplay errors are minimally dependent on the complexity of the MLC ar-

rangements for each field. However, Court et al. [2010b] demonstrated that SW-IMRT and

VMAT plans with intentionally increased complexity (i.e., smaller MLC apertures and more

MLC segments per field) were subject to greater interplay errors than their less complex

counterparts. If interplay errors are indeed dependent on plan complexity, then the limita-

tion of plan complexity would be a straightforward method for the mitigation of interplay

errors. To determine the dependence of interplay errors on plan complexity, a metric is

needed to quantify the complexity of a treatment plan. Multiple metrics have been pro-

posed for the quantification of plan complexity [Webb, 2003; McNiven et al., 2010]. The

metric should consider the complexity of MLC segments, including number of segments per

field, aperture size, and leaf separation, as well as the number of beams in the treatment

plan and the MU per beam, given that the greatest interplay errors were attributed to

interference with the intrafield and interfield modulation. With a means to quantify the

complexity of treatment plans, the methodology from Sec. 6.2.1 could be used to quantify

interference errors for several treatments plans of differing complexity. With the results of

such an investigation, the correlation between plan complexity and interplay errors could

be determined.

7.2.4 Interplay errors in sliding-window IMRT and VMAT

As asserted by Kissick and Mackie [2009], characteristic modulation frequencies differ be-

tween treatment modalities, requiring separate characterization of interference errors for

each. This thesis work investigated step-and-shoot IMRT treatments, but additional in-
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vestigations are required for sliding-window IMRT and VMAT. While interplay errors have

been investigated in a limited capacity for these treatment techniques [Court et al., 2008,

2010a; Stambaugh et al., 2013], a more comprehensive investigation such as that completed

in this thesis work is required to identify characteristic modulation frequencies and to quan-

tify the resulting interference errors. A methodology similar to that from Sec. 6.2.1 could

be used for such an investigation. However, due to the continuous fluence modulation of the

sliding-window IMRT and VMAT techniques, the generation of phase-space files for each

MLC arrangement is not feasible. Instead of using phase-space sources, a separate BEAM-

nrc simulation could be run for each simulation of a given target position. For the range

of times that the target occupies a given position, the range of MLC positions could be

determined. These position limits would then be used for a BEAMnrc simulation with dy-

namic MLC positioning. The primary limitation to running a separate BEAMnrc simulation

for each target position is the increased time requirement. However, efficiency-enhancing

techniques have been demonstrated for BEAMnrc simulations in which the simulation of

bremsstrahlung generation is comparable in efficiency to the use of phase-space sources

[Kawrakow and Walters, 2006].

7.3 Closing remarks

Delivery errors due to interplay in step-and-shoot IMRT are primarily the result of interfer-

ence between the target motion and the intrafield and interfield modulation of the treatment

delivery. While these errors are dependent on the frequency of the target motion, they are

sufficiently mitigated with the use of the amplitude-based respiratory-motion-management

criteria recommended by AAPM Task Group 76 [Keall et al., 2006]. Investigation of the

correlation between treatment plan complexity and interplay errors would provide justifica-

tion for broader generalization of the results of this thesis work. Additional investigations

are required to quantify interference errors in sliding-window IMRT and VMAT treatments
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and to determine if frequency-based motion-management criteria are necessary for these

treatments.
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