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i

Tell all the truth but tell it slant —
Success in Circuit lies
Too bright for our infirm Delight
The Truth’s superb surprise
As Lightning to the Children eased
With explanation kind
The Truth must dazzle gradually
Or every man be blind —

— Emily Dickinson
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Abstract

A system’s ability to create new electric fields from intense, applied electric fields offers unique
insight into the quantum mechanical structure and photoexcited dynamics of the system. This
dissertation describes the development, application, and modeling of new multidimensional spec-
troscopies along with more mature ones to investigate transition metal dichalcogenide and lead
halide perovskite semiconductors which show great promise for next-generation photovoltaics and
optoelectronics.

First, we show that multidimensional triple sum-frequency (TSF) spectroscopy is susceptible to
group and phase velocity mismatch artifacts when accomplished in a transmissive geometry with
thick substrates. Using TSF in a reflective geometry, we interrogate the electronic structure of a
MoS2 thin film and experimentally confirm predictions of band nesting contributions to MoS2’s
optical joint density of states. We then show that TSF, when preceded by a pump, can probe the
ultrafast dynamics of MoS2 and WS2 microstructures without suffering from sensitivity losses due
to low surface coverage like the more common transient-reflectance spectroscopy. This work is then
extended to the regime of an intense, non-resonant pump, and we demonstrate the existence of the
optical Stark effect in optical harmonic generation.

Next, we investigate questions relevant to material scientists. Transient-reflectance spectroscopy
is employed to monitor ultrafast charge dynamics in WS2-MoS2 core-shell lateral heterostructures.
After applying a Fresnel model to account for effects of the stratified substrate, we find no evidence
for ultrafast charge transfer. We then use transient-transmittance and -reflectance spectroscopies
to probe the hot carrier cooling and surface recombination dynamics of lead halide perovskites.
Finally, we develop multidimensional harmonic generation as a probe of crystal symmetry, which
is not susceptible to multiphoton photoluminescence artifacts.
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Chapter 1 Introduction and background

Semiconductors, light, and light-semiconductor interactions are at the heart of many of the last

century’s greatest technological achievements. Modern computers rely on cheap, tiny chips built

from semiconductors. Humans use these computers to communicate from city-to-city and from

country-to-country at fantastically high speeds by converting electrical signals into photons via a

semiconductor device. These photons then travel down vast lengths of glass fibers, and are finally

turned back into electrical signals by semiconductor devices at the end of the fiber. These electrical

signals are then eventually converted by a computer into stimuli which are sensed by a human. In

short, semiconductors, light, and light-semiconductor interactions allow humans to video chat with

their families even when separated by thousands of kilometers.

Many of the advances humans have made with semiconductors are due to advances made in their

synthesis, purification, and characterization. The same is true of our recent advances with light: the

laser has allowed humans to synthesize and use light that is spatially and energetically cohesive. It

is in the spirit of understanding and characterizing semiconductors that I spent my time in graduate

school implementing, accessing, and modeling new semiconductor measurement techniques built on

recent advances in optical physics.

In this dissertation I detail advances made while exploring the interface between semiconductor

physics and laser physics over the last five years. My research focused on using semiconductors to

facilitate the interaction of multiple lasers and then using the observed strength of this interaction

to make inferences about the semiconductor. There are three common threads which run through

my work.
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1. Multiple very fast bursts of laser light which have high instantaneous intensity. The short-

temporal bursts of light allow me to reach high peak intensity while operating at low (inte-

grated) power so as to not destroy samples by localized heating.

2. Control of the color of these intense bursts of light using a device called an optical parametric

amplifier, OPA. This allows me to see how semiconductors respond to different colors of light.

3. Interrogation of semiconductors which are microns to millimeters wide but which are com-

posed of nanometer thick layers. These thin layers act as confinement channels for electrons

in the material.

The goal of this introductory chapter is to provide background information (and a small amount

of motivation) to the rest of the dissertation with a casual tone. Most of the chapters which follow

are self-contained, and attempt to convey my measurements and insights to experts in the fields I

inhabit. Thus, they skip over many of the interesting underlying ideas of my work. At the end of

this Introduction I will provide an overview of these chapters.
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1.1 Semiconducting materials

When a large number of atoms form a solid, their atomic orbitals clump together and form bands

from their original discrete energy levels. Figure 1.1 shows this clumping (hybridization) for the

case of a quantum dot. The distribution of electrons in these bands is defined by the Fermi-Dirac

distribution. Figure 1.2 shows this distribution for a few different types of band spacings ranging

from a metal to an insulator. If the lowest antibonding (conduction) band is close to but not

touching the highest bonding (valence) band, then the material is a semiconductor. The distance

between the top of the valence band and the bottom of the conduction band is called the bandgap,

Eg.

Figure 1.1: (a) Schematic representation of the quantum confinement effects: the bandgap (or
HOMO-LUMO gap) of the semiconductor nanocrystal increases with decreasing size, while dis-
crete energy levels arise at the band-edges. The energy separation between the band-edge levels
also increases with decreasing size. (b) Photograph of five colloidal dispersions of CdSe QDs with
different sizes, under excitation with a UV-lamp in the dark. The color of the photoluminescence
changes from red to blue as the QD diameter is reduced from 6 to 2 nm. This figure is reproduced
from ref.[1] and used under a CC-BY-4.0 license.

In the simplest case, absorption of light roughly follows the (joint) density of states of the material.
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Figure 1.2: Filling of the electronic states in various types of materials at equilibrium. Here,
height is energy while width is the density of available states for a certain energy in the material
listed. The shade follows the Fermi-Dirac distribution (black = all states filled, white = no state
filled). In metals and semimetals the Fermi level EF lies inside at least one band. In insulators
and semiconductors the Fermi level is inside a band gap; however, in semiconductors the bands are
near enough to the Fermi level to be thermally populated with electrons or holes. This figure is in
the public domain (CC0 license).

As shown in Figure 1.3 the generic density of states is different for bulk (3D) materials compared

to atomically fine sheets, wires and dots. By changing the dimensionality of a system, the density

of state can be fundamentally changed. The density of available states to excite an electron into

cuts-on at the bandgap, and for a bulk material goes as the square-root of the photon energy

in excess of the bandgap. Interrogating semiconductors with light would be quite boring if this

square-root absorption spectrum were the whole story. In comparison, the absorption spectrum of

a generic bulk semiconductor (Figure 1.4) is much richer than a square-root function.1

Figure 1.3: Schematic illustration of the energy level structure of a bulk semiconductor (a), and
semiconductor nanostructures (b–d) with reduced dimensionality. DOS represents the density of
electronic states. This figure is reproduced from ref.[1] and used under a CC-BY-4.0 license.

1In order to avoid confusion, note that Figure 1.4 and Figure 1.3 have their energy axes increasing in opposite
directions.
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Figure 1.4: Absorption spectrum of a prototypical semiconductor showing a wide variety of optical
processes. This figure is adapted from ref.[2].

Figure 1.4 shows the interband absorption in the visible region of the electromagnetic spectrum—the

interband absorption is the part of the spectrum which will follow a square-root curve. At slightly

lower energy than the interband absorption sharp excitonic peaks are present—we will talk about

excitons in depth later in this chapter. At lower energy than the exciton are free carrier transitions

which show a gradually increasing absorption as energy goes lower. These free carrier transitions

are from electrons in the slightly filled conduction band being moved higher up in the conduction

band by absorbing a photon. There are also distinct features due to phonons (particle-like lattice

vibrations). At photon energies much higher than the bandgap are core-electron transitions from

electrons which are tightly bound to their nuclei. Figure 1.4 highlights the many nuclear and

electronic degrees of freedom which light of different colors can interact with in a semiconductor.

The spectroscopy community is actively researching how the nuclear and electronic degrees of free-

dom interact with each other. Current questions include: if an interband transition is excited, how

does the excited semiconductor dissipate energy into phonon modes (i.e. heat up the semiconduc-

tor)? And, if a phonon mode is excited, how does that change the interband transition properties?

Ultimately these are questions about “mode-coupling” which we will cover later in this chapter.

So far in our discussion of semiconductors we have thought of them like a big molecule with large

clumps of electronic transitions. However, there is a crucial idea in semiconductor physics which
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is not present from the molecular picture. A molecule’s electron distribution around its nuclei is

generally described in spatial coordinates (e.g. orbitals). But in a material which is functionally of

infinite extent (compared to the size of a single atom), a differen picture is needed. If a material

has periodically arranged nuclei, the Coulombic potential felt by the electrons attracted to these

nuclei will also be periodic. Bloch’s theorem says that in this system a good basis for describing

the system’s electrons are with wavefunctions (called Bloch waves) that go as

ψnk(r) = unk(r) exp (ik · r), (1.1)

in which u has the same periodicity as the lattice, r is a spatial coordinate, k is the wavevector

(momentum) of a plane wave, and n is a band index. Bloch’s theorem says that each of these

wavefunctions is an eigenstate of the periodic system; the energy eigenvalues, En(k) are the energy

bands which are collectively referred to as the band structure. These facts imply that the correct

way to think about the possible electron distributions in a periodic system is indexed by the crystal

momentum. An additional important fact is that the complete behavior of all these Bloch waves is

completely described by momenta constrained within the primitive cell of the reciprocal lattice—the

first Brillouin zone.

For the purpose of this dissertation, the primary need to consider the momentum description

of electronic states in semiconductors is because of the restrictions it places on possible optical

transitions. The absorption or emission of a photon is restricted by conservation of momentum and

energy:

Ei + ~ω = Ef (1.2)

ki + q = kf , (1.3)

in which Ei and Ef are initial and final energy of an electron, ki and kf are the intial and final

electron momentum, and ~ω and q are the photon’s energy and momentum. Because a single

photon has very little momentum compared to the momentum of an electron, when a photon is

absorbed or emitted the electron’s momentum does not noticeably change. These conservation

requirements also imply that the photon energy must be greater than the material’s bandgap to
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induce an interband absorption.

If the top-most valence band and the bottom-most conduction band have extrema at the same k,

then the semiconductor is known as a direct band gap semiconductor. Conversely, if the these bands

do not have extrema at the same k, the semiconductor is known as an indirect band gap semicon-

ductor. These two cases are illustrated in Figure 1.5. Absorption of a photon at the bandedge

of an indirect gap semiconductor requires a secondary source of momentum—a lattice vibration

(phonon) often supplies this momentum. Because absorption in an indirect gap semiconductor is a

second-order process, the rate of photon absorption (related to the absorption coefficient) is much

smaller than a direct gap semiconductor.

Figure 1.5: Direct and indirect band gap semiconductors. This representation assumes parabolic
bands (effective-mass approximation).

Electrons excited into a band will eventually cool to the lowest point in the conduction band. A

direct gap semiconductor will have appreciable interband fluorescence from these cooled electrons

while an indirect gap semiconductor will not have appreciable fluorescence.
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1.2 Transition metal dichalcogenides

Many chapters in this dissertation have transition metal dichalcogenides (TMDCs) as their material

system of interest. TMDCs have the chemical formula of MX2 with M being a transition metal

and X being a chalcogen (see Figure 1.6a). I have primarily concentrated on MoS2 and WS2.

MoS2 is naturally occurring as the mineral molybdenite, has uses as a solid-state lubricant, and

macroscopically has properties similar to graphite.

When MoS2 and WS2 are in a hexagonal phase (cf. Figure 1.6b,d) they are semiconductors. In other

phases they have different properties, for instance when MoS2 is in its trigonal phase (Figure 1.6c,e),

it is a semimetal. Most of the TMDCs crystallize as layered compounds (cf. Figure 1.7a). Each

TMDC layer is composed of sub-layers in which a metal layer is sandwiched by chalcogen layers.

Within the plane, interatomic interactions are strong and covalent. However, between planes only

weak, van der Waals forces exist. The layers therefore easily slip across each other, which is

why molybdenite is a good lubricant. The layers can also be peeled away from each other using

techniques like sonication or mechanical exfoliation based on tape (i.e. the “Scotch tape method”

originally developed in the graphene community).

In 2010, the Heinz group discovered that MoS2, when it is thinned-down to a monolayer, switches

from an indirect bandgap semiconductor to a direct bandgap semiconductor.[6] The smoking-gun of

this change is that monolayers have much brighter fluorescence than MoS2 with two or more layers.

Figure 1.7b shows the evolution of the MoS2 bandstructure as the number of layers are decreased

to unity and evidence the indirect to direct bandgap switch. The discovery of an atomically

thin semiconductor sparked an intense research enterprise based on the idea/promise of ultra-thin,

electronics made by stacking different TMDCs, graphene, and other 2D materials.[7]

Monolayer MX2 has a hexagonal Brillouin zone (Figure 1.7c). The direct bandgap is at the K point.

Due to large spin-orbit coupling, the time-reversal symmetry of the 6 K points is broken and 2

sets of 3 K points result. These two sets of K points have spin-split valence and conduction bands

with the valence bands having a much larger degree of splitting than the conduction bands. The

large valence band spin orbit splitting yields multiple transitions spaced hundreds of meV apart at
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Figure 1.6: Overview of transition metal dichalcogenide structures. (a) About 40 different layered
TMD compounds exist. The transition metals and the three chalcogen elements that predominantly
crystallize in those layered structure are highlighted in the periodic table. Partial highlights for
Co, Rh, Ir and Ni indicate that only some of the dichalcogenides form layered structures (b,c) c-
Axis and [11-20] section view of single-layer TMD with trigonal prismatic (b) and octahedral (c)
coordination. Atom color code: purple, metal; yellow, chalcogen. The labels AbA and AbC
represent the stacking sequence where the upper- and lower-case letters represent chalcogen and
metal elements, respectively. (d,e) Dark-field scanning transmission electron microscopy image of
single-layer MoS2 showing the contrast variation of 1H (d) and 1T (e) phases. Blue and yellow
balls indicate Mo and S atoms, respectively. This figure is adapted from ref.[3] with the publisher’s
permission.
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Figure 1.7: Overview of TMDC bandstructure. (a) 3D representation of the layered structure of
MoS2. (b) energy dispersion (energy versus wavevector k) in bulk, quadrilayer (4L), bilayer (2L)
and monolayer (1L) MoS2 from left to right. The horizontal dashed line represents the energy of a
band maximum at the K point. The red and blue lines represent the conduction and valence band
edges, respectively. The lowest energy transition (indicated by the solid arrows) is direct (vertical)
only in the case of a single layer. Indirect transition in monolayer (dashed arrow in 1L plot) is
greater in energy than the direct band edge transition (solid arrow). (c) hexagonal Brillouin zone
of multilayer (solid lines) and the monolayer (dashed lines) TMDCs. (d) Representation of the
opposite spin–orbit splitting of the valence band at the K and K ′ (−K) points. The purple and
green parabolas represent spin-orbit-split band maxima/minima, each of which is associated with a
particular electron spin. The red and blue arrows show how each band has different selection rules
for circularly polarized light. (a) Is derived with publisher’s permission from ref. [4]. (b) is derived
with publisher’s permission from ref.[3]. (c) is derived from ref.[5] and used under a CC-BY-3.0
license (d) was created by Wikipedia user 3113Ian and is used under a CC-BY-SA-3.0 license from
https://en.wikipedia.org/wiki/File:K_valley_TMDC_monolayer.jpg

https://en.wikipedia.org/wiki/File:K_valley_TMDC_monolayer.jpg
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the K points—the lower energy of these transitions is called “A” while the higher energy is called

“B”. As Figure 1.7d diagrams, the different sets of K points have opposite electron spin selection

rules for the two valence bands. This fact has allowed researchers to selectively spin-polarize a

specific K valley using circularly polarized lasers. Given that the entirety of this dissertation

details experiments which used linearly polarized lasers, the specifics of the spin selection rules are

not important here.2

While many research groups acquire monolayer TMDCs from bulk crystals using mechanical exfoli-

ation, the work in this dissertation relies on bottom-up growth of TMDC structures. One strategy

involves evaporation of a transition metal onto a substrate followed by gaseous chalcogenation

which yields smooth, polycrystalline thin films. A different strategy involves chemical vapor depo-

sition, CVD, or chemical vapor transport, CVT.3 My collaborator Yuzhou Zhao developed a CVT

method to effectively synthesize many interesting microstructure morphologies of TMDCs (see Fig-

ure 1.8).[8] Yuzhou uses gaseous water as a transport agent according to the following chemical

equilibrium

WS2(s) + H2O(g)
1200◦C−−−−⇀↽−−−−
Tsub

WOx(OH)y(g) + H2S(g)(+H2(g)) (1.4)

in which a volatile WOx(OH)y(g) species is formed at high temperatures from WS2(s). The tung-

sten oxide/hyroxide gaseous complex is subjected to a temperature gradient and then deposits on

the substrate (held at cooler temperatures) as WS2(s). The temperature at which the WS2(s) is

deposited effectively controls the type of microstructure which is grown (Figure 1.8b). Yuzhou is

able to grow monolayers (Figure 1.8c,f), few layer stacks (Figure 1.8d,g), and screw dislocation

pyramids (Figure 1.8e,h). Yuzhou can also grow heterostructures of two different TMDCs using a

similar methodology.

2Linearly polarized light is an even mixture of left and right handed circularly polarized light.
3Interestingly, CVT is the process used in halogen lamps to replenish the tungsten filament after it self-ablates

onto the walls of the bulb; a halogen, like iodine, serves as the transport agent.
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Figure 1.8: Overview of TMDC CVT growth methods developed by Yuzhou Zhao of the Prof. Song
Jin group. (a) Schematic illustration of the experimental setup of WS2 growth by water-assisted
chemical vapor transport.(b) Schematic illustration of the representative spatial distribution of
different WS2 products on the 10 cm by 2 cm SiO2/Si substrate: spiral nanoplates (SD, yellow),
monolayer (ML, amber color), and few layers (FL, orange). The region enclosed by the black dashed
circle is the major growth region of WOx byproduct. The schematic structures (c-e) and the optical
microscopy images (f-h) of various WS2 products: (c, f) monolayer, (d, g) few-layer nanoplate, (e,
h) nanoplates with screw dislocations. This figure is adapted with publisher’s permission from
ref.[8].
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1.3 Excitons

So far we have discussed the ability of light to excite an electron from a full valence band to an empty

conduction band. Upon excitation, the electron leaves a positively charged “hole” from whence it

came in the valence band. This hole is Coulombically attracted to the excited electron. When

this Coulombic attraction is considered, it can be shown that bound states below the conduction

band exist. These uncharged, bound states are called excitons.4 When the effective radius (the

Bohr radius) of an exciton is larger than the lattice spacing of its host semiconductor, it is called

a Mott-Wannier exciton (Figure 1.9a); these excitons can move throughout the host material as a

single particle. Excitons lead to strong, sharp optical transitions at energies below the band gap

energy.

The Wannier equation, which is analogous to the Schrödinger equation of the hydrogen atom,

describes the exciton eigenvalue problem. The solutions to the Wannier equation yields a set of

bound excitons and a set of correlated (but not bound) electron-hole pairs. Some of these solutions

are shown in Figure 1.9b. Just like dimensionality is important for the DOS of a semiconductor

(Figure 1.3), it is also important for exciton transitions. The transition energies (referenced to the

bandgap) for creation of bound excitons that look like the hydrogen s states are

E3D
` = −E0

`2
with ` ∈ Z+ = {1, 2, 3, . . . } (1.5)

E2D
` = − E0

(`+ 1/2)2 with ` ∈ Z∗ = {0, 1, 2, . . . }, (1.6)

in which E0 = e4mr
2ε20~2 is the exciton Rydberg energy with reduced mass mr. These bound exci-

tons form an infinite collection which seamlessly meets with the continuum at the bandgap. The

difference in energy between the bandgap and the first exciton transition is the binding energy,

Eb, which is E0 in 3D and 4E0 in 2D. So 2D systems have their first exciton better separated

from the continuum by a factor of 4 more than 3D systems. An example of what an absorption

4As I write this, physicist Philip Anderson’s death is reported in Science.[9] Anderson was a champion of emergent
phenomena (of which excitons are an example).[10] Excitons are simply formed quasi-particles, but their behavior
can be far more complex and different than their constituent electrons and lattice holes. One such example is that
excitons, unlike their Fermionic constructors, are Bosons and can thus condense into a Bose-Einstein Condensate
which is categorically not possible for electrons.[11]
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Figure 1.9: Excitonic wavefunctions. (a) schematic of Mott-Wannier exciton in a periodic lat-
tice. (b) schematic of the radial wavefunction of an electron-hole pair after excitation in a di-
rect gap semiconductor. The Coulomb potential is shown as a black, dotted line. Observe how
the wavefunction are modified as they extend over the Coulomb potential well, this modifica-
tion leads to the “Sommerfeld factor” which modifies the absorption spectrum. (c) the cor-
responding absorption spectrum with contributions from the bound (blue) and unbound (red)
components. (a) is heavily adapted from ref.[12] with permission from the corresponding au-
thor and publisher. (b) and (c) were originally created by my colleague Dan Kohler—see
git.chem.wisc.edu/dkohler/background-semiconductor-optics for the source code.

git.chem.wisc.edu/dkohler/background-semiconductor-optics
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spectrum of an excitonic system would look like at cryogenic temperatures is shown in Figure 1.10.

Note how only the first few excitonic transitions are apparent before their lineshapes congest each

other. At room temperature, usually only the first transition is distinguishable. Also note that

the continuum absorption is no longer a step-function or square-root curve as diagramed in Fig-

ure 1.3—the Coulomb potential modifies the unbound transitions. This modification of the DOS

is called Sommerfeld enhancement.

Figure 1.10: Excitonic Rydberg series and continuum absorption in normalized coordinates for 2D
and 3D systems. The first excitonic transition is artificially suppressed. The Lorentzian broadening
function for the Rydberg series has Γ = E0/20.

Excitons in TMDCs like MoS2 and WS2 monolayers have extremely large binding energies (on the

order of 0.5 eV) so more than just the first transition may be observed. Unlike 3D excitons in a bulk

material, the Coulomb interaction binding the electron and hole together in monolayer TMDCs is

spatially inhomogeneous. The dielectric environment outside of the monolayer is far less polarizable

than the environment within the plane (see Figure 1.11a) which leads to the exciton series being

modified. This type of effect leads to the dielectric environment outside of the material having

significant influence on the excitons within the material.[13] The excitons in monolayer TMDCs

also have rich spatial structure. For instance, Figure 1.11c shows the electron distribution of the first
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exciton peak present in MoS2’s absorption spectrum. Conversely, an exciton peak present ∼ 0.7 eV

higher in the absorption spectrum has its electron distribution shown in Figure 1.11d—this exciton

has a much tighter spatial distribution in some directions.

Figure 1.11: Excitons in TMDCs. (a) Real-space representation of electrons and holes bound into
excitons for the three-dimensional bulk and a quasi-two-dimensional monolayer. The changes in
the dielectric environment are indicated schematically by different dielectric constants ε3D and
ε2D and by the vacuum permittivity ε0. (b) Impact of the dimensionality on the electronic and
excitonic properties, schematically represented by optical absorption. The transition from 3D to 2D
is expected to lead to an increase of both the band gap and the exciton binding energy (indicated
by the dashed red line). The excited excitonic states and Coulomb correction for the continuum
absorption have been omitted for clarity. (c, d) Exciton corresponding to the A and C features of
the absorption spectrum shown in real space and in k space (inset) and calculated using the GW -
Bethe-Salpeter equation. The real-space plot is the modulus squared of the exciton wave function
projected onto the plane with the hole (black circle) fixed near a Mo atom. Mo atoms are purple
squares, and sulfur atoms are green triangles. (a,b) are reproduced from ref.[12] while (c,d) are
adapted from ref.[14] both with permission from the publisher.
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1.4 Nonlinear spectroscopy

So far in this Introduction we have considered what the absorption spectrum of specific material

systems look like. We have seen that the absorption spectrum gives insights into the electronic

and vibrational structure of the system. An absorption measurement is an example of a linear

spectroscopy—a method which depends linearly on applied field strength. In this section, I will

introduce nonlinear spectroscopies. As the name implies, these methods depend on the the response

of the material system scaling nonlinearly with applied field strength.

When an electric field, E, passes through a material, it creates a polarization, P .5 This polarization,

if it is oscillating in time, can emit new electric fields. For linear optics, the polarization depends

linearly on electric field strength

P = ε0χ
(1)E, (1.7)

in which χ(1) is the linear susceptibility and ε0 is the permittivity of free space. If the polarization

instead depends nonlinearly on the electric field strength, we can express the polarization as a

power series in E

P = ε0

[
χ(1)E + χ(2)E2 + χ(3)E3 + · · ·

]
. (1.8)

χ(n) is known as the n-th order optical susceptibility. In general, χ(n) are tensors and χ(2n) 6= 0

only when the material system lacks inversion symmetry.

Much of this dissertation is concerned with the following processes: second harmonic generation,

SHG, third harmonic generation, THG, sum-frequency generation, SFG, and triple-sum-frequency,

TSF. These processes are diagrammed in Figure 1.12 which shows how multiple electric fields can

impinge on a material and cause a new electric field of a different, new frequency to radiate from

the material.

In order to understand how these processes arise from a mathematical perspective, we will consider

5P is the dipole moment per unit volume.
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Figure 1.12: Mixing processes. The ability of a material to efficiently mix electric fields of various
frequencies is a unique fingerprint of the material. Crucially, the output can be a different color
and direction than the inputs.

the case of SHG and SFG. Consider a plane-wave form for the incident electric field with two

frequency components {ω1, ω2} and wavevectors {k1,k2}

Ẽ(t) =
E

2
[exp [i(k1 · r− ω1t)] + exp [i(k2 · r− ω2t)]] + c.c. (1.9)

If only one of these frequency components were present, then Ẽ(t) would be a simple, monochro-

matic cosine wave. Substitution of Equation 1.9 into Equation 1.8 yields (keeping only terms up

to second order)

P

ε0
= + χ(1)Ẽ(t)

+ χ(2)E2 exp [i(((k1 + k2) · r− (ω1 + ω2) t)] + c.c.

+
χ(2)E2

2
{exp [i (k1 · r− 2ω1t)] + exp [i (k2 · r− 2ω2t)]}+ c.c.

+ χ(2)E2 exp [i ((k1 − k2) · r− (ω1 − ω2) t)] + c.c.

+ 2χ(2)E2,

(1.10)

where complex-conjugation is on a line-by-line basis. The first line of Equation 1.10 is the linear

interaction of the electric field, the second line corresponds to SFG, the third line to SHG of

each fundamental, the fourth line to DFG, and the fifth line to optical rectification, OR. All of

these processes happen simultaneously. Note that the different processes come out in different
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directions as identified by the wavevector contributions.6 These output directions are diagrammed

in Figure 1.13a.

Figure 1.13: Spatial output of mixing processes. (a) Three-wave mixing projected onto z-x plane.
(b,c) Many-order mixing in KTP. (b) Schematic of mixing process shown in (c). (c) Cell phone
camera image of many-wave mixing after the KTP crystal imaged onto a white-card (y-x plane).
Input lasers are set to 0.95 eV (1300 nm). (b,c) were annotated by Nataĺıa Spitha. The photograph
was acquired by Blaise Thompson and myself.

The same mathematical strategy as used to construct Equation 1.10 may be used to construct a

third order polarization with three input waves. The equation is cumbersome (so it is not shown

here), but seeing it in the lab is breathtaking. Figure 1.13c shows second, third, and higher order

processes all exiting a KTP crystal and imaged on a card. The input lasers form the saturated

vertices of the inner triangle. SFG (red) processes are at the midpoints of the triangle’s edges. TSF

(purple) is in the center of the triangle.

As is evidenced by absorption spectra having structure and not merely being flat, Equation 1.10

is hiding important details—the material’s electric field frequency dependent response is encoded

in χ. The frequency domain form of Equation 1.10 should actually have variants of χ(2) depending

on the process under consideration. The prefactors should be

• χ(2) (−(ω1 + ω2), ω1, ω2) for SFG,

• χ(2) (−2ω1, ω1) and χ(2) (−2ω2, ω2) for SHG,

• χ(2) (−(ω1 − ω2), ω1, ω2) and χ(2) (−(ω2 − ω1), ω1, ω2) for DFG,

6If the two input electric fields are propagating colinearly and incident normal to the mixing medium, then all of
the processes will be spatially overlapped with each other.
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• and finally χ(2) (0, ω1) and χ(2) (0, ω2) for OR.

These susceptibilities are written not only to emphasize their functional dependence on the input

frequencies, but also to notate which output process is being considered. This frequency depen-

dence is important because while nonlinear processes are useful for technological applications like

frequency conversion of a laser (e.g. green laser pointers generally use SHG to convert a near-IR

laser into 532 nm light), there is also rich quantum mechanical information encoded in the sus-

ceptibilities as a function of frequencies. Multiple electric field interactions are needed to form a

nonlinear polarization—these multiple interactions may be facilitated by multiple quantum me-

chanical states.

In general, the material’s electronic and vibrational structure may be assessed by observing how

large of a polarization is built-up in the material for a given set of excitation conditions. When

the frequency difference between states matches the driving laser frequency, the created material

polarization is large, thus relative state energies may be measured. The strength of the polarization

also depends on the transition moment between states which can give insight into the spatial overlap

of states. The Wright group has spent decades making spectroscopies which leverage these facts to

learn about molecular systems.

1.4.1 Triple sum-frequency spectroscopy

Much of this dissertation revolves around TSF and its degenerate analog, THG. At the time that

I started graduate school, all of the TSF work had been accomplished on solution-phase molecular

systems[15, 16, 17] or on carbon monoxide on a ruthenium surface.[18] Since I started graduate

school, more work has been published on TSF by the Wright group and the Bonn group at the

Max Planck Institute.[19, 20, 21, 22] All of these works are interested in using TSF to measure

mixed vibrational-electronic coupling. TSF has been touted as a “resonance-IR” analog in that

it has vibrational and electronic state sensitivity like resonance-Raman, but it uses IR transitions

and not Raman transitions.[17]

Figure 1.14 shows a cartoon calculation of how multidimensional TSF can be used as an analytical
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tool to see if a solution has only one or multiple species in it. If a system has coupled vibrational

and electronic states, then TSF can adjudicate among the species in a mixture by telling if some

vibrational modes are only coupled to some electronic transitions in one type of molecule while

other vibrational modes are coupled to other electronic states in a different molecule. In this way,

TSF is envisioned as a useful analytical tool.

Figure 1.14: Schematic of TSF’s ability to interrogate a complex mixture. (a) simulated absorption
spectrum of a mixture in which it is not known if there is one or two components. (b) two color
TSF WMEL: the first interaction creates a vibrational coherence and the next two interactions
create an electronic coherence which then radiates. (c) the TSF spectrum expected if there is only
one species in the solution—one vibrational state couples to three electronic states. (d) the TSF
spectrum expected if there are two species in the solution—one vibrational state couples to two
electronic states and another vibrational states couples to a single electronic state.

I originally hypothesized that TSF ought to be able to interrogate the electronic structure of semi-

conductors. Specifically, TSF can measure the energy difference of four different bands (integrated

across crystal momentum). This measurement would be analogous to measuring a multidimensional

joint density of states. The critical points in this multidimensional joint density of states would yield

large TSF intensities (Figure 1.15b,c). This use of TSF would be an all-optical method in compar-

ison to techniques like angle resolved photoemission spectroscopy (ARPES) and its excited-state

variant time-resolved-ARPES (TR-ARPES) which can measure momentum resolved bandstruc-

tures of materials, but require ultra-high vacuums, deep-UV or X-Ray sources, and hemispherical

electron detectors.[23] In order to access the bandstructure of materials like TMDCs using TSF, a

very large tuneable laser bandwidth is needed.
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Figure 1.15: Schematic of TSF’s ability to interrogate a semiconductor. (a) LDA bandstructure (no
SOC) of MoS2 showing the highest valence band and the lowest two conduction bands. The energy
difference between the valence and first conduction band (red) and between the two conduction
bands (green) are also shown. (b,c) Two color TSF spectrum calculated assuming that dipole
moments are not momentum dependent. Regions of high intensity correspond to joint critical
points in Ec2c1 and Ec1v.

1.4.2 Pump-probe spectroscopy

Photoexcited semiconductors form the basis for photovoltaics like solar cells and the sensors in

cameras. The processes and timescales that occur for a photo excitation in a semiconductor span

many orders of magnitude (see Figure 1.16). The fastest cameras available do not have sufficient

time resolution to watch processes like carrier thermalization and carrier-carrier scattering happen.

Instead, optical scientists have developed a set of techniques called pump-probe spectroscopy. These

techniques rely on ultra-short bursts of light to first pump (excite) the system and then probe the

system some time later. The temporal length of the pulses dictates the shortest timescale able to

be resolved by the pump-probe method. To this end, pulses shorter than 10 fs are now common in

ultrafast chemistry/physics labs.

Figure 1.17 shows the basics of a common variant of pump-probe spectroscopy: transient trans-

mittance (absorbance). A narrowband pump excites the sample. Then some time later (controlled

by a mechanical delay stage),7 a probe pulse with intensity I0(~ω) passes through the sample. The

7The pump and probe often originate at the same source. The mechanical delay stage causes the pump and probe
to traverse different amounts of space and therefore arrive at the sample at different times.
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Figure 1.16: (A) Timescales of various electron and lattice processes in laser-excited solids. Each
green bar represents an approximate range of characteristic times over a range of carrier densities
from 1017 to 1022 cm-3. The yellow highlighted region shows the common lengths of optical pulses
used to interrogate semiconductors (B) Electron and lattice excitation and relaxation processes in
a laser-excited direct gap semiconductor. CB is the conduction band and VB the valence band. (a)
Multiphoton absorption. (b) Free-carrier absorption. (c) Impact ionization. (d) Carrier redistribu-
tion before scattering. (e) Carrier–carrier scattering. (f) Carrier–phonon scattering. (g) Radiative
recombination. (h) Auger recombination. (i) Diffusion of excited carriers. This figure is adapted
from ref.[24] with the publisher’s permission. Note, ref.[24] adapted their figure from ref.[25].
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sample’s ability to absorb some of the broadband probe light is measured, I(~ω). The absorbance

is given by Beer’s law

A(~ω) = log

(
I0(~ω)

I(~ω)

)
. (1.11)

Next, the pump pulse is blocked by an optical chopper, and the probe absorption is again measured

with the change in absorbance being calculated by

∆A = Apumped −Aunpumped (1.12)

= log

(
Iunpumped

Ipumped

)
. (1.13)

By changing the pump-probe time delay, the pump color, the pump intensity, etc the dynamics

and energetics of a system may be quantified.

Figure 1.17: Schematic representation of a pump–probe experiment to measure photoinduced dy-
namics. In the transient absorption technique, an optical pump pulse excites the sample whereas
a temporally delayed probe pulse measures the pump-induced change in the sample’s absorbance.
The wavelength-dependent intensity of the probe spectra is measured with and without the pump
interaction. This figure is reproduced from ref.[26] and used under a CC-BY-NC-ND license.

When using pump-probe methods, we are interested in how a material’s electronic or nuclear states

are evolving as a function of time or other variables. However, we are not able to directly assess these

states. Instead, we measure their evolution indirectly by observing how a sample’s transmittance

or reflectance are changed by photoexcitation. Consider the first row of Figure 1.18 which shows

how an absorbance spectrum might change upon excitation of a material. Many pump-probe

measurements can only measure differences in a material’s spectrum—the second row of Figure 1.18.

Decreases, shifts, and broadening of an absorption feature are all due to underlying changes in a

material’s electronic structure. However, extreme caution must be taken in connecting the thing
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which may be observed (changes in a transmittance spectrum) with dynamical mechanisms of the

semiconductor: Pauli blocking, band gap renormalization, carrier-carrier scattering, etc.

Figure 1.18: Calculated examples of pump-induced spectrum changes. Top row shows pumped
and unpumped Gaussian spectra for decrease in oscillator strength, shift in entire spectrum, and
broadening of spectrum. Bottom row shows the difference between the pumped and unpumped
spectrum.

Some of the work in this dissertation uses transient-reflectance spectroscopy to watch carrier evo-

lution. Other parts of this dissertation focus on developing new pump-probe methods in which

the probe is not merely a photon being reflected or transmitted through the sample. Instead the

probe in these new methods is a SHG or TSF probe. The primary idea is that the strength of

TSF in measuring how multiple states are coupled together may be extended to measuring the

photo-excited dynamics of these couplings.
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1.5 OPAs and the laser table

Previously in this Introduction, I argued that methods like TSF can offer powerful insight into the

quantum mechanical structure of materials. The utility of these methods relies on being able to

scan the frequency of multiple lasers across transitions of interest. The experiments presented here-

in rely on two optical parametric amplifiers, OPAs, (TOPAS-C, Light Conversion). These OPAs

utilize multiple stages of parametric processes to generate and amplify new colors of light.[27, 28]

Specifically, the TOPAS-C accomplishes parametric down conversion (PDC) twice. This second-

order nonlinear process is accomplished in β Barium Borate (BBO), is the opposite of SFG, and

turns one photon into two lower energy photons. It follows the following frequency and momentum

conservation rules

~ωpump = ~ωsignal + ~ωidler (1.14)

kpump = ksignal + kidler (1.15)

in which by convention ωpump > ωsignal > ωidler.
8 The TOPAS-C is specified by the manufacturer

to be able to create signal frequencies from 0.77 eV to 1.08 eV and idler frequencies from 0.47 eV

to 0.77 eV with a pump frequency of 1.55 eV. This basic tuning range does not define the absolute

limits of the OPA, however. Signal, idler, and remaining pump photons can be mixed again in

subsequent difference-frequency and sum-frequency crystals to produce scannable light from the

mid-infrared to the ultra-violet. Figure 1.19 shows the ranges that are accessible using a TOPAS-C

with up to two mixing stages after the original Signal and Idler generation. This ultra-broadband

scannable range allows OPAs to be used in a diverse set of situations.

Figure 1.20 shows a block diagram of a TOPAS-C OPA. The OPA is pumped with an ultrafast 1.55

eV (800 nm) electric field from a Ti:sapphire amplifier. The pump is split into 3 parts. The first

part is focused into a sapphire crystal and forms a white-light supercontinuum. The white light is

stretched and chirped in time by passing through a thick ZnSe crystal. The near-IR component

of the white light serves as a seed for PDC in crystal 1. This seed is mixed with part 2 of the

8Ensuring that the equality posited in Equation 1.15 is true is called “phase-matching”.
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Figure 1.19: Tuning range of a Light Conversion TOPAS-C using many different nonlinear pro-
cesses.

split pump; the desired color from crystal 1 is selected for by time gating (choosing which part of

the chirped white light to amplify) and phase-matching (crystal angle). The near-IR output from

crystal 1 is then mixed with the third, and largest part, of the split pump in crystal 2. In short,

the color of the signal and idler output from the OPA may be tuned by changing crystal angles

and time delays.

pump
laser

white light
generation

crystal 1 crystal 2
signal

+
idler

delay 1

delay 2

Figure 1.20: Block diagram of OPA showing laser beampaths.

Figure 1.21 diagrams how the two outputs of the OPAs progress through the rest of the laser table.

Oftentimes additional filters and polarizers are placed between the mixer and delay stage to select

for the correct process out of the OPA (e.g. selecting idler vs. signal).
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pump laser

OPA1 mixer delay

OPA2 mixer delay

delay

monochromatordetector
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Figure 1.21: Schematic of laser table. Even though focusing optics are displayed as transmissive
lenses, they are actually fully reflective focusing optics.

1.6 Overview of remaining chapters

When I joined the Wright group, I set out to investigate coherence transfer charge migration

in TMDC vertical heterostructures (the Great White Whale of the Wright Group). I initially

hypothesized that TSF would allow me to observe coherence transfer. At this time, TSF had only

been accomplished in molecular systems. My goal was to extend TSF to semiconductors; so I set

up experiments to observe TSF in a few layer thick MoS2 thin film using two near-IR lasers.

1.6.1 Chapter 2 overview

Instead of observing distinct cross-peaks as I changed the colors of the two lasers and observed the

TSF output from the back of the sample, I observed drastic, fine fringes. Chapter 2 details our

analysis of these fringes. Notably, this work did not provide any information about semiconductors

because all of the TSF intensity that I observed was due to the half millimeter thick substrate

that supported my nanometer thick film. The fringes are a manifestation of a now well-established

phenomena: velocity-mismatch. TSF works by multiple (infra)red waves of light creating a distur-

bance (polarization) in the material which then emits a blue(r) wave of light. The efficiency of the

TSF process is determined by how much energy the red wave can impart into the blue wave. For

most materials (including my substrate) red light waves travel faster than blue light waves. For
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TSF, this means that the intense red wave cannot efficiently feed a contiguous blue wave. Instead,

as the red wave travels through the material it keeps starting new blue waves, which never are

fed long enough by the red wave to become large in amplitude. Eventually these blue waves all

exit the material and hit the detector, where they interfere with each other (as waves do). The

net constructive or destructive interference of these blue waves determines if I detect any TSF.

Importantly, the balance between construction and destruction is determined by the color of the

input lasers.

After some sophomore-level electromagnetism mathematics, an analytic model presented itself.

It became clear that using substrates thicker than a few microns would always lead to fringes,

which would obscure the semiconductor response I sought. Given that semiconductor samples

do not generally levitate, I proposed to use a backwards-propagating experimental geometry for

future measurements. In a backwards-propagating (reflective) geometry, the only part of the sam-

ple/substrate that contributes to the measured signal is that which is on the order of the wavelength

of light. This is advantageous for two reasons:

1. the sampled depth is not enough to cause velocity-mismatch fringes,

2. and the resonant signal from the thin semiconductor sample (low number density) is not

overpowered by the nonresonant background signal from the substrate (high number density).

1.6.2 Chapter 3 overview

When switching to a backwards propagating geometry, I realized that the driving laser could not

only reflect off of the front of the sample/substrate but also reflect off of the back of the substrate.

This backwards propagating fundamental would lead to substrate contributions again. Therefore, I

had a MoS2 polycrystalline thin film grown on a prism substrate. This curious substrate geometry

causes any TSF fed by the backwards propagating fundamental to exit the front face of the sample

at the same angle as the desired semiconductor TSF, but at a slightly different spatial location.

Serendipitously, the pathlength of this substrate TSF is long enough such that all of the mismatch

fringes are tightly packed together and a few tricks with monochromator settings makes the fringes

inconsequential to the measurement.
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When I finally achieved TSF off of MoS2, the 2D spectra had some broad peaks and a large

antidiagonal trough. Neither the peak positions nor the existence of the trough made sense to me.

After using the substrate TSF to correct for my instrument’s OPA frequency dependent response,

the broad peaks were no longer present, however the trough persisted. By using different OPA

tuning ranges I was also able to resolve the spin-orbit split A and B resonances which presented as

antidiagonal lines.

It became clear to us that our lasers were not able to couple more than two quantum states together.

Our complicated TSF spectroscopy was singly resonant and presumably accessing the same states

as absorption spectroscopy. So, we built a model to compare our TSF results to absorption and

second harmonic generation (SHG) measurements. Because absorption, SHG, and TSF all have

different scaling rules for transition moments and joint density of states, we were able to extract

them from our measurements. Our results conclusively show that the “C” feature seen in the

MoS2 absorption spectrum is not exclusively due to an excitonic transition, but instead is due to a

phenomena called band nesting.

1.6.3 Chapter 4 overview

Chapter 4 extends the work of Chapter 3 to the measurement of carrier dynamics by developing

pump-TSF-probe spectroscopy. By preceding the TSF pulse sequence with a pump, TSF is able to

probe an excited semiconductor. We demonstrate pump-TSF-probe on both MoS2 and WS2 thin

films and spiral nanostructures. We compare the pump-TSF-probe results to transient-reflectance

(TR) measurements on the same samples. Pump-TSF-probe and TR recover the same changes in

quantum states. However, we found that TR suffers in sensitivity when surface coverage is low, but

pump-TSF-probe does not. In short, pump-TSF-probe may be useful when working with samples

of diverse morphology and low surface coverage.

Chapters 3 and 4 show that TSF and pump-TSF-probe are viable methods in semiconductors.

However, I did not have the laser table tuning bandwidth needed to couple multiple bands together.

The PMT I used in my work does not have a blue-enough response explore the frequency ranges that

Figure 1.15 predicts we will need for TMDCs. I believe TSF has a bright future in semiconductor
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science. Demonstration of its utility will require a careful choice of semiconductor with multiple

bands accessible by near-IR lasers, or switching detection to a microchannel plate detector based

system.

1.6.4 Chapter 5 overview

While both accomplishing the work presented in Chapter 4 and working on side projects, it became

apparent to me that pump and probe scatter is a major issue when working with micro-structured

semiconductors. This pump scatter can saturate the dynamic range of a measurement (c.f. ref.[29])

or obscure important features in the data set (c.f. ref.[30]). A dual-chopping routine can remove

some pump scatter problems, but a dual chopping routine does not remove amplitude-level interfer-

ence and fails if the detector is saturated. I hypothesized that combining a multiphoton absorption

excitation with THG or SHG (optical harmonic generation, OHG) probing would solve the scatter

problem. All lasers would be in the near-IR—a color range that the PMT used for detecting the

OHG output is not able to observe.

An aspect of a two-photon-absorption pump which I had not considered involved the affects of the

high laser intensities needed to build up a population. These high intensities caused the excitonic

resonance to blueshift via the Optical Stark Effect. However, the normal blueshift of the Optical

Stark Effect could not explain many of our observations. Chapter 5 shows a new manifestation

of the Stark Effect, brought forth by photon exchange between the pump and probe fundamental

fields, can produce strong modulations of the OHG signal and is thus promising for applications.

We develop a model built on perturbation theory to explain our results. We also look at many

different WS2 morphologies to see if sample morphology influences the observed response. We

find that morphology influences the competition between the Optical Stark Effect and multiphoton

absorption processes.
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1.6.5 Chapter 6 overview

The previous chapters are primarily focused on developing new spectroscopies and using multilayer

TMDCs as a model system. In this chapter we use a water vapor assisted chemical vapor transport

synthesis to create monolayer WS2-MoS2 core-shell lateral heterostructures in a Si/SiO2 substrate.

Out-of-plane (vertical) heterostructures have been extensively characterized in the literature using

ultrafast spectroscopies, however their in-plane (lateral) counterparts have not had their ultrafast

dynamics and energetics characterized.

I set out to measure charge transfer dynamics across the 1D junction present in the lateral het-

erostructures. For a long time I was perplexed by the multidimensional transient-reflectance line-

shapes I measured; in some cases these lineshapes were flipped compared to the data I acquired

on MoS2 thin films. However, I was eventually able to reconcile the lineshapes after implementing

a Fresnel model which accounts for interference effects from the stratified substrate. Despite the

supposed Type-II band alignment, I found no evidence of ultrafast charge separation or coupling

between the MoS2 and WS2 structures.

1.6.6 Chapter 7 overview

Like the previous chapters, Chapter 7 shows nonlinear spectroscopy results on a layered material.

However, instead of TMDCs, Chapter 7 looks at Ruddlesden-Popper (RP) lead halide perovskites

quantum wells with various well thicknesses and spacer ligands. Scientists working with these mate-

rials often find that single-crystal X-Ray diffraction does not conclusively determine the symmetry

group of their newly synthesized material. SHG measurements, which can determine if the material

is centrosymmetric or not, are often paralyzed by a multiphoton photoluminescence background

from the material.

In Chapter 7 I present a simple, multidimensional variation of the normal SHG measurement.

By scanning and correlating both excitation and emission frequencies, we un-ambiguously assess

whether a material supports SHG by examining if an emission feature scales as twice the excitation

frequency. Measurements of a series of n = 2 and n = 3 RP perovskites reveal that, contrary to
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previous belief, n-butylammonium (BA) RP perovskites display no SHG, thus they are centrosym-

metric.
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Chapter 2 Group- and phase-velocity-mismatch fringes

in triple sum-frequency spectroscopy

This Chapter borrows extensively from Morrow, Kohler, and Wright [31]. The authors are:

1. Darien J. Morrow
2. Daniel D. Kohler
3. John C. Wright
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2.1 Abstract

The effects of group and phase velocity mismatch are well-known in optical harmonic generation,

but the non-degenerate cases remain unexplored. In this work we develop an analytic model which

predicts velocity mismatch effects in non-degenerate triple sum-frequency mixing, TSF. We verify

this model experimentally using two tunable, ultrafast, short-wave-IR lasers to demonstrate spectral

fringes in the TSF output from a 500 µm thick sapphire plate. We find the spectral dependence of

the TSF depends strongly on both the phase velocity and the group velocity differences between

the input and output fields. We define practical strategies for mitigating the impact of velocity

mismatches.
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2.2 Introduction

Triple sum-frequency, TSF, generation is a multicolor four-wave mixing process in which the gen-

erated electric field has an output frequency defined by the sum of all three driving fields. TSF is

the four-wave mixing extension of sum-frequency generation (SFG), a three-wave mixing, ladder-

climbing process, and the multicolor extension of third-harmonic generation (THG). In TSF, three

electric fields drive an oscillating nonlinear polarization which generates the measured TSF field as

defined by the medium’s susceptibility. This susceptibility is the sole source of analyte information.

In TSF, the driving lasers’ frequencies are scanned; when a driving field is resonant with a state, the

susceptibility becomes large and the TSF intensity dramatically increases. Wright and coworkers

are actively developing TSF as an analytical methodology which is sensitive to vibrational-electronic

state coupling.[15, 16, 17, 32]

It is well known that spectroscopies which are defined by the sum of their driving frequencies and ac-

complished in normally dispersive samples cannot be phase-matched. This means that the emitted

TSF field cannot maintain a cooperative phase relationship with the driven non-linear polarization

for long distances because they travel with different velocities.[33, 34] Velocity mismatches cause

the output to scale in a non-trivial way with sample length. Ultrafast pulses further complicate the

situation because the different fields travel with different group velocities and can temporally walk

away from each other.[35] For instance, in THG microscopy, group velocity effects lead to an un-

usual depth dependence that can be mistaken for surface selectivity.[35, 36] This non-trivial scaling

between the non-linear polarization and the emitted field drastically complicates measurement of

the susceptibility.

As a rule of thumb, velocity-matching effects are mitigated by minimizing the excitation region’s

length, L, but the thinness required to satisfy this rule of thumb (L < 10 µm for the experiment

explicated herein) can be structurally untenable. Structurally, thick windows or substrates are

desirable for TSF spectroscopy (e.g. a thin film deposited on a thick substrate or a liquid sample

sandwiched between two windows). In this work, we consider the response of a typical substrate

in an ultrafast, non-resonant TSF experiment to demonstrate phase and group velocity effects.
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We accomplish a 2-color TSF experiment with frequency ωTSF = ω1 + 2ω2 and spatial phase

~kTSF = ~k1 + 2~k2. We find that long samples and broadband excitation pulses lead to characteristic

modulations in the output spectra defined by velocity matching conditions. These modulations

depend on excitation color and will obscure the analyte response unless strategies are used to

mitigate the observed fringes. We define such strategies in the Discussion section. Our formalism

and findings easily extend to all wave-mixing processes whose output frequency is the sum of their

input frequencies.

2.3 Theory

In this section we solve the wave equation for TSF using pulsed excitation with finite bandwidth.

Our derivation is informed by Angerer et al. [37]’s frequency domain derivation of ultrafast SHG

and Boyd’s[38] derivation of continuous wave (CW) SHG intensity. Our derivation neglects the

transverse evolution of the wave equation; these effects are important in experiments that tightly

focus or have large beam crossing angles.[39]

The formation of the TSF electric field, E4(z, ω), through a dispersive medium is given by Maxwell’s

scalar wave equation (presented in the frequency domain and in the SI unit system)[38]:

[
∂2

∂z2
+ k2(ω)

]
E4 =

ω2

ε0c2
PNL, (2.1)

in which ε0 is the vacuum dielectric constant, c is the vacuum speed of light, PNL is a non-linear

polarization driven by the excitation fields, and k(ω) is the frequency-dependent spatial wavevector.

For both the excitation pulses and the TSF output field, the spatial wavevector is described by a

first-order Taylor expansion about the field’s central frequency, ω0:

k(ω) ≈ k(ω0) +
∂k

∂ω

∣∣∣∣
ω0

(ω − ω0)

= v−1
p ω0 + v−1

g (ω − ω0),

(2.2)

where vp and vg are the phase and group velocity at ω0, respectively. The phase velocity is related
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to the refractive index, n, by vp = c/n, and the group velocity is related to the phase velocity and

refractive index by vg = vp
(
1 + ω

n
∂n
∂ω

)
. Truncating the Taylor series after the first-order neglects

effects like group velocity dispersion. We also neglect effects like self-phase modulation. These

effects are small because we work with sufficiently short samples and weak driving fields.1

Our electric fields have Gaussian envelopes:

Ej(z, ω;ωj) = Aj(z) exp [ikj(ω)z] exp

[
−(ω − ωj)2

2σ2
j

]
, (2.3)

where ωj is the spectral center, σj is the spectral bandwidth, kj(ω) is k(ω) expanded such that

ω0 = ωj , and Aj(z) is the amplitude through the sample. As we shall show, an analytic solution

to the wave equation results when we assume this form for both the driving excitation fields (E1,

E2, and E3) as well as the generated TSF field (E4). Using this definition for our TSF field,

and invoking the slowly varying envelope approximation
(∣∣∣∂

2A4(z)
∂z2

∣∣∣�
∣∣∣2ik4(ω)∂A4(z)

∂z

∣∣∣
)

in order to

disregard the second order derivative, Equation 2.1 becomes

∂A4(z)

∂z
exp [ik4(ω)z] exp

[
−(ω − ω4)2

2σ2
4

]
=

ω2

2ik4(ω)ε0c2
PNL(z, ω). (2.4)

We now consider the form of the non-linear polarization. In the convention of Maker and Terhune

[42], PNL is given by

PNL(z, ω4 = ω1 + ω2 + ω3) = ε0χ
(3) (ω4;ω1, ω2, ω3)E1(ω1)E2(ω2)E3(ω3) (2.5)

in which χ(3) is the third-order susceptibility (we suppress all tensors in this derivation). Equa-

tion 2.5 neglects the buildup of polarization that can occur with resonant, impulsive excitation.[43]

1We consider the effects of disregarding ∂2k
∂ω2

∣∣∣
ω0

in our Taylor expansion by comparing the accrued pulse duration

(chirp), δt ≈ ∂2k
∂2ω

∣∣∣
ω0

∆ω ·L, to the original pulse duration, ∆t ≈ 0.441·2
∆ω

. For our sample and experimental conditions

we find δt
∆t
≈ 0.1%. Additionally, we may consider the prominence of self-phase modulation for our experimental

conditions. Siegman [40] notes that the length scale, L, over which self-phase modulation is significant goes as
L = λ

2πIn2I
where I is the intensity at the beam waist and n2I is the nonlinear refractive index. Using our experimental

parameters and Major et al. [41]’s value of n2I = 3× 10−16 cm2/W for λ = 1300 nm, we find that L ≈ 0.3 cm, which
is an order of magnitude longer than our sample. Given both of these calculations, second-order effects are much
smaller than first-order effects given our pulse bandwidth and sample length. We think of the intensity of driving
fields at which our work is accomplished as being sufficient to see generated third-order response against black, but
not sufficient to observe third-order effects (self-phase modulation) in the driving fields.
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It is applicable for this work since transparent materials lack visible and near-IR resonances.

To account for our finite pulse bandwidth, the non-linear polarization is the weighted average of

all incident field components:

PNL(z, ω4) =ε0

+∞y

−∞
χ(3) (ωα + ωβ + ωγ ;ωα, ωβ, ωγ , )

× E1(z, ωα;ω1)E2(z, ωβ;ω2)E3(z, ωγ ;ω3)

× δ (ω4 − ωα − ωβ − ωγ) dωαdωβdωγ ,

(2.6)

in which δ is the Dirac delta distribution. Furthermore, since transparent materials have a pseudo-

flat spectral response, χ(3) is well-approximated as a constant and may be removed from the integral.

For this work, we assume all driving fields have the same bandwidth, σj = σ. Assuming χ(3) is con-

stant and approximating k(ω) with a first-order Taylor expansion, Equation 2.6 can be evaluated2

as:

PNL(z, ω) =P (z) exp

[
−(ω − ω1 − ω2 − ω3)2

6σ2

]

× exp
[
iz
(
v−1
p,1ω1 + v−1

p,2ω2 + v−1
p,3ω3

)]

× exp

[
iz

3

(
v−1
g,1 + v−1

g,2 + v−1
g,3

)
(ω − ω1 − ω2 − ω3)

]

× exp

[
σ2z2

3

(
v−1
g,1v

−1
g,2 + v−1

g,1v
−1
g,3 + v−1

g,2v
−1
g,3 − v−2

g,1 − v−2
g,2 − v−2

g,3

)]

(2.7)

in which we defined the spatial amplitude term

P (z) ≡ 2πε0σ
2

√
3

χ(3)A1(z)A2(z)A3(z). (2.8)

Inspection of Equation 2.7 shows that the spectral bandwidth of the polarization is
√

3 larger than

the driving fields and centered at the TSF frequency ω = ω1 + ω2 + ω3. The last multiplier in

Equation 2.7 depends on σ2z2 and the differences in group velocity among the driving pulses. By

the Cauchy-Schwarz inequality, the exponent is always negative so that the multiplier is bounded

2We use the well-known relation
∫∞
−∞ exp

[
−
(
ax2 + bx

)]
dx =

√
π
a

exp
[
b2

4a

]
to integrate Equation 2.7.
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to (0, 1]. This term captures how group velocity differences cause the pulsed excitation beams to

temporally walk off from each other. Such effects may become important in TSF using disparate

driving frequencies. For simplicity, we approximate this term as unity, which is valid when all

driving fields have sufficiently similar group velocities. Since we have assumed a non-resonant

medium with a shallow focus, there is no depletion of the excitation fields so we approximate the

amplitudes as constant: P (z) = P .

We now substitute Equation 2.7 into Equation 2.4. We assume the generated TSF field has the

same spectral properties as PNL (σ4 =
√

3σ and ω4 = ω1 +ω2 +ω3), and so Equation 2.4 simplifies

to:

∂A4(z)

∂z
= P

ω2

2ik4(ω)ε0c2
exp

[
iz
(
∆k + (ω − ω4) ∆v−1

g

)]
, (2.9)

where the phase velocity mismatch, ∆k, and the group velocity mismatch, ∆vg, are defined accord-

ing to:

∆k ≡ v−1
p,1ω1 + v−1

p,2ω2 + v−1
p,3ω3 − v−1

p,4ω4, (2.10)

∆v−1
g ≡

v−1
g,1 + v−1

g,2 + v−1
g,3

3
− v−1

g,4. (2.11)

Integration of Equation 2.9 (from z = 0 to L) yields

A4(L, ω) =
Pω2

2k4(ω)ε0c2

(
1− exp

[
iL
(
∆k + (ω − ω4) ∆v−1

g

)]

∆k + (ω − ω4) ∆v−1
g

)
, (2.12)

where L is the sample path length. The total TSF field is then

E4(L, ω;ω4) = A4(L, ω) exp [ik4(ω)L] exp

[
−(ω − ω4)2

6σ2

]
. (2.13)

For intensity-level detection, I4 ∝ |E4|2, we arrive at the key equation for this work:

I4(L, ω) ∝ I1I2I3L
2sinc2

[(
∆k + (ω − ω4) ∆v−1

g

)
L

2

]
exp

[
−(ω − ω4)2

3σ2

]
. (2.14)

Equation 2.14 describes the expected TSF signal as L, ∆k, and ∆v−1
g change. If there is no

group velocity mismatch, ∆v−1
g = 0, or if we measure at the center of the output pulse, ω = ω4,



41

Figure 2.1: Pulsed excitation model for degenerate excitation (ν̄1 = ν̄2 = ν̄3 = 7700 cm−1) in
sapphire with sample lengths up to 500 µm. (a) Frequency distribution of the output against
sapphire sample length. The frequency axis is referenced to the TSF frequency center, ω4 =
ω1 + ω2 + ω3. (b) The temporal envelope of the output against sapphire sample length. The time
axis is referenced relative to when a TSF pulse which was generated at the front of the sample
leaves the sample. In both plots, the small plots overhead show frequency/time cross-sections of
L = 10 µm (dotted orange) and L = 400 µm (solid dark pink). The driving fields have width
σ = 160 cm−1.

then we recover the same ∆kL periodicity known in SHG and other processes.[38, 44, 45] Fringes

defined by ∆kL will hereafter be called phase mismatch fringes. These are also referred to as

Maker-Terhune-type oscillations.[45, 46] We note the expected intensity is periodically dependent

on
(
∆k + (ω − ω4) ∆v−1

g

)
L. Normally, minimizing ∆kL maximizes the output intensity, but for

ultrafast pulses, the group velocity mismatch is also important. The
(
(ω − ω4) ∆v−1

g

)
L term will

result in periodicities of the spectrally resolved output for a given color combination of pulses

(hereafter called group mismatch fringes). This spectral dependency on group velocity mismatch

is known for SHG.[47, 48, 49, 50, 51]

To understand the consequences of this model, we calculate the electric field generated through a

sapphire substrate as a function of sample length, L. We use the refractive index of sapphire as

measured by Malitson [52]; for the range of excitation frequencies we survey, |2π/∆k| ∼ 15 µm and
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|2π∆vg| ∼ 30 µm/fs. Figure 2.1 shows the calculated TSF field that results over a range of different

substrate lengths. By showing the range of substrate lengths, one can observe the “build-up” of

TSF through the sample. The frequency-domain (Figure 2.1a) and time-domain (Figure 2.1b)

representations of the TSF field provide different insights on the propagation. We explore both

representations to give a thorough picture of the propagation effects.

As sample length increases, higher-order propagation effects are needed to explain the output.

For the shortest path lengths (L � ∆k−1), phase mismatch and group velocity mismatch do not

strongly influence the output and signal grows quadratically with L. Between the shortest path

lengths and ∼ 50µm, (∆k−1 < L < ∆vg∆t), signal output modulates with phase mismatch fringes.

The modulation only depends on the sample length. If CW driving lasers were in use, we would

only see these phase mismatch fringes.

At path lengths longer than ∼ 50 µm, the pulsed nature of the propagation becomes essential

to explain the evolution. In the frequency domain, these path lengths are large enough to resolve

periodicities across the bandwidth of the TSF output. The fringes, which were horizontal at smaller

path lengths, now accrue a tilt that gives them a mixed frequency/path length dependence. The

accrued tilt is defined by the color dependence in Equation 2.14, which gives modulations in the

frequency distribution. In the time domain (Figure 2.1b), the group velocity difference is large

enough that the driving field walks off of the initial TSF polarization created at the front of the

sample. In effect, this walkoff causes the Gaussian pulse to break into two distinct pulses separated

by time ∆vgL. The delay corresponds to the TSF field created at the back of the sample exiting

the sample sooner than the field created at the front of the sample. There is no TSF field in

between the pulses because of symmetric, destructive interference of the phase mismatch fringes

as previously seen in THG microscopy.[35, 36] Only electric fields generated at the sample edges

contribute significantly to the observed output—electric fields generated at different planes in the

sample interior are out of phase with each other and thus destructively interfere.[35] Others have

observed and explained this type of separation in SHG.[53, 54, 46]
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2.4 Experimental

An ultrafast oscillator (Spectra-Physics, Tsunami) seeds a regenerative amplifier (Spectra-Physics,

Spitfire Pro XP) which creates ultrafast pulses (∼ 35 fs) centered at 12500 cm-1 with a 1 kHz

repetition rate. These pulses pump two optical parametric amplifiers, OPAs, (Light Conversion,

TOPAS-C) which we label “OPA1” and “OPA2”. The OPAs are operated in the ‘signal’ region for

this experiment and their motors are tuned to maximize the smoothness of the OPA’s tuning curve

(see Figure 2.5a-d for OPA power curves and tuning tests). Their output, which we label ω1 and

ω2, ranges from 6200 to 8700 cm-1. A silicon wafer (0.4 mm thick) acts as a low-pass filter (cutoff:

∼8900 cm-1) for removal of residual 12500 cm-1 pump light. A motorized (Newport, MFA-CC)

retro-reflector defines the time delay, τ21, between the two pulses. The relative delay of different

colors of light caused by dispersion of transmissive optics is actively corrected by offsetting the

τ21 set-point for each possible color combination. The offset is empirically defined by maximizing

transmitted TSF signal—see Figure 2.5e,f for the measured offset. A spherical mirror (f = 1 m)

focuses the two beams onto the sample (500 µm thick, double side polished sapphire) with each

beam being 1◦ from surface normal (2◦ between beams). The width of the Gaussian mode at

the sample position is ∼ 375 µm; incident pulse energies are ∼ 10 µJ (ω2) and ∼ 1 µJ (ω1) per

pulse. The transmitted, spatially and temporally coherent output from the sample is spatially

isolated in the k1 + 2k2 direction with an aperture, focused into a monochromator (HORIBA Jobin

Yvon MicroHR, 140 mm focal length, with a 1200 nm blaze and 150 grooves per mm grating), and

homodyne-detected (intensity level) with a thermoelectrically cooled PMT (Hamamatsu Photonics,

H7422-20). This PMT has a responsivity which changes by a factor of ∼4 over the range of detected

light. All collected TSF spectra are shown on the amplitude level (in post-processing we take

the square root of the detected/recorded intensity). The acquisition software which controls all

motors and records data is open source, written in Python, and available at http://github.com/

wright-group/PyCMDS. The Python computing language and the NumPy, SciPy, and Matplotlib

libraries were used to collect, analyze, and represent the data presented in this work.[55, 56, 57, 58]

http://github.com/wright-group/PyCMDS
http://github.com/wright-group/PyCMDS
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2.5 Results

We have described and shown the oscillatory nature of the TSF output as a function of sample

length. However, when using TSF as an analytical method, the sample/substrate length is generally

constant while the carrier frequencies of the driving pulses are scanned across resonances. This

scanning of carrier frequencies changes ∆k and ∆v−1
g and can cause velocity mismatch fringes.

In order to observe these effects we performed a TSF experiment using two tunable, ultrafast

pulses where ωTSF = ω1 + 2ω2 and ~kTSF = ~k1 + 2~k2. The pulses have a bandwidth of σ ≈

160 cm−1. Figure 2.2 shows the normalized TSF magnitude as a function of the two excitation

frequencies. Figure 2.2a,b show the experimental data with and without a tracking monochromator

(ω = ωmeasured = ω1 + 2ω2), respectively.3 Figure 2.2a displays deep periodicities along both axes.

We are able to reproduce these periodicities with our model—see Figure 2.2c. With a tracking

monochromator, all periodicities are exclusively due to the changing phase velocity mismatch, ∆k,

between the the TSF emission and polarization. Without a monochromator (Figure 2.2b), there

are no fringes. We observe a peaked spectral profile which roughly follows the intensity profiles of

our excitation lasers and detector spectral response function (much the same as the envelope of

Figure 2.2a). In other words, for any combination of ω1 and ω2, TSF amplitude is created; however,

the central frequency may not have appreciable amplitude due to phase mismatch effects.

In order to clarify the monochromator’s role in the observation of spectral fringes, we scanned both

ω1 and ωm for a set ω2 frequency. The results are shown in Figure 2.3a. The total signal lies along

the line ωm − ω1 = constant, but modulations are present along this line. These modulations are

the same as those observed in Figure 2.2a. Figure 2.3b shows the TSF amplitude as predicted by

our model. All periodicities along the ωm axis are due to the (ω − ω4)∆v−1
g term in Equation 4.21

(group mismatch fringes). We note that there is a slight curvature in the periodicities as ω1 changes;

this curvature is due to the changes in group velocity of ω1 and ω4 not perfectly offsetting each

other as ω1 changes. Sapphire has fairly static group velocity differences between the excitation

and emission frequencies explored in this work, so the curvature is slight.

3The spectra shown in Figure 2.2b was acquired with our monochromator/grating in “0th order mode” which
effectively passed all colors to the detector as if it were a lossy mirror.
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Figure 2.2: TSF amplitude at multiple combinations of pump colors—a juxtaposition between
experiment and model. Experimental spectra (a and b) are represented as the square-root of the
detected intensity. These spectra go to zero near the edges due to a lack of driving laser intensity—
see powercurves in SI. We note that (b) has been lightly smoothed. (c) is our model’s prediction
assuming ω = ω1 + 2ω2 with effectively no spectral bandwidth of resolution. (d) compares a color
and linestyle coded trace from each of (a, b, and c).
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Figure 2.3: TSF amplitude for multiple combinations of pump and monochromator color. The
experimental spectrum (a) is represented as the square-root of the detected intensity. Subplot (a)
shows experiment while subplot (b) shows our model’s prediction.
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2.6 Discussion

Transparent materials are foundational components in optical sample cells because they are inactive

as absorbers over spectral regions of interest. However, these materials do have substantial refractive

indices. Consequently, they are bright in many non-linear experiments that are sensitive to both

absorption and refraction and thus form a background signal that must be taken into account. By

exploring the multidimensional TSF spectrum of sapphire, we have shown that TSF spectroscopy

can have complex and significant backgrounds from transparent materials used as windows or

substrates. Unlike window contributions in other non-linear spectroscopies (cf. Murdoch et al.

[59]), window/substrate contributions to TSF are highly modulated in their output amplitude.

These modulations can obscure analyte line shapes, especially when the modulation periodicity

(∆v−1
g ) is comparable to the bandwidth of analyte features.

These potential complications can be avoided in a variety of ways. The most direct approach is to

keep material path lengths short (L < 2π
∆k+(ω−ω4)∆v−1

g
), which prevents the formation of mismatch

fringes entirely. This path length criterion is a modification of the CW standard of using samples

thinner than 2π/|∆k|. Figure 2.1 shows that sapphire samples and substrates thinner than ∼ 10 µm

fall within this standard. Additionally, for the ranges of frequencies explored in this experiment,

∆k �
√

3σ∆v−1
g (greater by a factor of > 35) so just as in the CW case, ∆k defines the critical

dependence on length that the experimentalist must consider for these thin samples.

Sufficiently short material path lengths are often impractical because they are structurally weak.

If thick sample cells are required, a reflective geometry can mitigate background effects. Reflected

(epi) THG has an effective penetration depth of ∼ λfundamental/12 which is ∼ 100 nm for our

experiments. This small interaction distance is within the “thin sample” limit and therefore is

not affected by mismatch effects. The small depth also keeps the amplitude of the background

much smaller than the asymptotic limit, shown in Figure 2.1. In a similar vein, researchers doing

coherent anti-Stokes Raman and transient grating spectroscopies have used reflective geometries

to efficiently discriminate against background signal.[60, 61] We also note that some groups have

already accomplished THG in a reflective geometry in order to mitigate absorptive losses and
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focusing effects.[62, 63]

For another option, we note that mismatch fringes are only observed if the output field is spectrally

resolved: if the spectral (angular frequency) resolution, R, is worse than R ≈ L∆v−1
g , then the

fringes are washed out. Decreasing the resolution of a monochromator, using no monochromator

(as in Figure 2.2b), or using sufficiently long material path lengths (large L) can all remove velocity

mismatch effects. These are effectively a smoothing of Equation 2.14 with respect to ω because the

monochromator is incapable of resolving the fast oscillations. Importantly, the decrease of output

resolution may not affect the instrumental resolution as it pertains to χ(3), because the bandwidth

of the excitation fields already broadens the resolution.[43]

In light of our understanding of the TSF generation in non-resonant media, it is prudent to con-

sider how resonant analytes will affect pulse propagation. Unlike the window/substrate materials

we have studied here, input frequencies will be scanned about analyte resonances, which can in-

troduce dramatic pulse distortions that require a higher-order (and complex-valued) expansion of

Equation 2.2. This potentially makes analyte TSF polarizations much different from the normally

dispersive case analyzed here, because dispersion can be anomalous and large, and absorption is

strong.[64] These complications are avoidable in cases of small analyte loading. We note that it is

common practice to keep analyte loading small enough (OD < 0.3) to avoid depletion of the pulse

fields and the consequent spectral[65, 66] and temporal[67] signal distortions.

2.7 Conclusion

The use of tunable ultrafast excitation pulses in triple sum frequency spectroscopy requires exten-

sion of previous treatments of phase matching effects to include group velocity mismatches. The

group velocity mismatch fringes appear as both periodic modulations in the frequency distribution

of the output or changing temporal delays between the output beams created near the front and

back surfaces of the sample. If a monochromator is used to isolate the triple sum frequency signal,

there will be interference effects between the beams. These effects create fringes that are defined

by

∣∣∣∣sin
(

(∆k+(ω−ω4)∆v−1
g )L

2

)∣∣∣∣ where the first and second terms of the argument describe the wave
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vector (phase velocity) mismatch and group velocity mismatch, respectively. The fringes create

modulations in multidimensional triple sum frequency spectra as the excitation or monochromator

frequencies are scanned. The modulations can complicate and obscure spectral features in samples

containing resonances. These effects can be minimized by using short samples or keeping the output

resolution at or lower than the pulse bandwidth.

Supplementary Material

All data and the workup/representation/simulation script are available for download at http:

//dx.doi.org/10.17605/osf.io/emgta.

2.8 Appendix: Calculation of phase and group velocities

We use the following relations to calculate the phase and group velocity from refractive index data:

vp(ω) =
c

n(ω)
(2.15)

vg(ω) =
c

n(ω) + ω ∂n∂ω
. (2.16)

We use the refractive index of sapphire as measured by Malitson [52]. Our results are shown in

Figure 2.4.

2.9 Appendix: OPA output characterization and correction

We characterize the OPA outputs using two principle metrics:

• Measuring the output power for each color with a thermopile (Newport, 407A).

• Measuring the output spectrum for a given set-point with a home-built InGaAs array detector

(Sensor: Hamamatsu, G9494-256D) coupled to a monochromator/spectrograph.

http://dx.doi.org/10.17605/osf.io/emgta
http://dx.doi.org/10.17605/osf.io/emgta
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Figure 2.4: Phase and group velocities (vp and vg, respectively) in sapphire. Calculated from
refractive index data measured by Malitson [52]. The salmon and magenta colored regions represent
the experimental colors explored in this work by our pump lasers (labeled ω1, ω2) and TSF output
(labeled ωTSF), respectively.

In Figure 2.5a-d we show these metrics for both OPAs prior to collection of the data which is

presented in the main article.

We correct for the color-dependent arrival times of incident pulses which we attribute to the disper-

sion of transmissive optics. The corrections that we apply control the arrival times of the driving

pulses relative to each-other. The data we use to build our corrections are shown in Figure 2.5e,f.

These data were acquired by performing TSF in a transmissive geometry while scanning both delay

and set-point frequency for a given OPA with the other OPA set to 7700 cm-1. Note how slight

periodicities are present along the set-point axis—these are phase-mismatch fringes. We splined

over these data and then actively offset pulses from each other for every pulse color combination.

We did not take into account the effects of our silicon filter due to it being added to the system

after corrections were applied.
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Figure 2.5: OPA output characterization and correction for different colors of pump light. The left
hand column corresponds to ω1 and the right hand column corresponds to ω2. Subplots (a) and (b)
were acquired by measuring the filtered NIR output of the OPAs with a thermopile [slight smoothing
has been applied]. Subplots (c) and (d) were acquired using a monochromator and array detector
to spectrally resolve the NIR output of each OPA. Subplots (e) and (f) were acquired by measuring
the TSF output of sapphire in transmissive geometry with a PMT and scanning monochromator.
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2.10 Appendix: Determination of pulse bandwidth

We determine our approximate pulse bandwidth by taking the data present in Figure 2.5d, sum-

ming/binning along set-point frequency and then fitting the result to a Gaussian function. We find

our driving pulses to have a width, on the intensity level, of σI = 112 cm−1 which corresponds to

an amplitude level width of σ =
√

2σI = 160 cm−1.

Figure 2.6: Determination of pulse bandwidth. Data is blue points while fit is orange line.
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Chapter 3 Multidimensional Triple Sum-Frequency Spec-

troscopy of MoS2 and Comparisons with

Absorption and Second Harmonic Gener-

ation Spectroscopies

This Chapter borrows extensively from Morrow et al. [68]. The authors are:

1. Darien J. Morrow
2. Daniel D. Kohler
3. Kyle J. Czech
4. John C. Wright
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3.1 Abstract

Triple sum-frequency (TSF) spectroscopy is a recently-developed methodology that enables collec-

tion of multidimensional spectra by resonantly exciting multiple quantum coherences of vibrational

and electronic states. This work reports the first application of TSF to the electronic states of semi-

conductors. Two independently tunable ultrafast pulses excite the A, B, and C features of a MoS2

thin film. The measured TSF spectrum differs markedly from absorption and second harmonic

generation spectra. The differences arise because of the relative importance of transition moments

and the joint density of states. We develop a simple model and globally fit the absorption and

harmonic generation spectra to extract the joint density of states and the transition moments from

these spectra. Our results validate previous assignments of the C feature to a large joint density of

states created by band nesting.
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3.2 Introduction

Coherent multidimensional spectroscopy (CMDS) is a useful tool for exploring the rich many-body

physics of semiconductors.[69, 70] A new CMDS methodology is Triple Sum Frequency (TSF) spec-

troscopy. TSF is the non-degenerate analog of third harmonic generation (THG), and the four-wave

mixing extension of three-wave mixing processes like sum-frequency generation and second har-

monic generation (SHG).[19] TSF uses independently tunable ultrafast pulses to create coherences

at increasingly higher frequencies while discriminating against transient populations. Scanning the

multiple input pulse frequencies enables collection of a multidimensional spectrum. Cross peaks

in the spectrum identify the dipole coupling between states. TSF has studied vibrational and

electronic coupling in molecules.[15, 16, 17, 21] This work reports the first TSF spectroscopy of a

semiconductor.

We investigate a polycrystalline MoS2 thin film. Transition metal dichalcogenides (TMDCs), such

as MoS2, are layered semiconductors whose indirect bandgaps become direct in the monolayer

limit.[6, 71] TMDCs exhibit strong spin-orbit coupling, high charge mobility, and have novel pho-

tonic capabilities.[72, 73, 74] The optical spectrum of MoS2 is dominated by three features: A

(~ωA ≈ 1.8 eV), B (~ωB ≈ 1.95 eV), and C (~ωC ≈ 2.7 eV).[75, 76] A and B originate from high

binding energy excitonic transitions between spin-orbit split bands.[75, 14, 77, 78, 79] The stronger

C feature is predicted to arise from a large joint density of states (JDOS) due to band nesting across

a large section of the Brillouin zone (BZ).[80, 81, 82, 83] As of yet, no direct, experimental verifica-

tion of the large JDOS defining the C feature has been accomplished. In this work, we demonstrate

how first, second, and third order spectroscopies can be used together to determine whether the

prominence of a feature is due to a large transition dipole or a large transition degeneracy.

The spectroscopies considered here can be understood in the electric dipole approximation using

perturbation theory.[38, 84] Briefly, an electric field (E) drives a polarization (P ) in the material.

The polarization is related to an oscillating coherence between two states. The polarization is

expressed as an expansion in electric field and susceptibility (χ) order. Absorption, SHG, and

TSF (THG) depend on χ(1), χ(2), and χ(3), respectively. Absorption is proportional to Im
[
χ(1)

]
.
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For very thin films (no interference or velocity-mismatch effects), SHG and TSF intensities are

proportional to
∣∣χ(2)

∣∣2 and
∣∣χ(3)

∣∣2, respectively. All of the discussed spectroscopies detect state

coupling through resonant enhancement. When the driving field is resonant with an interstate

transition, χ is enhanced and the output intensity increases. In crystalline systems, interstate

transitions are also subject to momentum conservation, which typically restricts interstate coupling

to vertical transitions within the Brillouin zone (i.e. direct transitions).

Our work expands upon the extensive body of SHG and THG work on TMDCs[85, 86, 87, 88, 89,

90, 91, 92, 93, 94, 95, 96, 97, 98] by exploring the multidimensional frequency response. TSF and

other CMDS spectroscopies that scan multiple driving field frequencies can identify multiresonant

enhancement, whereby the driving fields resonate with more than one interstate transition.[99]

Multiresonance selectively enhances coupled transitions and decongests dense spectra. In crystalline

materials, multiresonant excitation is also subject to the momentum conservation mentioned earlier,

so TSF can isolate multiple transitions from singular points in the Brillouin zone. Because of this

selectivity, TSF is a potential method for mapping out band dispersion in crystals. With three

independently tunable lasers, TSF can couple up to four states at a specific k-point together, so

TSF could measure the dispersion of up to four bands. The present work is a step towards the goal

of momentum-selective CMDS.

3.3 Experimental

Nonlinear measurements of thin films are often complicated by non-resonant substrate contributions

which are mitigated by measuring the coherent output in the reflected instead of transmitted

direction.[60, 61, 31, 100, 101] For our experiment, TSF measured in the reflected direction has

an effective penetration depth of ∼ λfundamental/12 ∼ 100 nm; this small sampling length allows

the resonant response from the thin film to be orders of magnitude more intense than the non-

resonant response (see the appendix for more discussion). We prepared a 10 nm thick MoS2 thin

film by first evaporating Mo onto the fused silica substrate followed by sulfidation of the Mo.[61,

102] Our sample substrate is a fused silica prism so that back-reflected, non-resonant TSF exits

the substrate traveling parallel to the desired TSF signal but shifted spatially. Sample geometry,
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synthesis details, AFM measurements to determine film thickness, and a Raman spectrum are

presented in the appendix.

For our TSF measurements, an ultrafast oscillator seeds a regenerative amplifier, creating pulses

centered at 1.55 eV with a 1 kHz repetition rate. These pulses pump two optical parametric

amplifiers (OPAs) which create tunable pulses of light from ∼ 0.5 to ∼ 1 eV with spectral width

on the amplitude level of FWHM ≈ 46 meV. The two beams with frequencies ω1 & ω2 and

wave vectors ~k1 & ~k2 are focused onto the sample. All beams are linearly polarized (S relative to

sample) and coincident in time. The spatially coherent output with wave vector −
(
~k1 + 2~k2

)
is

isolated with an aperture (the negative signs correspond to the reflective direction), focused into a

monochromator, and detected with a photomultiplier tube. The TSF intensity is linear in ω1 fluence

and quadratic in ω2 fluence (see the appendix for details). The measured MoS2 TSF spectrum is

normalized by the measured TSF spectrum of the fused silica substrate in order to account for

spectrally-dependent OPA output intensities and detector responsivity. The appendix contains

additional experimental and calibration details. All raw data, workup scripts, and simulation

scripts used in the creation of this work are permissively licensed and publicly available for reuse.1

Our acquisition,[103] workup,[104] and modeling software are built on top of the open source,

publicly available Scientific Python ecosystem.[56, 57, 58]

3.4 Experimental Results

Our main experimental result is a 2D TSF spectrum of a MoS2 thin film (Figure 3.1). The TSF

spectrum of MoS2 has a simple structure, with all features running parallel to a line with slope of

-1/2. This single variable dependence of our output intensity implies there is negligible multireso-

nant enhancement within our spectral window. Our spectral window specifically rules out optical

coupling between the A and C features. If the A and C features were coupled we would see a peak

that depends on two frequency conditions: ~ω2 = ~ωA/2 ≈ 0.9 eV and ~ω1 = ~ (ωC − ωA) ≈ 0.9 eV.

Note that A and C features are believed to originate from different regions of the Brillouin zone,

so resonant enhancement is not expected.

1https://dx.doi.org/10.17605/OSF.IO/2WF6G

https://dx.doi.org/10.17605/OSF.IO/2WF6G
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The slope of -1/2 implies that only the output frequency, ω1 + 2ω2, determines the resonant en-

hancement. The energy ladder diagram for such a resonant enhancement is shown in the Figure 3.1

inset (left). Peaks at output colors ∼1.85 & ∼2.0 eV are roughly consistent with three photon

resonances with the A and B features, while a trough is present for output colors close to the C

feature (∼ 2.7 eV). Curiously, we do not see contributions from two-photon resonances (energy

level diagram Figure 3.1 inset, right), even when 2ω2 or ω1 + ω2 traces over the A or B features.

The two-photon resonances would manifest as horizontal or anti-diagonal (slope of -1) features in

Figure 3.1. The lack of two-photon resonances was surprising to us given the large two-photon

absorption cross-section of MoS2.[105] We address this observation later.

Figure 3.1: Normalized 2D TSF spectra of MoS2. Inset diagrams processes where the third
interaction is resonant with a state (left) and when the second interaction is resonant with a state
(right). The measured output is represented by a wavy downward arrow. Note, the gray area of
the inset was not experimentally explored.

Since the dominant spectral features in Figure 3.1 depend only on output color, we can generate a

1D THG spectrum by plotting the mean TSF amplitude for each output color. The THG spectrum

is compared with other techniques in Figure 3.2. Due to the unconventional prism substrate,

we were unable to acquire an absorption spectrum of the sample, but we did acquire a reflection

contrast spectrum shown in Figure 3.2.[106, 107] The absorption spectrum presented in Czech et al.

[61] and Figure 3.2 is of a sample prepared with similar conditions as our sample, but on a flat

window substrate. The A and B feature peaks of the THG spectrum are blue-shifted compared to
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Figure 3.2: Normalized amplitude 1D spectra of MoS2 thin films: absorption[61], SHG[92], reflec-
tion contrast (dR/R), and TSF (THG). The TSF spectrum is derived from Figure 3.1 as detailed
in the main text. Vertical gray bars are guides to the eye set at 1.80 and 1.95 eV to demonstrate
how SHG and TSF features are blue shifted from absorption and dR/R spectral peaks.

the absorption spectrum. Wang et al. [88] observed a similar blue shift when they measured the

THG spectrum of MoS2 around the A and B features. The C feature is dominant in the SHG[92]

and absorption spectrum[61] while the A and B features are dominant in the THG spectrum. This

observation is the main motivation for our analysis.

3.5 Theory

To explain why C dominates the absorption and SHG spectra but not the THG spectrum, we

develop a simple model. To our knowledge, a unified model for comparing large dynamic-range

absorption, SHG, and THG spectra of a semiconductor does not exist. Notable headway has been

made to calculate SHG spectra[108] and write closed equations of motion[109] for semiconductors,

but simple formalisms are lacking. Most simple formalisms (c.f. refs.[110, 111]) approximate the

dipole as a constant with respect to both transition energy and lattice momentum. This constant

dipole approximation breaks down above the bandgap, where the lattice momentum of transitions

is significantly different from that of the bandgap transitions. As the lattice momentum changes,

Bloch waves alter their bonding symmetries and intralattice character (cf. Padilha et al. [112]),

which alters the transition dipole moments. Since the C feature is believed to originate from a
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different region of the Brillouin Zone than the bandedge transitions, our theory requires both the

dipole moment and JDOS to vary across our spectral range.

We develop our simple model by expanding the typical linear response formalism for direct tran-

sitions of semiconductors to include sum-frequency processes. In the case of χ(1), simple theories

exist for expanding the single oscillator case to bulk conditions. For more than one oscillator, the

total susceptibility is the sum of individual susceptibilities. For a semiconductor system, this is a

summation over all wave-vectors, {k} such that k ∈ BZ:

χ(1) (−ω1, ω1) =
∑

a,g

∑

k

µ2
gak

∆1
gak

, (3.1)

where ∆1
gak = ωagk − ω1 − iΓ and Γ is a damping rate which accounts for the finite width of the

optical transitions. It is common to replace the summation with a transition energy distribution

function between conduction band x and valence band y, Jxy(E),2 such that

χ(1)(−ω1, ω1) ∝
∫

dE

E − ~ω1 − i~Γ

∑

x,y

Jxy(E)µxy(E)2. (3.2)

In crystals, Jxy(E) is the JDOS. Note the dependence of the susceptibility on both Jxy(E) and

µxy(E)2. In the case that either the JDOS or the transition dipole are constant, spectroscopy

techniques can be used to locate excitonic transitions or critical points in the JDOS. If the JDOS

and transition dipole both vary, then traditional techniques fail.

The THG and SHG responses take the form of:

χ(2) (−ω21, ω1, ω2) = P
∑

b,a,g

∑

k

µgbkµbakµagk
∆12
gbk∆1

gak

(3.3)

χ(3) (−ω321, ω1, ω2, ω3) = P
∑

c,b,a,g

∑

k

µgckµcbkµbakµagk
∆123
gck∆12

gbk∆1
gak

, (3.4)

where c, b, a, and g are bands of the semiconductor. We have defined ω21 ≡ ω2 + ω1 and ω321 ≡

ω3 + ω2 + ω1. P is a permutation operator which accounts for all combinations of field-matter

2Equation 4.2, and all further theory developed, neglect indirect transitions. We find this a reasonable assumption
since our multidimensional spectrum exhibited no cross-peaks between the K-point features (A and B) and the C
band.
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interactions. The additional detuning factors are defined by ∆123
gck ≡ ωcgk − ω321 − iΓ and ∆12

gbk ≡

ωbgk − ω21 − iΓ in which ωab is the frequency difference between bands a and b at point k in the

BZ. The JDOS formalism employed in Equation 3.15 can be abstracted to describe χ(2) and χ(3)

with the introduction of multidimensional joint density functions. These joint densities depend not

just on the energy difference between the initial and final states, but also on the energy differences

between the intermediate states reached during the sum-frequency process. See the appendix for

further details.

To simulate the spectra, the sum over bands in Equation 3.15-Equation 4.3 is truncated at three

total bands: the valence band, v, the conduction band, c, and a third higher-energy band, b, (note:

bands b and c are not to be confused with the B and C absorption spectrum features). The SHG

and THG spectra are measured close to the direct bandgap, so transitions between c and v are key

to describing the response. The b band is taken to be a much higher energy (6 eV) than the valence

band. We define the transition strength of low-lying states (c and v) to this nondescript high-lying

band with the parameter µNR(~ω). We note that µNR is not formally a dipole, but instead contains

all non-resonant transition factors involving band b (dipoles and degeneracies between c and b or v

and b). While this is a improper parameterization of the actual band structure above the conduction

band and below the valence band, its inclusion is crucial for reproducing details of our spectra, and

the parameters offer insight into the role of virtual states in sum-frequency spectroscopies.

With this framework, we can now reason why THG, SHG, and absorption measurements are com-

plementary for distinguishing degeneracy and dipole moments. The strength of absorption is pro-

portional to µ2
cv and Jcv (Equation 3.15). SHG signals will be due to the sequence v → b → c,

which informs on the non-resonant band b. THG has sequences such as v → c→ v → c, which scale

as µ4
cv but are still linear in Jcv. On the other hand, THG can depend on state b and consequently

depends on the same non-resonant features of SHG. THG and absorption give different scalings for

transitions between c and v, but SHG is also needed to constrain the non-resonant transitions of

THG involving band b.
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3.6 Modeling

Figure 3.3 summarizes the fit of our model to experiment. Our simulation uses a discrete set of

transition energies to approximate the integral of Equation 3.15. We employ 140 discrete energies

spaced 20 meV apart with ~Γ = 20 meV, ~ωbj = 6 eV, and ~Γb = 500 meV. Our strategy of a

discretized set of transition energies is similar to the constrained variational analysis that is often

employed to relate a material’s reflection spectrum to its absorption or dielectric spectra.[113,

76, 114] As a function of transition energy, the model extracts the dipole strength of the c ↔ v

transitions, µcv; a weighting factor for transitions involving the non-resonant state, µNR; and the

transition degeneracy, Jcv. See the appendix for further modeling details.

Figure 3.3a shows qualitative agreement between the model and experiment.3 Our model does

not assume a functional form for the JDOS or dipole spectra, so we can compare the response

from an excitonic transition to that of an interband transition. The fitted parameters are shown

in Figure 3.3b and Figure 3.3c; note that both µcv and µNR are peaked near the A and B features,

while Jcv is minimized. As ~ω increases from the B feature, Jcv drastically increases while µcv

and µNR both decrease—the increase in Jcv is analogous to the large JDOS attributed to band

nesting by recent workers.[80, 81, 82] For comparison, in Figure 3.3c we plot the JDOS as recently

calculated by Bieniek et al. [83] for monolayer MoS2 within their tight-binding model. Both the

extracted Jcv and the tight-binding, monolayer JDOS have a small value near the A and B features

but form a peaked structure near the C feature. Because absorption, SHG, and THG spectra all

scale linearly with Jcv but differently with transition dipole strength, the extracted structure of

Jcv and µcv explains the glaring disparities between THG and the other two spectra. Our fitting

procedure convincingly reproduces the large degeneracy of the C feature due to band-nesting.

To the red of the A feature, the JDOS and µNR increase while µcv decays to zero. We attribute

this behavior to an artifact of our finite spectral range. Variational approaches are known to have

difficulty with the edges of spectra.[116]

3After this work was published, another group published an SHG spectrum of MoS2 which is significantly different
than the one used in this work.[115] They use a good normalization scheme and their spectrum has much less noise
in it compared to that of Trolle et al. [92] I am unsure how much the modeling results of this work would change if
we used Stiehm et al. [115]’s monolayer SHG spectrum instead of Trolle et al. [92].
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Though our fitting procedure examined only harmonic generation, our fits also explain the notable

lack of two-photon resonances in the 2D TSF spectrum. Figure 3.3d shows a 2D TSF spectrum

simulated from our fit parameters. The TSF features produced by our model are primarily three

photon resonances which lie parallel to lines of constant output color. Some features from two-

photon resonances (e.g. v → b→ c→ b), such as the trough over the anti-diagonal line ~(ω1+ω2) =

1.7 eV are visible but minor. The two-photon resonances that are prominent in the SHG spectra are

suppressed because transitions involving b are severely detuned so sequences like v
µcv→ c

µcv→ v
µcv→ c

dominate the output over sequences like v
µNR→ b

µNR→ c
µNR→ b. In the model, below the line

~(ω1 + ω2) = 1.7 eV, the dominant features come from coherence pathways like v → c→ b→ c or

v → c→ v → c, in which the third excitation is resonant.

Our model fails to capture some features of the three optical measurements. For instance, the

model shifts the position of A and B absorption features and undershoots the THG spectrum at

energies above 2.7 eV. The model falsely attributes the nature of the deep trough seen in Figure 3.1

which runs along ~(ω1 + 2ω2) ≈ 2.56 eV. Specifically, Figure 3.3d shows the dip of the simulated

THG spectrum to be due to a two photon resonance running along ~(ω1 + ω2) ≈ 1.7 eV; this

resonance is not seen in Figure 3.1 which exclusively exhibits three photon resonances. A more

complete fit would take into account our full 2D spectrum in order to distinguish between pathways

with resonance enhancement from the second and third interaction. A more careful treatment of

non-resonant transitions (µNR) may suppress these pathways. For instance, our model extracts a

deep trough in µNR around 2.2-2.6 eV, yet we do not expect the non-resonant transition strength to

have a strong dependence on our output color. Despite these shortcomings, our approach provides

a robust characterization that informs on the interplay of dipole strength and state density on the

linear and non-linear spectra of our sample.

3.7 Conclusions

In summary, we performed TSF measurements to explore the electronic structure of MoS2 thin

films. Our TSF measurements uncover a conspicuous difference between absorption, SHG, and

TSF spectra: the C feature is prominent in absorption and SHG but not TSF. We address this
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Figure 3.3: Variational model of optical spectroscopies. (a) normalized comparison of experiment
(thick, translucent lines, absorption[61] and SHG[92]) and model (thin lines). (b) normalized model
dipole parameters in experimentally explored range. (c) normalized model density, Jcv, and tight-
binding optical JDOS from Bieniek et al. [83]. (d) normalized TSF spectrum as predicted by our
model as fit to 1D experiments.

conundrum by extracting the spectrally dependent dipole and JDOS using all three spectra. We

find the differences in the spectra arise because the C feature has a large JDOS and small dipole

compared to the A and B features. We hope our measurements and analysis catalyze a renewed

interest in elucidating the full spectral features of semiconductors by combining the results of many

orders of complementary spectroscopies. Our measurements demonstrate the utility of non-linear,

sum-frequency spectroscopies of semiconductor nanostructures over a wide range of excitation fre-

quencies. In the future, our work can be extended and to examine the coupling of multiple transi-

tions which originate at the same point in the BZ and thus elucidate how different conduction or

valence bands interact with each other.

3.8 Appendix: Sample synthesis and substrate geometry

3.8.1 Mitigation of substrate response

In order to minimize non-resonant substrate contributions we collected our TSF spectra in a re-

flective geometry. The effective penetration depth of TSF in the reflective direction is estimated
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by considering that appreciable intensity is only accrued when the forward and back-propagating

driving fields are in spatial phase with each-other. The phase-mismatch between the forward and

backward propagating waves is

∆kfb = (k1 + k2 + k3)− (−k1 − k2 − k3) (3.5)

= 6kfundamental (3.6)

=
12π

λfundamental
(3.7)

in which we set k1 = k2 = k3 = kfundamental for sake of simplicity and substituted kj = 2π
λj

in which

λj is the medium of propagation dependent wavelength. Solving the nonlinear wave propagation

problem (c.f. Morrow, Kohler, and Wright [31]) shows that the total output intensity is dependent

on propagation length, L,

I(L) ∝ L2sinc2

[
∆kL

2

]
. (3.8)

The first node of Equation 3.8 happens at

∆kL

2
=
π

2
. (3.9)

Substituting Equation 3.7 into Equation 3.9 and solving for L yields

L =
λfundamental

12
. (3.10)

Equation 3.10 gives an estimate for the effective penetration depth of backwards propagating TSF.

For our experiments the penetration depth is on the order of 100 nm. So we sample 10 times more

substrate than sample in this experiment, as opposed to the ∼ 10 µm of substrate sample in the

transmissive geometry (predicted by similar calculations as above). Because, sample response is

larger than substrate response by at least three orders of magnitude due to resonant enhancement

(see below for measured intensities) our measurements of TSF in the reflected direction efficiently

suppresses non-resonant background.
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We collected spectra with an MoS2 thin film on a conventional, flat substrate (reflective geometry).

We found these TSF spectra to be strongly influenced by back-reflected, non-resonant substrate

contributions. In order to further mitigate substrate contributions we deposited an MoS2 thin

film on a fused silica right-angle prism (ThorLabs) as shown in Figure 3.4a. Importantly, we only

deposit MoS2 on half of the prism face; we are thus able to measure the response of clean fused

silica merely by translating the sample. We leverage our ability to measure TSF of clean fused

silica when normalizing our MoS2 spectra as detailed in Section 3.13.

Unlike the flat substrate, the prism back reflection is spatially distinct from the front face reflection.

This is due to the added path length that takes place from beam folding. The light that is internally

reflected can exit the prism at the original incident angle, but the light is shifted away from the

initial excitation point—see Figure 3.4b for a sketch. One can iteratively apply the law’s of reflection

and refraction to calculate the output angle, θ7, of the back-reflected beam from the input beam

angle, θ1,

θ7 = arcsin

[
nFS

nair
sin

[
arcsin

[
nair

nFS
sin [θ1]

]]]
(3.11)

= θ1. (3.12)

Hence, the back-reflected beam leaves the substrate at the same angle as the first reflection. The

spatially shifted output was imaged with a camera in the far field (Figure 3.4c). Either the front-

or back-reflected TSF could be isolated with a razor blade slid in front of the sample.

Our sample was mounted on an XYZ stage which allowed us to record TSF intensity for four

different sample/imaging positions. We measured the response when we

1. excited MoS2 and imaged the excitation spot;

2. excited MoS2 and imaged the prism back-reflection;

3. excited just the fused silica substrate and imaged the excitation spot;

4. excited just the fused silica substrate and imaged the prism back-reflection.

The measured intensities were
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1. 3× 109 photons
s ;

2. 8× 106 photons
s ;

3. no measurable intensity above noise;

4. 1× 106 photons
s ;

with ~ω1 = ~ω2 ≈ 0.71 eV. Hence, in the standard geometry of our experiment we do not observe

any substrate response.

We now briefly discuss velocity-mismatch fringes as discussed in Morrow, Kohler, and Wright [31].

The heuristics given in Morrow, Kohler, and Wright [31] say that short or long path lengths are

able to mitigate mismatch fringes. In our case, the thin film is in the short length limit, while the

substrate is in the long length limit. Hence, we do not observe mismatch fringes in our TSF spectra

(c.f. Figure 3.8).

Figure 3.4: (a) Schematic of MoS2 thin film deposited on a fused silica prism. (b) Top-down
sketch of driving laser back-reflections inside of prism. (c) Photograph of visible laser reflecting off
of prism and imaged on card in the far-field. Note, the sensor was saturated for the brightest spot.

3.8.2 Thin film synthesis

A description of our synthesis procedure is as follows:

1. A 2 nm amount of molybdenum metal (Kurt J. Lesker, 99.95%) was electron beam evaporated
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onto half of a fused silica prism face. A shadow mask was used to selectively deposit the film

on half of the face.

2. In a 1 inch CVD tube furnace purged with argon we sulfidized the molybdenum film with

500 mg of sulfur at 760 torr and 750 ◦C for 10 min.

3. After sulfidation, the half prism face with no MoS2 was wiped clean.

3.9 Appendix: Raman spectra of MoS2 thin film

A Thermo DXR Raman microscope was used to obtain the Raman spectra of our MoS2 thin film

on a fused silica prism. The microscope operates in reflective geometry. A 100 × 0.9NA focusing

objective and a 2.0 mW 2.33 eV excitation source were used to collect Figure 3.5. The two observed

resonances are the well known E1
2g and A1g lattice modes. These resonances are known to be

sensitive to layer number.[117] The red E1
2g resonance corresponds to in-plane vibrations of Mo

and S atoms in which the S atoms move in the opposite direction of the Mo atoms for a given unit

cell; conversely, the blue A1g mode is an out-of-plane vibration with the S atoms moving opposite

of each other.[118] Correlating our peak centers of 382.5 and 407.6 cm-1 to the series reported in

Li et al. [117] and Lee et al. [119], our thin film has a many-layer/bulk-like Raman spectrum.

3.10 Appendix: Details concerning reflection contrast spectrum

of MoS2 thin film

The reflection contrast spectrum[106, 107] of our sample was acquired with an Ocean Optics USB-

2000 spectrometer and phosphor-based LED source (JANSJÖ, IKEA). In order to obtain the re-

flection contrast spectrum we do the following:

1. Spatially filter LED source with pinhole to create a point source.

2. Collimate light, shine on sample, measure reflected light with spectrometer which has its own

focusing optics.

3. Measure background spectra, B(ω) with LED source off.



69

Figure 3.5: Raman spectra of MoS2 thin film on a fused silica prism. The gray, vertical, guides to
the eye are centered at 382.5 and 407.6 cm-1.

4. Measure reflected source light off-of face of substrate. We call this quantity Rsubstrate(ω).

5. Measure reflected source light and off-of face of thin film on substrate. We call this quantity

Rsample(ω). This step is accomplished by merely vertically translating the sample.

6. Calculate reflectance contrast spectra dR/R by

dR/R =
(Rsample(ω)−B(ω))− (Rsubstrate(ω)−B(ω))

Rsubstrate(ω)−B(ω)
(3.13)

=
Rsample(ω)−Rsubstrate(ω)

Rsubstrate(ω)−B(ω)
(3.14)

3.11 Appendix: AFM measurements to determine MoS2 film thick-

ness

Tapping-mode atomic force microscopy (AFM) was performed with an Agilent 5500 AFM. Using

laser ablation, we created a groove in the MoS2 film so that the AFM tip could trace over the

film and then onto the fused silica substrate and back onto the film again. The laser ablation was

performed months before the AFM scan was acquired. We fabricated a sample holder in order to
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hold the prism face with the MoS2 parallel to the x-y plane of the AFM. An AFM scan along with

two traces are shown in Figure 3.6. The randomly distributed large height specks are attributed to

dust which accrued on the sample over many months of use. The AFM measurement indicates the

thickness of our sample is on the order of 10 nm. The commonly reported thickness of individual

layers of MoS2 layers is 0.65 nm[119], so our sample is roughly 15 layers thick.

Figure 3.6: AFM of MoS2 thin film on a fused silica prism. Traces (left) are representative slices
through the full AFM image (right). Traces are color-coded to vertical overlines in the AFM image.
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3.12 Appendix: Ultrafast spectrometer

3.12.1 Instrument overview

An ultrafast oscillator seeds a regenerative amplifier which creates ultrafast pulses (∼ 40 fs) centered

at 1.55 eV with a 1 kHz repetition rate. These pulses pump two optical parametric amplifiers

(OPAs). The “idler” (0.48 - 0.77 eV) and “signal” (0.77 - 1.08 eV) outputs of the OPAs are

selected using broadband polarizers and filtered with a silicon wafer (0.4 mm thick) acting as a

low-pass absorption filter (cutoff: ∼ 1.1 eV). The spectral width of our pulses on the amplitude

level is FWHM ≈ 46meV. The OPAs are tuned at several OPA colors to both maximize the output

power and ensure good interpolation between tune points. The validation procedure for our OPA

tuning is discussed in Section 3.12.3.

A motorized retro-reflector controls the delay, τ21, between pulses E1 and E2. The dispersion of

transmissive optics on the beam path makes the beam time-of-flight color-dependent. This color-

dependent time-of-flight is actively corrected by offsetting the τ21 set-point for each possible color

combination. The offset is empirically defined by maximizing TSF signal and loaded into the

acquisition software. Figure 3.7 (bottom row) shows the result of this calibration. The validation

procedure for our delay correction is discussed in Section 3.12.3.

A spherical mirror (f = 1 m) focuses the two beams onto the sample (2◦ between beams) with the

optical axis ∼9◦ from surface normal. The beam waist of ω1 at the sample is 0.3 mm while the

waist of ω2 is 0.4 mm; both beams have vertical polarization (s polarization relative to sample).

The spatially and temporally coherent output from the sample is spatially isolated in the reflected

−
(
~k1 + 2~k2

)
direction with an aperture (in order to capture the desired ωΣ = ω1 + 2ω2 output),

focused into a monochromator, and homodyne detected (intensity level) with a photomultiplier

tube (PMT). As expected and shown in Figure 3.11, our TSF intensity is linear in ω1 fluence and

quadratic in ω2 fluence. Our fluence dependence is unlike the saturated fluence dependence of high-

harmonic generation seen by Liu et al. [120]—we are working in a regime of small perturbation.

The acquisition software which controls all motors and records data is open source and written in
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Python.[103]

3.12.2 Hardware

Below we specify the commercial models of various hardware we use to accomplish the TSF exper-

iment.

• ultrafast oscillator: Spectra-Physics, Tsunami

• regenerative amplifier: Spectra-Physics, Spitfire Pro XP

• optical parametric amplifiers: Light Conversion, TOPAS-C

• motorized translation stages: Newport, MFA-CC

• monochromator: HORIBA Jobin Yvon MicroHR, 140 mm focal length

• monochromator gratings:

1. “grating 1”: 150 grooves/mm, 1200 nm blaze.

2. “grating 2”: 300 grooves/mm, 500 nm blaze.

• PMTs:

1. “PMT 1”: uncooled Hamamatsu 1P28A.

2. “PMT 2”: thermoelectrically cooled Hamamatsu H7422-20.

• Optical choppers: Thorlabs MC2000B and MC1000A

The three tuning OPA tuning range combinations explored in this work were not all accomplished

back to back and with the exact same detection strategy (hence the importance of fused silica nor-

malization). Below we describe the exact detection strategy used for each combination. Note, some

experiments were performed with an optical chopping strategy to remove background contributions

(none were detected).

• (ω1, ω2) = (signal, signal). Grating 1 was used in second order with PMT 1. No optical

choppers in use.

• (ω1, ω2) = (idler, signal). Grating 1 was used in second order with PMT 1. No optical

choppers in use.

• (ω1, ω2) = (idler, idler). Grating 2 was used in first order with PMT 2. Optical choppers in
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use.

3.12.3 OPA characterization

Here we discuss the OPA output characteristics for the colors employed in this work. We used

both signal and idler OPA output configurations for this work. Though both signal and idler are

simultaneously produced in our OPAs, we use filters to select each individually. Figure 3.7 shows

the results of our OPA color and time-of-flight properties after calibration. The rows of Figure 3.7

demonstrate the different calibration metrics used.

OPA output power

We measure the output power of OPAs with a thermopile (Spectra-Physics 407A). For this mea-

surement, filters isolating signal or idler were not used, so the power spectrum is composed of the

sum of both processes. The power spectra are shown in Figure 3.7, top row.

OPA output color

For each OPA set point assigned during the tuning procedure, we measure the OPA spectra (see

second row of Figure 3.7). The idler spectra are collected with a scanning monochromator and

a liquid nitrogen cooled InSb (Judson-Teledyne) detector; the signal spectra are measured with a

home-built InGaAs array detector (Sensor: Hamamatsu G9494-256D) coupled to a monochromator

acting as a spectrograph. The spectra are plotted relative to the set point color in Figure 3.7, second

row.

OPA time-of-flight dispersion corrections

The third row of Figure 3.7 shows the delay dependence of TSF signal after the time-of-flight offsets

have been applied. The delay dependence is monitored as either OPA1 is scanned with OPA2 kept

constant (columns 1 and 3) or OPA2 is scanned with OPA1 kept constant (columns 2 and 4). In
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both cases the monochromator tracks the output at ωm = ω1 + 2ω2. As OPA colors are scanned,

the signals peak at our encoded zero delay value, demonstrating that the color-dependent offsets

have been accurately measured and applied.

Figure 3.7: Calibration metrics of OPAs First row: OPA output power, as measured by a ther-
mopile, plotted against OPA setpoint. Second row: OPA output spectrum (y-axis) vs. OPA
setpoint (x-axis). Third row: time delay setpoint (with active co-setting) between OPA1 and
OPA2 (y-axis) vs. OPA setpoint (x-axis) with the measured response (z-axis, colormap) being
TSF intensity. The OPA which is not scanned has its setpoint shown with the vertical gray lines.
The columns of this figure are as follows: OPA1 idler, OPA2 idler, OPA1 signal, and finally OPA2
signal. Gray pixels correspond to negative results which are expected to appear in the no-signal
regions due to noise.

3.13 Appendix: Raw MoS2 and fused silica TSF

The raw data used to generate the MoS2 TSF spectrum in the main text is shown in Figure 3.8.

The TSF spectrum of our MoS2 thin film presented in the main text is built from six separately

acquired 2D spectra. The six spectra come from three different combinations of the signal and idler
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output processes: both OPAs using signal colors (SS), OPA1 using idler and OPA2 using signal

(IS), and both OPAs using idler colors (II). For each of the three combinations, a MoS2 TSF 2D

spectrum was measured as well as a control spectrum from the fused silica substrate. The fused

silica signals and MoS2 signals could be interchanged by translating the sample position to change

the surface region illuminated by the beams. Notably, the fused silica TSF beam is emitted from

the prism at a slightly different angle than the MoS2 TSF, so the collection optics had to be slightly

realigned between these acquisitions. This change in angle arises because the TSF from the fused

silica is not a surface generated signal, but is instead a back-reflection of the bulk TSF generation.

We take the back-reflected TSF spectra of the fused silica substrate as the “instrument response

function” (IRF) of a given table alignment. This type of measurement is necessary due to the

non-uniform power spectrum of our OPAs and the varying spectral responsivity of our detection

apparatus. Importantly, the optical interaction length of the back-reflected measurement is suf-

ficiently long that velocity mismatch fringes are not detectable.[31] Since the fused silica has no

resonant features, the spectral structure observed in the second row of Figure 3.8 is due to spectral

variations in our THG generation efficiency (e.g. spatial overlap of input beams, OPA power) and

detection (e.g. detector responsivity).

In order to generate the MoS2 spectra shown in the main text, we performed the following steps:

1. Convolve each of the six measured spectra with a small 2D Kaiser window (low-pass filtering).

2. Divide the measured MoS2 spectrum by the fused silica spectrum.

3. Take the square root of the divided spectra to transform them from intensity to amplitude.

4. Scale the spectra to enforce a continuous boundary. The scaling factor was small and accounts

for subtle changes in the THG generation from the different OPA output configurations.

5. Join the three divided spectra along the chosen boundaries.

3.14 Appendix: Monochromator scans

We characterize the TSF output of MoS2 by choosing an OPA1 and OPA2 color and then scanning

monochromator color and the delay between pulses. This type of measurement is analogous to a
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Figure 3.8: Measured, raw TSF intensity of MoS2 thin film (top row) and its fused silica substrate
(bottom row). The different columns, from left to right, correspond to (OPA1, OPA2) outputs
being configured as (idler, idler); (idler, signal); and finally (signal, signal). The monochromator
tracked the color ω1 +2ω2. Gray pixels correspond to negative results which are expected to appear
in the no-signal regions due to noise.
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frequency-resolved optical gating (FROG) measurement. The TSF spectrum as a function of delay

between pulses (as shown in Figure 3.9) is remarkably symmetric and smooth.

Figure 3.9: Delay setpoint between OPA1 and OPA2 (y-axis) vs. monochromator color (x-axis)
with colormap being measured TSF intensity. Sideplots are bins of the dataset. ω1 = ω2 = 0.694eV.
Gray pixels correspond to negative results which are expected to appear in the no-signal regions
due to noise.

We also ensure that the output in the direction investigated in this paper, −
(
~k1 + 2~k2

)
has the

expected center frequency dependence on driving field colors. We expect the TSF output color to

go as ω1’s frequency and twice ω2’s frequency. This is indeed what we observe (see Figure 3.10) in

which the first row has a response with slope one and the second row has response with slope two.

3.15 Appendix: Fluence dependence of TSF

With ~ω1 = 0.620 eV and ~ω2 = 0.868 eV we measure the TSF intensity as a function of each

individual beams’ fluence (as shown in Figure 3.11). We measure the power of each beam at the

sample position using a thermopile (Scientech, 360001) and correlate that power to the observed

TSF intensity as measured by a PMT. Because we are watching frequency tripling in the output

direction of −
(
~k1 + 2~k2

)
, we expect the measured TSF intensity for a given set of colors to go

linearly with OPA1 fluence and quadratically with OPA2 fluence. This is the observed trend.
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Figure 3.10: TSF spectrum (x-axis) as a function of OPA setpoint (y-axis). The frequency of the
non-scanned OPA in each row is marked by the horizontal gray line. Gray pixels correspond to
negative results which are expected to appear in the no-signal regions due to noise.

Figure 3.11: Log-log plot of measured TSF intensity as a function of beam fluence for both ω1

(blue) and ω2 (orange) having their fluence scanned. Lines are guide to the eye for linear (blue)
and quadratic (orange) fluence dependence.
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3.16 Appendix: Density of states and sum-frequency spectro-

scopies

In this section we sketch how to use the idea of a density of states in sum-frequency spectroscopies.

3.16.1 Univariate JDOS

We review the standard treatment of interband direct transitions in a semiconductor near resonance.

The first order susceptibility of a semiconductor with a transition dipole, µcv(E), which varies slowly

with respect to ~k across a set of filled valence, v, and empty conduction, c, bands is given by[121,

122]

χ(1)(ω) ∝
∫

dE

E − ~ω − i~Γ(E)

∑

c,v

Jcv(E) |µcv(E)|2 . (3.15)

Γ is a damping rate which accounts for the finite width of the optical transitions. Jcv is the joint

density of states given by[111]

Jcv(E) =
1

(2π)D

∫
δ
(
Ec(~k)− Ev(~k)− E

)
d3k (3.16)

in which D is the dimensionality of the semiconductor. Jcv specifies how many optical transitions

are available for a given photon energy. Equation 3.16 is usually calculated by integrating cuts,

S(E), of constant energy, E = Ec − Ev, across the BZ

Jcv(E) =
1

(2π)D

∫

S(E)

dS

|∇k (Ec − Ev)|
(3.17)

Points in the BZ where ∇k (Ec − Ev) = 0 are called critical points (CP) and define a large JDOS.

One form of CP occurs when a conduction and valence band are parallel, |∇kEc| ≈ |∇kEv| > 0,

this phenomenon is called band nesting.

If all response in an explored frequency range comes from one set of valence and conduction bands,
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or each region of frequency is dominated by one set of bands, then we may write Equation 3.15

χ(1)(ω) ∝∼
∫

dE

E − ~ω − i~Γ(E)
Jeff(E) |µeff(E)|2 (3.18)

By construction, Equation 3.18 phenomenologically accounts for excitonic transitions by empha-

sizing them in the structure of µeff(E).

3.16.2 Extension to sum-frequency spectroscopies

We now extend the JDOS formalism to SHG and THG. We start by writing the optical response of

a semiconductor as a collection of transitions at distinct points, k, in the Brillouin zone (BZ). The

total response is the summation over the response from all points in the BZ. If multiple transitions

occur, then multiple bands must be summed over. We write out all such transitions below for χ(1),

χ(2), and χ(3). For sake of compactness we introduce ω21 ≡ ω2 + ω1 and ω321 ≡ ω3 + ω2 + ω1; we

also neglect proportionality constants.

χ(1) (−ω1, ω1) =
∑

c,v

∑

k

µvc (k)µcv (k)

ωcv (k)− ω1 − iΓ
(3.19)

χ(2) (−ω21, ω1, ω2) = P
∑

b,a,v

∑

k

µvb (k)µba (k)µav (k)

[ωbv (k)− ω21 − iΓ] [ωav (k)− ω1 − iΓ]
(3.20)

χ(3) (−ω321, ω1, ω2, ω3) = P
∑

c,b,a,v

∑

k

µvc (k)µbc (k)µba (k)µav (k)

[ωcv (k)− ω321 − iΓ] [ωbv (k)− ω21 − iΓ] [ωav (k)− ω1 − iΓ]

(3.21)

such that k ∈ BZ, c, b, a, and v are bands of the semiconductor, and Γ is a damping rate which

accounts for the finite width of the optical transitions. P is a permutation operator which accounts

for all possible combinations of field-matter interactions.

We wish to sum over frequency, rather than momentum. We approximate transition dipoles to be

a function of transition frequency: µ(k)→ µ(ω). To replace the summation over k accurately, we

must count the degeneracy of k. To this end, we define Jcv (Ω) ≡ | {k : ωcv(k) = Ω} | in which |A|
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represents the size of set A. Jcv(Ω) is the number of transitions with resonance at Ω (the joint

density of states). χ(1) can now be written as

χ(1) (−ω1, ω1) =
∑

cv

∑

Ω1

Jcv (Ω1)
µvc (Ω1)µcv (Ω1)

Ω1 − ω1 − iΓ
. (3.22)

For spectroscopies with more than one driving frequency, we must define multivariate joint densities

to perform a sum over energy:

J ′bav(Ω2,Ω1) ≡ | {k : ωba = Ω2, ωav = Ω1} | (3.23)

J ′′cbav(Ω3,Ω2,Ω1) ≡ | {k : ωcb = Ω3, ωba = Ω2, ωav = Ω1} |. (3.24)

J ′ijk (Ω2,Ω1) and J ′′ijk` (Ω3,Ω2,Ω1) count how many points in the BZ have bands i, j, k, and ` with

transitions at frequencies of Ω1 Ω2 and Ω3 (referenced in energy to the starting state). The second

nonlinear susceptibility is

χ(2) (−ωΣ, ω1, ω2) = P
∑

b,a,v

∑

Ω2,Ω1

J ′bav (Ω2,Ω1) Jav (Ω1)
µvb (Ω2 + Ω1)µba (Ω2)µav (Ω1)

[Ω2 + Ω1 − ω21 − iΓ] [Ω1 − ω1 − iΓ]
(3.25)

The third nonlinear susceptibility is

χ(3) (−ωΣ, ω1, ω2, ω3) = P
∑

cbav

∑

Ω3Ω2Ω1

J ′′cbav (Ω3,Ω2,Ω1) J ′bav (Ω2,Ω1) Jav (Ω1)

× µvc (Ω3 + Ω2 + Ω1)µcb (Ω3)µba (Ω2)µav (Ω1)

[Ω3 + Ω2 + Ω1 − ω321 − iΓ] [Ω2 + Ω1 − ω21 − iΓ] [Ω1 − ω1 − iΓ]
.

(3.26)

We have thus shown how to extend the concept of a density of transitions from linear spectroscopies

to nonlinear spectroscopies.
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3.17 Appendix: Model implementation and fitting

3.17.1 Three band approximation

We now show the explicit equations, derived from Equation 3.22, Equation 3.25, and Equation 3.26,

that we employed to calculate and extract the JDOS and dipole. As mentioned in the main Article,

we consider a model system of three bands: valence band v, conduction band c, and a higher energy

b band. All resonant transitions occur from the bands c and v. Band b is an ad hoc inclusion to

account for the non-resonant transitions from all other bands; it’s energy is defined as 6 eV above

the valence band. Since band b is non-physical, we do not distinguish between JDOS factor and

dipole enhancement for transitions involving b, and instead combine both terms as the parameter

µNR.

With these simplifications, Equation 3.25 simplifies to

χ(2) (−ωΣ, ω1, ω2) = PP ′
∑

Ω

Jcv (Ω)
µNR (Ω)µNR (Ω)µcv (Ω)

D (ω21) [Ω− ω1 − iΓ]
, (3.27)

in which D (ω) ≡ Ωbv−ω− iΓb is the resonance denominator for band b. The permutation operator

P ′ accounts for all permutations of all bands, while the first permutation operator P accounts for

all permutations of driving frequencies.

The form of χ(3) is a bit more complicated to write out because there are many permutations of

resonant and non-resonant interactions. For sake of simplicity we only present only the pathway

v → c → b → c → v and account for all other pathways by permutation operations in actual

calculations. We rewrite Equation 3.26 as

χ(3) (−ωΣ, ω1, ω2, ω3) = PP ′
∑

Ω

Jcv (Ω)
µcv (Ω)µNR (Ω)µNR (Ω)µcv (Ω)

[Ω− ω321 − iΓ]D (ω21) [Ω− ω1 − iΓ]
. (3.28)
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χ(1) is rewritten from Equation 3.22:

χ(1) (−ω1, ω1) =
∑

Ω

Jcv (Ω)
µvc (Ω)µcv (Ω)

Ω− ω1 − iΓ
, (3.29)

which is the discrete, two-band analog of Equation 3.15.

3.17.2 Simulation details

Figure 3.12: Schematic of a single state, c, in our model. This figure diagrams how c is connected
to a high-lying state, b, and the ground (valence band) state, v, by transition dipoles.

In order to implement our model, we space each state by 20 meV between 1.1 and 3.9 eV (140

points). We arbitrarily impose ~Γ = 20 meV while the upper state is characterized by ~ωb = 6 eV

and ~Γb = 0.5 eV. We then simultaneously fit the absorption, SHG, and THG spectra of MoS2

by varying each state’s µcv, µNR, and Jcv (420 parameters in total). The Levenberg-Marquardt

algorithm is used to solve the least squares problem; the three individual spectra are equally

weighted in the cost function by interpolating each onto the same grid (10 meV spacing). We impose

smoothly decaying boundaries on all spectra outside of their experimentally explored regions in an

attempt to minimize boundary problems. We extensively, randomly perturb our starting guesses

to ensure convergence to a suitable minimum in the vast parameter space—we present the average
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of five fits each with randomly perturbed initial guesses.
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Chapter 4 Triple sum frequency pump-probe spectroscopy

of transition metal dichalcogenides

This Chapter borrows extensively from Morrow et al. [123]. The authors are:

1. Darien J. Morrow
2. Daniel D. Kohler
3. Yuzhou Zhao
4. Song Jin
5. John C. Wright
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4.1 Abstract

Triple sum-frequency (TSF) spectroscopy measures multidimensional spectra by resonantly excit-

ing multiple quantum coherences of vibrational and electronic states. In this work we demonstrate

pump-TSF-probe spectroscopy in which a pump excites a sample and some time later three addi-

tional electric fields generate a probe field which is measured. We demonstrate pump-TSF-probe

spectroscopy on polycrystalline, smooth, thin films and spiral nanostructures of both MoS2 and

WS2. The pump-TSF-probe spectra are qualitatively similar to the more conventional transient-

reflectance spectra. While transient-reflectance sensitivity suffers under low surface coverage, pump-

TSF-probe sensitivity is independent of the sample coverage and nanostructure morphologies. Our

results demonstrate that pump-TSF-probe is a valuable methodology for studying microscopic

material systems.
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4.2 Introduction

Pump-probe spectroscopy is a ubiquitous methodology for investigating the dynamics and energetics

of excited systems on sub-picosecond time scales. In a pump-probe experiment, a pump excites the

system of interest and a probe interrogates the evolved system at a later time, T . The differences

in the probe signal with and without the pump inform on system evolution. Most analytical merits

of a pump-probe experiment, such as sensitivity and selectivity, are determined by the choice of

a specific probe methodology, of which there are many.[124, 125, 126, 127, 128, 129, 130, 131,

132, 133] The development of Coherent Multidimensional Spectroscopy (CMDS) offers promising

possibilities for new probes because CMDS methods can have increased selectivity compared to

conventional methods.[99, 32, 134, 135, 136, 137, 138] CMDS uses multiple optical interactions to

create a multiple quantum coherence within the material whose optical emission is measured. The

ability/requirement to couple multiple quantum states together leads to the selectivity inherent

within CMDS. By preceding a CMDS pulse sequence by a pump, the selectivity of CMDS can

be leveraged as a probe in a “pump-CMDS-probe” measurement.[139, 125, 126, 129, 140] In this

chapter we introduce triple sum-frequency (TSF) spectroscopy as a new fully-coherent probe for

material systems by measuring the pump-induced TSF response of model semiconductor systems:

transition metal dichalcogenides (TMDCs).

TSF spectroscopy uses three electric fields, E1, E2, and E3, to create coherences at increasingly

higher energies. These coherences cooperatively emit a new electric field with frequency ωout =

ω1+ω2+ω3 in a direction defined by phase-matching. Scanning the multiple driving laser frequencies

enables collection of a multidimensional spectrum whose cross-peaks identify dipole coupling among

probed states. The selectivity of TSF is due to the increase in output intensity achieved when the

driving fields are resonant with one or more states; multiple resonance conditions can act as a

spectral fingerprint of an analyte.[19] TSF has been used to investigate vibrational and electronic

coupling in molecules,[20, 15, 16, 17, 22, 18] and recently, TSF has revealed the electronic states

of MoS2 and the mixed-vibrational-electronic coupling of organic-inorganic perovskites.[68, 21] We

believe TSF is a promising probe methodology for several reasons: TSF offers complementary

information compared to standard techniques like reflection and absorption;[68] TSF is usable
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across many different sample morphologies; multiresonant TSF can examine interactions between

multiple electronic and/or vibrational states; and pump-TSF-probe is easily extended to microscopy

due to the groundwork already laid for multiphoton microscopy.[141, 142, 143]

In this chapter, we use MoS2 and WS2 as model systems to demonstrate some of the capabilities

of pump-TSF-probe spectroscopy. MoS2 and WS2 are well-studied, layered semiconductors in the

TMDC family.[6] The bandedge optical spectrum of MoS2 has two excitonic features labeled A

(~ωA ≈ 1.8 eV) and B (~ωB ≈ 1.95 eV) while WS2 is dominated near the bandedge by a single

excitonic feature labeled A (~ωA ≈ 2 eV). These features originate from high binding energy

excitonic transitions between spin-orbit split bands (cf. absorption spectrum of MoS2 and inset

diagram in Figure 4.1).[144, 75, 14, 77, 78, 79] The present work expands upon our previous work

on the unpumped TSF response of MoS2,[68] the extensive body of harmonic generation work on

TMDCs (cf. the review by Autere et al. [145] and references therein), and the innovative pump-

second-harmonic-generation probe work accomplished on semiconductors.[146, 147, 148, 149, 150,

151, 152, 153]
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Figure 4.1: Normalized amplitude 1D spectra of MoS2 thin films. The absorption measurement
was originally shown in Czech et al. [61]. The TSF and reflection contrast measurements were
originally shown in Morrow et al. [68]. Vertical bars are guides to the eyes set at 1.80 and 1.95 eV.
The inset is a cartoon of the band dispersion of MoS2 about the K point. Only the valence bands
are shown as spin-orbit-split because the splitting of the conduction bands is generally too small
to be observed for MoS2.
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In our previous work on the unpumped TSF response of MoS2 we noted important differences be-

tween the non-linear TSF probe and conventional linear probes, such as absorption or reflection.[68]

One important difference is the scaling with transition dipole, µ, and state density, J : TSF inten-

sity scales as µ8J2, while absorption and reflection scale as µ2J . The steep scaling of TSF with

transition dipole compared to state density depresses continuum signals and enhances large dipole

transitions. The dipole scaling of other CMDS techniques has enabled the measurement of pro-

tein structure against large backgrounds when conventional absorption measurements fail.[154, 155]

The ability of TSF to isolate large dipole transitions is highlighted in Figure 4.1 for the example

of MoS2. The absorption and reflection spectra of the MoS2 thin film are dominated by higher

energy transitions with large joint density of states and low transition moments. Conversely, the

TSF spectrum (in this case ω1 = ω2 = ω3 = ωout/3, a third harmonic generation, THG, spectrum)

is dominated by the large transition dipole A and B excitonic transitions.

Another important difference between TSF and linear probes is the nature of backward propagat-

ing light. For linear probes, the amount of backward propagating light (reflection) depends not

only on resonance, but also on refractive index mismatch, which can result in large background

contributions, especially for samples with incomplete surface coverage, or rough morphologies. This

limitation is important for optically thick samples, where reflection is the only viable linear probe.

On the other hand, TSF is well-suited for a reflection geometry, where non-linear pulse propaga-

tion effects due to phase mismatch, group velocity mismatch, and absorption are negligible.[31]

Furthermore, non-linear emission in the backwards direction is qualitatively different than the di-

rect reflection of incident light, and the refractive index mismatch does not control the measured

intensities.[156] For example, we have found that the ratio of reflected TSF emission from MoS2

films to pure substrate TSF emission is beyond the dynamic range of our our experiment as deter-

mined by our analog-to-digital-converter (>65,000:1).[68] As a result, a TSF probe provides high

contrast signal, resulting in better signal-to-noise, lower detection limits, and sensitivity to a variety

of sample morphologies. This chapter highlights these advantages by examining different sample

morphologies and surface coverage levels.

The structure of this chapter is as follows. In the Theory section we describe the pump-TSF-probe

response and compare it to the familiar pump-reflection-probe method. In the Experimental section
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we describe our spectrometer and our various TMDC samples. In the Results section we present

our pump-TSF-probe measurements on TMDCs. We first examine how the multidimensional TSF

spectrum is affected by an optical pump. We find that the multidimensional TSF spectrum can

be fully described by the one-dimensional pump-THG-probe spectrum. We compare pump-THG-

probe to pump-reflectance-probe spectroscopy and we demonstrate that the same pump-induced

physics explains both spectra. We then compare the pump-TSF-probe of several TMDC samples

that differ in morphology and composition, both demonstrating the versatility of pump-TSF-probe

and revealing the strong dependence of morphology on several layer TMDC dynamics. Finally, we

discuss how transient-TSF might be used in the future on other systems.

4.3 Theory

4.3.1 The linear and non-linear probe

In this section we present the correspondence between the reflectance and TSF of a material. We

investigate the phenomenological, microscopic properties that are responsible for the susceptibility

and also how the susceptibility dictates the electric field output. Readers interested in first-principle

calculations of TMDC nonlinear susceptibility should consult refs.[157, 158, 159, 160, 161]. Our

analysis uses standard perturbation theory.[38, 84] The material polarization, P , is expanded in

orders of the electric field, E:

P = ε0

(
χ(1)E + χ(2)E2 + χ(3)E3 + · · ·

)
, (4.1)

where χ(n) is the nth-order susceptibility and ε0 is the permittivity of free space. The linear sus-

ceptibility, χ(1), determines the response of linear spectroscopies such as absorption and reflection.

The third-order susceptibility, χ(3), determines the response of non-linear spectroscopies such as

TSF.
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Within the dipole approximation, χ(1) is constructed from a sum over all initial and final states:

χ(1) (ω1) =
∑

a,g

µ2
ag

∆1
ag

, (4.2)

where ∆1
ag ≡ ωag −ω1− iΓ, µag and ωag are the transition dipole and frequency difference between

states a and g, Γ is a damping rate which accounts for the finite width of the optical transitions,

and ω1 is the driving frequency. We see from Equation 4.2 that when the driving field is resonant

(ω1 = ωag), χ
(1) is large and the interaction with light is strong.

Like Equation 4.2, the TSF susceptibility is a sum over states, but we must consider three sequential

excitations g → a→ b→ c:

χ(3) (−ω321, ω1, ω2, ω3) = P
∑

c,b,a,g

µgcµcbµbaµag
∆123
gc ∆12

gb∆
1
ga

, (4.3)

∆1
ga ≡ ωag − ω1 − iΓ,

∆12
gb ≡ ωbg − ω21 − iΓ,

∆123
gc ≡ ωcg − ω321 − iΓ,

ω21 ≡ ω2 + ω1,

ω321 ≡ ω3 + ω2 + ω1,

where P is a permutation operator which accounts for all combinations of field-matter interactions.

If only the triple sum transition is resonant, we can approximate all other resonance (∆) terms as

constant and arrive at an expression similar to Equation 4.2:[68]

χ(3)(ω123) ∝
∑

a,g

µ4
ag

∆123
ag

. (4.4)

We now consider how the linear and third-order susceptibilities dictate the reflectance and TSF

response, respectively. Both relations are formulated using Maxwell’s equations via continuity

relations (boundary conditions) between the incident, reflected, and transmitted fields. For ease

of comparison, we will analyze the simple limit of an extremely thin film (thickness much less
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than the wavelength of light) on a transparent substrate. We also restrict consideration to normal

incidence. Including thickness and angular dependence is straightforward but needlessly complex

for our intent of illustrating qualitative differences between methodologies. These conditions are

reasonable for many of the samples and experiments we consider here.

With these conditions, the reflectance, R, is related to the thin film linear susceptibility, χ(1),

by[162, 114]

R ≡ Ireflected

Iincident
=

(1− ns −A)2 +B2

(1 + ns +A)2 +B2
, (4.5)

in which ns is the substrate refractive index,

A ≡ ω1`

c
Im
[
χ(1)

]
, (4.6)

B ≡ ω1`

c
Re
[
χ(1)

]
, (4.7)

` is the film thickness (propagation length), and c is the speed of light in vacuum.

Expanding Equation 4.5 and keeping only terms linear in χ(1), shows that the imaginary component

of the thin film susceptibility is responsible for contrast from the substrate background:

R ≈ (1− ns)2 − 2(1− ns)A
(1 + ns)

2 + 2(1 + ns)A
. (4.8)

Equation 4.8 can be further simplified by Taylor expansion around A = 0:

R ≈ R0

(
1− 2

1 + n2
s

A

)
, (4.9)

where R0 ≡ (1−ns)2

(1+ns)
2 is the reflectance of the substrate-air interface.

Equations 4.5-4.9 show that reflectance is largely determined by the substrate refractive index,

which results in large background. As an example, consider properties appropriate for TMDC

thin films encountered here: ` ∼ 10 nm and ns = 1.45. Under the optimal conditions of resonant

excitaton (excitation wavelength ∼ 600 nm and χ(1) = i), A ≈ 0.1 so the thin film gives a maximum

contrast from the substrate of (R−R0)/R0 ∼ 0.4. This level of background is typical for reflection
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studies of TMDC samples.[163] Note that the contrast becomes considerably worse in the case of

incomplete sample coverage, where the observed reflection amplitude would be a weighted average

of the reflection coefficients. Rough samples introduce scattering which also distort resonance effects

of specular reflection.

TSF emission, or non-linear frequency conversion in general, is qualitatively different from re-

flectance (or transmittance) because the TSF wave originates from inside the thin film. This

difference brings two important consequences to the measured beam: (1) TSF emission is dark in

regions where the thin film is not present, and (2) the continuity relations are acutely sensitive

to the thin film non-linear polarization, rather than an incident field.[156] For the aforementioned

thin film conditions, the TSF output intensity satisfies the proportionality

ITSF

I1I2I3
∝
∣∣∣χ(3)

∣∣∣
2

(ω`)2, (4.10)

where Ii is the intensity of the ith excitation field.[156] Unlike reflectance, thin film TSF emission

obeys the same χ(3) scaling as the thick film emission case,[15] where the film thickness is larger

than or close to the wavelength of light, but phase mismatch effects are still small.

4.3.2 Pump-TSF-probe and TR spectroscopy

We now consider how the different nature of the reflectance and TSF probe result in different, yet

similar, pump-probe measurements. For both linear and non-linear probes, we can describe the

pump-induced susceptibility as a perturbation to the unpumped susceptibility:

χ
(n)
pumped = χ

(n)
unpumped + dχ(n), (4.11)

where dχ(n) = χ(n+2)Ipump is the small pump-induced perturbation. Pump-probe methodologies

often look at relative changes in the probe:

signal metric =
Xpumped −Xunpumped

Xunpumped
(4.12)
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in which X is the probed quantity. This normalization removes the probe intensity dependence

from the signal.

Using reflectance as our probe (Equation 4.9) gives a transient response of

∆R

R
≈ −R0

R

4ω`

(1 + n2
s) c

Im
[
dχ(1)

]
. (4.13)

This expression shows that our signal metric scales as Im
[
dχ(1)

]
which is the same as transient

transmittance in a bulk sample (see Appendix 4.7.2 for a derivation). In other words, in the

extremely thin film limit, transient reflectance will have lineshapes which are intuitive to those who

are used to interpreting bulk transient transmittance (absorption) measurements. The intuitive

correspondence between transient reflectance and transient transmittance spectroscopies will break

down as ω1`
c

∣∣χ(1)
∣∣ increases—thick samples require a full Fresnel analysis to understand the transient

reflectance lineshapes.

With TSF intensity as our probe, we use Equation 4.11 and Equation 4.10 to arrive at

∆ITSF

ITSF
=

∣∣dχ(3)
∣∣2 + 2

∣∣dχ(3)
∣∣ ∣∣χ(3)

∣∣ cos(dθ)
∣∣χ(3)

∣∣2 , (4.14)

where we have used phasor representations of the susceptibilities: χ(3) ≡
∣∣χ(3)

∣∣ eiθ and dχ(3) ≡
∣∣dχ(3)

∣∣ ei(θ+dθ), in which θ can be dependent on probe frequency. If
∣∣dχ(3)

∣∣�
∣∣χ(3) cos(dθ)

∣∣ we can

write

∆ITSF

ITSF
≈ 2

∣∣dχ(3)
∣∣

∣∣χ(3)
∣∣ cos(dθ), (4.15)

If the pump changes only the amplitude of χ(3) (dθ = 0, π), the relative change in TSF intensity

tracks the relative change in susceptibility. However, if the pump also changes the phase, the

amplitude changes can be suppressed. Note that in the case of a π/2 phase shift, our assumption

behind Equation 4.15 is invalid. It is important, then, to understand when cos (dθ) can be small. In

general, θ changes rapidly near resonances; if pump induced changes shift or broaden a resonance

to an extent similar to its linewidth, dθ will strongly influence the pump-TSF-probe spectrum. In

the absence of dramatic resonance changes, lineshapes will closely approximate dχ(3)/χ(3).
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To anticipate the spectra of each technique, it is useful to consider the case of a single Lorentzian

resonance perturbed by the pump. For a small perturbation to lineshape parameter λ ∈ {Γ, ωag, µ},

we can construct dχ(n) using the derivative

dχ(n) =
∂χ(n)

∂λ
dλ. (4.16)

In the appendices we derive analytical expressions for the lineshapes expected from transient-

TSF, transient-reflectance, and transient-transmittance spectroscopies in this single resonance limit.

Numerically calculated spectra are shown in Figure 4.2 for three different types of perturbations:

• An increase in the transition dipole, dµ > 0. State-filling and Coulomb-screening lead to a

decrease in exciton transition dipoles (opposite of change shown in the figure). Note that

changes in state density will cause the same lineshape as transition dipole changes.

• An increase in the resonance frequency, dωag > 0. Bandgap renormalization or Coulomb-

screening can decrease or increase an exciton resonance freuquency.

• An increase in the dephasing rate, dΓ > 0. Pump-excited carriers can scatter with probe

excitations, causing the dephasing rate of a transition to increase.
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Figure 4.2: Calculated transient lineshapes for a single, complex Lorentzian resonance (see Appen-
dices 4.7.1-4.7.2). (a) The transient-reflectance spectrum. (b) The transient-TSF spectrum. The
spectra are produced by perturbing µ, ωag, or Γ by a factor of 10−5.

The transient-reflectance spectra (see Figure 4.2a) are easily interpreted because changes in Im
[
χ(1)

]
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correlate with changes in absorptive cross-section (Equation 4.9). Interpretation of ∆R/R line

shapes mirrors the traditional interpretation of differential transmission, ∆T/T , for bulk samples

obeying Beer’s law. Increasing the dipole strength (red line) increases reflectance (positive ∆R/R),

with a line shape mirroring the unpumped transition. Resonance red-shifts (green line) increase

reflectance to the red and decreases reflectance to the blue. Line shape broadening (blue line)

decreases reflectance in the center of the resonance but increases reflectance on the wings.

The transient-TSF lineshapes (Figure 4.2b) have similar interpretations. Increases in transition

dipole (red line) increases TSF (positive ∆I/I). Unlike reflectance, the increase results in a constant

∆I/I offset. This is because the unpumped ITSF lineshape has no background from substrate and

so its lineshape is sharply peaked and matches that of ∆I. Line shape broadening (blue line)

and blue-shifting (green line) again mirror the behavior of −∆T/T , but the ∆I/I line shapes are

noticeably broader than ∆R/R. Since TSF is sensitive not only to imaginary component, but

also the dispersive real component of χ(3) (Equation 4.15), the resulting lineshapes are intrinsically

broader. In general, for the same dephasing rate, the transient-TSF lineshapes are broader than

the transient-transmittance and transient-reflectance lineshapes.

4.4 Experimental

4.4.1 Ultrafast measurements

Our experimental setup uses an ultrafast oscillator seeding a regenerative amplifier (Spectra-Physics

Tsunami and Spitfire Pro, respectively) to produce ∼35 fs pulses centered at 1.55 eV at a 1 kHz

repetition rate. The amplifier output separates into three arms. Not all arms are used in every

experiment. Two arms are optical parametric amplifiers (Light-Conversion TOPAS-C) which cre-

ate tunable pulses of light from ∼0.5 to ∼2.1 eV with spectral width on the amplitude level of

FWHM ≈ 46 meV, absorptive filters and wire grid polarizers are used to isolate light of the desired

color.1 The third arm frequency doubles the output of the amplifier to create pulses centered at

1A crucial filter for our TSF probe experiments is a 1000 nm longpass filter (ThorLabs FGL1000M) which ensures
no visible light from secondary OPA processes reach the sample. Notably, double side polished silicon was not a
suitable filter because it created non-negligible THG as well as lossy transmission.
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3.1 eV in a β-barium-borate crystal. Each arm has its own mechanical delay stage and optical

chopper. All pulses are then focused onto the sample with a 1 m focal length spherical mirror. The

spatially coherent output (either the reflected probe or the triple sum of the probe) is isolated with

an aperture in the reflected direction (sometimes referred to as an epi experiment), focused into a

monochromator (Horiba Micro-HR) and detected with a thermoelectrically cooled photomultiplier

tube (RCA C31034A). Figure 4.3 diagrams the focusing and collection geometry used in this work.

A dual-chopping routine is used to isolate the desired differential signal.[164] The color-dependent

time-of-flight for each arm is corrected by offsetting the mechanical delay stages for each combina-

tion of pump and probes colors. We use a reflective geometry for our TSF measurements in order

to minimize phase-mismatch effects.[31, 100] Unless otherwise noted, the pump fluence in these

measurements is ∼100 µJ/cm2. In Appendix 4.10 we show that this pump fluence is sufficiently

small such that higher-order non-linear pump-induced effects can be neglected. The visible probe

beam for the reflectance-probe experiments has a fluence of ∼2 µJ/cm2 while the NIR probe lasers

for the TSF-probe experiments have a fluence of ∼1000 µJ/cm2. All beams are hundreds of mi-

crons wide at the sample. All raw data, workup scripts, and simulation scripts used in the creation

of this work are permissively licensed and publicly available for reuse.[165] Our acquisition[103]

and workup[166] software are built on top of the open source, publicly available Scientific Python

ecosystem.[56, 57, 58]

4.4.2 Sample preparation and characterization

Polycrystalline MoS2 (WS2) films were prepared by first e-beam evaporating 2 nm of Mo (W) onto a

fused silica substrate and subsequent sulfidation in a tube furnace at 750 ◦C for 10 (30) minutes.[61]

Note that this exact MoS2 thin film sample was previously explored in Morrow et al. [68]. Following

the methods detailed in Zhao and Jin [8], WS2 (MoS2) nanostructure samples on 300 nm SiO2/Si

substrates were prepared using water vapor assisted chemical vapor transport growth by heating

100 mg WS2 (MoS2) powder to 1200 ◦C at 800 torr in a tube furnace in which water vapor was

produced by heating 1 g CaSO4·2H2O powder to 150 ◦C (120 ◦C) using heating tape wrapped

around the tube furnace. 100 sccm argon was used as the carrier gas during the reaction.
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Figure 4.3: Overview of the pump-probe experiments in this work. (a) Schematic of the focusing
and collection assembly (not to scale). The optical axis is ∼ 9◦ from the sample surface normal.
“PMT”: photomultiplier tube. Also shown are the three excitation geometries used in this work:
(b) pump-reflection-probe, in which the specular probe (ω1) reflection is measured, (c) pump-THG-
probe, in which the third harmonic signal (3ω1) travels in the same direction as the fundamental
incident probe, and (d) pump-TSF-probe, in which signal is isolated in the 2k1 + k2 direction. The
^ symbol denotes the collected beam direction (isolated with an aperture). For sake of clarity,
some reflections are not shown.
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Figure 4.4 shows optical microscope (Olympus BX51M) images, atomic force microscope (Agilent

5500) data, and Raman spectra (LabRAM Aramis, Confocal Raman/PL Microscope, 2.33 eV

excitation) of the samples. The Raman spectra show the common E1
2g and A1g modes seen in WS2

and MoS2 at the frequencies expected for many-layer to bulk morphologies.[119, 117, 167] The

polycrystalline thin films (∼10 nm thick) are continuous, flat, and smooth samples that are much

larger than the spot size of our lasers (see Figure 4.4a). Each MoS2 nanostructure (Figure 4.4b) is

a few microns wide and sparsely scattered across the substrate. The nanostructures exhibit a wide

range of morphologies from screw-dislocation spirals to stacked plates. The WS2 nanostructure

(Figure 4.4c and d) is a single screw-dislocation spiral which is 84 nm (∼120 layers) thick and ∼150

µm wide. TMDC screw-dislocation spirals are known to have excellent optical harmonic generation

abilities.[96, 168, 169, 170] Note that the perceived colors of the nanostructures in Figure 4.4b

and Figure 4.4c are due to thin-film interference effects from the combination of the pyramid

nanostructures, which have a large change in height across the structure, and the SiO2/Si substrates;

this class of effects have previously been explored for monolayers and nanostructures.[171, 172, 173]

4.5 Results and Discussion

4.5.1 MoS2 thin film: transient-TSF

We first examine the effect of a pump on the multidimensional TSF spectrum, in which ω1 and ω2

are independently scanned. The output frequency of the TSF probe, ωm = ω1 + 2ω2, covers the

range of the A and B excitons (1.65 - 2.25 eV). We explore this dependence with a MoS2 thin film.

In this film, the unpumped multidimensional spectra exhibit singly resonant features that depend

only on the output triple sum frequency (e.g. Equation 4.4).[68] There are no cross peaks in the

unpumped TSF spectrum because MoS2 A and B excitons do not have the correct symmetry for

our excitation beams to couple together. Like the unpumped spectrum, we found that the pump-

TSF-probe spectra depends only on the triple sum frequency, regardless of pump-probe delay time.

Pump-TSF-probe spectra of the MoS2 thin film at two different delays are shown in Figure 4.5

(~ωpump = 3.1 eV). At both delay times, all features run along lines of constant output color (slope
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Figure 4.4: TMDC Sample characterization. (a) Photograph of the WS2 film explored in this
work. (b) Optical microscope image of the MoS2 nanostructures explored in this work. (c) Optical
microscope and (d) atomic force microscope image of the WS2 nanostructure explored in this work.
(e) Raman spectra of each sample; the maximum of each Raman spectrum is normalized to 1 and
then offset for ease of comparison.
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of -1/2). We explored the multidimensional probe spectra at other frequency and T combinations

(output energies up to 3 eV and population times up to 100 ps); all features found are defined

solely by the output color.
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Figure 4.5: Pump-TSF-probe spectra of an MoS2 thin film at 0 ps (a) and 0.90 ps (b) delay
between pump and probe interactions. In both frames ~ωpump = 3.1 eV with a fluence of 120

µJ/cm2, ωm = ω1 + 2ω2, and ~kout = ~k1 + 2~k2.

Given the similarities in band structure, we expect this result to be general to all TMDCs. The

simplicity of the TSF and pump-TSF-probe spectra motivate the use of Equation 4.4 and its

associated pump-THG-probe analysis which was discussed in the Theory section. Since the output

color seems to uniquely determine the observed spectra, we restrict ourselves to the case ω1 = ω2 =

ωm/3 (pump-THG-probe) for the rest of this work. We will understand the lineshapes present in

Figure 4.5 by understanding the lineshapes of the pump-THG-probe spectroscopy presented in the

next section.

4.5.2 MoS2 thin film: transient-THG and transient-reflectance

Here we consider the pump-reflectance-probe and the pump-TSF-probe side-by-side to understand

the differing selectivities of both methods. We first compare both probe methodologies using a

single pump color. Figure 4.6 shows both the pump-reflectance-probe (left) and the pump-TSF-

probe (right) response of the MoS2 thin film with pump excitation at the B exciton. Note that

horizontal 3ω1 slices through Figure 4.6b are almost equivalent to the diagonal, ω1 = ω2 slices of

Figure 4.5; they differ only in the use of different pump colors.



102

The TR and pump-THG-probe responses of Figure 4.6 are qualitatively similar. Our analysis in the

Theory section indicates that phenomena like shifting and broadening will lead to similar lineshapes

between the two spectroscopies while state density and dipole decreases will look different between

the two spectroscopies—so our observed response is likely due to shifting and broadening of the

underlying excitonic resonances. In both spectra, the measured intensity at the A and B excitons

decreases when the pump is on (∆I/I < 0). The intensity decreases dominate at T = 0, then decay

over ∼500 fs to form spectra that undulate between positive and negative values. These undulating

spectra persist for several picoseconds (data not shown).

1.8 1.9 2.0

}ω1 = }ωm (eV)

0.0

0.5

T
( p

s)

a

pump-refl-probe

1.8 1.9 2.0

3}ω1 = }ωm (eV)

b

pump-TSF-probe

-1.0

-0.5

0.0

0.5

1.0

no
rm

.∆
I/

I
Figure 4.6: Comparison of transient-reflectance spectroscopy (a) to transient-TSF spectroscopy (b)
for a MoS2 thin film. In both frames ~ωpump = 1.98 eV, as indicated by the vertical gray line. Each
plot has its own colormap extent, red (dotted contours) signifies ∆I/I > 0, white (solid contour)
signifies ∆I/I = 0, and blue (dashed contours) signifies ∆I/I < 0.

The minima of the transient-THG spectra are blue-shifted relative to the corresponding minima

observed in the transient-reflectance spectrum, but roughly agree with the peak positions of the

unpumped THG spectrum (Figure 4.1). The A and B peaks of the unpumped THG spectrum are

blue-shifted by ∼50 meV compared to the absorption/reflection spectrum. We cannot explain why

the maxima of the THG and absorption/reflection spectra are different by ∼50 meV, but we note

that Wang et al. [88] also observed this same unexplained blue-shift in their THG measurements.

To understand the spectral and temporal information in Figure 4.6, we examine transients at fixed

probe frequencies and spectra at fixed time delays in Figure 4.7. For both cases, we use simple

models to ensure standard physical arguments can explain our observations. Specifically, we show

that the behavior of both probes can be understood with the same underlying system changes.
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Figure 4.7: Comparison of spectral and temporal lineshapes with ~ωpump = 1.98 eV (gray vertical
line). Spectral lineshapes in (a) and (b) are acquired with delay times of 0.05 and 0.55 ps, respec-
tively. Dynamics in (c) are acquired at probe energies indicated by the vertical lines in (a) (1.97
and 2.02 eV for pump-refl-probe and pump-TSF-probe, respectively). Solid lines in each plot are
calculated from the models described in the main text and Appendix 4.8.
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We first consider the spectral slices. The technical details of the spectral lineshape model (re-

sults shown as solid lines in Figure 4.7a and Figure 4.7b) are discussed in Appendix 4.8. In both

spectroscopies, the lineshape at T ≈ 0 (Figure 4.7a) can be explained by a ∼10 meV redshift,

slight broadening, and slight amplitude decreases of the A and B resonances. In order to describe

the pump-TSF-probe lineshape in Figure 4.7b we incorporated an additional ESA background.

We attribute the additional ESA to excitation of near band edge carriers (conduction band elec-

trons, valence band holes, or excitons) upon pump photoexcitation and subsequent relaxation. We

attribute the redshift to carrier-induced bandgap renormalization (BGR), which was previously

predicted and observed by many in monolayer TMDCs.[174, 131, 175, 176, 177, 178] The lineshape

broadening upon excitation is common in semiconductors and has been previously observed by

refs. [179, 180] in TMDCs. The amplitude decrease is likely due to state/band filling from the

photocarriers.

A short time after excitation, T = 0.55 ps, the probe spectra change (Figure 4.7b): the line

shapes are reproduced by a few meV redshift, no broadening, and no amplitude decrease. The

simultaneous decrease in broadening, BGR, and state/band filling suggests that the majority of

photocarriers have relaxed within several hundred femtoseconds, a curious dynamic that will be

explored throughout this chapter. Importantly, the interpretation of both probe methodologies is

consistent.

Dynamics were described by an exponential decay and a static offset:

∆I

I
(T ) =

(
A0 exp

(
−T
τ

)
+A1

)
Θ (T − t0) , (4.17)

in which Θ is the Heaviside step function. We convolve Equation 4.17 with an instrument response

function, which we approximate as Gaussian. Results are shown as solid lines in Figure 4.7c).

Like the spectral lineshapes, the dynamics of both probe methods are consistent (Table 4.1). The

fast dynamic that changes the probe spectra in Figure 4.7a,b have a time constant of ∼200 fs.2

Dynamics on this timescale have previously been attributed to several mechanisms, including car-

rier trapping,[181, 182, 183] carrier-carrier scattering,[179, 184] carrier-phonon scattering,[185, 186,

2Because these lineshapes are not merely caused by amplitude changes (J or µ), fitting different probe colors
results in different decay rates, with τ up to 0.4 ps.
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187] free-carrier screening effects,[180, 188] and exciton formation.[188] The longer dynamic in Fig-

ure 4.7c, which we treat as an offset, A1, is common in single crystal ultrathin TMDC samples.[182,

188]

Table 4.1: Results from fitting Equation 4.17 to the dynamics shown in Figure 4.7b. FWHM =
full width at half maximum of the instrument response function.

pump-refl-probe pump-TSF-probe

~ωm (eV) 1.97 2.02
τ (ps) 0.22 ± 0.02 0.21 ± 0.01
FWHM (ps) 0.125 ± 0.009 0.095 ± 0.006

Figure 4.8 shows the response from both TR and transient-THG spectroscopies for different combi-

nations of pump and probe frequencies when T = 50 fs. Figure 4.8a is a very similar measurement

to refs. [61, 189, 190, 191, 192, 193, 194, 195] where “traditional” coherent multidimensional spec-

troscopies were accomplished on TMDCs using a single electric field interaction as a probe; this

measurement similarity is not the case for Figure 4.8b in which TSF acts as the probe with three

electric field interactions. Nevertheless, both of our spectroscopies in Figure 4.8 have a similar

dependence on the pump frequency—this can be seen by comparing vertical slices of Figure 4.8a

and b (these horizontal slices are analogous to horizontal slices of Figure 4.6.).3 The lineshapes

of our two spectroscopies change smoothly as a function of ~ωpump—there are no distinct contri-

butions from the A or B resonances along the pump axis. The lack of structure along the pump

axis mirrors the results of transient grating measurements on a MoS2 thin film.[61] The general

insensitivity to pump color suggests band gap renormalization (BGR) is a large contributor to the

pump-induced changes. BGR is determined by Coulomb interactions, which are less sensitive to

the explicit electron and hole occupation than, for instance, Pauli blocking effects.

Conversely, small, but noticeable, dependencies on ωpump suggest secondary contributions to the TR

and transient-TSF spectra. For instance, when ~ωpump ≈ 1.8 eV ≈ ~ωA, the decreases in intensity

at ωout = ωA, are ∼ 15% larger than at ωout = ωB for both TR and pump-TSF-probe. When

~ωpump ≈ ~ωB, however, both A and B have similar decreases in intensity. We believe band/state

filling (bleaching) can account for the observed asymmetries in the decreases in intensity. The MoS2

3The decrease in ∆I/I at high pump frequencies in the TR experiment Figure 4.8a is likely caused by a decrease
in the Ipump at those frequencies. The two spectra in Figure 4.8 were collected at different times and do not share
the same pump intensity spectrum.
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valence band is energetically split for different hole spins, but the conduction band is energetically

degenerate for electron spins (cf. the inset in Figure 4.1). The A transition and B transition

share neither valence nor conduction bands, so state/band filling is not shared between transitions.

When the pump is resonant with the A transition, the bleach of the B transition is not direct and

is expected to be smaller, in agreement with our measurements. Some bleaching is allowed through

intervalley scattering, but valley depolarization measurements suggest these timescales are much

longer than our pump probe delay time (50 fs) and is thus not significant.[196, 197, 198] When the

pump is resonant with the B transition, it will also directly excite hot excitons or free electons/holes

from the A band, which explains why the effects on the A and B transitions are similar for these

pump colors. These observations are all consistent with line shape analysis of Figure 4.7a, in which

redshifts (BGR) played a significant, but not complete, role in the line shape.

Guo et al. [195] also found asymmetries in the cross peaks of their multidimensional spectra of

monolayer MoS2 at 40 K. They attribute the asymmetric cross-peaks and their dynamics to be

due to an exchange interaction between A and B excitons. This effect does not explain our results

because the exchange interaction requires simultaneous populations of A and B excitons, which is

not the case for ωpump ≈ ωA.
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Figure 4.8: Comparison between transient-reflectance spectroscopy (a) and transient-TSF spec-
troscopy (b) of a MoS2 thin film. In both frames T = 50 fs.

4.5.3 MoS2 and WS2 nanostructures

In this section we investigate the effects of sample morphology on pump-TSF-probe spectroscopy by

comparing all the samples shown in Figure 4.4. We first compare spectra of the previously discussed
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thin film with an ensemble of spiral nanostructures grown via a screw dislocation driven growth

method (Figure 4.4b). The goal of this comparison is to broadly demonstrate that the spectra

and dynamics observed with transient-TSF are sensitive to the specifics of sample morphology.

We then compare the transient-TSF and TR response of both a WS2 thin film and a single WS2

screw-dislocation nanostructure.

Transient-THG of a MoS2 thin film vs. nanostructures

Figure 4.9 shows the probe frequency vs. delay time response of the thin film (Figure 4.9a) and

nanostructure (Figure 4.9b). Both spectra show similar spectral lineshapes near zero delay with

decreases at the A and B features. The nanostructures spectrum (Figure 4.9b) demonstrate nar-

rower peaks and greater increase in TSF intensity to the red of the A exciton resonance compared

to the thin film (Figure 4.9a). The nanostructures exhibiting narrower features indicates that the

thin film has more structural inhomogeneity. While both samples show similar lineshapes at T = 0,

they exhibit drastically different dynamics.
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Figure 4.9: Pump-TSF-probe spectra of a MoS2 thin film (a) and a MoS2 spiral nanostructure
ensemble (b). The temporal axis has linear scaling until 1 ps (horizontal green line) and then
logarithmic scaling until the end (50 ps). In both frames ~ωpump = 3.1 eV with a fluence of 120
µJ/cm2.

Figure 4.10 shows a single temporal trace through the data shown in Figure 4.9 for each sample

morphology. The thin lines are the measured data and the thick lines are fits using Equation 4.17.

We recover exponential decay time constants of 0.34 ± 0.02 ps for the thin film and 12.7 ± 0.8 ps for

the nanostructures. The morphology strongly affects dynamics. We speculate that the dramatic
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differences in timescales are related to the density of grain boundaries, which can affect carrier

scattering, recombination, and/or trapping.[181] The grain size of the thin film is on the order of

100 nm2 while that of the nanostructures is on the order of 10-100 µm2. We believe that carrier

trapping or defect assisted annihilation is the main source of dynamics in Figure 4.10; a carrier

once it has been trapped/annihilated is not able to efficiently screen the electron-hole Coulomb

interaction, so BGR is lessened and the observed differential response is decreased.

There is a low amplitude, rapid dynamic present for each sample in Figure 4.10 that is not captured

by our single exponential fit; we attribute this rapid dynamic to hot carriers (the carriers have ∼ 1

eV excess energy upon photoexcitation) cooling to form excitons.[188, 180] In TMDCs, hot carriers

bleach excitonic transitions more effectively than excitons; so a hot carrier cooling will reduce the

bleach observed at the A and B transitions.[199, 188, 180] Taken together, we believe defect/grain-

boundary assisted quenching of carriers along with hot carrier cooling can explain the dynamics

observed in Figure 4.9 and Figure 4.10.
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Figure 4.10: Pump-TSF-probe of a MoS2 thin film and an ensemble of spiral nanostructures. The
temporal axis has linear scaling until 1 ps (green line) and then logarithmic scaling until the end (50
ps). This figure displays 1D slices out of Figure 4.9 in which the pump is set to ~ωpump = 3.1 eV
while the probe is set to 3~ω1 = ~ωm = 1.87 eV .
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Unified description of pump induced dynamics in MoS2

Our measurements support the following description of carrier dynamics in multilayer MoS2. The

pump creates electrons (holes) in the valence (conduction) band and excitons. These carriers affect

the optical transitions that a probe observes. At T = 0, the excited carriers screen the electron-hole

Coulomb interaction causing BGR and lowering exciton transition energy. The excited carriers also

scatter with each other leading to faster dephasing rates and therefore broadening of the exciton

transition. The excited carriers can also Pauli-block the bandedge transitions leading to a small

decrease in transition amplitude.

After photoexcitation, the carriers are rapidly annihilated, trapped, or scattered to other momen-

tum points (recall that few-layer MoS2 is an indirect semiconductor). The exact timescale for

this relaxation depends on extrinsic properties such as defects: for our polycrystalline thin film

the timescale is hundreds of femtoseconds, while for nanostructures the timescale is roughly ten

picoseconds. An electron and hole, once annihilated or trapped, does not scatter or Pauli-block

transitions, so the probe sees the original exciton linewidth and transition amplitude. Importantly,

a trapped carrier or an indirect exciton can still screen the electron-hole Coulomb interaction,[200,

201] so a long-lived redshift of the exciton transition is commensurate with residual BGR caused by

trapped/indirect carriers. The T = 0.55 ps spectrum shown in Figure 4.7b represents this residual

BGR.

Transient-THG vs. transient-reflectance for WS2 thin film vs. single nanostructure

To further investigate the abilities of pump-TSF-probe, we performed pump-TSF-probe and pump-

reflectance-probe experiments on two different morphologies of WS2: a thin film on a fused silica

substrate (photo shown in Figure 4.4a), and a single, isolated, spiral nanostructure grown on a 300

nm SiO2 on Si substrate (optical microscope and atomic force microscope characterization shown

in Figure 4.4c, and Figure 4.4b, respectively). Our probe beam area is small compared to the area

of the thin film, but much larger than the single nanostructure.

In Figure 4.11 we use a NIR pump to drive mid-gap or 2-photon transitions and probe the A exciton
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transition of WS2. Appendix 4.9 describes experiments on our MoS2 thin film which demonstrate

our ability to drive mid-gap transitions with a NIR pump. The full spectra and a discussion of these

NIR pump measurements will be the subject of another publication. The unpumped THG spectra

of the thin film and nanostructure are shown in Figure 4.11a, and the differential spectra (T = 120

fs) for each morphology are shown in Figure 4.11b. In both cases, the thin film exhibits a broader

and redder A feature than the nanostructure—structural inhomogeneity from the small grain size of

the polycrystalline film likely causes the increased linewidth of the thin film. The differing amount

of spectral inhomogeneity causes the transient-reflectance and transient-TSF spectra between the

two samples to look slightly different.
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Figure 4.11: Comparison of pump-TSF-probe and pump-reflectance-probe for two morphologies of
WS2: a thin film and a single, ∼150 µm wide spiral nanostructure. (a) normalized TSF spectrum
for each sample, these spectra are not normalized for the frequency dependent intensity of the probe
OPA. (b) pump-TSF-probe spectra for each sample. (c) pump-refl-probe spectra for each sample.
In (b) and (c) the sub-band edge pump has frequency of ~ωpump = 1.054 eV and a fluence of ∼7000
µJ/cm2. All spectra were acquired for the same number of laser shots. Each spectra is composed
of 7 spectra averaged together at T ≈ 0.12 ps. (b) and (c) each show the standard deviation of the
averaged spectra for each sample morphology as a filled spread around the average.

While the transient-TSF spectra from both the thin film and the single nanostructure are com-

perable in signal strength, the same is not true for transient-reflectance measurements. Figure
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4.11c shows that the nanostructure signifcantly reduces the transient reflectance signal (∼ 5× less

signal). This is largely due to the indiscriminate nature of reflectivity (Equations 4.5—4.9): since

the bare substrate has a substantial reflectivity and covers a large portion of the illumination area,

a correspondingly large portion of the reflected probe does not represent the nanostructure. As a

result, the relative changes in reflectivity of the nanostructure is diminished. Furthermore, reflected

light from bare substrate interferes with reflected light of the nanostructure signals, significantly

complicating comparisons between the spectra of the two structures.

In contrast, TSF emission is strongly dependent on resonance enhancement and dipole strength

(Equations 4.3 and 4.10). These dependencies strongly suppress both glass substrates (no resonant

enhancement) and bulk semiconductor substrates (small dipoles for resonant transitions). As a

result, our TSF probe is virtually background free, with contrast similar to that of fluorescence

imaging.

4.6 Outlook and Conclusion

Using the examples of MoS2 and WS2, this work shows that pump-TSF-probe spectroscopy can

elucidate the dynamics and energetics of photoexcited semiconductor thin films and nanostructures.

We demonstrated that this new spectroscopy (specifically the degenerate case of pump-TSF-probe,

pump-THG-probe) is complementary to the more mature spectroscopy, transient-reflectance. While

pump-THG-probe and transient-reflectance have different dependencies on variables like transition

dipole strength and state density, we showed that the two spectroscopies can be understood in

tandem from the same underlying excited-state physics. These differences in dependencies allow

pump-TSF-probe to offer a complementary view on excited state physics, which in some cases

will be more definitive than a transient-reflectance measurement. We found that transient-TSF is

robust to extrinsic nanocrystal properties, such as size and surface coverage, that dramatically affect

transient-reflectance spectra. This robustness allowed us to measure the transient-TSF spectrum

of nanostructures much smaller than the excitation spot size, while at the same time maintaining

a high signal-to-noise ratio. We predict that with pump-TSF-probe spectroscopy, researchers can

avoid the reflectance artifacts which have complicated recent ultrafast work (cf. refs [202, 203])
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because the measured TSF and pump-TSF-probe intensities are easily connected to the sample’s

susceptibility.

Previous studies have shown that TSF can be used to measure coupling between states.[20, 21]

Isolating cross peaks is a strategy not explored in this work that could further increase the selectivity

of pump-TSF-probe spectroscopy in the future. We believe that samples with states/bands of the

correct symmetry would yield insightful dynamical coupling information. For instance, since TSF

can measure the energy separations of up to four states, it could resolve how bands change their

dispersion upon photo-excitation. Crucially, unlike other multidimensional probes which are not

fully-coherent,[139, 125, 129, 140] TSF is not susceptible to population relaxations during the

multiple electric field interactions, it is therefore a more direct probe of the underlying quantum

states.

Another area that could benefit from the proof-of-concept measurements in this work is multi-

photon microscopy. Multiphoton microscopy uses a diverse set of techniques, including THG/TSF,[141,

142, 143] to predominantly measure biologically relevant samples. These multiphoton microscopies

could easily incorporate a pump and a delay stage in order to measure spatially resolved dynamics.

Supplementary Material

All data and the workup/representation/simulation scripts used to generate the figures in this work

are available for download at http://dx.doi.org/10.17605/OSF.IO/UMSXC.

4.7 Appendix: Single resonance simulations of pump-probe re-

sponses

Here we examine the spectra produced by small changes in a system described by one Lorentzian

resonance. We assume the system changes are small (Equation 4.16).

http://dx.doi.org/10.17605/OSF.IO/UMSXC
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4.7.1 Pump-THG-probe

The single resonance third-order susceptibility is given by

χ(3) =
µ4

ωag − ω321 − iΓ
. (4.18)

The parital derivatives of Equation 4.18 are

∂χ(3)

∂µ
=

4µ3

ωag − ω321 − iΓ
(4.19)

∂χ(3)

∂Γ
= i

µ4

(ωag − ω321 − iΓ)2 (4.20)

∂χ(3)

∂ωag
= − µ4

(ωag − ω321 − iΓ)2 (4.21)

Using Equation 4.12 and Equation 4.16 we can calculate the change in TSF intensity due to a

perturbation:

∆I

I
=

∣∣∣∣∣1 +
1

χ(3)

∂χ(3)

∂λ
dλ

∣∣∣∣∣

2

− 1 (4.22a)

≈ 2Re

[
1

χ(3)

∂χ(3)

∂λ

]
dλ, (4.22b)

where in Equation 4.22b we used the fact that the perturbation is small, dχ(3) � χ(3) (Equa-

tion 4.22b is equivalent to Equation 4.15). Combining Equations 4.18 - 4.22b, we have

∆I

I
≈ 8

dµ

µ
λ = µ (4.23)

∆I

I
≈ − 2Γ

(ωag − ω321)2 + Γ2
dΓ

(
∝ Im

[
χ(3)

])
λ = Γ (4.24)

∆I

I
≈ − 2 (ωag − ω321)

(ωag − ω321)2 + Γ2
dωag

(
∝ Re

[
χ(3)

])
λ = ωag. (4.25)

This is the desired result which was discussed in the main text (Figure 4.2).
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4.7.2 Appendix: Transient transmittance and transient reflectance

The single resonance linear susceptibility is given by

χ(1) =
µ2

ωag − ω − iΓ
. (4.26)

The partial derivatives are

∂χ(1)

∂µ
=

2µ

ωag − ω − iΓ
(
∝ χ(1)

)
(4.27)

∂χ(1)

∂Γ
= i

µ2

(ωag − ω − iΓ)2

(
∝ i d

dω
χ(1)

)
(4.28)

∂χ(1)

∂ωag
= − µ2

(ωag − ω − iΓ)2 (4.29)

Using Equation 4.12 and the thin film limit Equation 4.13, the differential reflectivity for a small

change in parameter λ is

∆R

R
= −R0

R

4ω`

(1 + n2
s) c

Im

[
∂χ(1)

∂λ
dλ

]
. (4.30)

Since the quantity R0
R

4ω`
(1+n2

s)c
is relatively insensitive to frequency, the differential reflectance line-

shape can be inferred by examining the imaginary projections of Equations 4.27-4.29. The lineshape

for λ = µ corresponds to the imaginary component of the original Lorentzian lineshape. The line-

shape for λ = Γ corresponds to the first derivative lineshape of the real (dispersive) part of the

resonance. The lineshape for λ = ωag corresponds to the first derivative lineshape of the original

Lorentzian.

Finally, note that for transmission that obeys Beer’s law (I = I0 exp (−α`) with α ≡ ω
cn Im

[
χ(1)

]
,

where n is the refractive index of the volume), the expression for small differential signal differs
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from Equation 4.30 only by prefactors:

∆T

T
=

exp (−αpumped`)− exp (−αunpumped`)

exp (−αunpumped`)
(4.31)

≈ −` (αpumped − αunpumped) (4.32)

= −ω`
nc

Im

[
∂χ(1)

∂λ
dλ

]
(4.33)

=
R

R0

1 + n2
s

4n

∆R

R
, (4.34)

so ∆T/T and ∆R/R are proportional to the extent that R, n, and ns are frequency invariant.

Therefore the transient reflection lineshapes of Figure 4.2a can be interpreted as the absorption

cross section lineshape changes seen in ∆T/T measurements.

4.8 Appendix: Lineshape modeling

In this appendix we describe our simple model for building the spectral lineshapes shown in Fig-

ure 4.7. The general implementation is:

1. For both spectroscopies construct an unexcited χ(n) spectrum from a sum of oscillators.

2. Calculate the unexcited reflectance or TSF spectrum from χ(1) and χ(3), respectively.

3. Create a χ(n)′ spectrum to perturb the central frequencies, linewidths, and amplitudes of the

oscillators used to construct χ(n).

4. Calculate the excited reflectance or TSF spectrum from χ(1)′ and χ(3)′, respectively.

5. Use Equation 4.12 to calculate ∆I
I for both spectroscopies.

6. Iterate through previous steps to fit observed lineshapes.

We choose to use complex, Lorentzian oscillators to construct our spectra:

χ(n) =
∑

j=1

√
Γj
π

Aj
E0,j − ~ωm − iΓj

(4.35)

in which j = 1 and j = 2 are the A and B transitions, and the other oscillators are high-lying
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non-resonant transitions. To create χ(n)′ we replace Γj → Γj + ∆Γj , E0,j → E0,j + ∆E0,j , and

Aj → (1 − % decrease)Aj . ESA-like additional transitions are incorporated by adding a phased

offset to χ(n)′; the pump-TSF-probe spectrum in Figure 4.7b has a slight offset with phase described

by exp [iθ] with θ = 1 radian. Table 4.2 codifies the parameters we found, by hand, to give

acceptable fits to the data shown in Figure 4.7.

We construct a TSF spectrum by merely calculating the square magnitude of χ(3) as indicated by

Equation 4.10. We construct a reflectance spectrum by converting χ(1) to a complex refractive

index, n̄ and then using a Fresnel-coefficient-like analysis, specifically as discussed in Anders [204],

which takes into account the influence of multiple reflections and the substrate. This treatment

is slightly more holistic than merely using Equation 4.5 because it takes into account the finite

thickness of the sample (while the derivation of Equation 4.5 assumes a delta function sample). R

is calculated using

R =

∣∣∣∣
r̄1 + r̄2 exp [−iφ1]

1 + r̄1r̄2 exp [−iφ1]

∣∣∣∣
2

(4.36)

r̄1 =
n̄0 − n̄1

n̄0 + n̄1
(4.37)

r̄2 =
n̄1 − n̄2

n̄1 + n̄2
(4.38)

φ1 =
4π`n̄1

λ
(4.39)

in which n̄0 is the refractive index of air, n̄1 is the constructed refractive index of the MoS2 thin

film with thickness `, n̄2 is the refractive index of the fused silica substrate, and λ is the vacuum

wavelength of the interrogating electric field.
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Table 4.2: Parameters used to produce the lineshapes shown in Figure 4.7.Note that the model
in Figure 4.7b for pump-TSF-probe has a slight offset with phase described by exp [iθ] with θ =
1 radian and amplitude of 1% of the maximum feature.

transition E0 (eV) ∆E0 (eV) Γ (eV) ∆Γ (eV) relative A % A decrease

transient reflectance model T = 0.05 ps
A 1.807 -0.01 0.1 0.002 1 2
B 1.98 -0.009 0.12 0.005 1.1 2

2.7 -0.008 0.25 0 4 5
3.2 0 0.25 0 8 0
6 0 0.25 0 40 0

transient reflectance model T = 0.55 ps
A 1.807 -0.005 0.1 0 1 2
B 1.98 -0.005 0.12 0 1.1 2

2.7 0 0.25 0 4 5
3.2 0 0.25 0 8 0
6 0 0.25 0 40 0

transient TSF model T = 0.05 ps
A 1.81 -0.012 0.085 0.005 1 2
B 1.95 -0.009 0.1 0.005 0.91 2

transient TSF model T = 0.55 ps
A 1.81 -0.003 0.085 0 1 0
B 1.95 -0.002 0.1 0 0.91 0
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4.9 Appendix: Sub-bandgap pump, reflectance probe of a MoS2

thin film

TMCDs have weak but finite absorption well below the bandgap.[205] To investigate this sub-band

edge response, we tuned our pump to NIR colors, using fluence an order of magnitude higher than

the visible pump. The effects of this sub-band edge pump on the band-edge reflectance spectrum

are shown in Figure 4.12. We observe similar spectral and temporal lineshapes for both the visible

and NIR pump, indicating the NIR pump generates photocarriers in a similar manner to a visible

pump.
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Figure 4.12: Transient-reflectance spectroscopy on a MoS2 thin film with a NIR pump. (a) shows
the transient-reflectance spectrum for different combinations of pump and probe frequencies for
T = 50 fs. This spectrum is not normalized for the frequency dependence of the pump laser
intensity. (b) shows the measured dynamics for different probe colors with ~ωpump = 0.99 eV

Given the strong two-photon absorption in TMDCS,[105, 206, 207, 208, 209] it is possible that

the signals in Figure 4.12 arise from two-photon absorption of sub-bandgap light. To identify the

presence of two-photon transitions, we examined the fluence scaling. Figure 4.13 shows the TR

signal scaling for the sub-bandgap pump (orange down-pointing triangles). We observe linear scaling

of the probe metric with respect to the NIR pump fluence. This linear scaling is commensurate

with the work of Völzer et al. [210] who observe linear response in bulk MoS2 up to a pump fluence

of ∼200 µJ/cm2. These observations rule out two-photon absorption as the dominant contribution

to Figure 4.12. Instead, it is likely that our NIR pump excites electrons/holes to/from midgap

states that have small optical cross-sections. Midgap states exist in synthetically grown MoS2 and

are generally attributed to sulfur vacancies and edge defects.[181, 211, 212, 213, 214, 215, 216]
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We believe mid-gap excitations can induce BGR and band-filling in a manner similar to direct,

allowed transitions, which explains the similarity in lineshape between visible and NIR pumps

(compare Figure 4.8a with Figure 4.12a or Figure 4.6a with Figure 4.12b). The insensitivity to

pump wavelength reflects the large dispersion of mid-gap states and their transitions to valence

and conduction bands.
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Figure 4.13: Comparison of transient-reflectance spectroscopy (orange) to transient-TSF spec-
troscopy (violet) pump fluence scaling for a MoS2 thin film. The y-axis is maximum extent
of the bleach measured (near T = 0). The pump and probe combinations are as follows: (N,
~ω1 = ~ωm = ~ωpump = 1.98 eV); (H, ~ω1 = ~ωm = 1.98 eV, ~ωpump = 0.99 eV); and (�,
3~ω1 = ~ωm = 2.05 eV, ~ωpump = 1.98 eV). Gray solid lines show linear scaling to guide the eye.
The gray dotted line is a fit of Equation 4.14 to the THG probe data. Also shown is an example
of Equation 4.14 for the case of constructive interference (dashed line).

4.10 Appendix: Pump-fluence dependence of pump-TSF-probe

Here we investigate the scaling of pump-TSF-probe signal with respect to pump fluence. Figure 4.13

shows the fluence dependence of |∆ITSF| /ITSF when pumping and probing near the B exciton

resonance (purple squares), and compares the response to pump-reflection-probe pumping and

probing the same resonance (orange up-pointing triangles).

The |∆ITSF| /ITSF shows sublinear behavior at higher fluences (> 50 µJ/cm2). Since the reflec-
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tion probe exhibits linear response for far higher pump fluences than the onset of THG sublinear

scaling, we cannot attribute the sublinear trend to traditional explanations like band saturation or

many-body effects caused by the pump interaction. Rather, we attribute this unique power depen-

dence to the competition between quadratic scaling, difference intensity signal,
∣∣dχ(3)

∣∣2, and the

linear scaling, heterodyne signal,
∣∣χ(3)

∣∣ ∣∣dχ(3)
∣∣ cos(dθ) (cf. Equation 4.14). For low pump fluence,

dχ(3) � χ(3) so |∆ITSF| /ITSF scales linearly. As the pump fluence is increased to the point where

|∆ITSF| /ITSF ∼ 1, the intensity level differential signal becomes similar to the heterodyne signal,

so the quadratic term becomes important. The observed power scaling in this regime depends on

the sign of cos(dθ), which can be inferred by the sign of ∆I in the linear fluence regime. When

cos(dθ) > 0 (and ∆I > 0 for low fluence), the quadratic terms adds to the linear term and superlin-

ear scaling is observed (as simulated in Figure 4.13, hashed line). When cos(dθ) < 0 (and ∆I < 0

for low fluence, as is the case in Figure 4.13), the quadratic term and linear scaling terms destruc-

tively interfere and sublinear scaling is observed (as simulated in Figure 4.13, dotted line). Note

that the Equation 4.14 fit of our pump-TSF-probe fluence data recovers the phase and amplitude

of χ(5) = dχ(3)/Fpump: we find that
∣∣χ(5)

∣∣ /
∣∣χ(3)

∣∣ = 0.003 cm2/µJ and cos(dθ) = −0.6.

Theoretically, a similar power scaling competition as Equation 4.14 can occur in linear probe exper-

iments if dχ(1) becomes large enough, but this regime is uncommon because in linear experiments

the unpumped probe (reflection or transmission) is usually more intense, so higher-order pump

processes often contribute before this onset. For example in Figure 4.13, a pump-fluence of ∼100

µJ/cm2 produces only a ∼ 1% change in reflectivity, while under the same conditions the TSF

intensity changes by ∼ 20%.

To reiterate, the pump-TSF-probe fluence scaling is both non-linear and well-understood; the trend

is not due to higher-order non-linear effects (e.g. χ(7)). The pump fluence trends observed here

are well-described by a fluence-independent absorption cross-section for the pump. Note that

the lineshape simulations in Figure 4.2 assume linear scaling of pump fluence. Our main results

were acquired at a pump fluence of ∼100 µJ/cm2 which is in the regime of nonlinear scaling of

|∆ITSF| /ITSF with pump fluence. Importantly, the lineshape fitting of our data (Figure 4.7) ac-

counts for the possible nonlinear scaling of |∆ITSF| /ITSF with pump fluence because Equation 4.12

is explicitly used in our model. If we had used Equation 4.15 in our analysis this nonlinear pump
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scaling would not have been taken into account.
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Chapter 5 The Optical Stark Effect in optical harmonic

generation

This Chapter borrows extensively from a manuscript to be submitted. The authors are:

1. Darien J. Morrow
2. Daniel D. Kohler
3. Yuzhou Zhao
4. Jason M. Scheeler
5. Song Jin
6. John C. Wright



123

5.1 Abstract

An applied field can modulate optical signals by resonance shifting via the Stark Effect. The Optical

Stark Effect (OSE) uses ultrafast light in the transparency region of a material to shift resonances

with speeds limited by the pulse duration or system coherence. In this Chapter we investigate

the OSE of resonant optical harmonic generation (OHG) signals from the ground state exciton

transition of WS2. We use multidimensional pump-probe spectroscopy, where our probe is second-

or third-harmonic emission, to investigate the OSE. We find large Stark shifts, commensurate with

the large optical susceptibility commonly seen with WS2 excitons, but we also find the behavior to

be more complex than simple OSE treatments predict. We show how a new manifestation of the

Stark Effect, brought forth by photon exchange between the pump and OHG fundamental fields,

can produce strong modulations of the OHG signal and is thus promising for applications. We

also investigate the effect of sample morphology, which affects competing multiphoton absorption

processes.
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5.2 Introduction

Optical harmonic generation (OHG) occurs when an AC electric field, E, of frequency ω, drives a

non-linear polarization that coherently radiates new electric fields at the harmonics of the original

frequency, {2ω, 3ω, . . . }, see Figure 5.1a.[217, 45] OHG emission efficiency is often controlled by

phase-matching,[45] crystal orientation,[85] thickness, applied DC electric and magnetic fields,[218,

219, 220, 221] or by having frequency components resonant with excitonic transitions.[93] Op-

tical harmonic generation can be especially strong in few-layer transition metal dichalcogenides

(TMDCs).[85, 86, 88, 93]

Optical gating is a way to control OHG on the ultrafast timescales that may suit photonics appli-

cations like optical modulators.[222] Ultrafast optical gating in OHG has been previously achieved

through induced currents.[223] Herein we explore the Optical Stark Effect (OSE) as another poten-

tial optical gating method. In the OSE, a non-resonant optical field (the pump) coherently drives

a system, creating photon dressed states which hybridize with the system’s original eigenstates,

shifting their energies (Figure 5.1b).[224, 225, 226, 38] The change in transition energy due to the

pump is

∆E =
|µab|2

〈
E2
〉

E0 − ~ωpump
, (5.1)

in which
〈
E2
〉

is the time-averaged electric field amplitude, which is proportional to the pump

intensity, µab is the transition dipole between states a and b, and E0 ≡ Eb − Ea is the equilibrium

transition energy. When the pump is detuned below the transition resonance, the hybridized states

repel and the OSE manifests as a blue-shift of the resonance, which adiabatically follows the pump’s

envelope. The OSE blue shift is well-known in semiconductors, but it is typically observed via a

weak, resonant electric field probe.[227, 228, 229] The OSE is also expected to modulate resonant

harmonic generation,[230] but no experimental demonstration is apparent.

In this Chapter we test the application of the OSE to OHG by exploring IR pump, harmonic probe

spectroscopy of a TMDC: WS2. TMDCs exhibit a strong OSE due to large exciton transition

dipoles and intrinsic quantum confinement.[231, 232, 233, 234, 235, 236, 237, 238] We find that
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Figure 5.1: Overview of optical harmonic generation and the optical Stark effect. (a) Energy level
diagrams showing how a probe (red) creates an A exciton coherence which then emits at a frequency
(blue) which is a harmonic of the probe. (b) Non-resonant optical Stark effect in which a pump
(green) drives the a↔ b transition which results in photon-dressed states with energy E0 +∆E. (c)
Cartoon of experimental geometry. (d) Optical micrograph of WS2 screw-dislocation pyramid on
Si/SiO2 explored in the main text. (e) Atomic force microscope image of sample that is ∼ 120 layers
thick. (f) THG spectrum of WS2 pyramid with NIR pump on and off. (g) difference between THG
spectra in (f). (h,i) Difference between unpumped and pumped harmonic generation spectrum
for different pump-probe time delays, T . Both plots share the colormap with red (blue) being an
increase (decrease) in harmonic generation upon pump excitation. The thick black lines are the
center-of-mass of the pumped harmonic generation spectrum. The pump frequency is ~ω = 0.95
eV.
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the OSE energy shifts are strong for OHG, with resonance shift rates in excess of 2 meV per

V
nm of applied optical field. The precise sensitivity of the OSE depends on morphology factors

such as uniformity and thickness. Morphology also affects the prominence of incoherent pump

interactions such as multiphoton absorption, which compete with the OSE. In addition to the well-

known OSE blue shift, we find the OHG process incurs novel hybridization between the pump and

fundamental probe fields. When the pump and the probe fundamental have similar frequencies,

quantum interference of the pump and probe photons strongly modulate the efficiency of OHG.

By tuning the pump frequency about the probe fundamental, the interference can either greatly

suppress or enhance OHG. This pump-induced modulation of harmonic generation is an example

of quantum interference,[239] similar to the photocurrent control using interference of multiple

multiphoton absorption processes.[240, 241, 242]

5.3 Results and Discussion

Our experiments use two ultrafast optical parametric amplifiers (OPAs) to generate linearly po-

larized pump and probe electric fields (∼ 50 fs FWHM) (additional experimental details are avail-

able in the Appendices). We measure the second harmonic generation (SHG) or third harmonic

generation (THG) of the probe beam in the reflective direction (Figure 5.1c) from a single WS2

(E0 ≈ 2 eV) screw-dislocation spiral (84 nm tall, Figure 5.1d,e) on a Si/SiO2 substrate. Though

this work surveys many morphologies, the TMDC screw dislocation spiral is highlighted in the

main text due to its bright SHG and THG.[96, 169, 168] Figure 5.1f shows the A exciton THG

resonance of the spiral (blue line). When a non-resonant pump (0.95 eV) is applied, the resonance

blue-shifts (Figure 5.1f, green line), yielding an asymmetric difference lineshape (Figure 5.1g).

To investigate pump-OHG-probe, we explore the OHG dependence on the pump and probe fre-

quency, relative arrival time, and fluence. We look at changes in OHG intensity relative to the

peak OHG of the unpumped spectrum:

norm. ∆I ≡ IOHG, pumped − IOHG, unpumped

max {IOHG, unpumped}
. (5.2)
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The conventional pump-probe metric, in which signal is normalized by the probe spectrum (i.e.

∆I/I),[123] is relinquished here because it over-emphasizes small changes at the wings of the OHG

resonance, where the probe is weak. Figures 5.1h(i) shows the pump-SHG(THG)-probe signal

according to Equation 5.2 as the probe color and pump-probe delay are scanned. The pump blue-

shifts both SHG and THG with a time dependence that roughly follows the pump-pulse envelope

as the relative time delay between the pump and probe, T , is scanned. There is an appreciable

signal at latent probe delays (T ≥ 0.05 ps), suggesting that the pump induces system dissipation,

such as pump absorption, that contribute to the signal.

Figure 5.2 shows the THG dependence on pump frequency ~ωpump, probe frequency ~ωprobe, and

pump-probe time delay T . When the probe arrives before the pump (T < 0), THG is enhanced

near the resonance (∆I > 0). When pulses are overlapped, T ≈ 0, the probe spectra (horizontal

slices) is dispersive, which is consistent with blue-shifting of the exciton resonance. When the probe

is delayed by times greater than the pulse duration (T > 50 fs), response is observed only when

2~ωpump > E0, indicating that the pump is dissipating energy via two photon absorption (2PA).

The effects of this absorption remain longer than the 10s of picoseconds experimentally accessible

by our instrument (data shown in Appendices).

Figure 5.2: Effects of pump frequency, probe frequency, and pump-probe time delay on WS2 THG
spectrum. The first row shows pump frequency vs. probe frequency for seven time delays (noted in
subfigure title). The second row shows time delay vs. probe frequency for seven pump frequencies
(noted in subfigure title). The colormap is shared across all frames with contour lines locally
normalized. Fpump ≈ 3000 µJ

cm2 .

Some of the pump-OHG-probe behaviors shown in Figure 5.2 run counter to expectations of the
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conventional OSE. For example, the probe line shapes (horizontal slices of Figure 5.2) are not

strictly antisymmetric, contrary to expectations of a resonance shift.[228, 243, 244] The balance

of the positive (red) and negative (blue) lobe is unequal and depends on the pump color, and

the dominant lobe differs between SHG (stronger negative) and THG (stronger positive) probes

under the same pump excitation (cf. Figures 5.1h and i). Furthermore, the probe spectrum is

strongly non-symmetric about T = 0 (see Figure 5.2h-n) which is counter to the expectation

of adiabatic following of the pulse envelope. These unusual behaviors cannot be explained by

the incoherent population contributions because these contributions are negligible for many pump

colors (Figure 5.2h-j).

Figure 5.3: (a-c) Wave-mixing energy level (WMEL, [245]) diagrams used to represent the OSE.
Straight arrows represent interactions of the input fields with the detuned pump (green), probe
fundamental (red), and resonant weak field probe (blue). The wavy blue arrow represents the
emission of the field to be measured. Time flows from left to right. (d-f) Perturbative response ex-
pected from pathways in (a-c) with ~ωag = 2 eV and ~Γ = 0.05 eV. In order to emulate a transient
absorption experiment, (d) shows the imaginary projection of the third-order susceptibility. (e) is
the first and (f) is the second term of Equation 5.3.

To understand the differences between the conventional OSE and its manifestation in harmonic gen-

eration, we employed the well-known perturbative expansion technique to a two-level system.[246,
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38] This expansion technique determines the non-linear response through a series of time-ordered

linear interactions with the pump and probe. Figure 5.3a shows this technique’s diagrammatic

representation of the OSE in a transient absorption/reflection measurement. The perturbative

technique representation differs from Figure 5.1b in that it does not explicitly solve for the hy-

bridized states; it does, however, explicitly treat the probe polarization. As a consequence, the

extension of the perturbative method to OHG is trivial, though cumbersome. We provide a thor-

ough walk-through of our treatment in the appendices. Although we focus on THG, the underlying

effects are general to OHG.

The perturbative treatment recovers the OSE analogue for our experiment (THG OSE, Figure 5.3b),

in which the third harmonic polarization is generated and the pump subsequently drives the sys-

tem. An additional process arises, however, due to the similar frequencies of the pump and probe

fundamental. When the probe fundamental and the pump have similar frequencies, they become

indistinguishable, so their roles in harmonic generation and dressing the system can exchange.

A new pathway results where a triple-sum frequency (TSF,[68] 2ωprobe + ωpump) polarization is

dressed by both the probe and pump fields (THG OSE exchange, Figure 5.3c). This manifestation

of the OSE is unique to harmonic generation because in the weak probe case, degeneracy of the

pump and probe frequencies implies the pump is at resonance, where incoherent excitation (carrier

populations) or strong field Rabi cycling effects will dominate.

In general, calculation of the OHG OSE and OHG OSE exchange line shape are complicated and

time-dependent (see the appendices). The line shapes are simplified, however, if pulse durations,

∆t, are assumed to be much longer than the system’s coherent dynamics, T2 = Γ−1.[43] At T = 0,

the signal for n-th harmonic generation of a two-level system can be approximated by:

norm. ∆I =

∣∣∣∣∣
ΓµagE2

∆
(OHG)
ag

∣∣∣∣∣

2

Re

[
x

∆
(OHG)
ag

+
ny

∆
(exch)
ag

]
, (5.3)

in which Γ is the dephasing rate, resonance enhancement is determined by:

∆(OHG)
ag ≡ ~(ωag − nωprobe − iΓ), (5.4)

∆(exch)
ag ≡ ~(ωag − (n− 1)ωprobe − ωpump − iΓ), (5.5)
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and the quantities x ≡ −~−1(nωprobe − ωpump − i/∆t)
−1 and y ≡ −~−1((n − 1)ωprobe + i/∆t)

−1

are attenuation factors due to non-resonance. For a strongly detuned pump, x and y are relatively

insensitive to pump and probe frequency, approximately equal in magnitude, and primarily real in

character. The first term inside the real operator of Equation 5.3 represents THG OSE, while the

second term represents THG OSE exchange.

Figure 5.4: Comparison between experiment and perturbative expansion model of the OSE for
THG including finite pulse effects (~ωag = 1.98 eV, ~Γ = 36 meV ⇒ T2 = 18 fs, and ∆t = 50 fs.).
Experimental data are for T = −0.01 ps. The upper and lower sections of (a) and (b), as demarcated
by the horizontal, black lines, each have their own colormap extent with red (blue) being an increase
(decrease) in harmonic generation upon pump excitation. The gray section in (a) was not explored
due to experimental constraints. Data in (a) were normalized along the pump axis by the frequency-
dependent pump intensity.

Figure 5.4 plots a simulation of pump-THG-probe and compares it with experiment. The simulation

uses a numerical integration technique to account for a small pump-probe delay,[43, 247, 248]

which is qualitatively similar to Equation 5.3. The simulation agrees well with experiment and

the line shape can be understood as follows. When pump and probe frequencies differ greatly

(e.g. ~ωpump ≈ 1 eV), the THG OSE effect is clearly resolved, and a blue shift along the probe

axis is observed. Near pump-probe degeneracy, however, the exchange pathway is prevalent, and

a blue-shift normal to the ωpump = ωag − 2ωprobe TSF resonance is seen. Importantly, the blue

shift from the exchange pathway enhances THG for pump frequencies greater than degeneracy

and suppresses THG with pump frequencies less than degeneracy. This observation explains the

spectral asymmetry of the observed OHG OSE (Figure 5.1h).
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Dissipative coupling of the pump, through absorption, competes with the coherent OSE and pro-

vides a THG modulation that is long-lived. Multiphoton absorption has potential applications in

analytical studies as a way to reduce scatter,[123] but its prominence affects the application of the

OSE in devices, so here it is a parameter to minimize. Figure B.3a-c shows how THG changes for

different pump fluences, Fpump, ranging from 500 to 7000 µJ
cm2 (or, for our 50 fs pulse, electric field

amplitudes ranging from roughly 1 to 20 V
nm). As expected, both the pulse-overlap feature and the

latent population response increase in prominence as pump fluence is increased; at the most intense

pump fluence we instigated, we observed a 70% decrease in resonant THG. The resonance blueshift

near T = 0 and the maximum of norm. ∆I both scale linearly with pump fluence (Figure B.3e,f),

while the population response (Figure B.3g) scales as F1.4
pump. Two-photon absorption is supposed

to scale as F2
pump; the discrepancy is not understood. Despite this discrepancy, we clearly see that

dissipative coupling of the pump can be strongly suppressed by tuning the pump frequency below

the 2PA threshold (cf. Figure 5.2).

We also accomplished multidimensional pump-THG-probe in a variety of WS2 morphologies to

explore the balance of absorptive and coherent processes. In all morphologies explored, we find

that 2PA, which has an onset at ωprobe ≈ ωag/2, is a moderate to strong contributor at fluences

that strongly modulate the OSE, while 3-photon absorption (onset near ωprobe ≈ ωag/3) is not. The

exact balance between 2PA and the THG OSE depends on morphology—more crystalline samples

exhibiting both narrower lineshapes and weaker absorption will favor THG OSE over 2PA. Because

of 2PA, utilizing the SHG OSE exchange effect for optical modulation of SHG is not ideal, but

the THG OSE exchange effect can be controlled without strong pump dissipation. Furthermore,

we find the SHG resonance of our WS2 pyramid is between a different, weaker transition than the

THG resonance. Theoretically, the OHG OSE exchange process would also be viable for higher

harmonics and should be sensitive to a wide variety of state symmetries through even vs. odd

harmonic orders.[206, 93, 218] For high enough harmonics, however, our description will break

down because the mechanism of harmonic generation becomes non-perturbative.[120, 249]

While our two-state model recovers the dominant features present at T = 0, our model does not

fully account for the asymmetric dynamics about T = 0 (see the appendices). It is possible we

miss these effects due to our lowest-order perturbation theory. The time behavior depends on
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Figure 5.5: Effects of pump fluence and pump-probe time delay on WS2 THG spectrum when
~ωpump = 0.99 eV. (a)-(c) Time delay vs. probe frequency for three pump fluences. The colormap
is shared across all frames with contour lines locally normalized. (d) T = 0 slices (color-keyed
dots) with lines showing the best fit of the data assuming the simple-shift model developed in the
Appendices. (e) Fitted values of ∆~ωag vs. pump fluence showing a linear trend. (f) Maximum
increase in THG vs. pump fluence showing a linear trend. (g) Population response (average absolute
response after 0.1 ps) vs. pump fluence showing a F1.4 trend.
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the morphology of the sample, which again suggests that multiphoton absorption pathways may

contribute to the signal at pulse overlap. Our probe fundamental was strong enough to induce

its own OSE. Treating these extra effects require a higher-order expansion or a non-perturbative

technique[250], and accounting for these effects is a goal for future work.

5.4 Conclusions

In this work we showed that resonant harmonic generation in WS2 is significantly altered by appli-

cation of an intense, sub-bandedge pump. The pump field not only shifts the resonant transition

in a manner similar to the traditional optical Stark effect with single photon probes, but the pump

field can also exchange with the probe field which reveals a novel way to shift and modulate the

intensity of harmonic output. We envision that this optical Stark effect may be useful for creating

ultrafast, all-optical modulators.
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5.5 Appendix: Synthesis of WS2 samples

Following the methods detailed in Zhao and Jin [8], the WS2 pyramid microstructure sample on a

300 nm SiO2/Si substrate was prepared using water vapor assisted chemical vapor transport growth

by heating 100 mg WS2 powder to 1200 ◦C at 800 torr in a tube furnace in which water vapor was

produced by heating 1 g CaSO4·2H2O powder to 150 ◦C using heating tape wrapped around the

tube furnace. 100 sccm argon was used as the carrier gas during the reaction.

To grow monolayer and few-layer samples, the above procedure was followed except the CaSO4·2H2O

powder was heated to 85 ◦C with heating tape.

Polycrystalline WS2 films were prepared by first depositing 2 nm of W onto a fused silica substrate

via e-beam evaporation and subsequently sulfidizing in a tube furnace at 750 ◦C for 30 minutes.[61]

Suitable samples were identified with an optical microscope (Olympus BX51M) and additionally

characterized with an atomic force microscope (Agilent 5500), and a confocal Raman microscope

(LabRAM Aramis).

5.6 Appendix: Description of ultrafast spectrometer

Our experimental setup uses an ultrafast oscillator seeding a regenerative amplifier (Spectra-Physics

Tsunami and Spitfire Pro, respectively) to produce ∼35 fs pulses centered at 1.55 eV at a 1 kHz

repetition rate. The amplifier pumps two optical parametric amplifiers (OPAs, Light-Conversion

TOPAS-C) which create tunable pulses of light from ∼0.5 to ∼2.1 eV with spectral width on the

amplitude level of FWHM≈ 46 meV. Absorptive filters (ThorLabs FGL1000M) and broadband wire

grid polarizers are used to isolate light of the desired color. Each OPA beamline has its own mechan-

ical delay stage (Newport, MFA-CC), optical chopper (Thorlabs MC2000B and MC1000A), and

motorized neutral density filter wheel (in-house motorization, Thorlabs NDC-100C-4M). All pulses

are focused onto the sample with a 1 m focal length spherical mirror. The spatially coherent output

(either the reflected probe or a harmonic of the probe) is isolated with an aperture in the reflected
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direction (sometimes referred to as an epi experiment), focused into a monochromator (Horiba

Micro-HR) and detected with a thermoelectrically cooled photomultiplier tube (RCA C31034A).

A dual-chopping routine is used to isolate the desired differential signal.[164] The color-dependent

time-of-flight for each OPA beamline is corrected by offsetting the mechanical delay stages for each

combination of pump and probes colors. The offset is empirically determined by measuring the

delay-dependent response of singly resonant sum-frequency or triple-sum-frequency generation di-

rectly on the WS2 samples.[68, 123] All beams are hundreds of microns wide at the sample. All

raw data, workup scripts, and simulation scripts used in the creation of this work are permissively

licensed and publicly available for reuse at http://dx.doi.org/10.17605/OSF.IO/SNTPC. Our

acquisition[103] and workup[166] software are built on top of the open source, publicly available

Scientific Python ecosystem.[251, 57, 58]

http://dx.doi.org/10.17605/OSF.IO/SNTPC
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Figure 5.6: Demonstration of ultrafast spectrometer calibration. (a, b) OPA output power as
measured by a thermopile, plotted against OPA setpoint. These variations in output power as a
function of setpoint are not corrected for in the data presented in this work. Shaded features are
the OPA spectra for a single setpoint (taken from slices of the second row). (c, d) OPA output
spectrum vs. OPA setpoint after calibration. (c) was measured with an home-built InGaAs array
detector (Sensor: Hamamatsu G9494-256D) while (d) was measured with a liquid nitrogen cooled
InSb photodiode (Judson-Teledyne). (e, f) two-beam TSF in WS2 in which the monochromator is
set to track ωm = ω1 + 2ω2. In the (e) ~ω2 = 0.66 eV and in the (f) ~ω1 = 0.95 eV. In both (e)
and (f) the TSF intensity peaks at τ21 = 0 which indicates that the color-dependent time-of-flight
offsets have been accurately measured and applied.
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5.7 Appendix: The Semiclassical Stark Effect: theory

Here we overview several different treatments of the semiclassical Stark Effect and demonstrate

their consistency. Common (non-perturbative) approaches to the Stark effect excel at their intuitive

picture but are difficult to apply to experimental conditions.[224, 252] Our perturbative approaches

are much easier to apply to experiments, but their connection to the dressed state view is less

obvious. The derivations here focus on cases in which the pump field is significantly detuned

from resonance, while the probe field is near resonance. For non-classical (quantized photon field)

treatments, important when the photon field is weak, other approaches may be used.[253]

We present the semiclassical Stark Effect in three different ways. In Section 5.7.1 we derive a

classic example of a two level system. The solution is non-perturbative and is valid when the fields

are strong enough to induce Rabi cycling. The derivation examines changes to the wavefunction

under a strong light field and explicitly solves for the hybridized dressed states that result. This

derivation is pedagogical and relies heavily on Boyd’s excellent treatment.[38] It falls short of fully

describing the pump-probe experiment, which must address the probe field and its measurement.

In Section 5.7.2 we apply a perturbative treatment relying on Liouville pathways. This treatment

directly connects to the measured observables in a pump-probe experiment in which the probe is

a single photon (electric field interaction). In this treatment, the states are not formally dressed

by the pump; the shift arises by considering how the pump modifies the probe susceptibility. Our

treatment breaks down when the amplitude of Rabi cycling is large, so the validity depends on the

extent to which the pump is weak and/or detuned.

Section 5.8 extends the perturbative treatment of Section 5.7.2 to a THG probe, which yields

Liouville pathways and related equations important to our analysis.

5.7.1 Non-perturbative treatment of Dynamic Stark Effect

Consider a two level system with ground state |a〉 and another state |b〉. The states are orthonormal,

〈m|n〉 = δmn, and have no time dependence, ∂
∂t |m〉 = 0. The wave function of the system, Ψ, evolves
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according to the Schrödinger equation

i~
∂Ψ

∂t
= ĤΨ (5.6)

with the Hamiltonian

Ĥ = Ĥ0 + V̂ (t) (5.7)

in which Ĥ0 is the Hamiltonian of the unperturbed system such that

Ĥ0 |m〉 = Em |m〉 , (5.8)

Em = ~ωm (5.9)

and V̂ (t) is interaction between the system and an applied field. We treat the applied electric field

classically

V̂ (t) = µ̂Ẽ(t), (5.10)

Ẽ(t) ≡ E0 cos (ωt) =
E0

2
[exp (−iωt) + exp (iωt)] (5.11)

with the dipole moment operator being µ̂ ≡ −er̂.

The electric field mixes |a〉 and |b〉 to form the superposition

|Ψ(t)〉 = Ca(t) exp (−iωat) |a〉+ Cb(t) exp (−iωbt) |b〉 . (5.12)

Cm(t) exp (−iωmt) is the time evolution of the state m, and |Cm(t)|2 is the probability that the

system is in state m. To determine Cm(t), we substitute Equation 5.12 into Equation 5.6:

∑

m∈{a,b}

[
i~Ċm(t) + EmCm(t)

]
exp (−iωmt) |m〉 =

∑

m∈{a,b}

[
Ĥ0 + V̂

]
Cm(t) exp (−iωmt) |m〉 (5.13)
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in which we have used the product rule and the fact that |m〉 is time-invariant.1 Projecting2

Equation 5.13 onto the individual eigenstates yields two coupled rate equations

Ċa(t) = − i
~
Cb(t) exp [−i(ωb − ωa)t]〈a|V̂ (t)|b〉

Ċb(t) = − i
~
Ca(t) exp [−i(ωa − ωb)t]〈b|V̂ (t)|a〉.

(5.14)

We now introduce the resonance frequency ωba ≡ ωb − ωa and note that

〈a|V̂ (t)|b〉 = Ẽ〈a|µ̂|b〉 = −
[
E0

2
exp (−iωt) +

E0

2

∗
exp (iωt)

]
µab (5.15)

which yields

Ċa(t) =
iµab
2~

Cb(t) [E0 exp (−i(ω + ωba)t) + E∗0 exp (i(ω − ωba)t)]

Ċb(t) =
iµba
2~

Ca(t) [E0 exp (−i(ω − ωba)t) + E∗0 exp (i(ω + ωba)t)] .

(5.16)

The exponentials with arguments of ω + ωba will oscillate much more rapidly than those with

arguments of ω − ωba. We therefore make the rotating wave approximation (RWA) and disregard

the rapidly oscillating terms while introducing the detuning factor ∆ = ω − ωba

Ċa(t) =
iµabE

∗
0

2~
Cb(t) exp (i∆t) (5.17)

Ċb(t) =
iµbaE0

2~
Ca(t) exp (−i∆t). (5.18)

General solution of the two level system

To solve the coupled equations (Equation 5.17, Equation 5.18) we introduce a complex ansatz

Ca(t) = K exp (−iλt), λ ∈ R (5.19)

=⇒ Ċa(t) = −iλK exp (−iλt) (5.20)

1 ∂
∂t

[Cm(t) exp (−iωmt) |m〉] =
[
Ċm(t)− iωmCm(t)

]
exp (−iωmt) |m〉

2To project onto state m, multiply Equation 5.13 by 〈m|.
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which we substitute into Equation 5.17

−iλK exp (−iλt) =
iµabE

∗
0

2~
Cb(t) exp (i∆t) (5.21)

=⇒ Cb(t) =
−2~λK
µabE

∗
0

exp (−i(λ+ ∆)t) (5.22)

=⇒ Ċb(t) =
i2~λK(λ+ ∆)

µabE
∗
0

exp (−i(λ+ ∆)t). (5.23)

We now substitute this form of Ċb(t) into Equation 5.18 along with Equation 7.10

i2~λK(λ+ ∆)

µabE
∗
0

exp (−i(λ+ ∆)t) =
iµbaE0

2~
K exp (−iλt) exp (−i∆t) (5.24)

=⇒ λ(λ+ ∆) =
|µba|2 |E0|2

4~2
(5.25)

=⇒ λ± = −∆

2
±

√
∆2 + |µba|2|E0|2

~2

2
= −∆

2
± Ω′

2
(5.26)

in which we have introduced the generalized Rabi frequency

Ω′ ≡
√
|Ω|2 + ∆2 (5.27)

in which the complex Rabi frequency is Ω ≡ µbaE0

~ .

The general solutions for the probability amplitudes are then obtained by substituting Equation 5.26

into Equation 5.20

Ca(t) = exp

(
i∆t

2

)[
K+ exp

(−iΩ′t
2

)
+K− exp

(
iΩ′t

2

)]
(5.28)

Cb(t) = exp

(−i∆t
2

)[
∆− Ω′

Ω∗
K+ exp

(−iΩ′t
2

)
+

∆ + Ω′

Ω∗
K− exp

(
iΩ′t

2

)]
(5.29)

in which Equation 5.29 was obtained by substituting the time derivative of Equation 5.28 into

Equation 5.17. The coefficients K± are determined by the initial conditions of the system. For

example, Boyd [38] explores the case where the system is initially in the ground state.

Without the pump field, the states evolve at their Bohr frequencies, ωa and ωb. With the pump

field, the frequencies are augmented by both the strength of the field and its detuning.
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Optical Transitions and the Stark Shift

Inspection of Equation 5.28 and Equation 5.29 shows that eigenstates |a〉 and |b〉 oscillate with

characteristic frequencies given by the couplets Ea± and Eb±, respectively:

Ea± = ωa −
∆

2
± Ω′

2
(5.30a)

Eb± = ωb +
∆

2
± Ω′

2
. (5.30b)

A probe will monitor transitions between the a and b manifolds. The observable transition frequen-

cies are then

Eb+ − Ea+ = ωb +
∆

2
+

Ω′

2
−
(
ωa −

∆

2
+

Ω′

2

)
= ωba + ∆ = ω (5.31a)

Eb+ − Ea− = ωb +
∆

2
+

Ω′

2
−
(
ωa −

∆

2
− Ω′

2

)
= ωba + ∆ + Ω′ = ω + Ω′ (5.31b)

Eb− − Ea+ = ωb +
∆

2
− Ω′

2
−
(
ωa −

∆

2
+

Ω′

2

)
= ωba + ∆− Ω′ = ω − Ω′ (5.31c)

Eb− − Ea− = ωb +
∆

2
− Ω′

2
−
(
ωa −

∆

2
− Ω′

2

)
= ωba + ∆ = ω (5.31d)

in which we have used the relation ∆ = ω − ωba. Thus three characteristic transition frequencies

result: ω, ω − Ω′, ω + Ω′. This is known as the Mollow triplet.[254]

Figure 5.7: The effect of the applied field frequency, ω, on the system. The left plot shows how
applied field controls the renormalized frequencies (Equation 5.30), and the right plot shows the
resulting transition frequencies (Equation 5.31) In both plots, Ω = 0.1ωba.
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The Stark shift is the difference between these new and the undressed transition frequencies:

shift ≡ ωba −
(
ω ± Ω′

)
(5.32)

= −∆∓ Ω′ (5.33)

= −∆∓∆

√
1 +

Ω2

∆2
. (5.34)

Figure 5.7 shows how these energy levels and transitions change with input frequency. If we are in

the large detuning limit, ∆� Ω, then we can expand
√

1 + Ω2

∆2 ≈ 1 + Ω2

2∆2 to yield

frequency shift ≈ −∆∓∆

(
1 +

Ω2

2∆2

)
(5.35)

=





Ω2

2∆

−2∆− Ω2

2∆ .

(5.36)

Again, since detuning is large, the transition frequency −2∆− Ω2

2∆ is far away from our observation

window of ∼ ωba and can be neglected. This leaves us with one transition frequency to consider:

frequency shift =
Ω2

2∆
=

µ2
baE

2
0

2~2(ω − ωba)
, (5.37)

in which we see that the dynamic Stark effect scales as the transition dipole squared, the pump

intensity, and inversely with pump/transition detuning.

5.7.2 Perturbative treatment: detuned pump, single photon probe

In this section we again consider a single mode system, but we explicitly include the probe electric

field:

V (t) = µ
(
Ẽpump + Ẽprobe

)
(5.38)

This treatment is based on a perturbative expansion of V (t), truncated at third-order (|Epump|2Eprobe).

This approach results in a set of Liouville pathways, each one describing a unique series of four
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field-matter interactions that contributes to the output signal. An example of one of these pathways

is3

gg
1−→ ag

2̄−→ gg
2−→ ag → gg, (5.39)

in which 2̄ represents a negative wave vector interaction from pulse 2. Within the RWA, pos-

itive wave vectors stimulate ket-side (bra-side) absorption or bra-side (ket-side) emission. The

perturbative expansion technique is well-known and described elsewhere.[246, 255] Here we focus

on assembling the set of Liouville pathways, isolating the members crucial for describing our do-

main of pump and probe frequencies, and then understanding their behavior through closed form

expressions and simulations.

Relevant Liouville pathways

Figure 5.8: Some wave mixing energy level diagrams (WMELs) of the Liouville pathways for
sub-resonant pump, resonant probe experiment. Time flows from left to right, the green arrows
correspond to the pump, the red arrow is the probe, and the blue wavy arrow is the emission. Gray
shaded WMELs highlight the doubly resonant pathways.

We must consider the pathways which could lead to signals at the phase-matching direction and

output frequency imposed by our experiment. We then use the RWA and neglect pathways that are

triply non-resonant. Figure 5.8 shows WMEL representations of all valid pathways, while Figure 5.9

3This expression uses a shorthand notation for density matrix elements: ij = ρij = |i〉〈j|.
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diagrams these pathways by state indices; the probe is indexed to 1 and the pump is indexed to

2. The WMEL representations make it clear how detuning affects resonance, while the Liouville

pathways focuses on the identity of the density matrix elements after each pulse interaction. Our

analysis here focuses on WMEL representations.

E1

E2

E∗
2

ρgg

ρ
(2)
ag

ρ
(2̄)
ga

ρ
(1)
ag

ρ
(22̄)
aa

ρ
(22̄)
gg

ρ
(12̄)
aa

ρ
(12)
gg

ρ
(122̄)
ga

ρ
(122̄)
ag

Figure 5.9: Liouville pathways for a non-resonant pump, resonant probe experiment. Green arrows
correspond to the pump while red is the probe. The driven limit is assumed for dermining the
wave mixing energies. Superscripts denote the field interactions which have occurred to create the
density matrix element.

We now determine which of the allowed pathways are important for our case of a detuned pump.

Since we are focused on a far-detuned pump pulse, we can neglect several (8) pathways, unshaded

in Figure 5.8, because they are singly resonant when the pump is detuned; all remaining pathways

are doubly resonant and deserve further consideration (Figure 5.8, shaded).

The doubly resonant pathways from time orderings V and VI have intrinsic interference that makes

them negligible in this regime as well. Time-orderings V make an intermediate population through

the process gg
2̄−→ ag

2−→ aa/gg, while VI make a population via the conjugate route gg
2−→ ga

2̄−→

aa/gg. The result of this pathway conjugation is well-known: the net population from a pump

pulse scales as the imaginary component of the frequency response (absorption), rather than the

complex resonance.[256] The imaginary component is much more sensitive to detuning than the real

part (∼ 1/∆2 vs. ∼ 1/∆), and as a result our large pump detuning makes this contribution smaller

than the other doubly resonant pathways (time orderings I and II). We will therefore neglect VA

and VIA as well.

We have reduced our consideration to 3 WMELS: IA, IC, and IIA. IA and IC are mathematically

equivalent pathways. Pathway IIA has the same resonance conditions as IA and IC, but opposite

sign; it will destructively interfere with IA and IC. Given that pathway IIA introduces additional

model parameters, but will only change the amplitude of the resulting lineshape, we will exclude
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it from consideration.

In summary, we have shown how our experimental conditions restrict our analysis to the doubly

resonant pathways of time-ordering I. We will now evaluate these Liouville pathways and connect

them to the Stark effect.

Driven limit expressions

Here we evaluate the Liouville pathways using the “driven limit” equations, valid when the free-

induction-decay (FID) of the system is shorter than the pulse-width of the driving fields, when

excitation is non-resonant, or at T = 0.[43] In this derivation the ground state will be g and the

excited state a.

For these expressions, we use a shorthand notation for resonance denominators. For a transition to

a density matrix element, ij, driven by the series of laser interactions S, the resonance denominator,

denoted, ∆S
ij , is given by

∆S
ij ≡ ~ (ωij − ωS − iΓij) . (5.40)

Here S is a list denoting the linear combination of laser frequencies, ωS , stimulating the transition.

For example, S = (1) means ωS = ω1 and S = (112) means ωS = 2ω1 + ω2. A laser frequency is

positively signed unless the laser index is barred, in which case the sign is negative (e.g. S = (12̄)

means ωS = ω1 − ω2).

The first order susceptibility when no pump is present is simply

χ(1) =
µ2
ag

2∆
(1)
ag

(5.41)

in which Γ is the dephasing rate, and ωn is a (signed) electric field interaction frequency.4 The

4The factor of 1/2 originates from using the Euler representations of incident light, cos(x) = 1/2(exp(−x)+exp(x)),
we only keep one of the exponential terms when we are propagating.
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third order susceptibility when the pump is present is

χ(3) =
µ2
ag

2∆
(1)
ag

(
µag

2∆
(12̄)
gg

+
µag

2∆
(12̄)
aa

)
µag

2∆
(12̄2)
ag

(5.42)

=

(
µag

2∆
(1)
ag

)2(
µ2
ag

2∆
(12̄)
gg

+
µ2
ag

2∆
(12̄)
aa

)
(5.43)

=
(
χ(1)

)2 1

∆
(12̄)
gg

(5.44)

in which we have used the fact that ∆
(12̄)
aa = ∆

(12̄)
gg . Figure 5.10 plots Equation 5.44 in experimental

coordinates. Since we have assumed the pump is non-resonant and the probe is near resonance, the

2D response shown in Figure 5.10 is valid only in certain frequency ranges (gray shaded). The other

areas of the plot require consideration of other resonant processes, such as resonant absorption of

the pump. This is the same regime considered to arrive at Equation 5.37. Note that in the valid

regime, a dispersive lineshape is present along the probe axis for the imaginary projection of χ(3).

We will now connect this dispersive lineshape to shift in the resonance frequency.

Figure 5.10: Plot of Equation 5.44 for ~ωag = 2 eV and Γ = 50 meV. Contour lines in (a) and (b)
are set at 0, while they are set to 0.1, .2, and .5 in (c). Black shaded boxes show the regime where
this response describes the system completely. The thick black lines in (c) show the renormalized
transition frequencies from Equation 5.31 for comparison.

It is the pump induced change in χ(1) which is commonly measured

dχ(1) = |E2|2χ(3). (5.45)
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To connect Equation 5.44 to the Stark Effect, we will compare it with a small shift (∆ωag � Γ) of

the susceptibility through the differential:

dχ(1) ≈ ∂χ(1)

∂ωag
∆ωag, (5.46)

in which a positive (negative) ∆ω corresponds to a blueshift (redshift).

Inspection of Equation 5.41 yields

∂χ(1)

∂ωag
= −2(χ(1))2

µ2
ag

(5.47)

which upon substitution into Equation 5.46 yields

dχ(1) = −2(χ(1))2

µ2
ag

∆ωag (5.48)

which upon further substitution of Equation 5.45 and rearranging yields

∆ωag = −
|E2|2µ2

agχ
(3)

2(χ(1))2
. (5.49)

We substitute χ(3) for the specific pathway considered in this section (Equation 5.44)

∆ωag = −
µ2
ag|E2|2

2∆
(12̄)
gg

≈
µ2
ag|E2|2

2~(ω1 − ω2)
(5.50)

in which the approximation ∆
(12̄)
gg ≈ ~(ω2 − ω1) is valid for a significantly detuned pump. The

prediction of Equation 5.50 is analogous to that predicted from the traditional wavefunction analysis

of the weak-field Stark effect (Equation 5.37). In the traditional analysis, the frequency dependence

goes as 1/(ωag − ω2). Our analysis considers the effect of a driven system, so the free induction

frequency of the traditional analysis (Section 5.7.1) does not apply. Nonetheless, since we consider

the regime where ωag ≈ ω1, the differences are minute.
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5.8 Appendix: Perturbative treatment: detuned pump, THG probe

We take a similar tact as the last section to derive an expression for the dynamic Stark shift with a

THG probe (instead of a 1 photon probe). We first systematically compile a list of potential path-

ways, and then reduce that list to a handful of the most prominent pathways, based on resonance

enhancement. With these pathways we then define expressions within the driven limit to simulate.

5.8.1 Relevant Liouville pathways

We first assemble the set of Liouville pathways that scale as E3
1 |E2|2. For our two-level system,

we assume the a and g states are separated by roughly three photons of energy so that three

photon absorption can be resonant with the a state. Compared to our four wave mixing analysis,

the number of pathways is enormous: 5 interactions of three distinguishable pulses give 20 time

orderings, each with 25 = 32 possible wave mixing combinations (640 pathways). Four photon

absorption is not considered here, though we note that such transitions are viable and important

processes in certain Stark Effect experiments especially when interband absorption and biexciton

states are isolated.[232, 238, 235, 257] Removing pathways containing antiresonant contributions

reduces the number to 52, all of which are represented in Figure 5.11. Further, we identify only

sixteen pathways as doubly resonant (shaded gray).

Of these sixteen doubly resonant pathways, only four represent unique paths of density matrix

elements. Each unique path has four “copies” owing to the interchangeable role between the pump

(2) and the probe fundamental (1). The four copies are all in adjacent columns. Of these four

copies, one pathway uses all three probe photons to perform THG from g to a (purple box), while

the other three use a pump interaction to perform TSF from g to a (gold boxes). The three TSF

pathways are mathematically equivalent because they differ only in transitions between virtual

states. The three TSF pathways will be important when ω1 ≈ ω2 ≈ ωag/3, while only THG

pathways are important when ω1 and ω2 differ greatly.
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Figure 5.11: WMELs for a non-resonant pump, THG probe experiment. Gray shaded WMELs
highlight the doubly resonant pathways. Purple outlines highlight conventional pathways where
the probe stimulates THG, while gold outlines highlight the exchange pathways where pump and
probe photons mix to stimulate TSF.

5.8.2 Driven limit expressions

We first define the THG output in the unpumped case. We will use the same resonance denominator

notation introduced in Equation 5.40. The unpumped THG susceptibility is given by

χ
(3)
THG =

Magµag

2∆
(111)
ag

(5.51)

in which Mag (µag) is the effective THG (dipole) transition moment from the ground state, g, to

the excited state, a. This THG formalism was successful in describing TMDCs previously.[68]

For the pumped case, we consider doubly resonant WMELs of Figure 5.11. We stratify the pathways

into four sets, A, B, C, and D, that differ in their mechanism of 3-photon transition (111 vs. 112)

and their remaining pathways can be separated into four unique contributions:



150

A: Pathways A-XVI and B-XVI

gg
111−−→ ag

2̄−→ gg/aa
2−→ ag

out−−→ gg (5.52)

A =
Magµ

3
ag

8∆
(111)
ag ∆

(111)
ag

(
1

∆
(1112̄)
gg

+
1

∆
(1112̄)
aa

)
(5.53)

= χ
(3)
THG

µ2
ag

2∆
(111)
ag ∆

(1112̄)
gg

=
(
χ

(3)
THG

)2 µag

Mag∆
(1112̄)
gg

(5.54)

B: Pathways A-XIII—XV + B-XIII—XV

gg
112−−→ ag

2̄−→ gg/aa
1−→ ag

out−−→ gg (5.55)

B =
3Magµ

3
ag

8∆
(111)
ag ∆

(112)
ag

(
1

∆
(11)
gg

+
1

∆
(11)
aa

)

= χ
(3)
THG

3µ2
ag

2∆
(112)
ag ∆

(11)
gg

(5.56)

C: Pathways D-I + D-V

gg
2/2̄−−→ ag/ga

2̄/2−−→ gg/aa
111−−→ ag

out−−→ gg (5.57)

The pathways involving aa are not shown in Figure 5.11 because they have the same time-ordering

and wave mixing combination as the pathway involving gg.

C =
Magµ

3
ag

8∆
(111)
ag

(
1

∆
(22̄)
gg

+
1

∆
(22̄)
aa

)(
1

∆
(2)
ag

+
1

∆
(2̄)
ga

)

= −χ(3)
THG

µ2
ag

Γgg
Im

[
1

∆
(2)
ag

] (5.58)

D: Pathways D-II—IV + D-VI—VIII

gg
1/2̄−−→ ag/ga

2̄/1−−→ gg/aa
112−−→ ag

out−−→ gg (5.59)
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The pathways involving aa are not shown in Figure 5.11 because they have the same time-ordering

and wave mixing combination as the pathway involving gg.

D =
3Magµ

3
ag

8∆
(111)
ag

(
1

∆
(12̄)
gg

+
1

∆
(12̄)
aa

)(
1

∆
(1)
ag

+
1

∆
(2̄)
ga

)

= χ
(3)
THG

3µ2
ag

2∆
(12̄)
gg

(
1

∆
(1)
ag

+
1

∆
(2̄)
ga

) (5.60)

The terms A and B represent fully coherent pathways and are analogous to the weak probe OSE

effect (cf. Section 5.7.2). They differ in whether they entail a THG (A) or a TSF (B) transition.

Terms C and D are partially coherent because they create a stationary polarization (after two

interactions) and are sensitive to the incoherent amplitudes of the a and g states.

As an important implementation detail, we note that the pathways in expressions C and D feature

resonant excitation of the aa/gg populations, which depend on the state lifetime Γgg = Γaa. The

driven limit is inappropriate for resonant population creation because exciton lifetimes are typicaly

much longer than the pulse duration that time gate the experiment; the instrument response

function bandwidth is much broader than the resonance linewidth. In effect, the driven limit

expressions above feature unrealistically narrow linewidths and strong peaks for these resonance.

Following earlier work on this effect,[43] we correct this issue by simply replacing the population

decay rate Γgg with the inverse of the pulse duration: Γgg → 1/∆t ∼ 1/50 fs−1). This procedure is

followed for evaluation of all equations in this section.

The total response will be the sum of all four pathway groupings

χ(5) = A + B + C + D. (5.61)

The measured intensity in the absence of the pump is:

ITHG,unpumped ∝
∣∣∣χ(3)

THG

∣∣∣
2
I3

1 , (5.62)
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and when pumped the intensity is

ITHG,pumped ∝
∣∣∣χ(3)

THG + χ(5)|E2|2
∣∣∣
2
I3

1 , (5.63)

where the constant of proportionality is the same as Equation 5.62. The signal is given by

norm. ∆ITHG(ω1) ≡ ITHG, pumped − ITHG, unpumped

max {ITHG, unpumped}
(5.64)

=
4Γ2

M2
agµ

2
ag

(∣∣∣χ(3)
THG + χ(5)|E2|2

∣∣∣
2
−
∣∣∣χ(3)

THG

∣∣∣
2
)
, (5.65)

where in the second line we evaluated χ
(3)
THG at its maximum value: ω1 = ωag. For the purpose

of analytic equations, we assume the perturbation is small, χ(5)|E2|2 � χ
(3)
THG, in which case a

first-order Taylor expansion of Equation 5.65 yields

norm. ∆ITHG =
8Γ2|E2|2
M2
agµ

2
ag

Re

[
χ

(3)
THG × χ(5)

]
(5.66)

Inserting Equations 5.54—5.61 into Equation 5.66 gives our closed-form expression for the response:

norm. ∆ITHG =

∣∣∣∣∣
ΓµagE2

∆
(111)
ag

∣∣∣∣∣

2

× Re

[
1

2∆
(111)
ag ∆

(1112̄)
gg

+
3

2∆
(112)
ag ∆

(11)
gg

− 1

Γgg
Im

[
1

∆
(2)
ag

]
+

3

2∆
(12̄)
gg

(
1

∆
(1)
ag

+
1

∆
(2̄)
ga

)]
.

(5.67)

Figure 5.12 shows 2D spectral response of all four terms, as well as their sum, for a pump-THG-

probe experiment.

Justification: separation of coherent and partially coherent processes

In our two level system, the weights of all four contributions in χ(5) are well-defined (see Equations

5.61 and 5.67). The fixed weighting belies the reality that the coherent pathways (A and B)

and the incoherent pathways (C and D) have different non-resonant factors: the fully coherent
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Figure 5.12: The 2D spectral response of Re

[
χ

(3)
THG × χ(5)

]
(cf. Equation 5.66) for the different

χ(5) contributions and their sum (Equation 5.61). We have used ~Γ = 50 meV, ~ωag = 1.98 eV,
Γgg → 1/∆t = 1/50 fs−1.

contributions depend on the real and imaginary components of a detuned resonance, e.g. ∆
(1112̄)
gg ,

while the partially coherent contributions depend on the imaginary portion of detuned resonance

(e.g. Im
[
1/∆

(2)
ag

]
). In real systems, inhomogeneous broadening and complex dephasing behaviors

often disrupt the Lorentzian absorptive (imaginary) wing predicted by our simple system, while

the behavior of the refractive (real) component is less sensitive to such effects. This behavior

can be clearly seen by comparing the refractive behavior of various peaked absorption line shapes

(Gaussian, Voigt, Lorentzian, etc.) using the Kramers-Kronig relations. This underscores our

experimental observation that the weights vary with both fluence and morphology (see Section 5.12),

sometimes to the extent that C and D contributions are negligible. For these reasons, our analysis

in the paper treats these weights as independent and separates the coherent and partially coherent

contributions.
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Connection to conventional OSE

Here we verify that the pathways A-XVI and C-XVI are consistent with the conventional OSE. Like

our perturbative treatment in Section 5.7.2, we show here that these pathways produce a spectral

shift that has the same dependence as that predicted from the non-perturbative analysis. To this

end, we restrict our consideration here to χ(5) = A, which will dominate when ω1 and ω2 differ

greatly. In analogy with Section 5.7.2, we consider a perturbative resonance shift of the probe,

which can be written as:

dχ
(3)
THG ≡

∂χ
(3)
THG

∂ωag
∆ωag. (5.68)

We can also evaluate the partial derivative using Equation 5.51:

∂χ
(3)
THG

∂ωag
= − 2

Magµag

(
χ

(3)
THG

)2
. (5.69)

Setting dχ
(3)
THG = A|E2|2, we can form analogous relations to those with a linear probe for small

shifts in resonance frequency:

dχ
(3)
THG = −

µ2
ag|E2|2

2∆
(1112̄)
gg

∂χ
(3)
THG

∂ωag
(5.70)

=⇒ ∆ωag ≈
µ2
ag|E2|2

2~(3ω1 − ω2)
. (5.71)

For completeness, we also explore the lineshape function for the traditional pump probe metric

∆I/I. For a small shift in resonance frequency, the pump-THG-probe signal is given by

∆ITHG

ITHG
=

∣∣∣∣∣1 +
dχ

(3)
THG

χ
(3)
THG

∣∣∣∣∣

2

− 1 (5.72)

≈ 2Re

[
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(3)
THG

χ
(3)
THG

]
(5.73)

= 2∆ωagRe

[
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(3)
THG

∂ωag

1

χ
(3)
THG

]
(5.74)

=
4∆ωag
Magµag

Re
[
−χ(3)

THG

]
. (5.75)
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Note that the lineshape of the spectral shift is slightly different from a transient absorption mea-

surement. The lineshape differences was previously explored: it arises from differences in the

non-pumped probe lineshapes, which interfere with the pumped lineshapes when measured.[123]

Abstraction of THG OSE to OHG OSE

The reformulation of expressions A (Equation 5.54) and B (Equation 5.56) for a harmonic of

arbitrary order, n, is straightforward. First, we make the substitutions

3ω1 → nω1 (5.76)

Mag → µ(n)
ag (5.77)

∆(111)
ag → ∆(OHG)

ag = ωag − nω1 − iΓ (5.78)

∆(112)
ag → ∆(exch)

ag = ωag − (n− 1)ω1 − ω2 − iΓ (5.79)

χ
(3)
THG → χ

(n)
OHG =

µ
(n)
ag µag

2∆
(OHG)
ag

(5.80)

For THG probe, the contribution B has three times the number of pathways than A (hence the

factor of 3 in Equation 5.56), but the degeneracy is n-fold for nHG due to the number of ways

pump and probe fields can mix to form (n− 1)ω1 + ω2 SFG. The result is

A =
χ

(n)
OHGµ

2
ag

2∆
(OHG)
ag (ω2 − nω1 − i/∆t)

(5.81)

B =
nχ

(n)
OHGµ

2
ag

2∆
(exch)
ag (−(n− 1)ω1 − i/∆t)

(5.82)

From Equation 5.66, and using χ(n+2) = A + B, the signal is

norm. ∆IOHG =
8Γ2|E2|2
(µnag)

2µ2
ag

Re

[
χ

(n)
OHG × χ(n+2)

]
(5.83)
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substitution gives

norm. ∆IOHG =

∣∣∣∣∣
ΓµagE2

∆
(OHG)
ag

∣∣∣∣∣

2

Re

[
1

2∆
(OHG)
ag (ω2 − nω1 − i/∆t)

+
n

2∆
(exch)
ag (−(n− 1)ω1 − i/∆t)

]
,

(5.84)

which is the form used in the main text.

Fitting procedure and parameter extraction of Figure 4

We fit the measured probe spectra of Figure 4 using Equation 5.84 (n = 3) and optimizing least

squares through three independent parameters: |µagE2|2, ωag, and Γ. We calculate ∆ωag from

|µagE2|2 using Equation 5.71 and approximating THG as resonant (3ω1 ≈ ωag): ∆ωag =
|µagE2|2

2~(ωag−ω2) .

We made the resonant THG approximation to arrive at a constant value of ∆ωag for each probe

spectrum; the chosen ω1 value has only a weak effect on ∆ωag. The full equation is

norm. ∆ITHG [ω1,∆ωag;ω2, ωag,Γ,∆t] = (~∆ωag) (ωag − ω2)

∣∣∣∣∣
Γ

∆
(111)
ag

∣∣∣∣∣

2

× Re

[
1

∆
(111)
ag (ω2 − 3ω1 − i/∆t)

+
3

∆
(112)
ag (−2ω1 − i/∆t)

]
,

(5.85)

in which ∆ωag is fit as a function of pump fluence.

5.9 Appendix: Numerical Simulations of pump-THG-probe: De-

lay dependent line shapes

The line shapes of pump probe spectroscopy can be complicated when pump and probe beams are

nearly overlapped in time, or when the probe pulse precedes the pump.[256, 258, 259, 260, 227]

Since our experimental data shows dramatic changes in line shape with delay, it is important to

understand the effect of time delay on our theoretical line shapes. To account for these effects,
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we employ numerical integration of the Liouville pathways (5.52, 5.55, 5.57, 5.59) using software

previously developed by our group.[43, 261]

The theoretical delay dependence is summarized by Figures 5.13 and 5.14. Figure 5.13 shows the

numerical results when the contributions are χ(5) = A+B. Figure 5.13g is essentially the simulation

result presented in the main text (Equation 5.84), but calculated without explicitly making the long

pulse approximation. Note that the 2D spectra at slight negative delays capture the “kink” of the

zero-signal contour around 2ωprobe + ωpump ≈ ωag in the exprimental data.

Figure 5.14 shows the numerical results when the contributions are χ(5) = A+B+C+D. Including

the incoherent pathways in Figure 5.14 is useful because one can surmise the dynamics induced

by photon absorption, particularly for the pump energies near and above ∼1 eV. The numerical

simulation assumes a single photon absorption pathway, however, so the the threshold energy of

ωpump = ωag/2 is not reproduced in this simulation, and population signals for lower pump energies.

Figure 5.13: Results of numerically integrating the Liouville–von Neumann equation for χ(5) = A+B
with a 50 fs laser pulse, ~ωag = 1.98 eV, and an 18 fs dephasing rate.
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Figure 5.14: Results of numerically integrating the Liouville–von Neumann equation for χ(5) =
A + B + C + D with a 50 fs laser pulse, ~ωag = 1.98 eV, and an 18 fs dephasing rate.
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5.10 Appendix: Pump-SHG-probe

Here we present the 2D frequency response of pump-SHG-probe on the pyramid system. We show

general agreement with our OSE theory. Furthermore, the results support the idea that the SHG

probes a different state than that of THG. This is supported by two general observations:

1. The SHG resonance is ∼ 30 meV shifted from the THG resonance, as seen in both pump-

SHG-probe difference signals (Figure 5.15) and SHG (Figure 5.16), and

2. The SHG transition has a significantly smaller dipole moment, as measured by the fluence

scaling of the OSE (cf. Figure 5.16i and j).

We do not have enough information to assign the SHG transition, but the energy shift is commen-

surate with trion states.[218]

Figure 5.15: 2D frequency response of pump-SHG-probe on the WS2 pyramid structure, and at-
tempts to isolate the SHG OSE exchange signature. First column: T = 0 fs. Second column:
T = 150 fs shows the persistent population due to pump excitation. Third column: Same as first
column, but with the signals at T = 150 subtracted off to isolate the coherent spectrum. Fourth
column: Pump-SHG-probe simulation using Equation 5.84 (Γ = 40 meV, ~ωag = 1.95 eV).

Figure 5.15 shows our attempt to isolate the OSE effects in an SHG experiment. When the pump

and probe are overlapped in time (first column), the spectra is influenced by both the coherent

OSE and the incoherent absorption pathways, the latter of which can be partially isolated by

introducing a delay between the pump and the probe (second column). With the pump and probe

delayed, the signal shows an onset around ~ωpump = 1 eV, indicating the 2PA pathway is the
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dominant absorption process. This absorption process isolated at T = 150 fs does not account

for 2PA contributions that exchange pump and probe interactions (the 2PA analogue of the D

contribution), which only occurs when pulses are temporally overlapped.

As a crude attempt to isolate the OSE 2D spectral response, we subtract incoherent 2PA contribu-

tion from the spectral signatures at temporal overlap (Figure 5.15, third column). The spectrum

has qualitative agreement with the predictions of Equation 5.84 (fourth column). Importantly, this

third column has the qualitative negative-positive cross-over behavior along the pump axis near

ωpump = ωprobe. Disagreement between the simulation and experiment can be attributed to several

factors, including the imprecise nature of our OSE isolation and the unknown identity of the SHG

probe resonance itself. Nonetheless, the level of agreement suggests our simple theory is a good

starting point for explaining the pump-SHG-probe spectra.
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5.11 Appendix: Nuances of SHG and THG probes of WS2 pyra-

mid

5.11.1 Probe induced Stark shifting

Figure 5.16: Self Stark shifting of SHG and THG probes. (a, b) SHG and THG spectra for various
probe fluences. Each column has its fluence color coded to the markers in (i,j). (c, d) Same spectra
as (a, b) but normalized to their maximum extent. (e, f) The difference between each spectra in
(c, d) and the highest probe fluence spectrum (bright yellow line) in (c, d). (g, h) The maximum
of each spectrum in (a, b) vs. probe fluence on a log-log scale. (i, j) The first moment (also known
as center-of-mass or expectation value of IXHG(~ωm)) of the spectra in (a, b) vs. probe fluence on
a lin-log scale.
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Figure 5.16 shows the dependence of SHG and THG on the fluence of the incident probe fundamen-

tal (no pump is used in this data). The first row shows the OHG spectrum for all fluences explored.

The raw intensity of the OHG spectrum shows the steep intensity scaling of OHG. The SHG and

THG signals obey the expected F2 and F3 scaling, respectively, as can be seen by plotting the

peak SHG and THG signals against the applied fluence (fourth row).

Scaling the OHG spectra each to equal dynamic range (norm IOHG, second row), however, reveals

small changes in the spectrum. The changes can be amplified by subtracting a reference spectrum,

which we take as the OHG spectrum at the highest fluence. The resulting spectra (∆ (norm IOHG),

third row) gives derivative line shapes corresponding to red-shifting from lower fluences (i.e. higher

fluence induces a blue shift). This peak shift is indicative of the probe self-inducing the OSE. For

both harmonic processes, the blueshift scales roughly linearly with fluence (fifth row).

The OSE behavior seen here has some differences with that of Figure 5 of the main text. Based on

Figure 5.16, THG OSE susceptibility here (∼ 10 meV per 250 µJ
cm2 applied field) is ∼ 5x stronger

than that in the pump-THG-probe fluence study (Figure 5 of the paper), but a consistent definition

of the shift must be used for a proper comparison; the paper adopts the definition of Equation 5.71,

while here we adopt the empirical, center-of-mass defintion. A consistent definition will account for

the difference in pump frequency and the different permutation symmetries (the fifth order effect

here has two distinguishable fields instead of three). It should also be noted that, unlike Figure 5

of the main text, our theory predicts the line shapes of Figure 5.16e and f to be anti-symmetric.

This can be shown by applying Equation 5.84 for the constraint ω1 = ω2 (diagonal slices of our 2D

frequency space).

Figure 5.16i and j reveal important differences between the self-induced SHG OSE and the self-

induced THG OSE. For one, the self-induced SHG OSE is much less (∼ 40x) susceptible to its

incident fluence than the THG OSE is. Our model (Equation 5.84) predicts the integer of the

harmonic, n, does not have a strong influence on the susceptibility, so the discrepancy cannot

be explained by that. The most likely explanation is a different dipole moment between the two

probes. Secondly, extrapolation of the linear OSE trend lines to negligible fluence levels shows that

the native transition energies for SHG and THG are quite different (1911 meV vs. 1940 meV). This
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strongly suggests SHG transitions are different from those stimulated by THG.
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5.11.2 Sum-frequency processes between pump and probe

Figure 5.17 shows the existence of SFG (ωout = ωprobe +ωpump) and TSF (ωout = 2ωprobe +ωpump)

processes which make there way past our spatial filter. In the case of the data presented in the

main text, these processes are sufficiently far away from the measured output because the pump

and probe electric fields are sufficiently different in frequency.

Figure 5.17 also demonstrate the presence of the pump induced Stark effect within the bandwidth

of the probe pulse. In other words, within the frequencies present in the harmonic generation

emission envelope for a single OPA setpoint, the blue frequencies see enhanced emission while the

red frequencies see depressed emission upon application of the pump.



165

Figure 5.17: Demonstration of pump-probe sum-frequency processes. (a) Multidimensional har-
monic generation from the WS2 pyramid with no pump present. (b-e) Difference between pumped
and unpumped emission. Pump frequency is indicated by thick, horizontal gray line. Colorbar is
intentionally saturated to highlight small changes. Colored overlines show scaling of SHG, THG,
SFG, and TSF processes (note, 1 is: probe, 2 is pump)
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5.12 Appendix: Pump-THG-probe of various WS2 morphologies

In this section we show the results of experiments in which we repeated many of the measurements

shown in the main text, but with different WS2 morphologies. Figure 5.18 shows the five samples

investigated with the “pyramid” having been presented in the main text. The samples are:

• a single CVT grown WS2 monolayer

• an ensemble of monolayer and few-layer CVT grown WS2 triangles, 10-20 triangles fit inside

the probe area of our lasers

• the screw-dislocation pyramid investigated in the main text

• a CVT grown “flower” WS2 which exhibits a complex morphology

• a ∼10 nm thick polycrystalline WS2 thin film on a fused silica substrate.

These particular samples were chosen to investigate if the measurements presented in the main text

are robust to sample morphology. In general we find that the width and pitch of the dispersive,

differential lineshape is heavily dependent on sample morphology (inhomogeneity). We also find

that the polycrystalline thin film has a population response for all pump colors—we likely excited

mid-gap or defect states via a one-photon absorption mechanism.

5.12.1 Multidimensional exploration of WS2 morphologies
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Figure 5.18: Response from different WS2 morphologies. (a-e) Micrographs. (f-j) Time delay vs.
probe frequency for each morphology with ~ωpump = 0.96 eV. Figure 5.19 shows additional data.
The colormap is shared across all frames with contour lines locally normalized.

Figure 5.19: Time delay vs. probe frequency for seven pump frequencies (noted in first row subfigure
titles) and five different sample morphologies. The colormap is shared across all frames with contour
lines locally normalized.
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Figure 5.20: Time delay vs. probe frequency for five different sample morphologies with longer
time delays than shown in Figure 5.19. The gray vertical line marks twice the pump frequency.
The green, dashed line marks where the delay axis switches from linear to logarithmic scaling. The
colormap is shared across all frames with contour lines locally normalized.

Figure 5.21: Pump frequency vs. probe frequency for eight time delays (noted in first row subfigure
titles) and five different sample morphologies. The colormap is shared across all frames with contour
lines locally normalized.
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Figure 5.22: Time delay vs. probe frequency for seven pump fluences (noted in first row subfigure
titles) and four different sample morphologies. In these measurments ~ωpump = 0.99 eV. The
colormap is shared across all frames with contour lines locally normalized. Areas in gray and the
few-layer ensemble sample were not experimentally investigated.
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5.12.2 Decomposition of WS2 morphology data

Figure 5.23 shows slices through the data presented in Figure 5.20. Figure 5.23a shows that

after ∼0.1 ps, all samples other than the polycrystalline thin film exhibit uniform, gradual decay.

Figure 5.23b shows that the polycrystalline thin film also has a much broader THG spectrum

compared to the other samples with the monolayer having the narrowest peak.

Figure 5.23: Response from different WS2 morphologies; slices through the data shown in Fig-
ure 5.20. In (a) the black, dashed line marks where the delay axis switches from linear to logarithmic
scaling.

Figure 5.24 shows a decomposition of the data originally shown in Figure 5.22. We arbitrarily

define a “population metric”, p as

∆I (~ωm;T > 0.1 ps,Fpump) = p (Fpump) ·∆I (~ωm;T > 0.1 ps,Fpump, max) , (5.86)
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and our “OSE metric” is simply the maximum extent of each 2D dataset:

OSE (Fpump) = max ∆I (~ωm, T ;Fpump). (5.87)

Except for saturation at the highest fluence, all samples display a roughly linear response for the

OSE metric. This is as expected. The population response scaling is not as trivial. The poly-

crystalline thin film scales roughly linearly with fluence—this is to be expected if we are indeed

exciting mid-gap and defect states via a single photon absorption mechanism. The monolayer

response scales roughly quadratically with fluence—this is to be expected if true two-photon ab-

sorption is the excitation mechanism. The pyramid and the flower have scaling laws in-between

that of the film and monolayer: F∼1.4.

Figure 5.24: Response scaling with respect to pump fluence from different WS2 morphologies.
Metrics are defined by Equation 5.86 and Equation 5.87. Note that all scatter points at the
maximum pump fluence are overlapped.
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5.13 Appendix: Method comparison

Figure 5.25 shows the response from two different WS2 samples, a screw-dislocation pyramid (Fig-

ure 5.18c) and a polycrystalline thin film (Figure 5.18e). Both a THG probe and a more-standard

reflectance probe are used for the same pump colors and pump fluence. The probe beam is larger

than the microstructure extent, but smaller than the extent of the thin film. A discussion on how

to compare lineshapes from pump-THG-probe and pump-reflectance-probe experiments is given in

ref.[123].

Figure 5.25: Comparison of transient-THG to transient-reflectance for a WS2 screw-dislocation
pyramid and polycrystalline thin film. First two rows show results from the same pyramid as the
main text, the last two rows show results for a smooth, polycrystalline thin film. The first and
third rows use a THG probe while the second and fourth rows use a single-photon reflectance probe.
Given the low signal-to-noise present in the second row, we elected to use a high pump fluence in
these measurements, 7000 µJ/cm2.
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Chapter 6 Ultrafast, multidimensional pump-probe spec-

troscopy of atomically thin WS2-MoS2 lat-

eral heterostructures

This Chapter borrows extensively from a manuscript to be submitted. The authors are:

1. Darien J. Morrow
2. Daniel D. Kohler
3. Yuzhou Zhao
4. Jason M. Scheeler
5. Song Jin
6. John C. Wright
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6.1 Abstract

Heterostructures comprised of two-dimensional transition-metal dichalcogenides offer promise as

both an exotic physics and modular electronics platform. Out-of-plane (vertical) heterostructures

have been extensively characterized using ultrafast spectroscopies, however their in-plane (lateral)

counterparts have not had their ultrafast dynamics and energetics characterized. In this work

we use a water vapor assisted chemical vapor transport synthesis to create monolayer WS2-MoS2

core-shell lateral heterostructures. These heterostructures display a blue-shifted photoluminescence

feature at the junction. To investigate the dynamics and energetics of the heterostructure, we use

multidimensional transient-reflectance and transient second harmonic generation spectroscopies.

These spectroscopies are sensitive to charge transfer across the interface and static buildup of fields.

We develop an analytical lineshape model that disentangles the Fresnel interference effects, due to

the stratified substrate, from the evolution of the heterostructure excitons. Our measurements

of the heterostructure are largely consistent with that of isolated homostructures. Despite the

supposed Type-II band alignment, our measurements find no evidence of ultrafast charge separation

or coupling between the two structures. We discuss how the absence of junction signatures may be

connected to unique aspects of these heterostructures, and how one may overcome these obstacles.
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6.2 Introduction

Two-dimensional transition-metal dichalcogenide (TMDC) heterostructures are composed of atom-

ically thin layers of MX2 (M = Mo, W; X = S, Se, Te) which are direct gap semiconductors in the

monolayer limit.[262, 144, 74, 6] Monolayer TMDCs exhibit strong light-matter interactions, sig-

nificant electron-electron interactions, and exciton binding energies of hundreds of meV.[262, 144,

74, 6] The last decade has featured extensive work focused on creating and exploiting manually

stacked van der Waals (vdW) heterostructures of dissimilar TMDCs.[7] These vdW heterostruc-

tures facilitate a vast array of exotic excitonic phenomena including exciton condensation,[263]

exciton lasing,[264] and moiré excitons.[265, 266, 267, 268, 269, 270] vdW heterostrutures also dis-

play intriguing ultrafast dynamics and valley physics.[271, 272] Interlayer exciton formation and

charge separation across the vdW interface have intrigued the community because the electron-hole

separation happens on the femtosecond timescale and is electrically controllable.[273, 128, 274, 275]

Interestingly, interlayer coupling is expected to be weak, so many different mechanisms of charge-

transfer have been proposed which attempt to explain the fast transfer process.[276, 277, 278, 279,

280, 281]

It is also possible to create in-plane epitaxial heterojunctions (Figure 6.1a,b) via chemical vapor

deposition (CVD) and transport (CVT) growth strategies.[282, 283, 284, 285, 286, 287, 288, 289,

290, 291, 292, 293, 8] These growth strategies offer immense electronic tunability by creating sin-

gle crystal superlattices which have many atomically fine[282, 283, 284, 286, 287, 289, 290] or

alloyed[285, 288] junctions. The one-dimensional, covalently bonded interface of atomically fine

lateral heterojunctions offers an intriguing system for charge and energy transfer because they offer

stronger intermaterial electronic coupling than vdW heterostructures.[294, 295] Indeed, flexible rec-

tifiers and photovolatics have already been created from these in-plane heterojunctions.[296, 297]

Despite this, to our knowledge, there is currently only one ultrafast study on lateral heterojunctions,

which investigated exciton transfer of the type-I MoS2-MoSe2 junction.[298] This Article investi-

gates monolayer WS2-MoS2 lateral heterostructures (Figure 6.1d shows an image of the sample).

The bandedges at the K points of WS2 and MoS2 are staggered, forming a type-II heterojunction

(Figure 6.1c), where electrons should flow to MoS2 and holes should flow to WS2.[299, 300]
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Figure 6.1: Overview of WS2-MoS2 lateral heterostructures. (a) Side-on sketch of single layer of
WS2-MoS2 on SiO2/Si substrate. Pump and probe beams for a transient reflectance experiment
are shown. 0.7 nm thickness of monolayer is derived from Lee et al. [119], (b) Top-down sketch
of lateral heterostructure. (c) Energy level diagrams of WS2 and MoS2 semiconductors.[299, 300]
Free-carrier levels are not shown. (d) Optical microscope image of the three WS2-MoS2 lateral
heterostructures simultaneously pumped and probed in the present work. For clarity, the outer
edges of the heterostructures have been outlined by white, dashed lines.
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In this work we use two ultrafast, optical pump-probe methods, transient-reflectance (TR) and

transient second harmonic generation (TSHG), to excite and probe monolayer WS2-MoS2 lateral

heterostructures (Figure 6.1d shows a sample image). Intriguingly, photoluminescence (PL) map-

ping shows bright, blue-shifted carrier recombination at the WS2-MoS2 junction. This junction

behavior is not currently understood, but it naively suggests an intermaterial coupling which may

be indicative of charge transfer occurring at the junction. Specifically, the blue-shifted PL could

result from recombination of electrons originating from the WS2 conduction band with holes origi-

nating from the MoS2 valence band. To further investigate the junction, we extensively explore the

dependence of TR and TSHG on pump frequency, probe frequency, pump-probe time delay, and

pump fluence. We attempt to quantify the charge transfer dynamics across the one-dimensional

junction as a function of the type and density of carriers injected by the optical pump. To do

this, we developed a lineshape model to extract the excited-state response of WS2 and MoS2. A

definitive observation of charge transfer would entail directly exciting MoS2 (but not WS2) and

observing a modulation in the WS2 exciton transition due to hole transfer from MoS2’s valence

band to WS2’s valence band.[273] In the end, our pump-probe measurements do not detect any

ultrafast charge transfer across the junction. As we discuss, the lack of charge transfer observation

is likely related to the strong background signals from the homostructure areas far away from the

junction. We now believe that pump-probe methods with high spatial resolution may be better for

exploring these types of one-dimensional heterojunctions.

6.3 Experimental

6.3.1 Sample preparation and characterization

Monolayer WS2-MoS2 heterostructures were synthesized using a previously established water vapor-

assisted chemical vapor transport method.[8] The reaction was conducted in a custom-built three

zone tube furnace system equipped with pressure and gas flow controls. 100 mg WS2 (Alfa Aesar)

powder was placed in custom-made fused silica boat in the center of the first zone of the three-zone

furnace, 100 mg MoS2 (Alfa Aesar) powder was placed in a second fused silica boat 20 cm upstream
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of WS2, and the 300 nm SiO2/Si substrate was placed between the second and the third zone with

the polished side facing up. An alumina boat filled with approximately 1 g CaSO4·2H2O powder

was placed on a holder at a position 35 cm upstream from the heating zone of the furnace. Heating

tapes were used to heat the CaSO4·2H2O to provide water vapor. 100 sccm argon was used as the

carrier gas, and the pressure was maintained at 800 torr to minimize the penetration of ambient

moisture into the reactor.

The three-zone furnace was first preheated to 200 ◦C under 100 sccm argon for 30 min to drive off

any moisture inside the tube. Then the second zone was heated to 1200 ◦C at a rate of 20 ◦C/min,

and simultaneously the third zone was heated to 700 ◦C at the same rate. Once the furnace tem-

peratures were reached, the heating tapes were used to heat up and maintain the CaSO4·2H2O

around 110 ◦C for the first step WS2 growth. After all the temperatures were stabilized, WS2

precursor was pushed into the second zone by a magnet coupled positioner and a quartz rod to

initiate the reaction. After WS2 growth, the temperature of CaSO4·2H2O was lowered to ∼85 ◦C,

then MoS2 precursor was pushed into the second zone as WS2 precursor was pushed out. The

reaction went on for about 10 min for the first step WS2 growth, and 10 min for the second step

MoS2 growth, after that the furnace was opened and rapidly cooled to ambient conditions. Mono-

layers were identified by their reflectance contrast against the substrate with an optical microscope

(Olympus BX51M)—see Figure 6.1d for image. The intense photoluminescence from the individual

structures (LabRAM Aramis, Confocal Raman/PL Microscope, 2.33 eV excitation) further con-

firms the monolayer nature of the heterostructures as well as the core-shell nature of the lateral

heterostructures

6.3.2 Ultrafast measurements

Our spectrometer employs an ultrafast oscillator seeding a regenerative amplifier (Spectra-Physics

Tsunami and Spitfire Pro, respectively) to produce ∼35 fs pulses centered at 1.55 eV at a 1 kHz

repetition rate. The amplifier pumps two optical parametric amplifiers (OPAs, Light-Conversion

TOPAS-C) which create tunable pulses of light from ∼0.75 to ∼2.1 eV with spectral width on the

amplitude level of FWHM≈ 46 meV. Absorptive filters (ThorLabs FGL1000M) and broadband wire
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grid polarizers are used to isolate light of the desired color. Each arm has its own mechanical delay

stage (Newport, MFA-CC), optical chopper (Thorlabs MC2000B and MC1000A), and motorized

neutral density filter wheel (Thorlabs NDC-100C-4M). All pulses are focused onto the sample with

a 1 m focal length spherical mirror (∼2◦ between beams) with the optical axis ∼9◦ from the surface

normal. The spatially coherent output (either the reflected probe or the second harmonic of the

probe) is isolated with an aperture in the reflected direction, focused into a monochromator (Horiba

Micro-HR) and detected with a thermoelectrically cooled photomultiplier tube (RCA C31034A).

The OPA generating the probe beam and the monochromator scan their frequencies in unison to

measure probe spectra. A dual-chopping routine is used to isolate the desired differential signal.[164]

The color-dependent time-of-flight for each arm is corrected by offsetting the mechanical delay

stages for each combination of pump and probe colors; offsets are empirically measured by non-

resonant transient grating in CCl4 for the TR experiments,[301, 61] or singly-resonant triple-sum-

frequency generation in WS2 for the TSHG experiments.[123, 68] The visible probe beam for the

reflectance-probe experiments has a fluence of ∼2 µJ/cm2. All beams are hundreds of microns wide

at the sample. Due to the size of our beams, we simultaneously interrogate all three monolayers

shown in Figure 6.1d and do not individually interrogate either MoS2 nor WS2.All beams are s-

polarized, with the exception of the TSHG pump, which is p-polarized so that pump scatter could

be filtered with a polarizer setup before the monochromator input.

The TR experiments in this work were accomplished in a high-carrier fluence regime ranging from

20 to 300 µJ/cm2. This excitation fluence regime corresponds to a range of 6.2× 1013 to 9.3× 1014

photons/cm2 for 2 eV (620 nm) light. Our calculations indicate that ∼ 10% of incident photons

are absorbed by the monolayers. Thus, our intense excitation creates carriers with density ranging

from ∼ 6 × 1012 to ∼ 1 × 1014 carriers/cm2. The exact carrier density will depend somewhat

on the excitation color (due to a frequency dependent absorption spectrum and varying power

spectrum of our OPA). At these fluences, carrier-carrier interactions should play a significant role

because we are above the fluence at which biexcitons and exciton-exciton annihilation have been

observed.[114, 302, 303, 304, 305, 306] However, we are likely below the carrier density where

excitons are no longer bound (the Mott threshold).[175, 307] Our carrier density regime is similar

to that explored by Ruppert et al. [308] on WS2 monolayers.
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All raw data, workup scripts, and simulation scripts used in the creation of this work are permis-

sively licensed and publicly available for reuse.[309] Our acquisition[103] and workup[166] software

are built on top of the open source, publicly available Scientific Python ecosystem.[57, 58, 251]

6.4 Modeling transient-reflectance spectra

Our heterostructure sample consists of a supersystem of a lateral heterostructure composed of two

different monolayer materials both on the same ∼320 nm thick SiO2 on Si substrate. This layered

substrate (Figure 6.1a) lead to rich Fresnel effects in the measured reflectance spectrum.[173, 171,

172, 310, 311] It is thus imperative to model the reflectance spectrum of the stratified structure

if the ultrafast changes in reflectance of the lateral heterostructure are to be understood. Due to

substrate interference effects, we cannot assume (as is often done for transparent substrates like

SiO2) that changes in reflectance are merely due to changes in the absorptive component of the

monolayers’ refractive index.

6.4.1 Calculating the reflectance of a stratified sample

In order to understand how the heterostructure’s resonances change upon photoexcition, we con-

struct an unexcited permittivity spectrum by considering the results of Li et al. [76] and summing

excitonic transitions

ε(~ω) = εback +
∑

j

Aj√
Γjπ

1

Ej − ~ω − iΓj
(6.1)

in which εback is the structure-less background permittivity from high-lying states; Aj , Γj , and Ej

are the amplitude, width, and center of the jth transition, respectively.1 The complex refractive

1We chose a simple few-states model over excitonic models like the 2D Elliott model[312, 313, 314, 315, 316] because
the binding energies of monolayer MoS2 and WS2 are hundreds of meV.[12, 317, 318] Therefore any continuum states
and all but the lowest exciton transitions exist above the frequency range explored in our experiment. For such
large binding energies and our frequency range, the Elliott model reduces to the single 1S exciton transition—a
Lorentzian lineshape in our case. If necessary, inhomogeneous broadening may be accounted for with a Gaussian
distribution of narrow Lorentzians around the individual excitonic features. Given the distribution of PL intensities
and peak positions which we observe when mapping the sample (Figure 6.4), it is likely that our measured reflectance
spectrum is significantly broadened by inhomogeneity. To minimize the number of free parameters, however, we
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index is given by

ñ(~ω) =
√
ε(~ω). (6.2)

To calculate the multilayer net reflectance, R, we use a thin film interference model adapted from

Anders [204] and also similarly implemented by refs.[171, 172, 173]. We assume a stratified system

composed of 4 layers (air, MX2, SiO2, and Si) each with a complex-valued index of refraction, ñm,

and thickness, dm. For simplicity, we assume normal light incidence. The first and fourth layers—

air and silicon, respectively–are of infinite extent so that the total system has three interfaces. The

system is probed with light of vacuum wavelength, λ, first interacting with the 0th interface. The

net multilayer reflection amplitude, r, is given by

r ≡ r1 + r2e
i∆1 + r3e

i(∆1+∆2) + r1r2r3e
i∆2

1 + r1r2ei∆1 + r1r3ei(∆1+∆2) + r2r3ei∆2
(6.3)

rm ≡
ñm−1 − ñm
ñm−1 + ñm

(6.4)

∆m ≡
4πñmdm

λ
(6.5)

where rm is the reflection amplitude of the mth interface. The net reflectivity amplitude from a

layered sample with different lateral components on the 1st layer (n1) is given (in the far field) by

a weighted sum of the net reflectance amplitudes of the individual components

rtotal =
∑

j

cjr(n1 = nj). (6.6)

In our specific case, the lateral components of the 1st layer are j ∈ {air,MoS2,WS2}. The individual

cj represent the fraction of illuminated area containing each lateral component. These cj are

estimated from the monolayers’ area (Figure 6.1d) and the probe laser spot size; we set cWS2 = 0.2,

cMoS2 = 0.3, and cair = 0.5. The fraction of reflected light intensity, or reflectivity, is given by

R = |rtotal|2 . (6.7)

assume homogeneous lineshapes for all of our modeling.
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Before considering TR spectra, it is useful to understand the consequences of our layered structure

on the reflectivity. Nominal reflectivity acts as a local oscillator that interferes with the pump

probe signal,[123] so understanding the reflectivity is important for understanding and simulating

the transient-reflectance measurement. Refractive index values from refs.[319, 320] are used to

calculate the reflectance for SiO2 (n2) and Si (n3).

Figure 6.2a,b show the real and imaginary projections of the simulated complex permittivity for

MoS2 and WS2. Figure 6.2c shows the simulated reflectivity spectra for the bare SiO2/Si sub-

strate (blue) and the sample containing area (with weighted cjs). The bare substrate has a large

reflectivity, and its spectral behavior is dominated by a single cycle of etalon interference between

the front (SiO2) and back (Si) surfaces. The addition of the heterostructure modifies the reflectiv-

ity only slightly. Perhaps surprisingly, the monolayer decreases the reflectivity for most colors in

our probe range. Furthermore, the excitonic resonances play a very minor role in the reflectivity

spectrum, visible only as slight curvature changes to the broad, curved background created by

interference within the SiO2/Si substrate. TR measurements will therefore be heavily influenced

by the substrate.

6.4.2 Calculating the transient-reflectance of a stratified sample

The TR spectra are calculated by

∆R

R
≡ Rpumped −Runpumped

Runpumped
. (6.8)

The Rpumped spectra are calculated by changing the Aj , Γj , and Ej composing each excitonic

resonance and then re-evaluating Equation 6.7. Peak shifts can be attributed to a complex interplay

between band gap renormalization and exciton binding energy reduction. Amplitude decreases can

be attributed to Pauli blocking. Broadening can be attributed to increased carrier-carrier and

carrier-phonon scattering.

A brief survey of the literature indicates that some authors explicitly account for the effects of

SiO2 and SiO2/Si substrates on TR lineshapes,[321] while other authors mistakenly equate the two
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Figure 6.2: Model of permittivity and reflectance of WS2-MoS2 lateral heterostructure. (a) real
component of permittivity for WS2 and MoS2. (b) imaginary (absorptive) component of the per-
mittivity. (c) Reflectance of bare 320 nm thick SiO2 on Si substrate and of monolayer lateral
heterostructure on the same substrate. Dashed, colored, horizontal lines show the position of the
lowest energy excitonic resonances.
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substrate types.[322, 323] This mistake grossly changes the interpretation of pump probe signals.

To highlight the importance of treating interference effects caused by stratified substrates, we show

example monolayer MoS2 TR spectra in Figure 6.3. Each column explores how a small perturbation

to the excitonic resonances changes the imaginary part of the permittivity (top row), as well as

how this change translates to reflectivity on different substrates (bottom row). Changes in exciton

resonances can translate into a myriad of spectral shapes. The TR spectra for Si/SiO2 substrates

are completely different from that of pure SiO2. The TR spectrum with the SiO2 substrate is

proportional to the transient-absorptance spectra (∆εimag), a general relation for monolayers on

thick transmissive substrates.[107, 123] The two spectra from MoS2/SiO2/Si show almost no sim-

ilarity to ∆εimag. Moreover the two SiO2/Si lineshapes demonstrate a strong dependence on the

precise thickness of the SiO2 layer: peaks and troughs have their positions and relative magnitudes

changed by the monolayer being on SiO2/Si instead of SiO2. This demonstrates the importance of

accurate accounting of the substrate properties when considering TR spectra.
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Figure 6.3: Comparison of monolayer MoS2 TR lineshapes for different substrates. Lineshapes
are calculated as described in the main text with the original dielectric and reflectance spectra
shown in Figure 6.2. (a-c) ∆εimag spectra (analogous to transient-absorptance) for three different
perturbations to both the A and B excitonic resonances of MoS2 as noted in the subfigure titles. The
perturbations shown in the three columns could be considered bandgap normalization, phase-space
filling (Pauli blocking), and increased carrier-carrier or carrier-phonon scattering, respectively. (d-
f) TR spectra for three different substrates: SiO2 (blue), 280 nm SiO2 on Si (orange), and 320 nm
SiO2 on Si (green). Transition energies of the original, unexcited A and B resonances are notated
with vertical gray lines.
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6.5 Results and Discussion

6.5.1 Photoluminescence mapping

Figure 6.4 shows confocal PL mapping of one of the three WS2-MoS2 lateral heterostructures

examined. The spectra at each (x, y) point are fit to a weighted sum of three basis-set spectra

(Figure 6.4d), Figure 6.4a-c show the amplitudes of the basis-set coefficients at each (x, y) point.

This decomposition allows us to isolate PL emission contributions from MoS2 (red), WS2 (green),

and the interface region (blue). As diagrammed in Figure 6.1b, the WS2 core is roughly hexagonal

while the MoS2 shell forms an equilateral triangle. These shapes are determined by the growth

kinetics of the individual materials.[324] Both WS2 and MoS2 exhibit enhanced emission at their

edges. Similar edge enhancement has been previously observed and attributed to enhanced recom-

bination at edge defects.[325, 326] Close inspection of the optical image (Figure 6.1d) of the sample

shows cracks where the MoS2 is thinnest, and comparison with Figure 6.4 shows there is a lack of

PL at these crack locations.

Figure 6.4: Confocal photoluminescence mapping of a single WS2-MoS2 lateral heterostructure
excited with a 2.33 eV laser. Mapping data are decomposed via three basis spectra with slices
through the 3D dataset presented in an appendix. (i, j, k) amplitudes of color-coded basis-elements
shown in (l). (l) spectral basis elements used for fitting entire dataset. Colored vertical lines in (d)
correspond to energies of 1.843 eV (red), 1.920 eV (green), and 1.945 eV (blue).

There is a trefoil shape imprinted within the PL map of the WS2 core. Different regions of the WS2

have different peak intensities and output spectra which cause the trefoil shape (see Figure 6.10

in the appendix for further representations). This trefoil shape has been previously observed and
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attributed to heterogeneous defect distributions.[327]

Intriguingly, the interface between the WS2 and MoS2 has an unusual emission that is bluer than

either WS2 or MoS2 emission. The resolution of our PL mapping measurement puts a ∼ 1 µm

upper bound on the length scale of the blue emission region. The increased energy of the emis-

sion compared to the individual materials indicates that a traditional charge-transfer state is not

present at the junction. Previously, other researchers observed interlayer low energy emission from

the lowest conduction band to the highest valence band in vdW heterostructures.[328] In lateral

heterostructures, the interfacial PL has been observed to be a broadened psuedo-combination of

the two materials’ PL,[285, 284] to be a gradual shift between the two PL peaks,[288] and in some

samples to display a low energy emission.[284, 283] A high energy emission, presumably from the

conduction band of WS2 to the valence band of MoS2 has not previously been observed in lateral

TMDC heterostructures. While not well understood, this blue-shifted emission at the lateral junc-

tion evidences that noteworthy events occur at the interface between WS2 and MoS2. Future work

should investigate this junction with increased spatial resolution (tip-enhanced PL is a natural

choice given its ∼15 nm spatial resolution)[329] in order to determine the exact length scale in

which the blue-shifted recombination occurs.

6.5.2 Multidimensional transient-reflectance

To investigate the ultrafast dynamics of WS2-MoS2 lateral heterostructures, we employ multidi-

mensional TR spectroscopy. Unlike the confocal microscopy data shown in Figure 6.4 (∼ 1 µm

excitation/collection spot diameter), our TR spectrometer is built without a focusing objective and

has a (∼ 250 µm excitation/collection spot diameter). Our TR experiments simultaneously observe

the WS2 and MoS2 response from the three lateral heterostructures shown in Figure 6.1d. In these

TR measurements, we are attempting to observe hole transfer from MoS2’s valence band to WS2’s

valence band. This will be most definitively observed by exciting the MoS2 A exciton feature and

watching for changes to the WS2 A feature.

Figure 6.5 shows the response of the lateral heterostructures when pumped and probed with fre-

quencies near the A and B excitonic features. Right after the A exciton of MoS2 is excited, we
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observe an increase in reflectance at the A
(
~ωA, MoS2

= 1.845 eV
)

and B
(
~ωB, MoS2

= 2.040 eV
)

exciton of MoS2 and a small decrease in reflectance at the A exciton of WS2

(
~ωA, WS2

= 1.935 eV
)
.

As the pump frequency is increased, the A exciton of WS2 is excited and a corresponding increase

in reflectance at the A exciton of WS2 is observed. As the delay time increases, the differential

features narrow and form a spectrum which oscillates between negative and positive changes to

the reflectance. Other than at the cut-on frequency of the WS2 A exciton, no abrupt features are

observed along the pump-axis. This lack of structure along the pump axis is similar to what has

been observed in transient-grating measurements on a MoS2 thin film.[61] The signature of charge

transfer that would be visible in Figure 6.5 is a change at the WS2 A resonance when the MoS2

A resonance is excited. We observe a decrease in reflectance at the WS2 A energy when pumping

at the MoS2 A energy, which is our proposed signature of hole transfer. However, as evidenced

by Figure 6.3, it is imperative to model the full reflectance lineshape to see if this decrease in

reflectance is due to only the MoS2 changing its spectrum or if it indeed due to hole transfer from

MoS2 to WS2.

Comparing the response at the A exciton of WS2 to the excitons of MoS2 in Figure 6.5d-f indicates

that WS2 returns to equilibrium slightly faster than MoS2. Figure 6.6 shows the same behavior for

three different pump colors—WS2’s picosecond dynamics are faster than MoS2’s. The picosecond

dynamics of TMDCs vary widely depending on growth method (defect density), substrate, thick-

ness, and excitation density.[198, 304] One simple explanation for WS2’s faster decay than MoS2 is

that faster relaxation of carriers is facilitated by a higher defect density in WS2 than MoS2.

To understand how changes in the excitonic resonances are related to the measured TR spectra, we

use the model explicated in Section 6.4. The parameter set for fitting each probe spectrum includes

a peak shift, peak amplitude decrease, and peak broadening for each excitonic resonance.[308, 302,

180] Figure 6.7 shows the parameters which result from our fits. Figure 6.8 shows contour plots of

the recapitulated experimental data—representative 1D spectra are shown in the appendices.

Figure 6.8 shows that our lineshape model can effectively reconstruct the experimental results. The

ability to reconstruct our TR data using simple Lorentzian resonances allows us insight into the

fundamental energetics and dynamics at play after photoexcitation. The MoS2 and WS2 A exciton
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Figure 6.5: Pump frequency vs. probe frequency TR spectra of WS2-MoS2 lateral heterostructures
with a pump fluence of ∼ 200 µJ/cm2. Time delay, T between pump and probe pulses is notated in
the title of each subfigure. The colormap is shared across all subfigures with red (dotted contours)
signifying ∆R/R > 0, white (solid contour) signifying ∆R/R = 0, and blue (dashed contours)
signifying ∆R/R < 0.
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Figure 6.6: Time delay vs. probe frequency TR spectra of WS2-MoS2 lateral heterostructures with
a pump fluence of ∼ 200µJ/cm2. (a, b, c) Pump color is notated in the title of each subfigure
and by gray vertical lines. The colormap is shared across all subfigures with red (dotted contours)
signifying ∆R/R > 0, white (solid contour) signifying ∆R/R = 0, and blue (dashed contours)
signifying ∆R/R < 0. Delay axis (y) switches from linear to logarithmic scaling at T = 0.5 ps
which is notated by the gray, dashed, horizontal line. (d, e, f) spectral slices at various delay times.
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Figure 6.7: Temporal trends of nine parameter fit of Figure 6.6. Red, green, and blue markers
correspond to pump frequencies of 1.82, 1.93, and 2.05 eV, respectively. The first column shows
the shift in central frequency of the three excitonic resonances considered. The second column
shows how these excitonic resonances decrease in transition amplitude after photoexcitation. The
third column shows the broadening of the excitonic resonances after photoexcitation. Shaded gray
area represents the pulse overlap region in which pump-probe-coupling effects can dominate the
measured response—our model does not take these effects into account. Solid lines are representa-
tions of the parameters after Fourier smoothing with a Kaiser window. The cusps near 0.5 and 9
ps are due to data sets collected at slightly different times being concatenated together to explore
the entire delay space.

Figure 6.8: Recapitulation of data originally represented in Figure 6.6. The low-pass filtered
parameters (solid lines) shown in Figure 6.7 are used to calculate the model spectrum (bottom
row) for three different pump colors (notated by vertical lines).
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amplitudes undergo the majority of their decay within the first 2 ps, after this the dominant

remaining effects are broadening and shifting. On the same timescale that the MoS2 and WS2 A

exciton amplitudes undergo the majority of their decay, the A and B MoS2 excitons undergo a few

meV additional redshift. The A exitons of MoS2 and WS2 also seem to have a build-up in their

linewidth over a similar timescale. These results are in agreement with the report of Ruppert et al.

[308] in which they observe non-radiative recombination and exciton-exciton annihilation on the

few picosecond timescale. This recombination and annihilation results in extensive energy transfer

to the TMDC lattice which must then cool over the 10-100 ps timescale. The hot lattice modifies

the optical response through a temperature dependent band gap shift and enhanced carrier-phonon

scattering.[308]

The evolution of the MoS2 B resonance is different from the A exciton evolution of either material.

This is because the MoS2 B resonance parameters are likely taking into account more than just the

exciton behaviors. Since the B resonance is near the MoS2 A exciton’s free-carrier bandedge, the

B occupancy could artificially be accounting for changes in higher-lying states.

When the MoS2 A exciton is directly pumped (red traces and markers), the WS2 A exciton parame-

ter do not show as significant modulation as for other pump conditions. Indeed, there is effectively

no change in WS2’s amplitude upon excitation of the MoS2 A exciton resonance. If there were

extensive charge/energy transfer occurring, we would expect to see amplitude changes in WS2 due

to the transferred hole Pauli-blocking an excitonic excitation. We can further demonstrate this lack

of charge transfer by recapitulating the data in which the MoS2 A exciton is excited and requiring

that the WS2 A resonance remains static. The result of this fit is shown in Figure 6.9. The model

(which has WS2 not allowed to change) does an exceedingly good job at recreating the experiment

after the first 100 fs. Any feature which is not captured before ∼100 fs is likely due to the AC Stark

effect or other pump-probe electric field couplings which are not accounted for in our model.[256,

330, 259, 231, 234] Figure 6.9 demonstrates that changes in exclusively MoS2 can account for

the decrease in reflectance observed at WS2 A exciton’s center frequency after photoexcitation of

MoS2—no charge/energy transfer is needed to explain our experimental observations. This result

highlights the need for careful lineshape modeling when multiple broad resonances are near each

other.
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Figure 6.9: Recapitulation of data originally represented in Figure 6.6 in which the A exciton of
MoS2 is excited. The model does not include any excited state response from WS2.

6.5.3 Transient-reflectance with varying pump fluence

Because the previous datasets were collected at such a high excitation density, it is prudent to ex-

amine the fluence dependent response of our system. The appendices have pump fluence dependent

pump frequency vs. probe frequency data. The primary difference among the fluences is increased

pump and probe resolution at lower fluences. For instance, at a pump fluence of 20 µJ/cm2 the

WS2 A exciton feature is clearly resolved in both dimensions, which is not true for the pump fluence

of 300 µJ/cm2. Likewise, the appendices have delay time vs. probe frequency data with varying

pump fluence. We do not observe significant changes as a function of pump fluence other than

peak narrowing. We fit these data to the same model used to generate Figure 6.7. The parameters

largely track those present in Figure 6.7 with increased fluence merely inducing a larger effect size.

6.5.4 Transient second harmonic generation

Because our TR measurements did not provide evidence for charge/energy transfer, we sought a

technique which would have less substrate interference and enhanced sensitivity to events at the

heterojunction. SHG is sensitive to charge accumulation and movement across interfaces.[331, 332,

333, 223, 334] We therefore accomplished TSHG measurements. We detail these measurements and

results in the appendices. Our TSHG measure, like our TR measurements do not reveal any charge

transfer.
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6.5.5 Concerning a lack of observed ultrafast charge transfer

Given that our PL mapping indicates interesting junction physics, but our ultrafast measurements

indicate no ultrafast charge transfer, it is imperative to understand why. Either no charge transfer

is taking place, or we do not have the sensitivity to observe it. We believe the second case is likely

true.

Our TR measurements indicate that excitons have an occupancy lifetime, τ , on the order of pi-

coseconds (Figure 6.7). Measurements of the diffusion constant, D, of excitons in CVD grown

WS2 yield a values around 0.1 cm2/s (10 nm2/ps).[304] The diffusion length, Ld =
√

4Dτ , of an

exciton is then ∼6 nm. Discounting local field effects, this implies that only excitons within 6 nm

of either side of the junction will be able to have their constituent electrons and holes separated at

the junction. If we model the WS2 as a regular hexagon of inradius r = 20 µm and the MoS2 as an

equilateral triangle with edge length a = 100 µm then we find that the ∼6 nm on either side of the

junction constitutes a belt which occupies an area of merely ∼1.6 µm2. The whole heterostructure

occupies an area of ∼4300 µm2, so events which take place at the junction cover merely 0.04 %

of the heterostructure area. This is an insignificant relative interaction region to observe changes

within.2

In general we are unable to observe charge transfer due to dimension mismatch: a 1D junction is

difficult to observe when confounded with the response from 2D base materials. This dimension

mismatch is not the case for the now common vdW heterostructures which have both a 2D junction

and 2D base materials. Conversely, high quality, exfoliated samples can have much longer diffusion

lengths, for instance Kulig et al. [335] report Ld =
√

4Dτ =
√

4 · 30nm2

ps · 1100 ps ≈ 360 nm for

monolayer, mechanically exfoliated WS2. Thus, for high quality samples, diffusion lengths at least

two orders of magnitude greater than which our sample supports can be expected. Increasing the

homogeneity of the CVT grown samples considered in this work may lead to increased diffusion

lengths and a greater amount of charge-transfer.

2The small relative interaction region is why we elected to use such high excitation densities in hopes of teasing
out transfer.
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6.6 Conclusion

In this work we attempted to observe charge transfer in a CVT grown WS2-MoS2 lateral het-

erostructure on a SiO2/Si substrate using ultrafast, multidimensional TR and TSHG spectroscopies.

After deconstructing the observed response into its constituent excitonic resonance modulations,

we found no evidence supporting ultrafast charge transfer. When MoS2 is photoexcited, we observe

no transfer to WS2. We believe our instrument does not have sufficient spatial resolution to isolate

the heterojunction region from the homolayers. High spatial resolution ultrafast microscopes with

a tunable pump may be able to isolate the junction region well enough to observe ultrafast charge

transfer.[336, 337, 338, 339, 340]
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6.7 Appendix: Confocal photoluminescence mapping

Figure 6.10: Confocal photoluminescence mapping of a single WS2-MoS2 lateral heterostructure
excited with a 2.33 eV laser. (a, b, c, e, f) Normalized photoluminescence intensity at different
emission colors (indicated in each subfigure’s title). (d) Photoluminescence spectra at different
spatial coordinates (color-coded to dots in (a, b, c, e, f)). (h) same data as (d) but normalized
to the maximum of each spectra. These spectra highlight how MoS2 has changes only in peak
intensity (not peak position) while WS2 has both peak position and intensity changes at different
spots on the sample. (g) First spectral moment of entire dataset; gray pixels are masked due to low
intensity. Colored vertical lines in (d,h) correspond to energies of 1.843 eV (red), 1.920 eV (green),
and 1.945 eV (blue).
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6.8 Appendix: Representative transient-reflectance slices/fits

Figure 6.11: Spectra (solid lines) calculated for nine parameter fit of TR spectra at representative
delay times. Red, green, and blue markers correspond to data collected at pump frequencies of
1.82, 1.93, and 2.05 eV, respectively. The fit parameters are shown in the main text.
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6.9 Appendix: Pump fluence dependent transient-reflectance

Figure 6.12: Pump frequency vs. probe frequency TR spectra of WS2-MoS2 lateral heterostructures
at T ≈ 0 for different pump fluences. Pump fluence is notated in the title of each subfigure. The
colormap is shared across all subfigures with red (dotted contours) signifying ∆R/R > 0, white
(solid contour) signifying ∆R/R = 0, and blue (dashed contours) signifying ∆R/R < 0. T ≈ 0.
(f-j) spectral slices at various pump frequencies.
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Figure 6.13: Time delay vs. probe frequency TR spectra of WS2-MoS2 lateral heterostructures at
~ωpump = 1.98 eV for different pump fluences. Pump fluence is notated in the title of each subfigure.
The colormap is shared across all subfigures with red (dotted contours) signifying ∆R/R > 0, white
(solid contour) signifying ∆R/R = 0, and blue (dashed contours) signifying ∆R/R < 0. T ≈ 0.
Delay axis (y) switches from linear to logarithmic scaling at T = 0.5 ps which is notated by the
gray, dashed, horizontal line. (f-j) spectral slices at various time delays.
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Figure 6.14: Temporal trends of nine parameter fit of Figure 6.13. The marker colors represent the
pump fluence as color-coded to the spines of the subplots of Figure 6.13. The first column shows the
shift in central frequency if the three excitonic resonances considered. The second column shows
how these excitonic resonances decrease in transition amplitude after photoexcitation. The third
column shows the broadening of the excitonic resonances after photoexcitation. Shaded gray area
represents the pulse overlap region in which pump-probe-coupling effects can dominate the mea-
sured response—our model does not take these effects into account. Solid lines are representations
of the parameters after being low-pass filtered through a Kaiser window. The cusps near 1 ps are
due to data sets collected at slightly different times being concatenated together to explore the
entire delay space.
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Figure 6.15: 9 parameter fit representative spectral slices of fluence dependent wigners. Data
originally represented in Figure 6.13; fit parameters shown in Figure 6.14.



202

6.10 Appendix: Transient Second Harmonic Generation

Because our TR measurements did not provide evidence for charge/energy transfer, we sought a

technique which would have less substrate interference and enhanced sensitivity to events at the

heterojunction. TSHG has previously been reported as a probe of heterojunction dynamics.[331,

332, 333] Moreover, monolayer TMDCS are non-centrosymmetric and SHG active,[87, 86, 85, 341,

218, 92, 93, 115] and their SHG spectrum is enhanced when the excitation electric field has fre-

quencies at half of the excitonic transitions’ frequencies.[93, 115] So we attempted to observe charge

transfer in our lateral heterojunctions using TSHG.

TSHG involves measuring how photoexcitation changes the SHG emission intensity from a sample.

If charge transfer occurs at the WS2-MoS2 interface, a space-charge field, Esc, will develop parallel

to the sample surface. Past research has shown that this space-charge field which develops at a

heterojunction can cause a change in the second order susceptibility

χ
(2)
pumped = χ

(2)
unpumped + βE2

sc, (6.9)

in which β is a complex number.[331, 332, 333] This change in susceptibility can cause a change in

SHG output intensity[38]

ISHG ∝
∣∣∣χ(2)

∣∣∣
2
I2

probe. (6.10)

Note that charge transfer can also cause a change in χ(2) due to the same factors which influence

χ(1). Changes in linewidth, amplitude, and position of excitonic resonances will influence the

transient harmonic generation spectra.[123] Figure 6.16 shows results of our TSHG measurement

with our signal metric being

∆I

I
≡ ISHG, pumped − ISHG, unpumped

ISHG, unpumped
. (6.11)

When the pump excites the MoS2 A exciton, we observe a decrease in SHG intensity at the MoS2
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Figure 6.16: Pump frequency vs. probe frequency TSHG spectra of WS2-MoS2 lateral heterostruc-
tures with a pump fluence of ∼ 6µJ/cm2. Time delay, T between pump and probe pulses is notated
in the title of each subfigure. The probe fluence is ∼ 7000 µJ/cm2. Pump and probe are cross
polarized. (c,d) spectral slices (left-hand y-axis) at various pump frequencies notated by horizontal
lines in (a,b). Gray shaded region corresponds to the measured SHG spectrum (right-hand y-axis)
of the heterostructures.

A and B exciton frequency. As the pump frequency is increased, we observe a loss of SHG intensity

at the WS2 A exciton. The loss of SHG intensity due to WS2 being excited dwarfs the contribution

from the MoS2 B exciton. There are some changes in the maximum decrease in SHG intensity

during the first 100 fs after photoexcitation (compare Figure 6.16a to Figure 6.16b). All of the

features then decay away with time constants of ∼20 ps (data not shown). Crucially, we do not

observe a change in SHG intensity at an output frequency correlated to the WS2 A exciton when

we excite the MoS2 A exciton. In other words, upon photoexcitation of MoS2, we do not observe a

change in the WS2 χ
(2) caused by a space-charge field or by changes in the excitonic resonances. We

only observe changes in WS2 χ
(2) when directly exciting WS2. This lack of space-charge observation

could be related to the high symmetry of the heterojunctions—an SHG electric field created at one

junction could be destructively interfered with by an electric field from the junction across the

heterostructure.



204

Chapter 7 Multidimensional Harmonic Generation De-

termines Halide Perovskite Crystal Sym-

metry: Disentangling Second Harmonic Gen-

eration from Multiphoton Photoluminescence

This Chapter borrows extensively from a work submitted for publication. The authors are:

1. Darien J. Morrow
2. Matthew P. Hautzinger
3. David P. Lafayette II
4. Jason M. Scheeler
5. Lianna Dang
6. Meiying Leng
7. Daniel D. Kohler
8. Amelia M. Wheaton
9. Yongping Fu

10. Ilia A. Guzei
11. Jiang Tang
12. Song Jin
13. John C. Wright



205

7.1 Abstract

Metal halide perovskites are an intriguing class of semiconductor materials being explored for

their linear and non-linear optical, and potentially ferroelectric properties. In particular, layered

two-dimensional Ruddlesden-Popper (RP) halide perovskites have shown ferroelectric properties.

Optical second harmonic generation (SHG) is commonly used to screen for ferroelectric materials,

however, SHG measurements of perovskites are complicated by their intense multiphoton photolu-

minescence (mPL) which can be mistaken for SHG signal. In this work, we introduce multidimen-

sional harmonic generation as a method to eliminate the complications caused by mPL. By scanning

and correlating both excitation and emission frequencies, we un-ambiguously assess whether a ma-

terial supports SHG by examining if an emission feature scales as twice the excitation frequency.

Careful multidimensional harmonic generation measurements of a series of n = 2 and n = 3 RP

perovskites reveal that, contrary to previous belief, n-butylammonium (BA) RP perovskites dis-

play no SHG, thus they have inversion symmetry; but RP perovskites with phenylethylammonium

(PEA) and 2-thiophenemethylammonium (TPMA) spacer cations display SHG. Multidimensional

harmonic generation is also able to confirm the SHG and thus non-centrosymmetry of a recently

reported ferroelectric RP perovskite even in the presence of an obscuring mPL background. This

work establishes multidimensional harmonic generation as a definitive method to measure the SHG

properties of materials and demonstrates that tuning organic cations can allow the design of new

non-centrosymmetric or even ferroelectric RP perovskites.
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7.2 Introduction

Ferroelectric materials lack inversion symmetry, exhibit an electric polarization with no applied

field, and can have the direction of their polarization switched with the application of an electric

field.[342, 343] Harnessing the innate crystal polarity of ferroelectric semiconductors in order to

separate photoexcited electrons from their lattice holes to create a photocurrent without relying on

judicious doping as in silicon solar cells is an exciting area of solar materials research.[342, 343] One

such area of ferroelectric research involves metal halide perovskites, solution processable semicon-

ductors with a wide range of optoelectronic applications including high efficiency solar cells.[344,

345, 346] There is much debate and controversy as to whether methylammonium (MA) lead io-

dide perovskite possesses ferroelectric domains, and it is not known if these domains contribute to

the remarkable efficiency of MAPbI3 solar cells.[347, 348, 349, 350, 351, 352, 353, 354, 355, 356]

Two-dimensional (2D), Ruddlesden-Popper (RP) layered perovskites have emerged as an intriguing

class of halide perovskites due to their quantum-well-like structure which allows for tunable optical

properties and enhanced environmental stability compared to 3D lead halide perovskites,[357, 358]

while still being easily processable into efficient solar cells.[359, 360]

RP perovskites have the general formula of (RNH3)2(A)n-1MnX3n+1 in which RNH3 is a long chain

ammonium cation, including n-butylammonium (BA),[361] phenylethylammonium (PEA),[358] and

2-thiophenemethylammonium (TPMA);[362, 363] A is small, monovalent cation; M is a divalent

metal cation (e.g. Pb2+); X is a halide anion; and n is a positive integer. RNH3 acts as a spatial

and dielectric barrier between the inorganic layers consisting of corner-sharing [MX6]4- octahedra,

creating quantum wells that support large binding energy excitons with intense room-temperature

PL.[364] The value of n controls the exciton binding energy and bandgap (both binding energy

and bandgap decrease as n increases).[364] The identity of M, X and n largely determines the

bandedge optical properties with the A and RNH3 cations having a small influence.[365, 366] How-

ever, the size and shape of the RNH3 spacer cation can impact the perovskite layers by templating

the metal halide octahedral network’s bonding.[365, 346, 367] Recently, ferroelectric layered per-

ovskites have been reported, including the biaxial (EA)4Pb3Br10 (EA = ethylammonium),[368] and

diverse RP perovskites like (BA)2(FA)Pb2Br7 (FA = formamidinium),[369] (BA)2CsPb2Br7,[370]
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(BA)2(EA)2Pb3I10,[371] and (BZA)2PbCl4 (BZA = benzylammonium).[372]

Notably, proving that a metal halide perovskite is ferroelectric can be an arduous task.[347, 348] A

first step involves ensuring that a candidate material lacks inversion symmetry. Optical second har-

monic generation (SHG) has commonly been employed to screen ferroelectric candidates as materi-

als that are SHG active necessarily lack inversion symmetry.[38] Metal halide perovskites are known

to efficiently support a wide variety of nonlinear optical phenomena[373] including SHG in special

cases,[347, 372, 370, 368, 374, 375, 371, 367] third harmonic generation (THG),[376, 377] high-

harmonic generation up to 13th harmonic,[378] and multiphoton photoluminescence (mPL).[379,

380, 381, 382] Figure 7.1a diagrams these phenomena. SHG and THG are spatially coherent pro-

cesses with a directional output.[38, 84] SHG and THG are caused by an intense electric field

driving a material polarization which then emits a new electric field with frequency components

not found in the original field. The output frequencies and intensities of SHG and THG scale with

the driving laser color, ω, and intensity, I, as

ωSHG = 2ω ISHG ∝
∣∣∣χ(2)

∣∣∣
2
I2 (7.1)

ωTHG = 3ω ITHG ∝
∣∣∣χ(3)

∣∣∣
2
I3 (7.2)

in which χ(m) is the mth-order susceptibility. Importantly, within the electric dipole approximation,

if a material has inversion symmetry, then it is necessarily the case that χ(2) = 0.[44, 383] Thus,

if a material supports SHG, the response is due either to a lack of bulk inversion symmetry, or

the air-material interface which always lacks inversion symmetry. THG does not have this strict

constraint and can occur in materials with inversion symmetry. These considerations imply that

the presence of SHG can be a sensitive tool to probe whether a material is noncentrosymmetric.

However, as noted by Govinda et al. [384], the strong, broad mPL present in lead halide perovskites

(c.f. refs.[379, 380, 381, 382]) can compete with weak SHG and lead to erroneous conclusions. In

contrast to SHG and THG, mPL is caused by photons, usually with energy below the bandgap,

undergoing multiphoton absorption to create hot carriers which then cool to the bandedge and

isotropically fluoresce, just like carriers excited by normal, above-bandedge photon absorption.
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Figure 7.1: Comparison of various nonlinear optical processes, and methods to measure SHG. (a)
energy level diagrams of SHG, THG, mPL. Arrows pointing up are the input laser, wavy arrows
are emission, and diagonal arrows are cooling of hot carriers to a bandedge. Shadings are used to
correlate the subfigures defining the different cases when the SHG and mPL have the same [yellow,
see (b)] and different [lilac, see (c)] emission frequencies. (b) Measured emission spectrum from
a 2D-RP perovskite when the expected SHG is within the band of mPL and no aperture is used
to select against mPL—this spectrum corresponds to a conventional SHG measurement. (c) Same
as (b) except the excitation laser is increased in frequency so the SHG output is moved outside
the band of mPL and an aperture is used to select against mPL. (d) Diagram demonstrating how
output frequency and input frequency can both be scanned to determine if a process is SHG (blue),
THG (magenta), or mPL (green). Horizontal yellow and lilac lines indicate the cases shown in (b)
and (c).
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The output frequency and intensity of mPL will therefore be

~ωmPL ≈ Eg ImPL ∝ χ(2j−1)Ij (7.3)

for Eg being the material’s optical bandgap, j being the number of photons interacting in the

multiphoton absorption process, and assuming no saturation effects or Stokes shift. Initially, we

attempted to measure the SHG capabilities of a library of RP perovskites as part of a structure-

property study. The broad, intense mPL from the perovskites swamped our initial (conventional)

SHG measurement and obscured the weak SHG signals (see Figure 7.1b).[384]

Therefore, here we report a multidimensional harmonic generation method which relies on a tunable

excitation laser, spatial filtering, and a spectrally resolved output to ensure that we can definitively

determine whether a material supports SHG by correlating the excitation and emission frequencies.

As illustrated in Figure 7.1d, we can confidently assess whether a material supports SHG (or THG)

because SHG (THG) will have an emission frequency that scales as twice (thrice) the excitation

frequency (Equation 7.1, blue line, for SHG and Equation 7.2, magenta line, for SHG), in contrast

to the mPL emission frequency which is not dependent on excitation frequency (Equation 7.3, green

band). In this way, mPL emission features cannot obscure the definitive assignment of SHG features

regardless of the relative intensities or peak positions of mPL vs. SHG. We use this technique to

conclusively determine the SHG responses of RP perovskites with different n values, spacer cations,

and A-site cations, all of which have intense mPL, thus elucidating and clarifying their respective

crystal symmetries.

7.3 Results and Discussion

7.3.1 2D RP Perovskites

In order to access the influence of the RNH3 cation on the symmetry of the perovskite cage

network, we synthesized millimeter-sized single crystals of the n = 2 and n = 3 variants of

(RNH3)2(MA)n-1PbnI3n+1 with RNH3 being one of BA, PEA, TPMA. Figure 7.2 shows the crys-
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tal structures of our samples. Note that we have established the exact single-crystal structure of

(PEA)2(MA)Pb2I7 based on the data collected from a high quality crystal at 100 K. The synthe-

sis details, optical micrographs (Figure 7.7), and powder X-ray diffraction patterns (Figure 7.8)

confirming the phase purity of these compounds are all presented in the Appendix sections of this

chapter.

Figure 7.2: Crystal structures of the n = 2 and n = 3 (RNH3)2(MA)n-1PbnI3n+1 2D-RP perovskites
with BA,[361] PEA,[358] and TPMA[362, 363] spacer cations studied in this work. The PEA (n = 2)
structure is a new structure reported here-in. Colored octahedra are [PbI6]4-, with different colors
to highlight the different crystallographic sites of Pb; for instance, in BA n = 3, all blue are Pb1
and green are Pb2 corresponding to two different symmetry-independent crystallographic sites.
The color scheme for the subfigure borders used in this figure will be used consistently throughout
this work.

7.3.2 Multidimensional Harmonic Generation Measurements

To perform the multidimensional harmonic generation measurements, we use an ultrafast optical

parametric amplifier (OPA) to generate tunable near-IR light. This light passes through a variable

neutral density filter and is loosely focused onto the sample. We use a backscattering (reflective)

geometry to collect SHG and THG in order to minimize absorption and phase-mismatch effects; this

geometry only probes the first 100-200 nm of material.[31, 68] The SHG and THG are selected by

an aperture, spectrally resolved with a monochromator, and detected with a photomultiplier tube.

To intentionally measure PL and mPL, we remove the aperture and excite with 3.1 eV (400 nm) or
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0.99 eV (1250 nm) light, respectively; note that the collection efficiency of our photoluminescence

apparatus is very low compared to a traditional PL microscope because our long focal length

collection mirror leads to a numerical aperture of merely ∼ 0.05. Additional details about our

multidimensional spectrometer are described in the appendices. Note that our methodology is

similar to the shifted excitation difference technique used in the resonance and stimulated Raman

community to remove fluorescence interference.[385, 386]

Our main spectroscopic results are shown in Figure 7.3, in which we measure the output inten-

sity for six different samples as a function of both excitation OPA frequency, ω, and emission

frequency, ~ωm. The most consistent and prominent feature in all six spectra (right hand side)

has an excitation/emission frequency dependence of ~ωm = 3~ω. This feature is THG. The 2D-RP

perovskites with PEA and TPMA spacer cations show a weaker but definitive feature which goes

as ~ωm = 2~ω. Note that this feature is SHG. Conversely, no SHG is observed for 2D-RP per-

ovskites with BA spacer cations. Conclusive assignments of SHG and THG are not based merely on

the presence or absence of an emission feature, but rather the scaling relationship of the emission

features.

The width of the THG and SHG features along the ~ωm axis is determined by the frequency

bandwidth of our ultrafast driving laser. When recording the data shown in Figure 7.3 we were

not always able to fully reject mPL with our aperture. This mPL appears as broad features

(upper left corner of each spectrum) whose emission frequency does not depend on the excitation

frequency. The SHG and THG features exhibit structure which is not merely due to the non-

uniform spectrum of our driving laser (Figure 7.9). Projections of the THG spectra corrected for

the excitation laser power (Figure 7.10) demonstrate prominent peaks between ~ωm = 2.9−3.2 eV—

these enhancements are at significantly bluer frequencies compared to the enhancements at excitonic

resonances observed by refs.[376, 377] in similar 2D-RP perovskites. Because the present work is

focused on the existence of SHG in materials, we elect to not provide further discussion of the

structure present in the SHG and THG spectra.

Furthermore, our assignments of SHG, THG, and mPL are confirmed by measuring each feature’s

output intensity scaling as a function of excitation laser fluence. The data presented in Figure 7.4
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Figure 7.3: Multidimensional harmonic generation for six (RNH3)2(MA)n-1PbnI3n+1 2D-RP per-
ovskite samples. x-axis is monochromator setpoint (emission color), y-axis is excitation laser set-
point, and colormap (in logarithmic scale, shown on the right hand side) corresponds to measured
output intensity. Columns and rows correspond to n and RNH3 permutations, respectively. Blue
overlines indicate the SHG emission frequency. The excitation laser has a smooth variation in its
spectrum which is maximized at ~ω ≈ 0.96 eV with a fluence of ∼1400 µJ/cm2—this variation is
not corrected for in these spectra. Gray pixels indicate values which are negative and therefore
unable to be represented on a logarithmic scale. These pixels characterize the noise floor of our
measurement.
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demonstrate the expected quadratic (Equation 7.1) and cubic (Equation 7.2) output intensity

scaling for SHG and THG, respectively. Slight saturation is present at the highest fluences. The

mPL feature has cubic or higher scaling which indicates that the photoluminescence is excited by

a three or more photon process.

Figure 7.4: Scaling of the measured intensity as a function of pump fluence for SHG, THG, and
mPL processes for various (RNH3)2(MA)n-1PbnI3n+1 2D-RP perovskite samples. Straight lines
are guides to the eye for quadratic (blue) and cubic (magenta) scaling. All measurements were
performed with ~ω = 0.99 eV except for the PEA n = 2, TPMA n = 2, and TPMA n = 3 SHG
measurements which were performed with ~ω = 1.05 eV. For SHG and THG, the monochromator
was set to the second and third harmonics of the fundamental frequency, respectively, while for mPL
the monochromator was set to the maximum of the mPL spectrum (see Figure 7.5 for spectra).

Because SHG is a second-order process, standard heuristics dictate that it will be brighter than

third-order processes such as THG.[38, 387] However, the observed SHG intensity in all cases herein

is at least an order of magnitude less than the THG intensity (ratios tabulated in Table 7.1 for

the specific case of ~ω = 1.03 eV). In the appendices we discuss and rule out various reasons why

ITHG � ISHG and conclude that SHG is weaker than THG because the anharmonic potential felt
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by the optically driven electrons is only weakly noncentrosymmetric.

Table 7.1: Summary of the space groups and spectroscopic characterization of the six 2D-RP
perovskites. RNH3 and n correspond to the chemical formula of (RNH3)2(MA)n-1PbnI3n+1. The
peak values for photoluminescence correspond to the vertical bars shown in Figure 7.5. ISHG/ITHG

was determined from the data shown in Figure 7.3 for ~ω = 1.03 (eV) with a fluence of ∼1400
µJ/cm2.

RNH3 n space group mPL peak (eV) PL peak (eV) ISHG/ITHG SHG?

BA 2 orthorhombic Cc2m (at 293(2) K) (No. 40) Or Ccmm. Ref.[361] 1.98 2.12 < 0.001 no

BA 3 orthorhombic C 2cb (at 293(2) K) (No. 41) Or Acam. Ref.[361] 1.875 2.00 < 0.001 no

PEA 2 P 1̄ (No. 2). Ref.[388] and this work 2.05 2.15 0.10 yes

PEA 3 P 1 (No. 1). Ref.[358] 1.91 1.98 0.02 yes

TPMA 2 orthorhombic A b a 2 (293 K) (No. 41). Ref.[362] 2.00 2.14 0.02 yes

TPMA 3 orthorhombic, Cmc21 (No. 36) 100 K and 296 K (no phase change). Ref.[363] 1.90 1.995 0.10 yes

7.3.3 Single- and multiphoton photoluminescence

Figure 7.5 shows the single and multiphoton excited photoluminescence spectra of each sample.

The marked peak positions for each sample are summarized in Table 7.1. The PL spectra peak at

∼ 1.99 eV (623 nm) and ∼ 2.14 eV (579 nm) for the n = 2 and n = 3 variants, respectively. These

values are similar to the ∼ 2.01 eV and ∼ 2.12 eV peaks previously reported for the n = 2 and n = 3

BA variants.[361] All of the mPL spectra peak positions are redshifted by ∼ 0.1 eV from the PL

peak positions. A similar redshift has been reported for 3D (MA)PbI3 and BA 2D perovskites.[381,

382, 377] We attribute the redshift to a photon recycling effect.[381, 382] Multiphoton absorption

can create excited carriers much deeper into a sample than single photon absorption. The deeper

that carriers are excited in a sample, the more likely their photoluminescence will be reabsorbed

to create other carriers. The Stokes-shift associated with the photoluminescence will lead to the

reddest photons selectively being able to exit the sample. Notably, photon recycling may play a

crucial role in the apparent long lifetimes of charge carriers in halide perovskites.[389]

7.3.4 Centrosymmetry of 2D-RP perovskites

The presence of SHG in RP perovskites made with PEA and TPMA spacer cations but not BA

cations indicates that the bulky PEA and TPMA cations template different bonding in the inorganic

lead iodide network. Single-crystal X-ray diffraction structures show that the TPMA n = 2,
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Figure 7.5: Normalized PL (3.1 eV excitation) and mPL (0.99 eV excitation) spectra for various
(RNH3)2(MA)n-1PbnI3n+1 2D-RP perovskite samples. Vertical lines correspond to approximate
peak maxima and are recorded in Table 7.1.
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TPMA n = 3, and PEA n = 3 2D-RP perovskites have noncentrosymmetric space groups (see

Table 7.1).[358, 362, 363] The previously reported SCXRD structure refinements of BA n = 2 and

n = 3 2D-RP perovskites showed that they could either be centrosymmetric or noncentrosymmetric

space groups, but a weak SHG response, ISHG/ITHG ≈ 0.01, was measured with a single excitation

color which was used as the basis to conclude that BA n = 2 and n = 3 are noncentrosymmetric.[361]

Our multidimensional harmonic generation experiments did not reveal SHG in any of the BA n = 2

and n = 3 crystals we examined. We further quantify the limit of our ability to measure SHG

(Figure 7.11) and find that our detection limit is three orders of magnitude lower than the limit

needed to observe SHG at the previously reported SHG to THG ratio.[361] It is possible that local

symmetry-breaking effects were at play which led to some weak SHG signal,[361] as noted by the

authors. It is also possible that mPL photons from low energy “edge” states[390, 391] were measured

and attributed to SHG. The lack of SHG in our multidimensional measurements on BA n = 2 and

n = 3 crystals indicates that these crystal structures are better described as centrosymmetric in

the Ccmm and Acam space groups, respectively, instead of the previously assigned space groups of

Cc2m and C2cb.[361] The main difference between the centrosymmetric and non-centrosymmetric

structures is whether the methylammonium cations are disordered or ordered, respectively.[361]

Based on previous SCXRD measurements, the PEA n = 2 structure is believed to be centrosym-

metric.[388] However, this crystal structure (originally reported in 1991) was based on a partial

structural model with incomplete organic cation atom positions, likely due to their high degree of

disorder at the 298 K experiment temperature.[388] We therefore grew high-quality single crystals

(see Figure 7.7) of the PEA n = 2 phase and carried out SCXRD analysis at 100 K. Our complete

structural refinement yielded a centrosymmetric space group with a well-defined PEA cation dis-

order. A structural refinement was also attempted in a non-centrosymmetric group, however the

same PEA cation disorder was observed and numerical indicators suggested a higher symmetry

(centrosymmetric) space group. Since our structural refinement confirms the centrosymmetry of

PEA n = 2, it is tempting to attribute the observed SHG from PEA n = 2 to surface effects or lo-

calized symmetry breaking domains. To investigate this contradiction between observing SHG and

a centrosymmetric structure from SCXRD, we examined many PEA n = 2 crystals from different

synthesis batches and observed SHG in all of them (data shown in Figure 7.12 and Figure 7.13).
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Some samples displayed a greater SHG to THG ratio than others, indicating inhomogeneity among

the crystals. In an attempt to mitigate local defects, we also grew PEA n = 2 using an alternative,

slow, organic solvent based growth method.[358] The resultant crystals also supported SHG. We

intentionally degraded PEA n = 2 crystals in a humidity chamber and observed significantly more

mPL from the n = 2 phase and the emergence of mPL from the n = 1 phase that was formed upon

degradation. Crucially, we did not observe a significant increase in SHG efficiency when a sam-

ple had its surface degraded. This observation suggests that surface effects are not the dominant

contributor to such observed SHG.

Tentatively, PEA n = 2 samples display at least local noncentrosymmetry, which may be due to the

disorder in the cations contributing to a noncentrosymmetric structure not observable in SCXRD

measurements. The possibility of localized and spatially dependent SHG response could be in-

vestigated by future microscopy studies.[392] Other researchers have found the disordered nature

of PEA n = 1 cations to be an important influence to breaking local degeneracy in the excitonic

energy landscape of thin films.[393, 394, 395] Their observations, like ours, suggest the importance

of RNH3 cations in determining the symmetry of the electronic states of 2D-RP perovskites. Our

multidimensional harmonic generation method could be extended in the future to measuring ex-

cited state symmetries (like those considered in refs.[393, 394, 395]) by the addition of an optical

pump.[130, 123]

7.3.5 Harmonic generation in a ferroelectric 2D-RP perovskite

To further demonstrate the capability of multidimensional harmonic generation to discriminate

against mPL, we grew a single crystal of n = 3 (BA)2(EA)2Pb3I10, which has recently been identi-

fied as a 2D-RP perovskite that is ferroelectric at room temperature.[371] As shown in Figure 7.6,

this ferroelectric 2D-RP perovskite has intense mPL that could obfuscate a conventional SHG mea-

surement. However, because we observe an unambiguous feature (highlighted by a blue line) whose

output frequency tracks twice the input frequency, we can be assured that (BA)2(EA)2Pb3I10 is

indeed SHG active, and thus non-centrosymmetric, and therefore possibly a ferroelectric material

at room temperature. The confirmation that a 2D-RP perovskite with a butylammonium spacer
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cation and ethylammonium A-site cation is non-centrosymmetric is especially of note because the

analogous (BA)2(MA)2Pb3I10 RP perovskites with MA in the perovskite cage have been confirmed

to be centrosymmetric (see results and discussion above). This observation indicates that small

permutations in both the A-site and RNH3 spacer cations can influence the inversion symmetry of

the entire 2D-RP perovskite crystal structure.[367]

Figure 7.6: Multidimensional harmonic generation of a (BA)2(EA)2Pb3I10 single crystal. This
compound is reported by Han et al. [371] to be ferroelectric at room temperature. The blue
overline indicates the SHG emission frequency.

7.4 Conclusions

We have shown that multidimensional harmonic generation can be used to definitively measure

and clarify the SHG and THG response of halide perovskite materials, even in the presence of a

strong mPL background. By scanning and correlating both excitation and emission frequencies,

we unambiguously assess whether a material supports SHG. This methodology is systematically

applied to single crystals of seven 2D-RP perovskites with different spacer cations, n values, and A

cations. The lack of SHG in n = 2 and n = 3 2D-RP perovskites with BA spacer cations definitively

indicates that these materials have a centrosymmetric crystal structure instead of the previously

reported non-centrosymmetric structures based on inconclusive SHG measurements. Observation

of SHG from n = 2 and n = 3 2D-RP perovskites with PEA and TPMA spacer cations demonstrate

that bulky, aromatic spacer cations can template the lead iodide network creating materials that

lack inversion symmetry. There remains a contradiction between our SCXRD analysis that shows

the (PEA)2(MA)Pb2I7 crystal is centrosymmetric, and the observation of SHG. This contradiction
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should be investigated by future microscopy studies.[392] We further showed that multidimensional

harmonic generation confirms the noncentrosymmetry of the recently reported ferroelectric 2D-

RP perovskite (BA)2(EA)2Pb3I10 even in the presence of bright mPL.[371] This work establishes

multidimensional harmonic generation as a definitive technique to reveal the SHG properties of a

material. Our results also demonstrate that subtle variations in A-site and RNH3 spacer cations

can be used to control the overall crystal symmetry of 2D-RP perovskites as strategies to engineer

and design next generation ferroelectric photovoltatic materials.

7.5 Appendix: Sample preparation

7.5.1 Materials

All manipulations were conducted in air. All chemical were used without further purification and

purchased from the following vendors:

• methylammonium iodide (MAI, greatcellsolar)

• phenylethylammonium iodide (PEAI, 98%, Sigma-Aldrich)

• ethylammonium iodide (EAI, Greatcellsolar)

• n-butylamine (99.5%, Sigma-Aldrich,)

• n-butylammonium iodide (BAI, Greatcellsolar)

• 2-thiophenemethylamine (96%, Sigma-Aldrich)

• lead (II) iodide (99.99%, TCI)

• lead (II) oxide (PbO, ACS reagent, >99.0%, Sigma-Aldrich)

• sodium iodide (NaI, Fisher Chemical)

• hydroiodic acid (HI) (57% w/w aqueous solution, stabilized with 1.5% hypophosphorous acid,

Alfa Aesar)

• hypophosphorous acid (H3PO2) (50 wt. %, Sigma Aldrich)

• nitromethane (Sigma-Aldrich, ≥99.0%)

• acetone (Sigma-Aldrich, 99.8%, Extra Dry AcroSeal R©)
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7.5.2 Preparation of 2-thiophenemethylammonium iodide (TPMAI)

2-thiophenemethylammine (2 g) was added to 5 mL of isopropyl alcohol in a vial, and cooled to

-78 ◦C in a dry ice and acetone bath. Slowly, 5 mL of concentrated HI was added, to yield a white

powder which was collected by quickly filtering the solution before warming to room temperature

over vacuum. Subsequently the powder was dried in vacuo at 7 mtorr overnight.

7.5.3 Growth of single crystals

To grow (BA)2(MA)Pb2I7 single crystals, powders of PbO2 (558 mg, 2.50 mmol) and MAI (198

mg, 1.25 mmol) were added into a vial with 3.75 mL of stabilized HI solution (57 wt % in H2O)

and 0.4 mL H3PO2. Subsequently, the vial was cooled to ∼0 ◦C and n-butylamine (161 µL, 1.63

mmol) was added dropwise via a micropipet. The solution was heated to 120 ◦C in an oil bath to

completely dissolve all the solids. The vial was then slowly cooled initially to 80 ◦C, then room

temperature over the course of 3 hours. Large single crystals of (BA)2(MA)Pb2I7 were produced

within hours.

To grow (BA)2(MA)2Pb3I10 single crystals, powders of PbO2 (558 mg, 2.50 mmol) and MAI (265

mg, 1.67 mmol) were added into a vial with 3.75 mL of stabilized HI solution (57 wt % in H2O)

and 0.4 mL H3PO2. Subsequently, the vial was cooled to ∼0 ◦C and n-butylamine (107 µL, 1.08

mmol) was added dropwise via a micropipet. The solution was heated to 120 ◦C in an oil bath

to completely dissolve all the solids. The vial was then slowly cooled initially to 80 ◦C, then

room temperature over the course of 3 hours. Large single crystals of (BA)2(MA)2Pb3I10 were

produced within hours. The growth procedure for BA RP perovskite crystals follows that reported

by Paritmongkol et al. [396].

To grow (PEA)2(MA)Pb2I7 single crystals, powders of PbO2 (178 mg, 0.798 mmol), PEAI (50

mg, 0.20 mmol), and MAI (63 mg, 0.80 mmol) were added into a vial with 2.5 mL of stabilized

HI solution (57 wt % in H2O). The solution was heated to 120 ◦C in an oil bath to completely

dissolve all the solids. The vial was then slowly cooled initially to 80 ◦C, then room temperature

over the course of 3 hours. The mother liquor was allowed to sit undisturbed at room temperature
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for several hours to yield flake-like single crystals.

To grow (PEA)2(MA)2Pb3I10 single crystals, powders of PbO2 (178 mg, 0.798 mmol), PEAI (50

mg, 0.20 mmol), and MAI (84 mg, 0.53 mmol) were added into a vial with 2.5 mL of stabilized

HI solution (57 wt % in H2O). The solution was heated to 120 ◦C in an oil bath to completely

dissolve all the solids. The vial was then slowly cooled initially to 80 ◦C, then room temperature

over the course of 3 hours. The mother liquor was allowed to sit undisturbed at room temperature

for several hours to yield flake-like single crystals. The growth procedure for PEA RP perovskite

crystals in HI follows that reported by Chen et al. [397].

To grow (TPMA)2(MA)Pb2I7 single crystals, powders of PbI2 (369 mg, 0.800 mmol), TPMAI (48

mg, 0.38 mmol) and MAI (127 mg, 0.799 mmol) were dissolved in a vial with 2.0 mL of stabilized

HI solution (57 wt % in H2O). The solution was heated to 150 ◦C on a hot plate to completely

dissolve all the solids. The vial was then left at room temperature. Large single crystals of

(TPMA)2(MA)Pb2I7 were produced within a few days.

To grow (TPMA)2(MA)2Pb3I10 single crystals, powders of PbI2 (369 mg, 0.800 mmol), TPMAI

(48 mg, 0.38 mmol) and MAI (223 mg, 1.40 mmol) were dissolved in a vial with 2.0 mL of stabilized

HI solution (57 wt % in H2O). The solution was heated to 150 ◦C on a hot plate to completely

dissolve all the solids. The vial was then left at room temperature until cool, followed by storage

in a 2 ◦C refrigerator. Large single crystals of (TPMA)2(MA)2Pb3I10 were produced within a few

days.

To grow (PEA)2(MA)Pb2I7 single crystals from an organic solvent, powders of PbI2 (100 mg,

0.217 mmol), PEAI (54 mg, 2.2 mmol), MAI (17 mg, 1.1 mmol), and NaI (65 mg, 0.4336 mmol)

were dissolved in 100 mL acetone and 50 mL of nitromethane by sonicating in a beaker. The

yellow solution was then transferred into 16 x 100 mm test tubes (∼6 mL per tube), and left to

evaporate for a week. Large, rectangular crystals grew in one week. This growth procedure for

(PEA)2(MA)Pb2I7 crystals from an organic solvent follows that reported by Smith et al. [358].

To grow (BA)2(EA)2Pb3I10 single crystals, powders of PbI2 (1380 mg, 3.00 mmol), EAI (346 mg,

2.00 mmol), and BAI (175 mg, 0.870 mmol) were added into a vial with 4.5 mL of stabilized HI
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solution (57 wt% in H2O) and 0.5 mL of H3PO2. The solution was heated to 120 ◦C on a hot plate

to completely dissolve all the solids. The solution was kept on a hot plate until ∼1/3 of the solution

had evaporated, followed by a cool down to room temperature. Within 3 hours during the cooling

process, large crystals precipitated from solution. This growth procedure follows that reported by

Fu et al. [398].

7.5.4 Humidity treatment

Crystals of (PEA)2(MA)Pb2I7 grown from HI were placed in a sealed container with a saturated

solution of ammonium nitrate in DI water at the bottom. The lab temperature is between 20-25 ◦C

providing conditions for relative humidity in the range of 64-67%. The crystals were only removed

for periodic SHG measurements and imaging, then returned to the humidity chamber and resealed.
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7.5.5 Appendix: Optical micrographs of RP perovskite crystals

Figure 7.7: Optical micrographs of the six RP perovskite samples primarily explored in this work.
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7.6 Appendix: Powder X-ray diffraction

PXRD patterns were collected on as-prepared samples on silicon wafer substrates using a Bruker

D8 Advance Powder X-ray Diffractometer with Cu Kα radiation.

Figure 7.8: Experimental and calculated powder X-ray diffraction patterns for the six samples
primarily explored in this work. The single scrystal structures used for the calculated patterns are
taken from Stoumpos et al. [361] for BA n = 2 and n = 3, the present work’s SCXRD analysis for
PEA n = 2 (see next section), Smith et al. [358] for PEA n = 3, Zhu et al. [362] for TPMA n = 2,
and Lai et al. [363] for TPMA n = 3.
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7.7 Appendix: Single crystal X-ray diffraction of (PEA)2(MA)Pb2I7

A red crystal with approximate dimensions of 0.03 x 0.02 x 0.005 mm3 was selected under oil under

ambient conditions and attached to the tip of a MiTeGen MicroMount c©. The crystal was mounted

in a stream of cold nitrogen at 100(1) K and centered in the X-ray beam by using a video camera.

The crystal evaluation and data collection were performed on a Bruker Quazar SMART APEXII

diffractometer with Mo Kα (λ = 0.71073Å) radiation and the diffractometer to crystal distance

of 4.96 cm.[399] The initial cell constants were obtained from three series of ω scans at different

starting angles. Each series consisted of 12 frames collected at intervals of 0.5◦ in a 6◦ range about

ω with an exposure time of 30 seconds per frame. The reflections were successfully indexed by an

automated indexing routine built into the APEXII program suite. The final cell constants were

calculated from a set of 3528 strong reflections from the actual data collection.

The data were collected by using a full sphere data collection routine to survey reciprocal space

to the extent of a full sphere to a resolution of 0.68 Å. A total of 35179 data were harvested by

collecting 4 sets of frames with 0.6◦ scans in ω and ϕ with exposure times of 90 sec per frame. These

highly redundant datasets were corrected for Lorentz and polarization effects. The absorption

correction was based on fitting a function to the empirical transmission surface as sampled by

multiple equivalent measurements.[400]

The diffraction data were consistent with the space groups P 1̄ and P1. The E-statistics strongly

suggested the centrosymmetric space group P 1̄ which yielded chemically reasonable and computa-

tionally stable results of refinement.[401, 402, 403, 404, 405, 406] A successful solution by direct

methods provided most non-hydrogen atoms from the E-map. The remaining non-hydrogen atoms

were located in an alternating series of least-squares cycles and difference Fourier maps. All non-

hydrogen atoms (unless specified otherwise) were refined with anisotropic displacement coefficients.

All hydrogen atoms were included in the structure factor calculation at idealized positions and were

allowed to ride on the neighboring atoms with relative isotropic displacement coefficients.

The structure composition is [C6H5CH2CH2NH3]2[CH3NH3][Pb2I7]. The anions form two-dimensional
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networks stacked in the [001] direction, with [CH3NH3]+ cations in the perovskite cage and [C6H5CH2CH2NH3]+

cations between the layers. Atoms I2, I3, I4, and I5 exhibit positional disorder as a result of rotation

of those atoms about the I1–Pb1 bond by an average of 25.8(4)◦. The major disorder component

has an occupancy of 87.54(9)%. These disordered iodide atoms were refined with atomic displace-

ment parameter constraints. The [C6H5CH2CH2NH3]+ cations were each equally disordered across

two positions. The non-hydrogen atoms of these cations were refined isotropically with geometric

and atomic displacement parameter constraints and restraints.[407] The [CH3NH3]+ cation was

also equally disordered over two positions. The non-hydrogen atoms of this cation were refined

isotropically with restraints and atomic displacement parameter constraints.

The final least-squares refinement of 163 parameters against 11201 data resulted in residuals R

(based on F 2 for I ≥ 2σ) and wR (based on F 2 for all data) of 0.0644 and 0.1411, respectively.

The final difference Fourier map contains several peaks of residual electron density (ca. 2.9 e-/Å3)

in the structure. These peaks are in chemically unreasonable positions and were considered noise.

The Crystallographic Information File (CIF) associated with this SCXRD analysis is available via

the CCDC at www.ccdc.cam.ac.uk/data_request/cif with accession code 1978042.

www.ccdc.cam.ac.uk/data_request/cif
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Table 7.2: Complete crystal data and structure refinement of (PEA)2(MA)Pb2I7 at 100 K.

Compound name (PEA)2(MA)Pb2I7

Empirical formula (C6H5(CH2)2NH3)2(CH3NH3)Pb2I7

Formula weight 1579.12

Crystal system triclinic

Space group P1̄ (no. 2)

a/Å; α/◦ 8.722(3); 97.604(16)

b/Å; β/◦ 8.726(3); 93.482(11)

c/Å; γ/◦ 22.533(8); 90.36(2)

Volume/Å3 1696.6(10)

Z 2

Temperature (K) 100.01

ρcalc, g/cm3 3.091

Absorption Coefficient µ/mm-1 16.29

F(000) 1376

2Θ range for data collection/◦ 3.654 to 63.088

Index ranges −12 ≤ h ≤ 12, −12 ≤ k ≤ 112, −33 ≤ l ≤ 28

Radiation Mo Kα (λ = 0.71073)

Reflections collected 35179

Independent reflections 11201 [Rint = 0.0817, Rsigma = 0.1148]

Data/restraints/parameters 11201/11/163

Goodness-of-fit on F2 1.014

Final R indexes [I ≥ 2σ (I)] R1 = 0.0644, wR2 = 0.1229

Final R indexes [all data] R1 = 0.1237, wR2 = 0.1412

Largest diff. peak/hole / e Å-3 2.87/-4.22
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7.8 Appendix: Description of the ultrafast spectrometer used for

multidimensional harmonic generation measurements

An ultrafast oscillator seeding a regenerative amplifier (Spectra-Physics Tsunami and Spitfire Pro,

respectively) produces ∼35 fs pulses centered at 1.55 eV at a 1 kHz repetition rate. The amplifier

pumps an OPA (Light-Conversion TOPAS-C) operated in “signal mode”, the output of the OPA

is filtered by a 1000 nm longpass filter (ThorLabs FGL1000M). The fluence at the sample position

is controlled by automated reflective neutral density filter wheels (ThorLabs NDC-100C-4M). The

fluence spectrum of the OPA is shown in Figure 7.9 along with the spectrally resolved output of

the OPA at a single setpoint. The filtered output of the OPA is focused onto a sample with a

1 m focal length spherical mirror at ∼ 9◦ from surface-normal. The spatially coherent output in

the reflective direction is collected with a 0.5 m focal length mirror, selected with an aperture,

focused into a monochromator (Horiba Micro-HR), and detected with a thermoelectrically cooled

PMT (RCA C31034A). The beam width at the sample is ∼300 µm. We do not correct for the

color-dependent response of our PMT or monochromator in our measurements.

In order to collect photoluminescence, the aperture after the collecting mirror is removed. The

excitation source for single-photon absorption photoluminescence is provided by doubling a small

portion of the output of the regenerative amplifier using a β-barium-borate crystal to 3.1 eV. This

3.1 eV light is loosely focused onto the sample; the photoluminescence is collected with the same

optics as the nonlinear processes.

Micrographs are obtained directly on the laser table by using a retractable microscope (Adafruit,

“USB Microscope”, Product ID: 636) whose field of view is centered with the excitation laser’s

focal point by imaging a pinhole that the laser passes through. The spatial extent of the field of

view is estimated by imaging a pinhole with a known diameter.

All raw data, workup scripts, and simulation scripts used in the creation of this work are permis-

sively licensed and publicly available for reuse at http://dx.doi.org/10.17605/OSF.IO/JN24U.

Our acquisition[103] and workup[166] software are built on top of the open source, publicly available

http://dx.doi.org/10.17605/OSF.IO/JN24U
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Scientific Python ecosystem.[251, 57, 58]

Figure 7.9: Characterization of OPA output. (a) OPA setpoint vs. output power as measured with
a thermopile. Pink shaded region corresponds to the region principally used in this work. Shaded
spectrum corresponds to the spectrum of the OPA at a setpoint of ~ω = 0.95 eV. (b) OPA setpoint
vs. differential monochromator setpoint as measured with an InSb photodiode cooled to 77 K.



230

7.9 Appendix: Projected THG spectra

Figure 7.10 shows a projection of the THG spectra onto the monochromator axis for the six RP

perovskite samples. OPA power corrected spectra are also shown. Power correction is accomplished

by first dividing the THG spectra along the pump laser axis by the cube of the (interpolated)

powercurve shown in Figure 7.9a; the data are then collapsed onto the monochromator axis.

Figure 7.10: Projection of THG spectrum onto the monochromator axis for the 6
(RNH3)2(MA)n-1PbnI3n+1 RP perovskite samples primarily explored in this work (same data as
those shown in Figure 3 of main text). Green curve is corrected for the frequency dependent
variation of the pump intensity of the excitation laser.
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7.10 Appendix: Quantification of the lack of SHG in (BA)2(MA)2Pb3I10

In this section we quantify our inability to observe SHG from a (BA)2(MA)2Pb3I10 sample. Fig-

ure 7.11 shows the spectrally resolved output from (BA)2(MA)2Pb3I10 with a 1.05 eV excitation

laser. The noise floor (standard deviation of measured signal when no mPL, SHG, and THG are

present) is more than 3 orders of magnitude below the measured THG response. By comparing the

ratio of the noise-floor to the THG intensity, we find that the ratio of SHG/THG photons, were

the SHG photons to exist, would have to be below 0.0004. Our results are in contrast to Stoumpos

et al. [361] who measured a SHG/THG ratio of 0.01 for their (BA)2(MA)2Pb3I10 sample. Note

that their measurement was performed with ~ω = 0.69 eV and a fluence around 15000 µJ/cm2, ten

times more intense than our excitation laser. Larger fluences ought to depress their SHG/THG ra-

tio compared to ours because SHG output intensity scales quadratically with driving laser intensity

while THG output intensity scales cubically with driving laser intensity. According to their work,

at our excitation fluence, we expect a SHG/THG ratio of 0.1. Instead we observe no SHG down to

a factor of 0.0004 of the THG signal (as determined by our noise-floor).

Figure 7.11: Output intensity spectrum for (BA)2(MA)2Pb3I10 with ~ω = 1.05 eV. The y-axis is
logarithmically scaled. Blue and magenta vertical lines notate where SHG and THG are expected to
exist given the frequency of the excitation laser. Green vertical bar indicates mPL. Gray horizontal
bar indicates values below the noise floor of our measurement.
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7.11 Appendix: Further studies on (PEA)2(MA)Pb2I7

In an attempt to understand why we observe SHG when the SCXRD analysis by Calabrese et al.

[388] and us show that (PEA)2(MA)Pb2I7 has a centrosymmetric space group, we measure the

multidimensional harmonic generation spectrum of many different (PEA)2(MA)Pb2I7 crystals and

after different treatments.

Figure 7.12: Multidimensional harmonic generation from multiple (PEA)2(MA)Pb2I7 crystals. Sec-
ond and third column have the colormap linearly and logarithmically scaled, respectively. (a) PEA
n = 2 grown the same way as the sample presented in the main text. (b)-(c) PEA n = 2 crys-
tals grown via a slow, organic solvent based growth method,[388] (d) same as (b)-(c) but with a
serendipitously formed core-shell structure. The mPL from this sample can be compared to that
of Figure 7.13c in which degredation causes a similar spectrum.
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Figure 7.13: Multidimensional harmonic generation from multiple (PEA)2(MA)Pb2I7 crystals after
degradation. Second and third column have the colormap linearly and logarithmically scaled,
respectively. (a)-(b) adjacent crystals which show different amounts of SHG. (c)-(e) crystals after
degradation in a humidity chamber. (c) shows mPL and visual features of the n = 1 phase that
was formed upon degradation. (d) is same crystal as (a), (e) looks visually similar to (d) but shows
significantly more SHG. (c) and (d) do not have noticeable SHG above the intense mPL.
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7.12 Appendix: Ferroelectric (BA)2(EA)2Pb3I10

Figure 7.14: Multidimensional harmonic generation from a single crystal of (BA)2(EA)2Pb3I10

(n = 3). First column is the optical micrograph of the single crystal examined. Second and third
column are harmonic generation measurements and have the colormap linearly and logarithmically
scaled, respectively.

Figure 7.15: Experimental and calculated powder X-ray diffraction patterns for (BA)2(EA)2Pb3I10

(n = 3) crystal. The single crystal structure used to construct the calculated PXRD pattern and
crystal structure diagram is from Han et al. [371].
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7.13 Appendix: Discussion of ITHG � ISHG

There are a few explanations as to why the measured SHG intensity could be much lower than the

THG intensity:

1. SHG is merely occurring at interfaces and it therefore has a low active oscillator density

compared to THG occurring in the bulk.[408, 409]

2. SHG is occurring in the bulk but is due to higher-order, non-local sources like electric

quadrupoles and magnetic dipoles, while THG is caused by an electric dipole interaction.[383]

Note that this explanation works for both centrosymmetric and noncentrosymmetric materi-

als.

3. THG is resonantly enhanced or the output from SHG is selectively absorbed by the material.

4. The anharmonic potential energy surface across which electrons are driven by the applied

electric field is only slightly noncentrosymmetric (the next section has a detailed discussion

and derivation on this matter). The third-order centrosymmetric term (THG) therefore has a

larger contribution to harmonic generation than the second-order noncentrosymmetric term

(SHG).

We now address each of these possibilities. In order to determine if the air-semiconductor interface

(explanation 1) or non-electric dipole sources (explanation 2) are the dominate contributions to our

observed SHG, we compare our measured SHG intensities to those from a silicon wafer. Silicon is

centrosymmetric but is known to support bulk SHG from non-electric-dipole sources and support

surface SHG with both contributions being of similar magnitude.[383, 410] We found the SHG

intensity from silicon to be three orders of magnitude less intense than the 2D perovskite SHG.

Thus, as long as higher-order, nonlocal sources like electric quadruple and magnetic dipole are of

similar effect-size as silicon, our measured SHG is due to a lack of inversion symmetry in the bulk

of the RP perovskite samples. Interestingly, DeCrescent et al. [411] suggests that magnetic dipoles

may indeed be an important contribution to the optical properties of 2D-RP perovskites. These

authors observed magnetic dipole effects for BA n = 1 and n = 2, but we observe no SHG for BA

n = 2, so the magnetic dipole contribution to SHG from our crystals is still likely small.
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In order to address explanation 3, we compared the THG intensity of TPMA n = 3 when excited

with 0.68 eV light to its SHG intensity when excited with 1.02 eV light both leading to an output

at 2.04 eV. These measurements yielded THG which was a factor of 300 times more intense than

SHG even though both driving lasers had the same fluence. This comparison indicates that neither

absorption nor resonant enhancement effects are the primary causes of the relative weakness of

SHG to THG. Instead, we believe that the SHG intensity is weak compared to the THG due to the

anharmonic potential felt by the optically driven electrons being only weakly noncentrosymmetric

(explanation 4). In the next section we show how the anharmonicity of a restoring potential dictates

the SHG to THG ratio.
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7.14 Appendix: Centrosymmetric vs. non-centrosymmetric an-

harmonic potentials

In this section, we show how a simple one-dimensional electron oscillator model can be used to

understand how symmetry requirements can control the relative efficiency of SHG and THG. Elec-

trons that experience an anharmonic restoring potential that is only weakly noncentrosymmetric

(meaning that the potential has dominantly even-symmetry around the electron’s equilibrium po-

sition) have a small SHG/THG intensity ratio. Our derivation is influenced by Boyd’s discussion

of how noncentrosymmetric and centrosymmetric media give different contributions to the nonlin-

ear susceptibility.[38] Note that the model assumed throughout this section works best when all

optical frequencies of interest are considerably smaller than the lowest electronic resonances of the

material. For the semiconductor systems we examined, this criterion does not hold, however, the

takeaway of our model, that the symmetry of the potential influences the SHG to THG ratio, still

holds.

7.14.1 A solution to a linear Lorentz model

To understand the derivation surrounding an anharmonic restoring potential, we first must under-

stand the motion of a driven electron in a harmonic restoring potential. Consider a one dimensional

oscillator equation of motion for an electron in a parabolic potential given by

¨̃x+ 2γ ˙̃x+ ω2
0x̃ = − e

m
Ẽ(t), (7.4)

in which the term 2γ defines the damping imposed on the electron with mass m, driven by an electric

field, Ẽ, interacting with the electron’s charge, −e. Note that a tilde above a term indicates that

the term varies rapidly in time. In Equation 7.4 the restoring force is given by

F̃restoring = −mω2
0x̃. (7.5)
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This restoring force corresponds to a potential energy function of

U(x̃) = −
∫
F̃restoringdx̃ (7.6)

=
1

2
mω2

0x̃
2, (7.7)

which is indeed a parabolic potential with a minima (electron equilibrium position) at the origin—

this potential is what an electron Coulombically attracted to a nuclear core might feel. Observe

that U satisfies

U(x̃) = U(−x̃), (7.8)

which means that this particular potential is centrosymmetric.

We desire to find a solution to Equation 7.4. We suppose an electric field of the form

Ẽ(t) = E exp (−iωt) + c.c., (7.9)

and an ansatz for the steady state solution of Equation 7.4 given by

x̃(t) = x(ω) exp (−iωt) + c.c., (7.10)

with an amplitude coefficient of

x(ω) = − e

m

E

D(ω)
, (7.11)

in which

D(ω) ≡ ω2
0 − ω2 − 2iωγ, (7.12)

with c.c. meaning complex conjugate. We now find the derivatives of Equation 7.10 to ensure our
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ansatz is suitable

˙̃x = x(ω)(−iω) exp (−iωt) + c.c. (7.13)

¨̃x = x(ω)(−ω2) exp (−iωt) + c.c.. (7.14)

Substitution of the LHSs of Equation 7.13 and Equation 7.14 into Equation 7.4 yields

x(ω)(−ω2) exp (−iωt) + 2γx(ω)(−iω) exp (−iωt) + ω2
0x(ω) exp (−iωt) = − e

m
E exp (−iωt) (7.15)

=⇒ −x(ω)(ω2) + 2γx(ω)(−iω) + ω2
0x(ω) = − e

m
E, (7.16)

in which we have discarded all complex conjugates. Collecting terms yields

x(ω)
(
−ω2 − 2iωγ + ω2

0

)
= − e

m
E (7.17)

=⇒ x(ω) = − e

m

E

ω2
0 − ω2 − 2iωγ

, (7.18)

which is equivalent to Equation 7.11 which completes the proof that Equation 7.10 is a valid solution

to Equation 7.4.

7.14.2 A solution to a nonlinear Lorentz model

We now consider an anharmonic restoring force. We express the force as a low-order Taylor expan-

sion

F̃restoring = −mω2
0x̃−max̃2 +mbx̃3, (7.19)

with a and b defining the degree of anharmonicity. As we will soon show, a defines the degree of

non-centrosymmetric anharmonicity, while b defines the degree of centrosymmetric anharmonicity.

The potential energy surface is given by Equation 7.6 which upon integration yields

U(x̃) =
1

2
mω2

0x̃
2 +

1

3
max̃3 − 1

4
mbx̃4. (7.20)
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If a = 0, then U(x̃) = U(−x̃) and the system is centrosymmetric; if a 6= 0, then the system is

noncentrosymmetric. Figure 7.16 shows examples of how the potential energy surface can change

based on the values of a and b.

Figure 7.16: Plots of Equation 7.20 for three different combinations of a and b. The first col-
umn demonstrates a non-centrosymmetric anharmonic potential. The second column shows a
centrosymmetric anharmonic potential. The third column shows an anharmonic potential with
both centrosymmetric and non-centrosymmetric terms contributing to the overall form.

The equation of motion for a 1D electron oscillator with this anharmonic potential is

¨̃x+ 2γ ˙̃x+ ω2
0x̃+ ax̃2 − bx̃3 = − e

m
Ẽ(t). (7.21)

The simplest applied field which will yield harmonic generation (but no other nonlinear processes)

is

Ẽ(t) = E exp (−iωt) + c.c.. (7.22)

More electric fields with different frequencies could be added if difference and sum frequency gen-

eration were of interest.

We desire to find a solution to Equation 7.21, but no analytical solution exists. Instead we can find

an approximate solution using a perturbative expansion. Our method is the same as used by Boyd
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[38] and is analogous to the Rayleigh-Schrödinger perturbation theory in quantum mechanics.1 We

rewrite the electric field

Ẽ(t)→ λẼ(t), (7.23)

in which λ varies continuously from 0 to 1 and characterizes the strength of the electric field (we

will set λ to unity at the end of the derivation). We desire a solution in the form of a power series

expansion in λ:

x̃ = λx̃(1) + λ2x̃(2) + λ3x̃(3) + · · · . (7.24)

A key insight of perturbation theory is that for Equation 7.24 to be a valid solution of Equation 7.21

for any value of λ, the different terms in Equation 7.21 that are proportional to different powers of

λ all must satisfy Equation 7.21 separately.

We substitute Equation 7.23 and Equation 7.24 into Equation 7.21 and gather together, by powers

of λ, terms up to λ3:

¨̃x(1) + 2γ ˙̃x(1) + ω2
0x̃

(1) = − e

m
Ẽ(t) λ1 (7.25)

¨̃x(2) + 2γ ˙̃x(2) + ω2
0x̃

(2) + a
[
x̃(1)

]2
= 0 λ2 (7.26)

¨̃x(3) + 2γ ˙̃x(3) + ω2
0x̃

(3) + a
[
x̃(1) · x̃(2) + x̃(2) · x̃(1)

]
+ b

[
x̃(1) · x̃(1)

]
x̃(1) = 0 λ3. (7.27)

First-order solution

The solution to the lowest-order contribution, x̃(1) (Equation 7.25), is given by the linear Lortentz

model which we previously solved as Equation 7.10

x̃(1)(t) = − e

m

E

D(ω)
exp (−iωt) + c.c.. (7.28)

1The reader interested in the origins of Rayleigh-Schrödinger perturbation theory can consult Schrödinger’s original
paper in German,[412] an English translation of the original given in Schrödinger’s book collection on wave mechan-
ics,[413] a summary in English written by Schrödinger,[414] or a modern summary with extension to nondegenerate
energies.[415]
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For sake of shorthand we explicitly note that

x̃(1)(t) = x(1)(ω) exp (−iωt) + c.c. (7.29)

x(1)(ω) ≡ − e

m

E

D(ω)
. (7.30)

Thus, the first-order contribution scales as E with no contributions from the anharmonicity of the

potential (neither a nor b are present) in the response function.

Second-order solution

Substitution of Equation 7.28 into Equation 7.26 yields

¨̃x(2) + 2γ ˙̃x(2) + ω2
0x̃

(2) = −a
(
eE

m

)2 [exp (−i2ωt)
D2(ω)

+
exp (i2ωt)

D2(−ω)
+

2

D(ω)D(−ω)

]
, (7.31)

which contains the frequencies ±2ω and 0. We are interested in harmonic generation, so we seek a

steady-state solution with frequencies of 2ω. Great care must be taken in deciding which frequencies

are kept. In our final result, we only care about components at 2ω and 3ω, but we must ensure that

terms that have components of −2ω or 0 frequency will not be needed when we move to the third

order term. Inspection of Equation 7.27 demonstrates that terms which go as −2ω or 0 frequency

will not be multiplied by another term that will yield frequency components of 2ω or 3ω. Hence,

we select for analysis only the parts of Equation 7.31 which oscillate at 2ω:

¨̃x(2) + 2γ ˙̃x(2) + ω2
0x̃

(2) = −a
(
eE

m

)2 [exp (−i2ωt)
D2(ω)

]
. (7.32)

Our ansatz is

x̃(2)(t) = x(2)(2ω) exp (−i2ωt), (7.33)
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that upon substitution into Equation 7.32 yields a solution which once again has the same form as

the linear Lorentz model,

x(2)(2ω) = −a
( e
m

)2 E2

D(2ω)D2(ω)
. (7.34)

Importantly, we see that the strength of the second-order contribution scales as aE2—stronger

electric fields or a more anharmonic potential both yield larger second-order contributions.

Third-order solution

To solve for the third-order contribution, we must substitute our solved forms of x̃(1)(t) and x̃(2)(t)

back into Equation 7.27. For sake of compactness, we only keep terms which go as 2ω (no terms

result) and 3ω:

¨̃x(3) + 2γ ˙̃x(3) + ω2
0x̃

(3) = −a
[
x̃(1) · x̃(2) + x̃(2) · x̃(1)

]
− b

[
x̃(1) · x̃(1)

]
x̃(1) (7.35)

= −2a
[
x(1)(ω)x(2)(2ω) exp (−i3ωt)

]
− b

{[
x(1)(ω)

]3
exp (−i3ωt)

}
(7.36)

=

[
−2a2

( e
m

)3 E3

D(2ω)D3(ω)
+ b

( e
m

)3 E3

D3(ω)

]
exp (−i3ωt) (7.37)

=

[
eE

mD(ω)

]3 [
− 2a2

D(2ω)
+ b

]
exp (−i3ωt). (7.38)

Because we seek third harmonic generation, we impose an ansatz of

x̃(3)(t) = x(3)(3ω) exp (−i3ωt), (7.39)

in which we now solve for x(3)(3ω). Inspection of Equation 7.38 yields

x(3)(3ω) =

[
eE

mD(ω)

]3 [
− 2a2

D(2ω)
+ b

]
· 1

D(3ω)
. (7.40)

We see here that the strength of the third-order contribution scales as E3, 2a2, and b; if the system

is centrosymmetric, then the third-order contribution exclusively scales as bE3.
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7.14.3 Connection to susceptibility

In order to connect our results to a material’s nonlinear susceptibility, we write the polarization

caused by an electric field as a power series in the field strength:

P̃ (t) = ε0

[
χ(1)Ẽ(t) + χ(2)Ẽ2(t) + χ(3)Ẽ3(t) + · · ·

]
(7.41)

≡ P̃ (1)(t) + P̃ (2)(t) + P̃ (3)(t) + · · · , (7.42)

in which ε0 is the permittivity of free space. The polarization is related to a material’s dipole, µ,

and therefore its charge displacement from equilibrium, x, by

P = Nµ = −Nex, (7.43)

in which N is the number density of atoms. Setting λ = 1 yields a form of the displacement given

in Equation 7.24 that satisfies Equation 7.41 and Equation 7.43:

x̃ = x̃(1) + x̃(2) + x̃(3) + · · · . (7.44)

Comparing Equation 7.41, Equation 7.43, and Equation 7.44 yields a relationship between the

nth-order susceptibility and the nth-order displacement

−Nex(n) = ε0χ
(n)En (7.45)

=⇒ χ(n) =
−Nex(n)

ε0En
. (7.46)

Substituting the results of our previous three sections yields

χ(1) =

(
Ne

ε0

)( e
m

) 1

D(ω)

χ(2) =

(
Ne

ε0

)( e
m

)2 a

D(2ω)D2(ω)

χ(3) =

(
Ne

ε0

)( e
m

)3 1

D(3ω)D3(ω)

[
2a2

D(2ω)
− b
]
.

(7.47)

(7.48)

(7.49)
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Note how χ(2) is only present when a 6= 0; SHG will only be present when the potential energy

surface experienced by the electron is non-centrosymmetric. Also, note that the magnitude of χ(3)

is determined by a and b, and that χ(3) is nonzero even if a = 0, meaning that THG may be present

when the potential energy surface experienced by the electron is centrosymmetric. Recalling that

ISHG ∝
∣∣∣χ(2)

∣∣∣
2
I2 (7.50)

ITHG ∝
∣∣∣χ(3)

∣∣∣
2
I3 (7.51)

=⇒ ISHG

ITHG

∼=
∣∣∣∣∣
χ(2)

χ(3)

∣∣∣∣∣

2

· 1

|E|2 , (7.52)

we see that the relative sizes of the nonlinear susceptibilities determine the relative magnitude of

SHG to THG. Taking the ratio of the χ(3) (Equation 7.49) to χ(2) (Equation 7.48) yields

χ(3)

χ(2)
=

(
e
m

)
1

D(3ω)D(ω)

[
2a2

D(2ω) − b
]

a
D(2ω)

(7.53)

=
( e
m

) 1

D(3ω)D(ω)

[
2a− b

a
D(2ω)

]
, (7.54)

in which it is clear that materials that are rigorously non-centrosymmetric but that have small

values of a compared to b will have THG that is more intense than SHG. This statement is true

despite THG being a higher-order process than SHG.

7.14.4 Connection to the Morse potential

A subtle yet important point is that the overall crystal symmetry of a medium dictates whether

or not the medium can support dipole mediated SHG. It is not the microscopic symmetry of an

individual electron’s potential energy surface which determines whether the medium can support

dipole mediated SHG. Instead the macroscopic potential energy surface experienced by a system’s

electron density determines a medium’s SHG capabilities. Another way to rationalize this fact is

that the wavelength of all radiation is much larger than the interatomic spacing of the polarizable

media.
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An interesting corollary to the above point is that the potential energy surface of an individual

electron-atomic-core species is a poor approximation to the potential energy surface across which

electrons are polarized by an intense electric field. Consider the case of an atomic gas. The potential

felt by shell electrons of an atomic gas can be approximated by a Morse potential

U(x) = D [1− exp (−β(x− x0))]2 (7.55)

in which D is a measure of the dissociation energy and β is a measure of the potential’s anhar-

monicity.[416] A plot of the Morse potential is shown in Figure 7.17. In what follows we will use

the Morse potential to constrain the values of a and b which parametrizes our original anharmonic

potential (Equation 7.20). We will find that erroniously assuming the microscopic potential (the

Morse potential) defines the macroscopic potential energy surface (Equation 7.20) predicts that

atomic systems will have ISHG
ITHG

� 1 for modest applied electric fields. Conversely it has been found

that atomic gases only support odd harmonic generation (no SHG);[417, 418, 419, 420] so the

Morse potential is a poor realization of the macroscopic potential over which an applied electric

field generates a polarization.

Figure 7.17: Morse potential, Equation 7.55; second-order (harmonic) approximation of the Morse
potential; and fourth-order expansion, Equation 7.56, of the Morse potential. By construction, all
axes are unitless.
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A fourth-order Taylor expansion of Equation 7.55 around x = 0 yields

U(x) = Dβ2x2 −Dβ3x3 +
7

12
Dβ4x4 −O

(
x5
)

(7.56)

and a term-by-term comparison of Equation 7.56 to our original anharmonic potential (Equa-

tion 7.20) yields values of a, b, and ω0 in terms of the Morse potential parameters

ω2
0 =

2Dβ2

m
(7.57)

a =
3Dβ3

m
(7.58)

b =
7Dβ4

3m
. (7.59)

Observe in Figure 7.17 how the fourth-order expansion well captures the repulsive part (β(x−x0) <

0) of the Morse potential but only captures the attractive part for β(x − x0) ≤ 0.5—for sake of

simplicity, the attractive overshoot will be considered inconsequential for the rest of our dicussion.

In order to constrain our system further, we assume a low frequency limit ω � ω0 such that

D(ω)→ ω2
0. Equation 7.54 in this limit becomes

χ(3)

χ(2)
=
( e
m

) 1

ω4
0

[
2a− b

a
ω2

0

]
. (7.60)

Substitution of the fourth-order Morse potential parameters yields

χ(3)

χ(2)
= − 2e

Dβ
(7.61)

which upon substitution into Equation 7.52 yields

ISHG

ITHG
=

D2β2

4e2|E|2 . (7.62)

We may evaluate Equation 7.62 for the case of a crystalline argon (parameters approximated from

Jelinek [421]) under modestly intense excitation—see Table 7.3 for parameters. These parameters

are similar to those found for a lead iodide system.[422] We find the intensity ratio is ISHG
ITHG

≈ 10.
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Thus, the Morse potential does not function as a good approximation for the macroscopic potential

energy surface of atomic systems (which have been observed to have no SHG). This result highlights

that the local potential energy surface experienced by an electron is not the determining factor of

a system’s ability to support SHG.

Table 7.3: Parameters for evaluation of the SHG to THG ratio expected from a Morse potential.

|E| 1 GW/cm2 ( ∼0.004 V/Å)

D 15 meV

β 1.6 Å
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Appendix A Transient-Transmittance Spectroscopy of

a Methylammonium Lead Iodide Perovskite

Thin Film

This Chapter details data originally collected by Blaise Thompson, Eric Hagee, and myself in 2016.
The sample was synthesized by Yongping Fu. This data was originally intended to be modeled by
Eric Hagee, however, he was unable to complete the project. The purpose of this chapter is to serve
as a resting place for the ideas and representations surrounding the datasets.
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A.1 Introduction

Methylammonium lead iodide perovskite, CH3NH3PbI3 (MAPbI3), is an acclaimed material for
cost-effective photovoltaic applications. MAPbI3 is a solution processable semiconductor with a di-
rect optical band gap, a high optical absorption coefficient, and a long electron/hole diffusion length
even in solution-processed polycrystalline thin films. Solar cell efficiencies in the astonishingly high
20-25 % range have been reported.

Since before I started graduate school, the Jin and Wright groups have shown much interest in the
synthesis, characterization, and ultrafast dynamics of lead halide perovskite materials. Yongping
Fu was adept at making polycrystalline MAPbI3 thin films (Figure A.1a) which were sandwiched
between two glass slides and sealed with paraffin. Both Matt Rowley and Eric Hagee were in-
vestigating these samples with specific interest in novel cool mechanisms of hot carriers. Between
the time that Matt and Eric started thinking about hot carrier cooling in MAPbI3 and now, an
extraordinary amount of literature has been published about the ultrafast physics of MAPbI3.

Figure A.1: Overview of MAPbI3. (a) is the table of contents figure from Fu et al. [423] and shows
the different grain morphology accessible by solution processing. (b) is adapted from refs.[424,
425, 426] and shows the electronic band diagram of the cubic phase of MAPbI3 taking spin-orbit
coupling into account; an upward energy shift of 1.4 eV has been applied to match the experimental
bandgap value at R. Carrier localization and transport after optical excitation are sketched. The
inset of (b) is from Eames et al. [427] and used under a CC-BY-4.0 License.

In 2016 Blaise Thompson and I collected transient transmittance (TT) data for Eric. Eric was
interested in following a similar tact as Yang et al. [428] to model the data. Eric was unable to
finish his project. John then tasked me with modeling the data. Immediately a slew of problems
became apparent to me:

• The sample thickness (useful for Fresnel-like analysis) was never measured. The thickness
could generally be calculated from a good absorption spectrum
• The absorption spectrum (Figure A.2) we have is dubious (∼0.2 OD below bandgap which is

likely caused by heavy scattering of test light).
• TT measurements were accomplished at an unknown fluence with unknown beam waists. My
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best guess is that pump fluence was ∼ 10 µJ/cm2.
• We do not have any fluence scaling data.
• Because we have no thickness data, poor absorption measurements, and no known fluences,

we cannot calculate initial carrier density. Cooling behavior is radically different depending on
initial carrier density and many important modeling variables are parametrically dependent
on carrier density. These carrier densities will also vary across pump wavelengths because
our OPA spectrum is not uniform (Figure A.2).
• At negative population times, we have a non-uniform offset that I do not understand—the

same offset is present in Richter et al. [429]’s data.
• No SEM or AFM data characterizing the grain size. Recent work has shown that the grain

size can influence whether or not reflectance artifacts needs to be taken into account.[430,
202, 203, 431]

Given these problems and that much work has already been published on hot carrier cooling in
MAPbI3, I eventually decided to stop working on the project.

Figure A.2: Measured absorption spectrum (black) of MAPbI3 film, pump laser spectrum at a
specific setpoint (magenta fill), and pump laser intensity vs. setpoint spectrum (blue).
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A.2 Datas

The TT data is currently most easily accessible at git.chem.wisc.edu/wright-group/MAPbI3_TT.
It was acquired without accounting for reflectance artifacts. It has been smoothed, but not leveled.
The data is recorded and represented as

signal =
∆I

I
=
Ipump on − Ipump off

Ipump off
(A.1)

and if the universe is simple ∆T
T > 0 corresponds to a bleach or stimulated emission while ∆T

T < 0
corresponds to an excited state absorption.

Figure A.3 shows Delay time vs. probe frequency at different pump energies. A bleach is present
at the bandedge with a uniform decrease in transmittance above the bandedge. Intriguingly, as
the pump energy is increased, a low energy decrease in transmittance becomes apparent. Some of
attributed this feature to a reflectance artifact,[430] while others have considered it a sign of band
gap renormalization.[428] There is also a prominent 0.5 ps dynamic which is often attributed to
hot carrier cooling.

Figure A.3: Delay time vs. probe frequency slices. (a-g) Slices at different pump frequencies. (h)
response integrated over all pump frequencies which is analogous to a white-light excitation.

This dataset is also intriguing when looked at as pump frequency vs. probe frequency (Figure A.5).
Before and near T = 0 the data shows a diagonal zero-crossing which slides into a vertical node in a
few hundred femtoseconds. As the pump frequency increases, the pump-induced bleach gets wider
near T = 0. This wide lineshape at high pump frequencies (clearly shown in Figure A.4) is often fit
simplistically to an exponential function and attributed to a Maxwell Boltzmann distribution.[432]

git.chem.wisc.edu/wright-group/MAPbI3_TT
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Figure A.4: One-dimensional slices through the data presented in Figure A.3 at T = 0 (a) and
T = 1.5 ps (b) at different pump frequencies (indicated by colorbar).

Figure A.5: Pump frequency vs. probe frequency slices.



254

A.3 Comparison

Richter et al. [429] accomplishes a 2D-ES experiment on a similar MAPbI3 sample. Figure A.6
shows a comparison between their data (replotted with a signed colormap) and our data. Other
than the decrease in transmittance at low probe frequencies but high pump frequencies, the datasets
largely agree. Note that Richter et al. [429]’s broadband excitation has a significant peak at ∼1.7
and ∼1.95 eV which leads to the enhanced bleach structure.

Figure A.6: Our data (top row) and comparison to 2D-ES (d-f) and broadband pump transient
transmittance (h) from Richter et al. [429] (data is re-plotted after being acquired from their public
repository[433]). Spot in (c) at ~ωpump = 1.75 eV and ~ωprobe < 1.6 eV is due to the chopper losing
its phase during the acquisition.
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Appendix B Transient-Reflectance Spectroscopy of Single-

Crystal Thin Films of CsPbBr3 Epitax-

ially Grown on Metal Oxide Perovskite

(SrTiO3)

This Chapter details some of the work orginally presented in Chen et al. [434]. The authors are:

1. Jie Chen
2. Darien J. Morrow
3. Yongping Fu
4. Weihao Zheng
5. Yuzhou Zhao
6. Lianna Dang
7. Matthew J. Stolt
8. Daniel D. Kohler
9. Xiaoxia Wang

10. Kyle J. Czech
11. Matthew P. Hautzinger
12. Shaohua Shen
13. Liejin Guo
14. Anlian Pan
15. John C. Wright
16. Song Jin
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B.1 Abstract

High-quality metal halide perovskite single crystals have low defect densities and excellent photo-
physical properties, yet thin films are the most sought after material geometry for optoelectronic
devices. Perovskite single-crystal thin films (SCTFs) would be highly desirable for high-performance
devices, but their growth remains challenging, particularly for inorganic metal halide perovskites.
Herein we use transient-reflectance spectroscopy as a probe of the ultrafast surface dynamics of
a cesium lead bromide perovskite (CsPbBr3) continuous SCTF. The SCTF was grown via a new
vapor-phase epitaxial growth technique on a traditional oxide perovskite SrTiO3 (100) substrates.
Our results indicate that the SCTF has a lower surface recombination velocity than a solution-phase
grown bulk, CsPbBr3 single crystal.
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B.2 Introduction

Jie Chen, a visiting student in the Jin Group, devloped a chemical vapor deposition (CVD) method
to grow smooth, single crystal, thin films of CsPbBr3 perovskites on SrTiO3 (100, STO) substrates.
In the spring of 2017 Jie asked if I would be able to compare the ultrafast dynamics of his novel
films to the more common solution-phase grown mm-sized crystals. Specifically, Jie wanted me
to reproduce the surface recombination velocity measurements and analysis accomplished by Zhu
et al. [435] on similar CsPbBr3 samples and others on different lead halide perovskites.[436, 29] At
the time I did not realize that the concept of a surface recombination velocity is considered by some
to not be a useful concept because it is poorly constrained.[437, 438, 439, 440] The driving question
behind this work is: what are the diffusion parameters which govern carrier diffusion in the first
nanosecond of their lifetime? In order to answer this question, I elected to do transient-reflectance
(TR) on two samples. One sample was CVD grown CsPbBr3 on STO with a thickness of 7 µm (in
this chapter, this sample will be called “slab”) And the other sample was a solution grown CsPbBr3

crystal (edges on the order of 2 mm, and had a roughly cubic shape with many faces) glued to a
pedestal for easy rotation (in this chapter, this sample will be called “chunk”).1

B.3 Transient-reflectance experiment

Our transient-reflectance experiment is diagramed in Figure B.1. An OPA creating 2.56 eV (485
nm) light acts as a pump and creates excited carriers. A white light supercontinuum generated
in sapphire probes the photo-excited surface of our samples by reflecting off of the surface, being
scanned by a monochromator and detected with a PMT (RCA 1P28, not cooled).2 The pump
beam diameter at the sample is 1.52 mm while the probe beam diameter is 0.66 mm, neither beams
were dispersion corrected. The pump and the probe are both chopped in order to reject pump
scatter;[164] the simplified definition of our signal is

signal =
∆R

R
=
Ipump on(ω)− Ipump off(ω)

Ipump off(ω)
(B.1)

in which the difference and ratio are calculated on the pixel level, not the shot level.[441]

The primary experimental results of this study are 2D acquisitions of delay vs. monochromator
color.3 I accomplished three such acquisitions for each sample (Figure B.2). The pump fluence
for these acquisitions was 14 µJ/cm2. We observe a small shift (∼20 meV) between the two
samples in the zero crossing of the dispersive lineshape. This difference could be due to the Fresnel
interference of the thin film, which has dramatically affected band edge TR spectra in other thin
film perovskites.[436] The speckled response in the higher frequency range of the experiment is due
to large relative variations of probe intensity for those colors.

I also collected delay traces with varying pump fluence (Figure B.3) for the single crystal thin film

1I had to pick through many crystals to find one which gave a usable specular reflection.
2Some of bulk crystals I looked at were such poor reflectors that the additional sensitivity of a PMT was needed

compared to that of a photodiode.
3All TR data and my workup scripts are available on the Open Science Framework at dx.doi.org/10.17605/

OSF.IO/V5KZN.

dx.doi.org/10.17605/OSF.IO/V5KZN
dx.doi.org/10.17605/OSF.IO/V5KZN
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Figure B.1: Schematic of experimental setup used to perform transient reflectance experiments.

Figure B.2: Unprocessed TR data from the CsPbBr3 slab (top row) and chunk (bottom row).
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(slab). These data show a linear scaling of maximum response with respect to pump fluence.

Figure B.3: (left) TR response of a CsPbBr3 SCTF vs. delay for 6 different pump fluences. Solid
lines are guides to the eye. (right) maximum response vs. pump fluence. The star scatter point
marks the fluence at which all fitted data were acquired.

In order to suppress noise and reduce the dimensionality of the data in a model-agnostic way,
I performed a singular value decomposition (SVD).[442] For both samples, the data were well
described by the first singular value vector (Figure B.4). We clearly see from Figure B.4 that the
chunk has faster dynamics than the slab. However, these data will need to be fit to a model to
determine the values of physically relevant variables.

B.4 Diffusion and recombination modeling

At Jie’s request, I fit the SVD extractions shown in Figure B.4 to a model originally developed
by Hoffman et al. [443] to describe diffusion and surface recombination of semiconductors. This
section details that model.

The standard model researchers use to think about carrier diffusion is derivative of Fick’s second
law with a single relaxation process

∂N(r, t)

∂t
= ∇[D(N(r, t))∇N(r, t)]︸ ︷︷ ︸

diffusion

− N(r, t)

τr(N(r, t))︸ ︷︷ ︸
relaxation

(B.2)

in which the diffusion coefficient, D, and relaxation coefficient, τr, both depend on carrier den-
sity/concentration. We then assume D and τr have no dependence on carrier concentration because
we are in a low fluence regime. It is also implicitly presumed that D is the ambipolar diffusion



260

Figure B.4: First singular vectors extracted from raw data shown in Figure B.2.

coefficient—whatever diffusion happens, the material doesn’t have a charge gradient build up inside
of it. Equation B.2 then becomes

∂N(r, t)

∂t
= ∇[D∇N(r, t)]︸ ︷︷ ︸

diffusion

− N(r, t)

τr︸ ︷︷ ︸
relaxation

(B.3)

= ∇2N(r, t)− N(r, t)

τr
. (B.4)

Next we assume that carrier relaxation is much slower than diffusion and that our specific experi-
ment only captures diffusion dynamics. The differential equation to be integrated is then

∂N(r, t)

∂t
= ∇2N(r, t) (B.5)

This is the well known heat equation.4 We must impose initial and boundary conditions onto this
differential equation. The conditions are (with some simplifications):

1. All carrier diffusion happens in the z coordinate— a sufficiently uniform pumped region is

4I quite like a description of the dynamics imposed by this function found on Wikipedia wikipedia.org/wiki/

Heat_equation: “Suppose one has a function u that describes the temperature at a given location (x, y, z). This
function will change over time as heat spreads throughout space. The heat equation is used to determine the change
in the function u over time. The rate of change of u is proportional to the ”curvature” of u. Thus, the sharper the
corner, the faster it is rounded off. Over time, the tendency is for peaks to be eroded, and valleys filled in. If u is
linear in space (or has a constant gradient) at a given point, then u has reached steady-state and is unchanging at
this point (assuming a constant thermal conductivity).”

wikipedia.org/wiki/Heat_equation
wikipedia.org/wiki/Heat_equation
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being probed such that the probed region is cylindrically symmetric.

N(r, t) =⇒ N(z, t) (B.6)

2. The initial carrier distribution is exclusively governed by Lambert’s law in which uniform
attenuation is presumed. Furthermore the carriers are excited by a delta function pulse in
time.

N(z, t = 0) = N0 exp (−αz) (B.7)

3. At the surface, the recombination flux is proportional to the surface density of carriers, J(t) =
−SN(z = 0, t), with S being the surface recombination velocity. The spatial differential
equation governing this recombination is then derived using Fick’s first law, J = −D∇N , to
yield

∂N(z, t)

∂z

∣∣∣∣
z=0

=
S

D
N(z = 0, t). (B.8)

Note that, the rate at which carriers dive back into the bulk of the material is governed by
the ratio of S to D. In other words, S is normalized by D.

4. There are no carriers at the backside of the material and the material is assumed to be
infinitely thick (from the perspective of the carriers and time scale of the experiment):

N(z =∞, t) = 0 (B.9)

This assumption is good because the excitation depth at our pump color is around 0.2 microns
while the thinnest sample we explore is 7 microns thick. The possible diffusion distance for
our experimental observation window is given by 〈r〉 =

√
Dt which upon estimating D to be

1 cm2/s and t to be 1 ns yields a distance of merely 30 nm.

Given all of the above conditions, our system will evolve as the known solution[443]

N(z, t) =
N0

2
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− z2

4Dt

){
W

(
α
√
Dt− z

2
√
Dt

)
+W

(
α
√
Dt+

z

2
√
Dt

)

− 2(S/D)

S/D − α

[
W

(
α
√
Dt+

z

2
√
Dt

)
−W

(
S

D

√
Dt+

z

2
√
Dt

)]}
(B.10)

in which we have followed Zhu et al. [435] in the form of the equation and

W (X) ≡ exp
(
X2
)

[1− erf(X)] (B.11)

= exp
(
X2
)

erfc(X). (B.12)

If bulk relaxation is not negligible, a prefactor of exp
(
− t
τr

)
should be multiplied into Equation B.10.

In order to gain intuition about the predictions of Equation B.10, consider Figure B.5. Here we
see that Equation B.10 predicts a spreading out and leveling of the carrier distribution as time
progresses. Importantly, when S = 0 (Figure B.5a), the interface always has a carrier gradient of
0. However, when S > 0 (Figure B.5b), carriers at the surface are rapidly removed forming an
uphill gradient of the carrier concentration at the surface. The removal of carriers from the surface
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causes the distribution maximum to gradually move further and further into the sample (instead
of staying at the surface as is the case when S = 0).

Figure B.5: Spatial dependence of carrier concentration at different times after excitation. In both
panels D = 0.4 cm2/s and the initial Lambertian carrier distribution is shown by the dashed, black
line. In (a) S = 0. In (b), S = 30000 cm/s.

In the case where we only probe the surface of the photo-excited material the carrier concentration
we care about is N(z = 0, t). This is valid if we have a small probing depth.

N(z = 0, t) = N0

{
W
(
α
√
Dt
)
− S/D

S/D − α

[
W
(
α
√
Dt
)
−W

(
S

D

√
Dt

)]}
(B.13)

This is the equation we will be fitting. We will also be fitting a standard biexponential equation
for comparison

signal(t) = a1 exp

(
− t

τ1

)
+ a2 exp

(
− t

τ2

)
+ (1− a1 − a2). (B.14)

B.5 Diffusion and recombination fitting

In order to fit our data to a surface recombination model, we must know the absorption coefficient
of our material. The literature absorption coefficient for CsPbBr3 at our 485 nm pump wavelength
is 0.45 × 105 cm-1 which corresponds to a penetration depth of 0.2 µm.[444]5

Figure B.6 represents the accomplished fits of Equation B.13 to the SVD decomposed data. In all
cases, solid lines are the diffusion model while dashed lines are a biexponential relaxation model.

5The cited work investigated the absorption coefficient of CsPbBr3 “nanocrystals”; we make a crucial assumption
in presuming that our two materials share an analogous absorption spectrum.
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In the top subplot, we see the three acquisitions for the slab. In the middle subplot we see the
three acquisitions for the chunk. And in the bottom subplot we see the averaged experimental data
and fits. The black line in the bottom subplot is generated from Zhu et al. [435] fit parameters for
CsPbBr3 nanoplates. The parameters associated with the averaged fits are given in Table B.1.

Table B.1: Fitting parameters. Errors for our fits are calculated as the standard deviations of the
fit parameters obtained over the three acquisitions for each material. Zhu et al. [435] errors are
from measuring over many samples.

Diffusion S (cm/s) D (cm2/s) S/D (cm-1)

slab 15300 ± 1700 0.35 ± 0.04 44000

chunk 30200 ± 1200 0.7 ± 0.03 43000

CsPbBr3 single crystal, Zhu et al. [435] 7700 ± 3500 1 ± 0.3 7700

Lit: non-passivated GaAs 106 10-200

Lit: Si 103-106 10-30

Biexponential a1 τ1 (ps) a2 τ2 (ps)

slab 0.29 ± 0.014 65 ± 5 0.83 ± 0.05 1100 ± 150

chunk 0.23 ± 0.04 53 ± 3 0.67 ± 0.04 415 ± 20

In all cases, the diffusion model does not fit as well as the biexponential model. The diffusion model
predicts too low of values for early times and too large of values for later times. Figure B.7 is a
combination of the salient results of the experimental session.

The primary result of this analysis is that the slab has a surface recombination velocity which is a
factor of two smaller than the chunk. If it is the case the our model is a good one, then this result
implies that the slab has “better” surface properties (e.g. fewer recombination centers).
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Figure B.6: Fits of SVD extracted data to Equation B.13 and Equation B.14
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Figure B.7: 2D subplots are the average of the three acquisitions for each sample with a small bit
of smoothing. The bottom subplot results from the SVD analysis fitting to models.
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B.6 How well are S and D constrained?

Our measurements and model predict significantly different values for S and D compared to the
values obtained by Zhu et al. [435]. Fortunately I was able to get their data and fit it. I found that
drastically different values of S (even negative!) and D were consistent with their data depending
on which wavelength was chosen to fit. This prompted me to see how well our data actually
constrained the values of S and D. Figure B.8 shows a representation in which we set the values of
S and D and then calculate the root mean square error (RMS) between the model and the data.
A wide range of values for each parameter give reasonable errors, and the values are correlated
in such a way that a small increase in D can be offset by a small decrease in S. Given a data
set with slightly different random noise, we could have fit to a vastly different value of S and D.
However, the surface recombination velocity of the two samples do differ significantly. Observe how
the chunk’s RMS error balloons as S values of 15000 cm/s are approached. The slab has the same
behavior as S values of 30000 cm/s are approached. This entails that the two values must differ
by a considerable amount.

Figure B.8: Exploration of the fitting errors. Color bar is RMS value after fit. White is lowest
error. The bold, colored contour line shows a 10% increase of RMS error from the minimum RMS
error.

B.7 Conclusion

In the context of my graduate-school career, this was my first completed side-project pursuing
a question of interest to someone in the Jin group. This project taught me a great deal about
collaboration, and how collaboration is helped along by clear formulation of questions. However,
this project also taught me how different scientists can view models of reality in very different ways.
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It is now my personal belief that the surface recombination and Fickian diffusion model we used was
not well constrained by our TR data and should not have been used. To some of my collaborators,
the fact that this model had previously been used in the literature and that I was able to contort
my data to it automatically entailed that it could tell us something about our universe of inquiry.

It is unnerving to me that a phenomenological biexponential fit recapitulated our data better than
the recombination/diffusion model. Many material’s chemists would elect to use the biexponential
out of familiarity and simplicity. But which model actually holds more Truth, insight, and/or
quantitative results? The model that does not constrain the data but offers mechanistic insight,
or the model which perfectly fits the data but offers merely phenomenological timescales? The
common view of science which values mechanistic explanations,[445, 446, 447] likely does not help
us answer this question.
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Appendix C Safety considerations for aligning Class

3B and Class 4 lasers

I originally wrote this guide as a list of things to mention to 1st year graduate students when
discussing laser alignment and safety. The guide is divided up into three sections concerning items
to consider before, during, and after alignment. The guide is adapted from the following sources:

• http://ehs.virginia.edu/Laser-Safety-Alignment.html

• https://ehs.washington.edu/system/files/resources/Laser_Alignment_Guideline.pdf

C.1 Before alignment

1. Alignment should be done only by those who have received laser safety training.
2. Make sure that all appropriate warning signs, lights and locks are operating.
3. Wear protective eyewear and clothing to the extent practicable. Use special alignment eyewear

when circumstances (e.g. wavelength, power, etc.) permit their use.
4. Exclude unnecessary personnel from the laser area during alignment.
5. Remember that the user who turns on or unshutters a laser is responsible for the beam

(a) Check personnel for eyewear appropriate for the laser and/or ensure that the beam is
completely enclosed.

(b) Know where the beam is going.
(c) Give an audible warning to other personnel in the area.

6. Alignments are not to be performed when other lab (floor) members are not available to aid in
an emergency. Consider having at least one other person present to help with the alignment
(colleague or “buddy”).

7. Housekeeping is paramount. The work area and optical table should be free of objects or
surfaces that could reflect the laser.
(a) Remove any jewelry, watches, rings, remove objects in shirt pockets, and remove ID

badges.
(b) Make sure any reflective surfaces in the area are blocked or covered.
(c) Remove any unnecessary equipment, tools and combustible materials.

8. Collect needed tools (endeavor not to use reflective tools)
• Screwdrivers
• Viewing cards and viewing scopes
• Beam blocks

http://ehs.virginia.edu/Laser-Safety-Alignment.html
https://ehs.washington.edu/system/files/resources/Laser_Alignment_Guideline.pdf
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C.2 During alignment

1. Whenever possible, use low-power visible lasers for path simulation of higher-power visible or
invisible lasers. This may involve coalignment of a class 2 or 3 laser with the class 4 laser.

2. Enclose the beam as much as possible. The beam should be confined to the optical table’s
limit and a horizontal plane close to the table top.

3. Use a shutter or beam block to block high-power beams at their source except when actually
needed during the alignment process. Beam lines which are not in use for an experiment
should be blocked as far upstream as possible.

4. When aligning invisible and visible laser beams, use beam display devices such as business
cards, image converter viewers, and phosphor cards to locate beams.
• Never directly view the laser with your eye.
• If a laser is too bright to be viewed from the face of an alignment card, try viewing it

from the back of the alignment card. Remember when using a card, diffuse reflectance
not specular reflectance should be viewed.
• Another trick is to angle cards downward so any specular reflectance from the card (for

instance if it has a coating) is directed away from the viewer and only diffuse reflectance
is observed.

5. Perform alignment tasks that use high-power lasers, at the lowest possible power level. If the
laser is Q-switched, turn off the Q-switch and use low power or CW mode.

6. Always block the beam upstream when inserting/removing anything into/from the beam
path.

7. When placing a new optic, the following procedure should be followed:
(a) Block beam upstream of new optic location
(b) Place new optic, roughly align its poynting direction
(c) Bolt the optic to the table and secure all thumbscrews. Never allow a laser to impinge

on an unsecured optic or beam block.
(d) Use a card to catch the beam on the beam block, remove beam block and slowly follow

the beam onto the new optic.
• Tip: place beam blocks behind optics (e.g., turning mirrors) to terminate beams

that might miss mirrors during alignment.
(e) Use a card (angled downward) to follow the beam off the new optic.

i. Check for any unintended reflection/transmission. Be aware of the potential for
errant reflections (stray beams) from components such as periscopes, polarizers,
and dielectric mirrors.

ii. Ensure the beam off of the new optic is traveling parallel to the table surface.
iii. Slowly follow the beam with the card to ensure it is traveling in the correct direction.

If it is not going in the correct direction, slowly use the degrees-of-freedom of the
optic to change the poynting. Always ensure the beam is being caught by a card or
block during this process.

(f) Locate and block all stray reflections before proceeding to the next optical component
or section.

(g) Ensure beam off the new optic is caught by an appropriate block.
(h) If the optic is to be rotated (e.g. a polarizer, wave-plate, or mixing crystal) ensure that

rotation of the optic does not cause new, unintended, reflections. If so, ensure they will
be caught by appropriate beam blocks.

8. Use beam blocks and/or laser protective barriers in conditions where alignment beams could
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stray into areas with uninvolved personnel.
9. Never allow the beam to propagate beyond the point to which you have aligned and always

be aware of the full beam path.
10. Avoid having beams cross aisle ways – if this is unavoidable ensure the accessible aisle way

is appropriately marked and barricaded during laser operations.

C.3 After alignment

1. Be sure all beams and reflections are properly terminated before high-power operation.
2. Remember that whoever moves or places an optical component on an optical table (or in a

beam path) is responsible for identifying and terminating each and every stray beam coming
from that component (meaning reflections, diffuse or specular).

3. At alignment conclusion, normal laser hazard controls shall be restored. Controls set back
in place include replacing all enclosures, covers, beam blocks, barriers and checking affected
interlocks for proper operation.

4. Ensure area (and posted warnings) is returned to a state of safety which does not require
laser eyewear.
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Appendix D Common detector responsivities

Figure D.1: Wavelength dependent response of detectors used in this dissertation. All traces are
acquired from digitally tracing manufacturer spec sheets with apps.automeris.io/wpd/. “1P28”
is a Hamamatsu, circular cage PMT. “H7422-20” is a Hamamatsu multialkali photocathode PMT.
“C31034A” is a Burle, end-on, GaAs:Cs-0 photocathode PMT. “SM05PD2B” is a mounted, Si,
anode-grounded, photodiode from Thorlabs.

apps.automeris.io/wpd/
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Appendix E Delay stage alignment guide

Suppose that we have a delay stage we wish to align. In the ideal case, we desire to have the
stage traverse its entire dynamic range without causing any shifting of the output beam spatially
(especially at the down-stream sample position). Historically, the Wright Group has defined a
stage to be parallax adjusted or corrected for parallax if the stage can traverse its dynamic range
without the output beam walking off of the sample pinhole.1 This appendix outlines how to align
a translation stage such that parallax is no longer an issue.2

The standard Wright Group delay stage system involves the following components.

• a translation stage, TS
• a mirror, M1, which directs upstream light towards optics on TS

• a retroreflector assembly RR (generally a corner cube type optic) which definitionally reflects
incoming light parrallel to itself such that ~kin = −~kout but the outgoing light can be non-
collinear (shifted spatially) from the incoming light
• in many Wright Group translation stage assembly RR is mounted on a manual XYZ stage,
XYZ, which is in turn mounted on TS

• a mirror, M2, which directs light output from RR towards other down stream optics

We define a well-aligned delay stage assembly to be one that has
∣∣∣~kin
∣∣∣ parrallel to the direction of

travel of TS. If a delay stage is misalligned, the far-field position of the beam off of M2 (or more
generally RR) will change when TS is at different positions. We also define the far position of the
translation stage, TSfar, to be one in which the stage is farthest away from M1 and M2. Conversely,
we define the near position of the translation stage, TSnear, to be one in which the stage is closest
to M1 and M2.

In order to align the delay stage the following directions should be followed:

1. Align the delay stage assembly such that the beam which travels downstream from M2 is
taking the desired final path. During this stage ensure TS is at TSfar.

1According to the Wikipedia article on parallax: “Parallax is a displacement or difference in the apparent position
of an object viewed along two different lines of sight, and is measured by the angle or semi-angle of inclination between
those two lines.” https://en.wikipedia.org/wiki/Parallax The Wright Group thusly uses a slight deviation from
this standard defintion. Our definition would be: “Parallax is a displacement of the position of a beam, when the
beam traverses two different translation stage settings.” Specifically, our definition does not deal with apparent
displacement, but rather actual displacement and it is not the position of the observer which is changing between
cases but the position of an optic in the beam path.

2Some of the ideas in this appendix originally came from a guide prepared by Dr. Daniel Kohler and kept in the
old group OneNote labnotebook.

https://en.wikipedia.org/wiki/Parallax
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2. Place an aperture, A1, (or a mask) downstream of M2 such that the output beam is centered
in the aperture. If you are using a beam that is visible to the naked eye, place a detector
behind A1 and use it to readout the beam position.

3. Close A1 to cut-out about half of the beams diameter or intensity—we want to make sure we
are aligning to the center of our laser’s mode.

4. Move to TSnear and change either XYZ or M2 to ensure the beam off of M2 is centered through
A1. Generally, I pick either XYZ or M2 to be the degree of freedom when aligning (but not
a wishy-washy both). One rule-of-thumb is if A1 is close to M2, use XYZ as the adjustment,
while if A1 is far from M2 then use M2 as the adjustment.

5. Move back to TSfar and change M1 to ensure the beam off of M2 is centered through A1.
6. Iterate through steps 4 and 5 until the beam is centered through A1 when TS is at both TSnear

and TSfar
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Appendix F On adjustable periscopes

OPAs output horizontal or vertically polarized electric fields according to which tuning process
is used to generate the electric field. Oftentimes, a specific experiment will require a specific
polarization for each electric field which interacts at the sample. Changing the polarization state
of an electric field is generally accomplished by using a combination of one or more of the following
optical tools:

• quarter wave plate: converts between circular and linearly polarized light
• half wave plate: rotates the polarization direction of linearly polarized light
• linear polarizer: passes light of a given linear polarization direction while absorbing or re-

flecting all other polarization states
• periscope: changes height of beam and can change or keep the polarization state of the original

beam

The optical elements which compose the first three methods only work effectively in specific wave-
length ranges, so when experiments are conducted over many wavelength ranges, periscopes are
ideal. On the fs table, periscopes also facilitate bringing the output of the OPAs and Spitfire to
the 5 inch table standard height.

Blaise Thompson1 led a team who designed and constructed two adjustable periscopes (picture
shown in Figure F.1). These periscopes bring the output of the OPA to 5 inches while either keeping
or switching the linear polarization state of the OPA output. Both polarization configurations have
the same path length, so source polarization can be switched without large changes to zero delay.
All of this is done with just two (switched polarization) or three (kept polarization) reflections.

F.1 Alignment strategy

While these periscopes are easy to align (given the large number of kinematic degrees of freedom),
their unique design means that it is not necessarily obvious what the correct alignment strategy is.
The following strategy will always converge:

1. use two apertures along the output beamline
2. in flipped polarization mode (two mirror configuration):

• use the stage (green X, Y) to align near aperture
• use the upper mirror (yellow TA, TB) to align far aperture

1A previous, bare-bones version of this appendix existed as an unfinished/unpublished appendix of Blaise’s thesis.
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Figure F.1: Photo of adjustable periscope.

• iterate above
3. in kept polarization (three mirror configuration):

• use stage X (green X) and upper mirror height (yellow TC, requires loosening of three
bolts, sliding the L bracket, and then tightening the three bolts) to align near aperture
• use lower mirror (pink SA, SB) to align far aperture
• iterate above

The kept polarization alignment is derivative of the fixed polarization alignment. One must
ensure that the fixed polarization is correctly aligned before moving onto aligning the kept

polarization.

Mirror B (aqua) is magnetically mounted to switch between polarization conditions. Ensure that
the lower turning mirror (pink) does not bump into mirror B (aqua) in polarization switching
configuration. The lower turning mirror is on a rail (pink SC). This rail is a rough adjust for the
same degree of freedom as pink SA. Adjust the rail only to ensure that the beam is roughly centered
on the free aperture of the turning mirror.
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F.2 Damage thresholds

The top optic of the periscope should be chosen carefully to avoid damage of itself and downstream
optics. The output of signal, idler, or second-harmonic-signal from a TOPAS-C is generally much
more intense than is allowed by the damage threshold of metallic mirrors. If intense OPA processes
are filtered out before reaching the periscope (for instance if accomplishing DFG) then a metallic
mirror may be used as the top optic of the periscope. The next section describes how the periscopes
can be used to dump (transmit) a large amount of input light to a beam-dump and reflect only
a small percentage of light to downstream optics. In this section we discuss damage thresholds
that will need to be considered when choosing the top optic—this optic is usually the first non-
LightConversion optic in the OPA output path.

Assuming 300 mW of signal output power from the OPA, 4 mm diameter, 1 kHz repetition rate,
and 50 fs pulse width, the fluence out of the OPA is 2.4 mJ/cm2 and 48 GW/cm2 peak intensity.

The damage threshold (in fluence units) of an optic depends on at least the following parameters
of the laser:2

1. pulsewidth of laser
2. color of laser
3. spotsize of laser on optic (damage threshold fluence increases as beam radius decreases)[449]
4. number of laser shots optic will need to interact with sequentially (more shots at a given

fluence will more likely lead to damage)[450]
5. time between experiments (color centers can develop and then “heal” over the course of

days)[451]

Given that laser induced damage is a complex parameter space, it is difficult to find relevant damage
thresholds for the cases present on the fs table. Table F.1 has some typical damage thresholds.
The Thorlabs thresholds are “certified values” in that you can operate the optic at the reported
fluence with no damage. The values from von Conta [448] are failure values.

ThorLabs von Conta [448]

Fused Silica Broadband Dielectric Mirrors 0.2 J/cm2 (800 nm, 99 fs, 1 kHz, �0.166 mm)

Ultrafast-Enhanced Silver Mirrors 0.18 J/cm2 (800 nm, 52 fs, 1000 Pulses)

Protected Silver Mirrors 3 J/cm2 (1064 nm, 10 ns, 10 Hz, �1.000 mm) 0.24 J/cm2 (790 nm, 50 fs, 1 kHz, �0.085 mm)

Fused Silica 7.5 J/cm2 (810 nm, 10 ns, 10 Hz, �0.133 mm) 1.5 J/cm2 (790 nm, 50 fs, 1 kHz, �0.085 mm)

Metallic Neutral Density Filters 0.025 J/cm2 (355 nm, 10 ns, 10 Hz, �0.772 mm

Table F.1: Some damage thresholds provided by Thorlabs and von Conta [448]

We see that fused silica has an order of magnitude more damage tolerance than a silver mirror
which in turn is an order of magnitude more resilient than some of our ND filters. Moreover, when
the ND filter damage threshold fluence is scaled to 1 kHZ and 50 fs pulses it will be far below that
which our OPAs provide—validating the need to dump light using the periscope. It appears like
a standard silver mirror has a failure threshold 100 times larger than the OPA fluence present on
the top mirror. However, this damage threshold does not account for month long exposures, mode
hotspots, or dirty optics causing localized heating.

2von Conta [448] has a nice discussion on this topic
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F.3 Use of a wedge in the top optic position

If filtering has not been accomplished, the periscope can dump (transmit) a fair portion of the
incoming light by using a wedge (generally fused silica) in the top optic position. A wedge is used
instead of a window to ensure back-reflections can explicitly be blocked and do not propagate with
the first, desired reflection.

A downside of using a wedge to dump incoming light is that s (horizontal in the lab frame as observed
by the top optic) and p (vertical in the lab frame as observed by the top optic) polarized light will
have different power through-puts towards the downstream system. A Fresnel-like analysis for 45
degree incidence (see next subsection) shows that horizontally polarized light will have a maximum
throughput of 8% through the periscope while vertically polarized light will have a maximum
throughput of merely 0.6%. Practically, this means that signal (V) and idler (H) will have an order
of magnitude different efficiencies of throughput. This problem can be mediated by using Daniel
Kohler’s “Brewster periscopes”, which happen to be very persnickety in there align, but which do
offer the ability to have a uniform throughput of vertically and horizontally polarized light and
guaranteed vertically polarized light upon output.

F.3.1 Fresnel analysis

If we desire to think about the throughput of our periscope with a wedge in the top position, we
need to consider the affects of different polirization states. The Fresnel equations (c.f. https:

//en.wikipedia.org/wiki/Fresnel_equations) give the Reflectance of s and p polarizations for
light moving from medium with refractive index n1 to a medium with refractive index n2 and
incident angle θi:

Rs =

∣∣∣∣
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(F.2)

Ts = 1−Rs (F.3)

Tp = 1−Rp (F.4)

in which θi and θt are related by Snell’s law: n1 sin (θi) = n2 sin (θt). These equations can be used
to visualize the how incident angle can drastically change the reflectance off of a surface

https://en.wikipedia.org/wiki/Fresnel_equations
https://en.wikipedia.org/wiki/Fresnel_equations
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Figure F.2: Reflectance and transmittance of a homogeneous medium as a function of incident

angle and polarization state. Vertical line at 55.4◦ denotes Brewster’s angle, θB = arctan
(
n2
n1

)
.

The abrupt discontinuity at 43.6◦ in the glass to air case demonstrates total internal reflection

which onsets at θc = arcsin
(
n2
n1

)
.
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Appendix G On calculating the fluence of a laser

G.1 Introduction

Oftentimes one desires to characterize the flux of a laser beam. It can be confusing to put all of
the pieces together to calculate how much energy per unit area is impinged upon a sample. The
purpose of this appendix is to elucidate the framework required to take values that can be measured
in lab and to convert them into values useful in a model or for describing your laser to a colleague.
The main result of this appendix is that a good metric for fluence (in units of Jm-2) is

F =
P

2 ln (2)πνrepHWHM2 ≈
0.2296 · P
νrepHWHM2 (G.1)

in which P is the power in watts of the laser, νrep is the laser’s repetition rate in hertz, and HWHM
is the half-width-at-half-maximum in meters of the focused laser beam at the sample position. In
Section G.3.1 and Section G.3.2 this appendix describes two related ways that the HWHM of a
laser can be measured using a translation stage and a razor blade. There are two “sub-appendices”
to this appendix which lay out some useful function definitions and relations (Section G.5) and a
result of Poynting’s Theorem which we use to calculate the total power flow of a plane wave laser
(Section G.6).
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G.2 Gaussian beams

The complex electric field, E, of a laser beam in cylindrical coordinates within the paraxial approx-
imation is generally described to first order by a TEM00 Gaussian beam.

Ẽ(z, r, t) = E(z, r) exp [−iωt] + c.c. (G.2)

E(z, r) = E0

(w0

w

)
exp [−iψ] exp

[
− r

2

w2

]
exp

[
ik

(
z +

r2

2R

)]
(G.3)

w(z) ≡ w0

√
1 +

z2

z2
R

1/e spot size (G.4)

zR ≡
πw2

0

λ
Rayleigh range (G.5)

R(z) ≡ z +
z2
R

z
Wavefront radius of curvature

(G.6)

ψ(z) ≡ arctan

[
z

zR

]
Guoy phase (G.7)

The electric field has angular frequency, ω, wave number, k, and wavelength, λ. E0 = E(0, 0) is
the electric field amplitude (and phase) at the origin at time 0, The smallest waist of this electric
field is at z = 0 with a value of w0. Note that the Rayleigh range customarily defines the cutoff
between the “near-field” (Fresnel) and “far-field” (Fraunhofer) regions for a beam propagating out
from its waist; the “confocal parameter” of a beam is thusly given by 2zR. The entire evolution
of the beam is specified by knowing the frequency/wavelength of the field and the location/size of
the beam waist.

At z = 0, the location of the transverse beam waist, the electric field amplitude, E0 is rather simple.

E(z = 0, r) = E0 exp

[
− r

2

w2
0

]
(G.8)

The intensity of our electric field (see Section G.6 for derivation) is given by I = 1
2ε0c|E|2. So the

spatial distribution of intensity is given by

I(z = 0, r) =
1

2
ε0c|E0|2 exp

[
−2r2

w2
0

]
(G.9)

= I0 exp

[
−2r2

w2
0

]
(G.10)

in which it is now clear that w0 is the 1/e2 width on the intensity level. The purpose of the next
section is to describe how to measure w0.
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G.3 Razor blade formalism

Generally one is not able to perform spatial measurements in cylindrical coordinates accurately.1

So, in order to measure w0 we transform Equation G.9 to Cartesian coordinates by r2 → x2 + y2

I(x, y, z = 0) =
1

2
ε0c|E0|2 exp

[
−2x2

w2
0

]
exp

[
−2y2

w2
0

]
. (G.11)

A quantity that is easily measurable in lab is the total power of a beam, P . P is time and space
averaged. If our laser is pulsed with a repetition rate given by νrep and we say Equation G.11
defines the pulse intensity, then the power measured by our power meter will be

P = νrep

+∞x

−∞
I(x, y, z = z′)dxdy (G.12)

in which we set z′ = 0 for convenience in our calculation, the result will be the same no matter
what value is picked. Substitution of Equation G.11 into Equation G.12 yields

P = νrep

+∞x

−∞

1

2
ε0c|E0|2 exp

[
−2x2

w2
0

]
exp

[
−2y2

w2
0

]
dxdy (G.13)

=
1

2
νrepε0c|E0|2

+∞∫

−∞

exp

[
−2x2

w2
0

]
dx

+∞∫

−∞

exp

[
−2y2

w2
0

]
dy (G.14)

=
π

4
νrepε0c|E0|2w2

0 (G.15)

in which we used the standard Gaussian integral identity—see Section G.5. Now we can calculate
the peak intensity, I0, if we know the total power in the beam rearranging the above equation we
can find

P =
π

2
νrepw

2
0

(
1

2
ε0c |E0|2

)
(G.16)

I0 =
1

2
ε0c |E0|2 (G.17)

=⇒ P =
π

2
νrepw

2
0I0 (G.18)

=⇒ I0 =
2P

νrepw2
0π

(G.19)

Equation G.15 gives the total power in a beam. Now, if we slide a razor blade across the beam (say
in the X direction) at z = 0 the measured power, P (X), will be attenuated from P to 0. There
are two common strategies for using a razor blade to measure w0. The first strategy is to measure
P (X) for many different X positions of the razor blade and to fit the resultant curve to extract w0.
The second strategy is to experimentally determine the values of X that satisfy P (X10%) = 0.1P

1Some of this section is based on a lab manual section (http://www.physics.iitm.ac.in/~ph5060/manuals/
Gaussianlaserbeam.pdf) hosted by the Department of Physics at the Indian Institute of Technology Madras, Chen-
nai. I do not know who wrote that document.

http://www.physics.iitm.ac.in/~ph5060/manuals/Gaussianlaserbeam.pdf
http://www.physics.iitm.ac.in/~ph5060/manuals/Gaussianlaserbeam.pdf
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and P (X90%) = 0.9P (20% and 80% are sometimes used) and then relate those values to w0. We
will explicate both strategies.

G.3.1 Razor blade measurement with curve fitting

The measured power as a function of razor blade position is given by

P (X) = P − 2P

w2
0π

X∫

−∞

exp

[
−2x2

w2
0

]
dx

+∞∫

−∞

exp

[
−2y2

w2
0

]
dy (G.20)

= P − P

w0

√
2

π

X∫

−∞

exp

[
−2x2

w2
0

]
dx. (G.21)

Our goal is to now cast Equation G.21 into the form of the error function—see Section G.5 for a
review. Consider,

X∫

−∞

exp

[
−2x2

w2
0

]
dx =

0∫

−∞

exp

[
−2x2

w2
0

]
dx+

X∫

0

exp

[
−2x2

w2
0

]
dx (G.22)

=

√
π

8
w0 +

X∫

0

exp

[
−2x2

w2
0

]
dx (G.23)

in which we used the integral identity given by Equation G.57. We now do a change of variable s.t.
u2 = 2x2

w2
0

and dx = w0du√
2

. Hence,

X∫

−∞

exp

[
−2x2

w2
0

]
dx =

√
π

8
w0 +

w0√
2

√
2X
w0∫

0

exp
[
−u2

]
du (G.24)

=

√
π

8
w0 +

w0
√
π

2
√

2
erf

[√
2X

w0

]
(G.25)

=

√
π

8
w0

(
1 + erf

[√
2X

w0

])
. (G.26)

Substitution of Equation G.26 into Equation G.21 yields

P (X) = P − P

w0

√
2

π

√
π

8
w0

(
1 + erf

[√
2X

w0

])
(G.27)

= P − P

2

(
1 + erf

[√
2X

w0

])
(G.28)

=
P

2
erfc

[√
2X

w0

]
. (G.29)
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Hence, if we slide a razor blade across the smallest part of the beam and measure the total trans-
mitted power the width of the beam may be recovered by fitting a three parameter function like

P (X) =
p0

2
erfc

[√
2 (X − p1)

p2

]
(G.30)

in which p2 = w0. This is the desired result.

G.3.2 Two point razor blade measurement

We now consider a two point measure of the beam waist. Consider the positions of our razor blade
which makes the following equations true

P (X10%) = 0.1P =
P

2
erfc

[√
2 (X10% −X0)

w0

]
(G.31)

P (X90%) = 0.9P =
P

2
erfc

[√
2 (X90% −X0)

w0

]
(G.32)

in which X0 has been added as an experimental offset for the zero position of the razor blade
relative to the beam waist. Numerical computation shows that these equations may be true when
the arguments of the complementary error functions are given by

√
2 (X10% −X0)

w0
≈ 0.9062 (G.33)

√
2 (X90% −X0)

w0
≈ −0.9062 (G.34)

=⇒
√

2

w0
(X10% −X90%) ≈ 0.9062− (−0.9062) (G.35)

=⇒ w0 ≈ 0.7803 (X10% −X90%) (G.36)

=⇒ FWHM ≈ 0.9187 (X10% −X90%) . (G.37)

This is the desired result. The size of a beam at its waist may be measured by merely finding at
what razor blade position the beam is at 10% and 90% its initial power. If the beam is radially
unsymmetrical or deviating form Gaussian behavior, this metric will become inadequate.

G.4 Fluence calculations

There are many metrics for recording the flux of a laser beam. Some common ones include

fluence = F =
laser pulse energy

effective focal spot area
(G.38)

intensity = I =
laser peak power

effective focal spot area
(G.39)
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The peak power is generally defined as

laser peak power =
laser pulse energy

effective pulse duration
(G.40)

The SI units for fluence are Jm-2 but are oftentimes reported as µJ cm-2. The SI units for intensity
are Wm-2 but are oftentimes reported as W cm-2 with a prefix of T or G on the watts. In the
high-harmonic generation and THz spectroscopy communities, peak electric field amplitudes are
oftentimes reported instead of intensities; the units are generally Vm-1 or VÅ-1.

The problem with the above definitions of fluence and intensity is their use of an “effective focal
spot area”—as far as I can tell, there is no rigidly agreed upon metric for this effective area. One
way that I have calculated fluence in the past, which I now think is non-ideal, is to model the laser
beam as a cylindrical “flat-top” pulse. The fluence is then

Fflat-top =
Ep
πR2

(G.41)

in which R is some suitable metric of the beam waist, for this work we shall say R = HWHM =
FWHM

2 and Ep is the pulse energy.

I think a more holistic way to calculate fluence is to consider the average intensity felt by a point
inside of the area (volume) swept out by R. Recalling that the differential volume element is given
by dV = rdrdθdz we have the average intensity

Iaverage =
1

V

∫ R

0

∫ 2π

0

∫ Z

0
I (r, θ, z) rdrdθdz. (G.42)

For a sample with no absorption and radial symmetry we have

I (r, θ, z) = I0 exp

[
−2r2

w2
0

]
(G.43)

were there to be absorption we would need an additional factor of exp [−αz]. Letting V = πR2Z
be a cylindrical volume we have

Iaverage =
1

πR2Z
(2πZ)

∫ R

0
I0 exp

[
−2r2

w2
0

]
rdr (G.44)

=
2I0

R2

∫ R

0
exp

[
−2r2

w2
0

]
rdr (G.45)

=
2I0

R2

(
w2

0

4

{
1− exp

[
−2R2

w2
0

]})
(G.46)

Letting R = HWHM and evaluating the expression we get

Iaverage =
2I0

w2
0 ln (2)

2

(
w2

0

8

)
(G.47)

=
I0

2 ln (2)
≈ 0.7213 · I0 (G.48)



285

So the fluence using this metric will be

Faverage =
0.7213 · Ep
πHWHM2 . (G.49)

Remember that the energy in a pulse is merely

Ep =
P

νrep
. (G.50)

We are now in the position to take values we can measure in the lab and calculate fluences! In
performing these calculations we have neglected all substrate interference effects which can change
the fluence actually experienced by a sample.

G.5 Gaussian and Error functions

The Normal (Gaussian) distribution has two equivalent definitions depending on if a width, σ, and
non-zero mean, µ, are included

φ(x) =
[√

2π
]−1

exp

[
−x

2

2

]
(G.51)

Φ(x) =
[
σ
√

2π
]−1

exp

[
−(x− µ)2

2σ2

]
. (G.52)

φ is an even function. A bit of algebra shows that the full width at half maximum, FWHM, and
1/e2 width, w, are given by

FWHM = 2
√

2 ln [2]σ ≈ 2.355σ (G.53)

w = 2σ =
FWHM√

2 ln [2]
≈ 0.8493 · FWHM. (G.54)

A common definite integral of the Gaussian distribution is

∫ ∞

−∞
exp

[
−
(
ax2 + bx+ c

)]
dx =

√
π

a
exp

[
b2 − 4ac

4a

]
(G.55)

=⇒
∫ ∞

−∞
exp

[
−2x2

w2

]
dx = w

√
π

2
. (G.56)

Another common definite integral is

∫ 0

−∞
exp

[
−ax2

]
dx =

∫ ∞

0
exp

[
−ax2

]
dx =

1

2

√
π

a
(G.57)
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The error function is defined by

erf [x] ≡ 2√
π

∫ x

0
exp

[
−t2
]
dt (G.58)

and is an odd function. The complementary error function is defined as

erfc [x] ≡ 1− erf [x] (G.59)

It has some special values

erfc [−∞] = 2 (G.60)

erfc [0] = 1 (G.61)

erfc [∞] = 0. (G.62)

G.6 Power flow per unit area of an electromagnetic plane wave

Consider a plane electromagnetic wave with an x-polarized electric field

E(t, z) = E0 cos (kz − ωt). (G.63)

In this section we will prove that the total power flow per unit area (sometimes just called the
“intensity”) for this wave is

〈Itotal〉 =
1

2
ε0cE

2
0 . (G.64)

We first recall that in a vacuum the energy density of an electromagnetic field is given by Equa-
tion G.65, which is a direct consequence of Poynting’s Theorem. In this equation the energy density
of the electric field is given by Equation G.66 where as the energy density of the magnetic field is
given by Equation G.67

U =
ε0
2
~E2 +

1

2µ0

~B2 = UE + UB (G.65)

UE =
ε0
2
~E2 (G.66)

UB =
1

2µ0

~B2. (G.67)

Next, we write out a form for both the electric and magnetic fields and their squares.

~E(t, z) = E0 cos (kz − ωt)x̂ (G.68)

~B(t, z) =
E0

c
cos (kz − ωt)ŷ (G.69)

~E2(t, z) = E2
0 cos 2(kz − ωt)x̂ (G.70)

~B2(t, z) =
E2

0

c2
cos 2(kz − ωt)ŷ (G.71)
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We may then substitute Equation G.70) and Equation G.71 into Equation G.66 and Equation G.67
to get another expression for the energy densities (note, we disregard unit vectors here).

UE =
ε0E

2
0

2
cos 2(kz − ωt) (G.72)

UB =
E2

0

2µ0c2
cos 2(kz − ωt) (G.73)

Next, we desire to calculate the spatially averaged energy density, 〈UE〉 and 〈UB〉. We do this by
picking a time value, say t = t0 and then integrating over the spatial dependence of Equation G.72
and Equation G.73. But we need not integrate over the entirety of the spatial dependance, we
merely need to integrate over one phase cycle, z0 to z0 + 2π, and then divide that by the space
integrated over, ∆z = 2π. Hence,

〈UE〉 =
1

∆z

∫ z0+2π

z0

(UE(z, t = t0)) dz =
1

2π

∫ z0+2π

z0

(
ε0E

2
0

2
cos 2(kz − ωt)

)
dz (G.74)

〈UB〉 =
1

∆z

∫ z0+2π

z0

(UB(z, t = t0)) dz =
1

2π

∫ z0+2π

z0

(
E2

0

2µ0c2
cos 2(kz − ωt)

)
dz. (G.75)

We now recall the cute math fact that
∫ n+2π
n

(
cos 2(θ)

)
dθ = π. Hence, Equation G.74 and Equa-

tion G.75 simplify to Equation G.76 and Equation G.77, in which we have used the fact that
c = 1√

µ0ε0
⇒ ε0 = 1

µ0c2
.

〈UE〉 =
π

2π

(
ε0E

2
0

2

)
=
ε0E

2
0

4
(G.76)

〈UB〉 =
π

2π

(
E2

0

2µ0c2

)
=
ε0E

2
0

4
. (G.77)

These equations explicate the spatially averaged energy density for the electric and magnetic fields.
Now, if the wave moves at a speed of c we may easily calculate the average power flow per unit area
for each field, 〈IE〉 and 〈IB〉. We note that power is energy transfer (work) integrated over time.
But, because we have already calculated an averaged energy density, we may merely calculate the
intensity (the power through a surface area) by multiplying our average density by the speed that
the wave moves through the surface. Hence,

〈IE〉 = c · 〈UE〉 =
cε0E

2
0

4
(G.78)

〈IB〉 = c · 〈UB〉 =
cε0E

2
0

4
. (G.79)

Finally, the total intensity (power flow per unit area) is given by the summation of all the various
field’s individual intensities. Hence,

〈Itotal〉 = 〈IE〉+ 〈IB〉 =
cε0E

2
0

4
+
cε0E

2
0

4
=
cε0E

2
0

2
(G.80)

This is the desired result.
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Appendix H Elliott model extended to χ(2u+1) for u ∈W

We desire to calculate the third order optical susceptibility expected from Wannier excitons near
resonance. We extend the treatment in 3D first authored by Elliott [312] and extended to 2D by
Shinada and Sugano [313] in which the imaginary component of the first order susceptibility was
calculated. Our derivation is informed by Haug and Koch [316], Tanguy [314, 315], and Pedersen
and Cornean [452] and makes the following assumptions and simplifications:

1. All non-resonant and forbidden transitions are disregarded.
2. All broadening of transitions is described by a phenomenological dephasing/damping rate, Γ,

and accounted for by convolving the penultimum result with a complex Lorentzian.
3. Band dispersion is described by the effective mass approximation with parabolic conduction

and valence bands with a bandgap of Eg and electron (hole) effective masses of me (mh). The

dispersions are Ec[k] = Eg + ~2k2

2me
for the conduction band and Ev[k] = −~2k2

2mh
for the valence

band.
4. The transition dipole moment between these two bands (with no Coulomb interaction), dcv,

does not depend on k and is a constant.
5. The electron-hole pair is described by the Wannier equation (in relative coordinates)

−
[
~2∇2

r

2mr
+ V [r]

]
ψ`(r) = Evψ`[r]

in which ψ` describes the relative motion of electron and hole on a length scale greater than the
lattice constant of the material, V [r] = e2

ε0r
is the Coulomb potential, and m−1

r = m−1
e +m−1

h

is the system’s reduced mass . ψ` are given by the Laguerre polynomials.

The optical susceptibility from an electron-hole-pair near resonance with a driving field of frequency
ω is

χ
(2u+1)
Γ [~ωu] = χ(2u+1) [~ωu] ∗ L [~ωu; Γ] (H.1)

in which the output frequency is defined by ωu ≡ (2u + 1)ω with u ∈ Z+ such that u = 0
corresponds to first order processes like absorption and reflection while u = 1 corresponds to third
order processes like third harmonic generation. Within this parameterization, a third order process
interacts between the same two states 4 times through the interaction series; for instance, one
Louiville pathway for such an interaction series is

gg → ag → gg → ag → gg. (H.2)
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Equation H.1 is composed of sticks, χ(2u+1) [~ωu], convolved with a causal Lorentzian

L [E;E0,Γ] ≡
√

Γ

π

1

E0 − E − iΓ
(H.3)

which satisfys the normalization condition
∫∞
−∞ |L [E]|2 dE = 1.

Our extension of the Elliott model starts with relating the susceptibility to transition dipoles and
the probability of initially finding a conduction band electron and a valence band hole within the
same unit cell

χ(2u+1) [~ωu] = A |dcv|2+2u
∑

`

|ψ` [r = 0]|2+2u (H.4)

in which A is a collection of proportionality constants which include system dependent values like
the exciton Bohr radius. The value of |ψ` (r = 0)|2+2u will be dependent on whether the exciton
state is bound (E` < 0) or unbound (E` > 0) and if the system is considered to be spanning two
or three dimensions. Accordingly, we break up Equation H.4 and suppress functional notion for
brevity

χ
(2u+1)
3D = A |dcv|2+2u

(
ζbound

3D + ζunbound
3D

)
(H.5)

χ
(2u+1)
2D = A |dcv|2+2u

(
ζbound

2D + ζunbound
2D

)
. (H.6)

The bound exciton energies are given by[316]

E3D
` = −E0

`2
with ` ∈ Z+ = {1, 2, 3, . . . } (H.7)

E2D
` = − E0

(`+ 1/2)2 with ` ∈ Z∗ = {0, 1, 2, . . . } (H.8)

in which E0 = e4mr
2ε20~2 is the exciton Rydberg energy. We note that the binding energy, Eb, is E0 in

3D and 4E0 in 2D. These bound states give contributions of[316, 312, 313]

ζbound
3D =

∞∑

`=1

(
4

`3

)u+1

δ

[
∆ +

1

`2

]
(H.9)

ζbound
2D =

∞∑

`=0

(
4

(
`+ 1

2

)3

)u+1

δ

[
∆ +

1
(
`+ 1

2

)2

]
(H.10)

in which δ is the Dirac Delta Distribution and ∆ ≡ ~ωu−Eg
E0

. Note that in a system with finite tem-
perature and disorder, few, if any, bound transitions will noticeably contribute to the susceptibility.

The unbound states of the exciton form a continuum. When ~ωu −Eg > 0 it is appropriate to use
the continuous analog of the summation found in Equation H.4 and weight the transitions by a
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density of states, ρ,

ρ3D ∝ Θ [∆]
√

∆ (H.11)

ρ2D ∝ Θ [∆] (H.12)

in which Θ is the Heaviside step function. The transitions have strength scaled by the “Coulomb
enhancement factor”, C, which approaches unity as E0 → 0 and are given by[316, 312, 313]

C3D =




exp
[
π/
√

∆
]

√
∆ sinh

[
π/
√

∆
]



u+1

(H.13)

C2D =




exp
[
π/
√

∆
]

cosh
[
π/
√

∆
]



u+1

(H.14)

These enhancement factors take into account that the unbound electron-hole-pair is over a potential
well at finite separation distance. These enhancments fall out due to |ψ` [r = 0]|2 not being a
constant for states slightly above the bandedge. Accordingly

ζunbound
3D =




exp
[
π/
√

∆
]

√
∆ sinh

[
π/
√

∆
]



u+1

Θ [∆]
√

∆ (H.15)

ζunbound
2D =




exp
[
π/
√

∆
]

cosh
[
π/
√

∆
]



u+1

Θ [∆] . (H.16)

We may put all of the pieces together to reach the desired result

χ
(2u+1)
3D [~ωu] = A |dcv|2+2u





∞∑

`=1

(
4

`3

)u+1

δ

[
∆ +

1

`2

]
+




exp
[
π/
√

∆
]

√
∆ sinh

[
π/
√

∆
]



u+1

Θ [∆]
√

∆




(H.17)

χ
(2u+1)
2D [~ωu] = A |dcv|2+2u





∞∑

`=0

(
4

(
`+ 1

2

)3

)u+1

δ

[
∆ +

1
(
`+ 1

2

)2

]
+




exp
[
π/
√

∆
]

cosh
[
π/
√

∆
]



u+1

Θ [∆]





(H.18)

in which all frequency dependence is encoded in the unit-less ∆. When convolved with a causal
Lorentzian, the delta functions of the bound states will become Lorentzians centered at values given
by Equation H.7 and Equation H.8; the bound contributions will of course also be smeared.
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Appendix I Enabling ab initio predictions of acetoni-

trile response for non-linear spectroscopies

I originally wrote some of this appendix as part of a final project for Prof. Qiang Cui’s Electronic
Structure Theory class which I took in the fall of 2016. The goal of that project was to use ab initio
methods to calculate the DOVE spectrum of acetonitrile. I ran out of time before I could figure
out how to correctly implement the ab initio calculations in Gaussian09 . I had initially thought
the project would be easy because I would be largely copying the theoretical structure described in
Kwak et al. [453]. However, I found the derivation of DOVE intensities in Kwak et al. [453] to be
severely lacking in details, so I spent most of my time attempting to understand their derivation.
This appendix provides pedagogical details about Kwak et al. [453]’s derivation.

I.1 Introduction

Coherent multidimensional spectroscopy (CMDS) is the optical analog to multidimensional NMR.
There are myriad of different multidimensional spectroscopies each with its strengths, weaknesses,
and catchy/cringe-worthy initialism/acronym. One such spectroscopy is Doubly Vibrationally En-
hanced (DOVE) infrared four wave mixing (FWM). The Wright Group pioneered this spectroscopy
in 1999.[454, 455] The Wright Group then spent many years understanding and modeling the in-
tricacies of this spectroscopy.[456, 457, 458, 459] The Cho Group worked to rigorously predict
the magnitude of expected response from DOVE.[460, 453] The Klug Group has since used this
spectroscopy 1 to great success to identify/quantify peptides in proteins, determine intermolecular
structure, and many more feats generally reserved for 2D NMR.[461, 462, 463, 464]

The strength of DOVE, like many CMDS methods, is its intrinsic sensitivity to anharmonicities
in the potential energy surface of the system of interest. DOVE’s multi-dimensional nature also
allows for spectral decongestion if a sample’s 1D spectra is fraught with many resonances. In early
experiments the multidimensional aspect of DOVE came from two tunable mid-IR lasers which
were scanned over vibrational resonances.

DOVE is formally composed of three pathways as shown in Figure I.1. The difference in the
pathways involves the time-ordering of excitation pulses. Canonically, DOVE is defined as having
two IR pulses which are vibrationally resonant and one visible pulse which is non-resonant and
causes a Raman-like transition. The phase-matching associated with DOVE which defines how the

1The Klug Group does not use the acronym DOVE, but instead calls it electron–vibration–vibration two–
dimensional infrared spectroscopy with the intialism EVV 2D–IR
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individual pulses interact with the sample is ~k1−~k2 +~k3 for ~ki being a wavevector of an excitation
laser.

Figure I.1: Wave-mixing energy level diagrams of DOVE’s three pathways. Time proceeds from
left to write. Energy of the states increases from top to bottom.

The initial DOVE experiments performed by the Wright group were on neat acetonitrile with
nanosecond lasers. The usage of nanosecond lasers prevents time ordering of pulses, so all pathways
are present for a given experiment. The three DOVE pathways interfere on the amplitude level
while signal is measured on the intensity level. Pathway interference may cause spectra to be hard
to interpret. It is therefore of worth to know the relative magnitude of the individual pathways of
DOVE for the system of interest.

Kwak et al. [453] demonstrated the viability of using ab initio methods to calculate the magnitude
of each DOVE pathway. This work attempts to use their methodology to calculate a DOVE spectra
of acetonitrile. This spectra will be the analog to the experimental spectra shown in Besemann
et al. [457] whose main feature is from a combination band of the CC and CN stretch of acetonitrile
while the diagonal feature is a CARS line from C6D6. The present work will not take into account
the CARS line.

There are numerous ways to use ab initio methods to calculate the magnitude of each DOVE
pathway. One way is calculate the two wavefunctions, |i〉 and |f〉, associated with each transition
and then calculate the transition moment of the individual transitions

Transition moment (|i〉 → |f〉) = 〈f |µ|i〉 (I.1)

in which µ is the dipole moment operator. This methodology is conceptually simple, but compu-
tationally demanding. Specifically, it would be nearly impossible to calculate the two transition
moments associated with the Raman-like transitions of DOVE. For e and v representing electronic
and vibrational states, respectively, these Raman-like transitions may be represented as

egvi
visible laser−−−−−−−→ exvy

spontaneous−−−−−−−→ egvf (I.2)

in which x and y indicate the unknown aspect of the excited electronic state that was excited to by
the visible laser. The third excitation of DOVE excites the system to a non-resonant family of states.
So if the Raman-like transition moments are to be carefully considered using this wavefunction
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methodology, then the family of states must be known. TD-DFT methods could be used to calculate
the wavefunction of many excited states with energies around the visible laser’s frequency and then
these states could be appropriately weighted by their easily calculated Franck-Condon factor.

Using TD-DFT methods for large systems could become prohibitively expensive. So the above
described methods will not be used in this proof-of-concept work. In the Theory section we will
derive results which will allow us to calculate transition moments for all transitions without needing
to laboriously calculate excited vibrational and electron state wavefunctions. Instead, by judiciously
using first order perturbation theory and expanded representations of operators we may rely merely
upon the ground state potential energy surface and movements over it to describe the needed
transitions.

I.2 Theory

I.2.1 Signal in the Driven Limit

DOVE FWM consists of three pathways which interfere on the amplitude level while signal is
measured on the intensity level. There are two DOVE-IR and one DOVE-Raman Louiville pathways
that leads to signal:

• DOVE IR 1: aa→ ca→ cb2 → db2
• DOVE IR 2: aa→ ab2 → cb2 → db2
• DOVE Raman: aa→ ca→ b1a→ da.

Each pathway is represented by a density matrix, ρ. These matrices describe the oscillating coher-
ences which define a polarization. Oscillating polarizations generate an electric field. The oscillators
in a DOVE experiment conspire to generate a directional and phased electric field which is detected
by the experimentalist.

Original DOVE experiments, which we are attempting to replicate in silico, were accomplished using
nanosecond lasers. These lasers had large time bandwidths and thus small frequency bandwidths.
The time bandwidth of these lasers greatly exceeded the coherence time of the excited acetonitrile
transitions. In multidimensional spectroscopy lingo, these experiments were performed in the driven
limit. In the driven limit, the defining density matrices and signal, S, of DOVE’s three pathways
take on the following standard form:[459]

ρIR 1
db = −

∑

abcd

ΩacΩabΩcd

∆ac∆ab∆cd
Λ (I.3)

ρIR 2
db = +

∑

abcd

ΩabΩacΩcd

∆∗ab∆ac∆cd
Λ (I.4)

ρRaman
db = +

∑

abcd

ΩacΩcbΩbd

∆ca∆ba∆da
Λ (I.5)

S(ω1, ω2, ω3) ∝
∣∣ρIR 1
db + ρIR 2

db + ρRaman
db

∣∣2 . (I.6)

The states abcd are not rigorously related to the states of the same name as detailed in the In-
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troduction. Instead, the sum over states is a sum over all possible states and thus transitions.
However, appreciable signal will only result from a few states due to the small frequency range over
which the excitation lasers may be scanned.

In the above equations we have used many new variables:

Λ ≡ ρaaei[(k1−k2+k3)z−(ω1−ω2+ω3)t] (I.7)

Ωij ≡
µij · E`

2~
(I.8)

µij ≡ 〈i|µ|j〉 (I.9)

Λ characterizes the population of the starting state and the frequency, ω` and wavevector, k`, terms
of the three `th electric fields, E`. Because nanosecond lasers are in use, we may posit our electric
fields to be perfectly monochromatic, infinite plane waves. Ωij is called the Rabi frequency of the
ij transition; it defines the strength of the transition pumped by field the E`. µij is the transition
moment. This work will calculate these transition moments. ∆ij is called a resonance denominator
and defines the lineshape associated with a driven transition. In the driven limit, Rabi frequencies
belong to a transition while a resonance denominator belongs to a particular experimental time
ordering with a given set of laser frequencies. In this work we will use the standard form of the
resonance denominators (shown later). For more information, the interested reader is pointed to
Wright et al. [459] and references there-in.

I.2.2 Amplitude of pathways

Given that all three pathways are driven by the same three lasers, the amplitude each pathway
accrues is a function of the strength of the transition moments. The same three lasers drive each
pathway, so we may write a simple proportionality statement for all density matrices. In doing so
we have removed all electric field dependency from our expressions.

ρIR 1
db ∝ −

∑

abcd

µacµabµcd
∆ac∆ab∆cd

(I.10)

ρIR 2
db ∝ +

∑

abcd

µabµacµcd
∆∗ab∆ac∆cd

(I.11)

ρRaman
db ∝ +

∑

abcd

µacµbcµbd
∆ca∆ba∆da

(I.12)

All states in the pathways are oscillating coherences. These coherences are polarizations which
create new electric fields. The transition which turns a ρdb coherence into a signal is used by
all three pathways.2 We may add this transition to our density matrix expressions while still
maintaining the proportionality statement. For sake of notional clarity we drop the db subscript

2At this point in the derivation, d and b are still unspecified states.
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on the density matrices to distinguish them from the previous density matrices.

ρIR 1 ∝ −
∑

abcdf

µacµabµcdµdf
∆ac∆ab∆cd

(I.13)

ρIR 2 ∝ +
∑

abcdf

µabµacµcdµdf
∆∗ab∆ac∆cd

(I.14)

ρRaman ∝ +
∑

abcdf

µacµcbµbdµdf
∆ca∆ba∆da

(I.15)

The Raman transition associated with each pathway is thus described by the term
µcdµdf

∆cd
for DOVE

IR and
µbdµdf

∆da
for DOVE Raman. For a sufficiently non-resonant Raman transition the two dipole

mediated transitions may be written as a single polarizability mediated transition. The non-resonant
assumption also removes our dependency on the resonance denominator because in the far tail of
a resonance the resonance contribution varies very slowly with a change in laser frequency. Our
density matrices are then given by

ρIR 1 ∝ −
∑

abcf

µacµabαcf
∆ac∆ab

(I.16)

ρIR 2 ∝ +
∑

abcf

µabµacαcf
∆∗ab∆ac

(I.17)

ρRaman ∝ +
∑

abcf

µacµcbαbf
∆ca∆ba

(I.18)

in which αij ≡ 〈i|α|j〉 for α being the polarizability.

We now desire to write our density matrices, not in the general case, but rather in the case appro-
priate for Wright et al.’s work with acetonitrile. Acetonitrile has 12 normal modes. Normal mode
3 is the CC stretch while mode 9 is the CN stretch. In standard harmonic oscillator/normal mode
nomenclature the four states considered in this work are then given by:

|a〉 = |0309〉 ground state
|b1〉 = |1309〉 CC stretch
|b2〉 = |0319〉 CN stretch
|c〉 = |1319〉 combination band

(I.19)

where the |xy〉 nomenclature means normal mode y has x quanta of excitement/energy.

So the density matrices which are relevant to Wright et al.’s work with acetonitrile are

ρIR 1 ∝ −µacµab2αcf
∆ac∆ab2

(I.20)

ρIR 2 ∝ +
µab2µacαcf
∆∗ab2∆ac

(I.21)

ρRaman ∝ +
µacµcb1αb1f

∆ac∆b1a
(I.22)

We now must derive expressions for the individual transition moments in the above equations.
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I.2.3 Normal Mode Harmonic Oscillator Basis

In order to make our problem tractable, we write all of our states in a harmonic oscillator product
basis. For instance, we may write state a as

|a〉 =

n∏

j

|νaj 〉 (I.23)

in which j is a normal mode and νaj is the quanta of energy associated with mode j such that state
a is defined. For acetonitrile n = 3N − 6 = 12. In choosing to write our states as in this HO
product basis, we assume all perturbations to the normal modes of our system are not encoded
in the original wave function description of our states—there is no wavefunction level coupling of
states. Coupling of states will instead be later taken into account in two key ways:

1. High orders of dipole and polarizability expansion
2. Cubic potentials realized in first order perturbation theory

I.2.4 Fundamental Transition

We desire to write the transition moment of a fundamental transition in terms of easily calculated
parameters. In equation form we desire to calculate 〈b |µ| a〉 and 〈b |α| a〉 for a and b differing by
one quanta of energy in one mode. We start by Taylor expanding the dipole and polarizability
operators around the equilibrium geometry w.r.t. normal mode coordinates, Qj .

µ = µ0 +
∑

j

(
∂µ

∂Qj

)

0

Qj +
1

2

∑

jk

(
∂2

∂Qj∂Qk

)

0

QjQk + · · · (I.24)

α = α0 +
∑

j

(
∂α

∂Qj

)

0

Qj +
1

2

∑

jk

(
∂2α

∂Qj∂Qk

)

0

QjQk + · · · (I.25)

The zero subscripts on the partial derivatives stands for zero applied electric field. µ is technically
a rank 1 tensor while α is technically a rank 2 tensor. In this section we will suppress vector/tensor
notation and instead take into account the directional nature of our system latter. We may substi-
tute this expression for µ in our transition moment integral and then simplify for |a〉 6= |b〉.

〈b |µ| a〉 =

〈
b

∣∣∣∣∣∣
µ0 +

∑

j

(
∂µ

∂Qj

)

0

Qj +
1

2

∑

jk

(
∂2µ

∂Qj∂Qk

)

0

QjQk + · · ·

∣∣∣∣∣∣
a

〉
(I.26)

=
〈
b
∣∣µ0
∣∣ a
〉

+

〈
b

∣∣∣∣∣∣
∑

j

(
∂µ

∂Qj

)

0

Qj

∣∣∣∣∣∣
a

〉
+

1

2

〈
b

∣∣∣∣∣∣
∑

jk

(
∂2µ

∂Qj∂Qk

)

0

QjQk

∣∣∣∣∣∣
a

〉
+ · · · (I.27)

= 0 +
∑

j

(
∂µ

∂Qj

)

0

〈b |Qj | a〉+
1

2

∑

jk

(
∂2µ

∂Qj∂Qk

)

0

〈b |QjQk| a〉+ · · · . (I.28)

=
∑

j

(
∂µ

∂Qj

)

0

〈b |Qj | a〉+
1

2

∑

jk

(
∂2µ

∂Qj∂Qk

)

0

〈b |QjQk| a〉+ · · · (I.29)
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We must further express 〈b |Qj | a〉 and 〈b |QjQk| a〉 in calculable parameters. In order to do so, we
write |a〉 and |b〉 in our harmonic oscillator product basis. Because we judiciously chose this basis,
we have many handy identities.

〈νi|Qj |νk〉 =





0, for i 6= j 6= k
1, for i = k 6= j√

~
2Mjωj

, for i = k = j and νi = νk ± 1
(I.30)

in which Mj is the reduced mass and ωj is the frequency of normal mode j.

We are now ready to evaluate some integrals. Let us start with the 〈b |Qj | a〉 term.

n∑

j

(
∂µ

∂Qj

)

0

〈b |Qj | a〉 =
n∑

j

(
∂µ

∂Qj

)

0

〈
n∏

i

νbii |Qj |
n∏

k

νakk

〉
(I.31)

=
n∑

j

(
∂µ

∂Qj

)

0

〈
n∏

j

ν
bj
j |Qj |

n∏

j

ν
aj
j

〉
(I.32)

=

n∑

j

(
∂µ

∂Qj

)

0

n∏

j

〈
ν
bj
j |Qj | ν

aj
j

〉
(I.33)

=

n∑

j

(
∂µ

∂Qj

)

0

〈
ν
bj
j |Qj | ν

aj
j

〉
δ(bj , aj = bj ± 1) (I.34)

=
n∑

j

(
∂µ

∂Qj

)

0

√
~

2Mjωj
δ(bj , aj = bj ± 1) (I.35)

We now turn to writing out our 〈b |QjQk| a〉 term. We note that an integral of a product of varying
coordinates is merely the product of the integrals over the individual coordinates. We implicitly
expand our states in the HO basis.

〈b |QjQk| a〉 = 〈b |Qj | a〉 〈b |Qk| a〉 (I.36)

=
〈
ν
bj
j |Qj | ν

aj
j

〉
δ(bj , aj = bj ± 1)

〈
νbkk |Qk| ν

ak
k

〉
δ(bk, ak = bk ± 1) (I.37)

=
~

2
√
MjMkωjωk

δ(bj , aj = bj ± 1)δ(bk, ak = bk ± 1) (I.38)

Note that this result holds under the same condition as our other result: j and k must be modes
which satisfy bj , aj = bj±1 and bk, ak = bk±1. So for a single quantum transition, 〈b |QjQk| a〉 = 0.
It then follows:

〈b |µ| a〉 =
∑

j

(
∂µ

∂Qj

)

0

√
~

2Mjωj
+

1

2

∑

jk

(
∂2µ

∂Qj∂Qk

)

0

~
2
√
MjMkωjωk

+ · · · (I.39)

=
∑

j

(
∂µ

∂Qj

)

0

√
~

2Mjωj
for a single quantum transition (I.40)
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Because we expanded µ and α in identical ways, we get an analog for the polarizability.

〈b |α| a〉 =
∑

j

(
∂α

∂Qj

)

0

√
~

2Mjωj
+

1

2

∑

jk

(
∂2α

∂Qj∂Qk

)

0

~
2
√
MjMkωjωk

+ · · · (I.41)

=
∑

j

(
∂α

∂Qj

)

0

√
~

2Mjωj
for a single quantum transition (I.42)

In short, we have written fundamental transition moments without actually calculating an integral.

We have instead cast our problem in terms of calculated molecular parameters, specifically
(
∂µ
∂Qj

)
0

and
(
∂α
∂Qj

)
0
. For j being the excited or de-excited mode.

I.2.5 Combination Band

We now must turn to calculating the transition moment associated with our combination band.
The combination band transition is considered forbidden—without mode coupling the transition
moment is zero. In order to get a nonzero moment, we must turn to using first order perturbation
theory. We assume any perturbation is sufficiently local so it may be described merely by adding
additional terms to our unperturbed wavefunction. We use the canonical result of first order
perturbation theory.3 H is the total system Hamiltonian.

H ∼= H0 + V ′ (I.43)

〈c| ∼= 0〈c|+ ′〈c| (I.44)

= 0〈c|+
∑

M 6=c

0〈c|V ′|M〉0
~(ωc − ωM )

0〈M | (I.45)

|a〉 ∼= |a〉0 + |a〉′ (I.46)

= |a〉0 +
∑

K 6=a

0〈K|V ′|a〉0
−~ωK

|K〉0 (I.47)

3See https://en.wikipedia.org/wiki/Perturbation_theory_(quantum_mechanics) for more info.

https://en.wikipedia.org/wiki/Perturbation_theory_(quantum_mechanics)
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Here we have presumed that a is the ground state. We may now define our perturbation, V ′.

H ≡ T + V (I.48)

= T + V † + Vvib (I.49)

= T + V † +
1

2

∑

i

(
∂2V

∂Qi∂Qi

)

0

QiQi +
1

8

∑

ijk

(
∂3V

∂Qi∂Qj∂Qk

)

0

QiQjQk + · · · (I.50)

≈ H0 +
1

8

∑

ijk

(
∂3V

∂Qi∂Qj∂Qk

)

0

QiQjQk (I.51)

∼= H0 + V ′ (I.52)

=⇒ V ′ ≡ 1

8

∑

ijk

(
∂3V

∂Qi∂Qj∂Qk

)

0

QiQjQk (I.53)

We now consider a dipole mediated transition written in first order perturbation theory. For sake
of equation size we write µ = µ0 + µ1 + µ2 + · · · in which the subscripts indicate the order of the
Taylor expansion as given in Equation I.24.

〈c|µ|a〉 = ′〈c|µ|a〉′ + 0〈c|µ|a〉′ + ′〈c|µ|a〉0 + 0〈c|µ|a〉0 (I.54)

= ′〈c|µ0 + µ1 + µ2|a〉′ + 0〈c|µ0 + µ1 + µ2|a〉′ + ′〈c|µ0 + µ1 + µ2|a〉0 + 0〈c|µ0 + µ1 + µ2|a〉0
(I.55)

=





+′〈c|µ0|a〉′ + 0〈c|µ0|a〉′ + ′〈c|µ0|a〉0 + 0〈c|µ0|a〉0
+′〈c|µ1|a〉′ + 0〈c|µ1|a〉′ + ′〈c|µ1|a〉0 + 0〈c|µ1|a〉0
+′〈c|µ2|a〉′ + 0〈c|µ2|a〉′ + ′〈c|µ2|a〉0 + 0〈c|µ2|a〉0

(I.56)

=





+���
��: 0′〈c|µ0|a〉′ +���

���: 0
0〈c|µ0|a〉′ +���

���: 0′〈c|µ0|a〉0 +���
���: 0

0〈c|µ0|a〉0

+���
��: 0′〈c|µ1|a〉′ + 0〈c|µ1|a〉′ + ′〈c|µ1|a〉0 +���

���: 0
0〈c|µ1|a〉0

+���
��: 0′〈c|µ2|a〉′ +���

���: 0
0〈c|µ2|a〉′ +���

���: 0′〈c|µ2|a〉0 + 0〈c|µ2|a〉0
(I.57)

= 0〈c|µ1|a〉′ + ′〈c|µ1|a〉0 + 0〈c|µ2|a〉0 (I.58)

∼= 〈c|µ|a〉M + 〈c|µ|a〉E (I.59)

In canceling out many of our integrals we noticed many handy things.4

1. |c〉0 and |a〉0 differ by two quanta in the normal mode basis. Thus if no mixing term (e.g.
Qi) is present the integral goes to zero.

2. µ0 is the equivalent of zero raising and lowering operators, µ1 is the equivalent of a sum over
terms containing one raising and lowering operator, µ2 is the equivalent of a sum over terms
containing two raising and lowering operators.

3. |i〉0 and |j〉′ differ in some places by merely one quanta.
4. |i〉′ and |j〉′ differ from each other by more than two quanta. This entails our maximum of

two mixing terms cannot yield a nonzero value for these integrals.

4The author apologizes to the reader for not providing a careful explanation as to why each of the nine cases go
to zero. Many are non-elementary, but the author did not have enough time to explicate all cases. So it goes. . . A
rigorous exploration would formally write each and every term in the normal mode basis and then carefully perform
the summations and multiplications. Additionally closure relations may be of great use here depending on the basis
one is actually writing the perturbative expansion in.
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We also wrote our result in terms of mechanical, M, and electrical, E, anharmonic terms. Let us
hash out what each of these terms is equal to.

〈c|µ|a〉M ≡ ′〈c|µ(1)|a〉0 + 0〈c|µ(1)|a〉′ (I.60)

=
∑

j

(
∂µ

∂Qj

)

0

[′〈c|Qj |a〉0 + 0〈c|Qj |a〉′
]

(I.61)

=
∑

j

(
∂µ

∂Qj

)

0


∑

M 6=c

0〈c|V ′|M〉0
~(ωc − ωM )

0〈M |Qj |a〉0 +
∑

K 6=a

0〈K|V ′|a〉0
−~ωK

0〈c|Qj |K〉0

 (I.62)

∼=
∑

j

(
∂µ

∂Qj

)

0

[
ℵj + ℵ†j

]
(I.63)

in which we have let

ℵj ≡
∑

M 6=c

0〈c|V ′|M〉0
~(ωc − ωM )

0〈M |Qj |a〉0 (I.64)

ℵ†j ≡
∑

K 6=a

0〈K|V ′|a〉0
−~ωK

0〈c|Qj |K〉0 (I.65)

We now write out what V ′ is for the ℵj case—ℵ′j follows in exactly the same way.

ℵj =
∑

M 6=c

0
〈
c
∣∣∣18
∑

i`k

(
∂3V

∂Qi∂Q`∂Qk

)
0
QiQ`Qk

∣∣∣M
〉0

~(ωc − ωM )
0〈M |Qj |a〉0 (I.66)

=
∑

M 6=c

0
〈
c
∣∣∣18
∑

ijk

(
∂3V

∂Qi∂Qj∂Qk

)
0
QiQjQk

∣∣∣M
〉0

~(ωc − ωM )
0〈M |Qj |a〉0 (I.67)

∼=
∑

M 6=c

∑

ijk

iijkM 0 〈c |QiQjQk|M〉0 0〈M |Qj |a〉0 (I.68)

=⇒ iijkM ≡
1
8

(
∂3V

∂Qi∂Qj∂Qk

)
0

~(ωc − ωM )
(I.69)

We now expand in our harmonic oscillator, normal mode basis. We must be careful with our
summations. M describes a state while ijk describe modes. The state M is composed of quanta of
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energy in the set of modes which define the system.

ℵj =
∑

M=|xqxrxs〉6=c

∑

ijk

iijkM 0 〈0q1r1s |QiQjQk|xqxrxs〉0 0〈xqxrxs|Qj |0q0r0s〉0 (I.70)

=
∑

M 6=c

∑

ijk

iijkM 0 〈1i0j1k |QiQjQk| 0i1j0k〉0 0〈0i1j0k|Qj |0i0i0k〉0 (I.71)

=
∑

M 6=c

∑

ijk

iijkM

√
~4

16MiωiMjωjMkωkMjωj
(I.72)

In writing the first movement we observed that our summands are non-zero only when xqxrxs =
1j0k0i. Our resultant term holds for ik being combination band modes, and j are the modes
summed over which define the perturbative mixing of the non-perturbed state with a normal mode
basis.

We now write out our ‘simplified’ mechanical anharmonicity term.

〈c|µ|a〉M =
∑

ijk

(
∂µ

∂Qj

)

0

[
iijkj

√
~4

16MiωiMjωjMkωkMjωj
+ i†ijkj

√
~4

16MiωiMjωjMkωkMjωj

]

(I.73)

=
∑

ijk

(
∂µ

∂Qj

)

0

√
~4

16MiωiMjωjMkωkMjωj

[
iijkj + i†ijkj

]
(I.74)

=
∑

ijk

(
∂µ

∂Qj

)

0

√
~4

16MiωiMjωjMkωkMjωj

1

8

(
∂3V

∂Qi∂Qj∂Qk

)

0

[
1

~(ωc − ωj)
+

1

−~ωj

]

(I.75)

This result is a bit cumbersome, but all of its terms are calculate-able with ab initio methods. We
have turned a complicated integral into a sum of tensors. We do the same thing again for the
electrical coupling term.

〈c|µ|a〉E ≡ 0〈c|µ(2)|a〉0 (I.76)

=
1

2

∑

ij

(
∂2µ

∂Qi∂Qj

)

0

0〈c|QiQj |a〉0 (I.77)

=
1

2

(
∂2µ

∂Qi∂Qj

)

0

0〈c|QiQj |a〉0 for 〈c| = 〈1i1j | and |a〉 = |0i0j〉 (I.78)

=
1

2

(
∂2µ

∂Qi∂Qj

)

0

~
2
√
MiMjωiωj

(I.79)

We may put all of our results together! For ik being the modes over which our combination band
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transition happens we have

〈c|µ|a〉 = 〈c|µ|a〉M + 〈c|µ|a〉E (I.80)

=
∑
j

(
∂µ
∂Qj

)
0

√
~4

16MiωiMjωjMkωkMjωj

1
8

(
∂3V

∂Qi∂Qj∂Qk

)
0

[
1

~(ωc−ωj)
+ 1
−~ωj

]
+ 1

2

(
∂2µ

∂Qi∂Qj

)
0

~
2
√
MiMjωiωj

(I.81)

Let us quickly have an executive summary of what we have accomplished.

• We can write all of the integrals needed to described the DOVE pathways in terms of deriva-
tives and other constants.
• A fundamental transition may be written in terms of first and second order dipole derivatives

w.r.t. normal modes.
• A Raman transition may be written in terms of first and second order polarizability derivatives

w.r.t. normal modes.
• A combination band transition is complex, but it can be written as a sum of mechanical and

electrical couplings.
– Electrical: A single second order dipole derivatives w.r.t. normal modes
– Mechanical: A sum over normal modes of the third order derivative of the potential

w.r.t. normal modes and a first order derivative of the dipole w.r.t. a normal mode.
– In the mechanical case, all modes can contribute to the observed non-linearity! The

combination band is possibly coupled into existence by all normal modes of the molecule.

I.2.6 Resonance Denominators

The resonance denominators, as stated before, define the line shape of each pathway. All the work
we have done has merely defined the amplitude of the strongest feature in each pathway. We use
the standard form of the resonance denominators.

∆ca ≡ ωca − ω1 − iΓca − δ (I.82)

∆b1a ≡ ωb1a − ω1 + ω2 − iΓb1a (I.83)

∆ab2 ≡ ωab2 + ω2 + iΓab2 (I.84)

Note how the resonance denominator of DOVE Raman ∆b1a is different from the DOVE IR’s
∆ab2 . This is because the second transition of DOVE Raman is from a coherence that is being
driven by the first laser interaction. The frequency of the first coherence is defined by the driving
laser and not by the frequency of the actual transition. This dependency of the second transition
on the first gives DOVE Raman a line shape which is elongated along the diagonal where-as the
DOVE IRs have line shapes elongated in a plus-sign shape. All interesting interference and 2D
frequency behavior is defined by these denominators. Taking the square magnitude of a resonance
denominator generates an unnormalized Lorentzian function.
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Appendix J On the modeling of white light formation

in a fiber

I originally wrote some of this appendix as part of a final project for Prof. Deniz Yavuz’s Applied
Optics class which I took in the spring of 2016. This appendix focuses on the mathematical
formalism and an integration method which may be used to model white light formation in nonlinear
fibers. This appendix does not present any numerical results.

Figure J.1: White light generated in a CaF2 window from 800 nm, 35 fs light. Photo taken in the
Wright lab by Justin Earley.

J.1 Introduction

White light supercontinuum generation (WLG) was first observed by Alfano and Shapiro.[465, 466,
467] In these original works, the mechanistic cause for WLG from picosecond pulses was attributed
to self-phase modulation (SPM). The exact mechanistic nature of WLCG is not currently fully
understood. Generally, a complex interplay of nonlinear optical phenomena push and pull against
each other to eventually generate white light. Some of these (intertwined) phenomena include:

• Self-phase modulation (SPM)
• Stimulated Raman scattering (SRS)
• Self-steepening (SS) [468]
• Self-focusing [469]
• Multi-photon absorption and four-wave mixing (FWM)
• Pulse splitting
• Pulse-front steepening and optical shock generation
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• Free electron plasma generation

WLG is a useful phenomena in that it may function as a coherent, broadband, “flat” source for
usage in all kinds of spectroscopies and technical applications.[470, 471] In the last two decades,
hollow core fibers have been implemented as substrates to tune the desired properties of a fiber
to offer pulse compression, dispersion, or other nonlinear effects. Some companies (e.g. NKT
Photonics) now offer products which allow for WLG within a fiber when that fiber is pumped
by an ultrafast laser. A strong selling point of these fibers is their ability to be operated in a
single-mode configuration for a desired wavelength range.

In this appendix we desire to create a formalism which allows for numerical modeling of WLG in
fibers. All properties of light (electric field) propagation through a fiber are phenomenologically
defined by the tensor elements of the linear and nonlinear susceptibilities, χ(i), of the fiber. These
suceptibilities may be tuned by adjusting the structure and composition of a fiber

J.2 Relationship between E and P

Optical fibers are generally considered to be nonmagnetic and contain no free charges. Hence, we
may use Maxwell’s equations to write an equation that relates an electric field, E, to an induced
polarization, P. This polarization may then generate its own associated electric field. These
polarizations and electric fields are functions of both time and Cartesian space. Maxwell’s wave
equation is

∇2E− 1

c2

∂2E

∂t2
= µ0

∂2p

∂t2
. (J.1)

We now assume the response of the fiber to be local and instantaneous compared to the pulse
duration of our incident electric field. This assumption allows us to write out the standard Taylor
expanded form of the polarization as a power series in E

P = ε0

[
χ(1)E + χ(2)EE + χ(3)EEE + · · ·

]
(J.2)

in which χ(i) is the ith order susceptibility of the material. In general, χ(i) are tensors of rank i+1.
In a system like a bulk fiber which has inversion symmetry, all elements of χ(2) must identically go
to 0. Hence, we may rewrite Equation J.2 for a fiber

P = ε0

[
χ(1)E + χ(3)EEE + · · ·

]
. (J.3)

We now write our polarization as a sum of linear and nonlinear terms

P = PL + PNL (J.4)

= ε0

[
χ(1)E

]
+ ε0

[
χ(3)EEE + · · ·

]
. (J.5)

We now simplify Equation J.1 by making a bunch of assumptions and substitutions:1

1Boyd [38] and Washburn [472] both have excellent, careful statements of these assumptions and their implications
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• We write the electric fields as E = E(r, t)ei(k0z−ω0t).
– All of our spectral information will then be contained in E(r, t).
– If we are talking about a fiber then our wavevector becomes an effective wave vector:
k → β.

• We make the slowly varying envelope approximation (SVEA)
– The spatial distribution associated with E changes slowly as a function of propagation

along the z direction.
– The pulse duration is much longer than the carrier oscillation period.

• We neglect transverse dimensions and we assume space and time are not coupled such that z
and t are independent dimensions.
• We assume the medium is isotropic (this greatly simplifies χ).
• We transform to retarded spatial and time coordinates that move along with the pulse at the

group velocity of the pulse.

The relationship between the electric field and the induced nonlinear polarization is then

∂E(z, t)

∂z
=

iω0

2n0ε0c

(
1 +

i

ω0

∂

∂t

)
PNL + iD̃E(z, t) (J.6)

D̃ ≡
M∑

m=0

(
im−1

m!
βm

∂

∂tm

)
(J.7)

in which D̃ is the dispersion and attenuation operator which contains a term βm that is the
m’th term of the Taylor expanded effective wavevector along the propagation direction in the
fiber/medium. For instance, β0 is an attenuation term, where as β2 is the group velocity dispersion
term. This is a form of what is called the Nonlinear Schrödinger Equation (NLSE). This equation
is only related in form to the regular Schrödinger Equation—it says nothing about the evolution of
quantum states. Assume that all of our nonlinear polarizations are due exclusively to third order
processes yields

∂E(z, t)

∂z
=

iω0

2n0c

(
1 +

i

ω0

∂

∂t

)
χ(3)|E(z, t)|2E(z, t) + iD̃E(z, t). (J.8)

J.3 The simple case of self-phase modulation

In order to understand the implications of Equation J.8 we start by implementing the case of SPM.
Consider a fiber which is dispersionless, lossless, and instantaneously responds to an applied electric
field. Equation J.8 then reduces to

∂E(z, t)

∂z
=

iω0

2n0c
χ(3)|E(z, t)|2E(z, t) (J.9)

∂E(z, t)

∂z
= iγ|E(z, t)|2E(z, t (J.10)

in which we defined a nonlinear coefficient γ ≡ ω0
2n0c

χ(3)(ω0) (for a fiber γf ≡ ω0
2n0cAeff

χ(3)(ω0) in

which Aeff is the effective core area of the fiber).
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We now impose an ansatz solution on this differential equation

E(z, t) = E(z = 0, t)eiγ|E(z,t)|2
[
ei(k0z−ω0t) + e−i(k0z−ω0t)

]
(J.11)

which is essentially a normal plane wave but with an intensity dependent modulation of phase
velocity

n = n0 + I(z, t) · n2. (J.12)

We call this self-phase modulation (SPM).

In order to understand the implications of Equation J.11 we run the following algorithm:

1. Define an initial electric field, for instance, a Gaussian pulse of ∼100 fs FWHM.
2. Analytically propagate pulse some desired distance, z.
3. Obtain the frequency spectra of the propagated pulse by Fourier transforming the time domain

electric field. E(z, ω) = F {E(z, t)}.

Results of this algorithm are shown in Figure J.2 for three different propagation distances. We see
that the initially sharp pulse undergoes substantial stretching in the frequency domain, the pulse
does not broaden temporally, though. After propagation through the material, the temporal front
of the pulse has a lower instantaneous frequency than the back of the pulse.
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Figure J.2: Ultra-fast pulse propagating through a representative non-resonant medium.
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J.4 Holistic treatment of the nonlinear Schrödinger equation

J.4.1 Theory

We now consider the nonlinear repsonse of our system in the time domain as an integral over a
response function, R(t). This function aids us greatly when we realize that χ(3) is due mainly
to high frequency electronic states and lower frequency vibrational states. We may assume that
the electronic states respond instantaneously to the applied field, but we do not assume this for
the vibrational states. Our response function can then be broken into a fraction, fR, of a Raman
response, hR(t) and a delta function for the electronic response

R(t) = (1− fR) δ(t) + fRhR(t). (J.13)

If a non-zero non-instantaneous response is present, a “Raman wave” will form. This wave will be
a frequency change in either the Stokes or anti-Stokes direction which will cause energy from the
fundamental mode to be transferred to another mode which is offset in frequency.

We now rewrite Equation J.8 into a form that is much more useful for numerical calculations

∂E(z, t)

∂z
= Loss + Disp + SPM + SS + SRS (J.14)

Loss = −α
2
E (J.15)

Disp = −
[∑

m=2

im−1

m!
βm

∂m

∂tm

]
E (J.16)

SPM = +iγ (1− fR) |E|2E (J.17)

SS = − γ

ω0
(1− fR)

∂

∂t

(
|E|2E

)
(J.18)

SRS = −iγTRE
∂ |E|2
∂t

(J.19)

in which TR is a derived quantity that is an integral over the Raman response (useful approximations
in Washburn [472]) and α is an absorption coefficient. As before, in these equations, t corresponds
to a retarded temporal frame of reference that travels with the pulse.

J.4.2 Numerical modeling : split-step Fourier method

The split-step Fourier method (SSF) is an numerical integration method that is widely used to nu-
merically integrate nonlinear partial differential equations.[473, 474, 475] The alogorithm is efficient
because no numerical derivatives are ever explicitly accomplished—this is in direct contrast to finite
difference methods like the Crank-Nicolson method.[473] Instead all derivatives are accomplished
in the Fourier domain by multiplying by iω. This method may be improved (in terms of error per
time domain step) by using a symmetrized split-step Fourier method.
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The basic idea

Using the SSF we split a spatial step over a distance h into two steps: one that is easy to compute
in the time domain and another that is easy to compute in the frequency domain (see Figure J.3).
This algorithm is looped N times in order to propagate a total distance of h ·N . The electric field
calculated for the z+h spatial step, E(z+h, t), is fed to the algorithm to calculate the next spatial
step, z + 2h, in order to build E(z + 2h, t).

Figure J.3: Sketch of SSF Method for a single spatial step.

Mathy specifics

We write Equation J.14 as a function of a term that we will calculate in the time domain, and a
term that we will calculate in the frequency domain. We represent these by the operators T̂ and
Ŵ , respectively. These will operate on the electric field to give the derivative w.r.t. z

∂E(z, t)

∂z
=
[
T̂ + Ŵ

]
E(z, t). (J.20)

For an arbitrarily small spatial step, h, the solution to this is

E(z + h, t) = exp
[
h
(
T̂ + Ŵ

)]
E(z, t) (J.21)

≈ exp
[
hŴ

]
exp

[
hT̂
]
E(z, t) (J.22)

Note that in going from Equation J.21 Equation J.22 we have assumed that T̂ and Ŵ commute,
but this is not necessarily true. We now desire to compute one part of eEquation J.22 in the time
domain and the other part in the frequency domain. We use Fourier transforms to go back and
forth between the domains.

E(z + h, t) = F−1
{

exp
[
h · Ŵ (iω)

]
F
{

exp
[
h · T̂ (t)

]
E(z, t)

}}
(J.23)

The effects of SPM are calculated in the time domain, and all other effects are calculated in the
frequency domain.



310

Appendix K Colophon

This document was prepared using LATEX and typeset with the Computer Modern font created by
Donald Knuth. The LATEX Class used was originally assembled by Blaise Thompson and adapted
by me.

All source files may be found at https://git.chem.wisc.edu/dmorrow3/dissertation. If using
git, simply clone the repository by using a terminal to execute:

git clone https://git.chem.wisc.edu/dmorrow3/dissertation.git .

The entire document may be built by executing

python build.py latex

in the top-level directory of the repository.

Please contact me directly for any reason at my permanent email address: darienmorrow@gmail.com.

https://git.chem.wisc.edu/dmorrow3/dissertation
mailto:darienmorrow@gmail.com
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Ruitao Lv, Florentino López-Uŕıas, Vincent H. Crespi, Humberto Terrones, and Mauricio
Terrones. “Extraordinary Room-Temperature Photoluminescence in Triangular WS2 Mono-
layers”. In: Nano Lett. 13.8 (Dec. 2012), pp. 3447–3454. doi: 10.1021/nl3026357. url:
https://doi.org/10.1021/nl3026357.

[327] Yung-Chang Lin, Shisheng Li, Hannu-Pekka Komsa, Li-Jen Chang, Arkady V. Krashenin-
nikov, Goki Eda, and Kazu Suenaga. “Revealing the Atomic Defects of WS2 Governing
Its Distinct Optical Emissions”. In: Adv. Funct. Mater. 28.4 (Nov. 2017), p. 1704210. doi:
10.1002/adfm.201704210. url: https://doi.org/10.1002/adfm.201704210.
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