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Abstract 

The ocean surface serves as a source and sink for a diverse set of reactive trace gases in the 

atmosphere, including volatile organic compounds (VOC), reactive halogens, and oxidized and 

reduced nitrogen compounds. The exchange of reactive trace gases between the atmosphere and 

ocean has been shown to alter atmospheric oxidant concentrations and drive particle nucleation 

and growth. Uncertainties in cloud radiative forcing and aerosol-cloud interactions are among the 

largest uncertainties in current global climate models. Climate models are particularly sensitive to 

cloud cover over the remote ocean due to large changes in albedo between the ocean surface and 

cloud tops. Oceanic emissions contribute to cloud condensation nuclei concentrations, either 

through the direct emission of particles during wave breaking, or through the formation of 

secondary aerosol particles following the emission of reactive gas-phase compounds. Despite 

generally small and diffuse oceanic emission rates for reactive trace gases, it has been shown that 

oxidant and particle number concentrations are acutely sensitive to air-sea trace gas exchange rates 

and the chemical composition of emitted species. To date, field measurements of air-sea reactive 

gas exchange have focused primarily on the emission of gases of biological origin, such as 

dimethyl sulfide (DMS). While DMS emissions are relatively well constrained, the gas-phase 

oxidation that connects DMS to sulfate aerosol is less well understood. Recent laboratory 

measurements suggest that heterogeneous and photochemical reactions occurring at the air-sea 

interface can also lead to the production and emission of a wide array of reactive VOC. When 

laboratory-based measurements are used to derive global scale emissions, the calculated sea-to-air 

fluxes of reactive VOC generated from heterogeneous and photochemical processes are 

comparable or larger in magnitude to the sea-to-air flux of DMS. It is not yet clear how the 

mechanisms proposed in these laboratory experiments translate to atmospheric conditions. The 

proposed abiotic emissions are also a potential source of VOC in regions of low biological activity 

which carries important implications for regional and global modeling.  

This thesis presents work to directly constrain the magnitude and speciation of biotic and abiotic 

ocean-atmosphere VOC exchange and subsequent processing in the atmosphere. Chapter 1 details 

direct eddy covariance flux measurements of O3 deposition to the coastal ocean from a deployment 

to Scripps Pier La Jolla, CA in 2018. The rate of O3 deposition to the ocean is important as both a 

sink of O3 which is an air pollutant and greenhouse gas, and also because it controls the magnitude 
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of potential abiotic emissions from heterogeneous chemistry at the ocean atmosphere interface. 

Chapter 2 presents the first broad survey of VOC air-sea exchange by eddy covariance flux at the 

coastal Scripps Pier site. This study directly targeted biotic and abiotic VOC emission fluxes and 

included coincident measurements of solar irradiance, O3 mixing ratios, and ocean biochemical 

parameters. In Chapter 3 I describe the use of eddy covariance flux measurements from an airborne 

platform on the NASA Atmospheric Tomography mission (ATom) as a probe of cloud processing 

and uptake in the marine boundary layer. Cloud uptake can act as a terminal sink of low volatility 

species in the boundary layer, affecting VOC, HOx, and NOx budgets in cloud capped boundary 

layers. Chapters 4 and 5 describe the characterization of new chemical ionization mass 

spectrometry methods which enable the high sensitivity and precision measurements necessary for 

the eddy covariance technique. Chapter 4 presents detailed calibrations of benzene cluster cation 

reagent ions for the detection of isoprene, monoterpenes, and sesquiterpenes. Chapter 5 is a 

detailed characterization of oxygen anion reagent ion chemistry (Ox-CIMS) which enables 

extremely high sensitivity detection of O3 necessary for measurements of O3 deposition to the 

ocean. Together this thesis describes new tools for and new observations of the air-sea exchange 

of reactive trace gases.  
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Thesis Introduction 

I.1 Ocean-Atmosphere Trace Gas Exchange 

Interactions at the ocean-atmosphere interface have a profound impact on climate and chemistry 

in the atmosphere. The exchange of mass and energy across the air-sea interface influences local 

and regional temperatures and global hydrological cycles. Further, the air-sea exchange of oxygen 

(O2) and the greenhouse gas carbon dioxide (CO2) have been extensively studied given their 

impacts on climate and ocean biogeochemistry, with the ocean acting as a CO2 sink. A wide suite 

of lower concentration reactive trace gases also exchange across the air-sea interface with diverse 

impacts on atmospheric composition, aerosol and cloud formation, and the oxidative capacity of 

the atmosphere. Included among these are volatile organic compounds (VOCs), which participate 

in the catalytic production of ozone (O3) in the atmosphere, contribute to aerosol particle formation 

and growth, and are linked to cloud condensation nuclei (CCN) activity and cloud formation.  

The air-water flux (F) of a gas is typically parameterized in the two-layer framework of 

Liss and Slater (1974)1 as described in Equation 1. Cw and Cg are the concentrations of the 

compound in the water and air respectively, H is the Henry’s law solubility (here in dimensionless 

gas over liquid units), and Kt is a total transfer velocity for the molecule. 

𝐹 =  −𝐾௧(𝐶௚ − 𝐻𝐶௪)          E1 

The flux of a molecule can be conceptualized as movement towards an equilibrium 

concentration in the gas and liquid phases, which is controlled by the concentration gradient of Cw 

and Cg, and the solubility of the molecule (H). 𝐾௧ then describes how quickly the compound is 

moving towards equilibrium. This transfer velocity is affected by all processes that contribute to 

the resistance to transfer, including turbulent mixing in the atmospheric boundary layer, diffusion 
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across the laminar sublayer on both sides of the air-water interface, and other waterside processes 

including surface reactivity. 𝐾௧ does not have any dependence on the direction or magnitude of the 

concentration gradient and can instead be conceptualized as a resistance to transfer. A variety of 

parameterizations exist for determination of Kt which treat the various physical and chemical terms 

involved in gas transfer1–4. Gases in the atmosphere and ocean have H spanning many orders of 

magnitude, resulting in species being both sub- and supersaturated in the ocean. If the ocean is 

supersaturated for a given compound it will drive an emission flux to the atmosphere and vice 

versa. For highly soluble molecules that are supersaturated in the atmosphere (such as nitric acid 

(HNO3) or dinitrogen pentoxide (N2O5)), uptake into water is fast once a molecule reaches the air-

water interface. Transfer is then limited by the rate of turbulent mixing and diffusion in the gas 

phase and the molecule is considered to be air-side limited in its transfer. Conversely for a poorly 

soluble molecule that is supersaturated in the atmosphere (such as CO2 or dimethyl sulfide (DMS)), 

transfer in the atmosphere to the interface is fast relative to the rate of transfer into water and the 

transfer rate is considered water-side limited.  The applicability of this framework is less clear for 

a hypothetical gas that is formed immediately at the ocean-atmosphere interface, as the molecule 

may not feel one or more of the laminar and turbulent layers of the ocean or atmosphere.  

Air-sea transfer velocities of specific species such as CO2, O2, and DMS have been 

extensively studied and parameterized. However, the exchange of lower abundance reactive trace 

gasses are comparatively poorly studied. To date, direct flux observations exist for only a small 

number of reactive trace gases, including N2O5 and nitryl chloride (ClNO2)5, sulfur dioxide (SO2)6, 

glyoxal7, isoprene and monoterpenes8, acetaldehyde, methanol, and acetone9 and O3
10,11. A 

primary aim of this thesis work is to expand the coverage of air-sea reactive trace gas exchange 
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measurements and assess their potential impact on the oxidative capacity of the troposphere and 

their contribution to aerosol formation and growth. 

I.2 Biological production and sea-to-air transfer of reactive VOC  

Emissions of volatile organic compounds (VOC) from the ocean surface have been shown to 

impact oxidant loadings and secondary aerosol formation in the marine atmosphere.12–16 To date, 

marine VOC research has primarily focused on the seawater production and emission of dimethyl 

sulfide (DMS) and its links to cloud formation, the foundation for the CLAW hypothesis17 which 

proposed a self-regulating climate feedback loop between DMS, cloud cover and surface 

temperatures. While supporting evidence for the complete feedback loop is mixed,18,19 there are 

many lines of evidence which demonstrate the impact of DMS emissions on aerosol, clouds, and 

oxidative capacity of the marine atmosphere. Comparatively less work has focused on other marine 

biogenic VOC (BVOC) sources including isoprene and monoterpenes. Monoterpene and isoprene 

emissions are known to be considerably smaller than DMS but may still have significant impacts 

on aerosol formation due to their high secondary organic aerosol (SOA) yields20 and ability to 

produce extremely low volatility oxidation products.21 In addition, isoprene and monoterpenes also 

have substantially faster biomolecular reaction rate constants for reaction with ozone and hydroxyl 

(OH) radicals compared to DMS.  

DMS is produced in the surface ocean from the cleavage of dimethylsulfoniopropionate (DMSP), 

a metabolite found in a wide range of macro- and micro-algae. Extensive global data sets of 

dissolved DMS concentrations and DMS emission fluxes has been collected over much of the 

global oceans. This database of global surface seawater DMS measurements and detailed studies 

of DMS air-sea transfer rates have led to the development of  well constrained DMS emissions 

inventories, where the global, annual average DMS emission rate is estimated to be between 14.7 
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to 21.1 Tg C yr-1.22–25 While there remain uncertainties in elements of the DMSP and DMS 

production and conversion pathways, the spatiotemporal distribution of DMS waterside 

concentrations and emissions flux observations are generally well described in global models. For 

a comprehensive review of DMS production, chemistry, and air-sea exchange see Carpenter et al. 

(2012).26  

Once emitted into the atmosphere, DMS is oxidized by OH and halogen radicals (Cl and BrO) to 

form lower volatility products, which can contribute to new particle formation after further 

oxidation to sulfate (SOସ
ଶି), or particle growth following oxidation to methyl sulfonic acid (MSA). 

The lifetime of DMS to oxidation by OH is roughly 1.2 days for an OH concentration of 2 × 106 

molecules cm-3. The OH-oxidation of DMS proceeds by either OH addition (primarily forming 

MSA) or  hydrogen abstraction (primarily forming SO2), where the branching fraction is a strong 

function of temperature.27 Reported yields of SO2 from DMS oxidation vary significantly from 

~30-100%.28 Much of this uncertainty in SO2 yield can be linked to an incomplete understanding 

of the intermediate oxidation steps following reaction with OH and uncertainties in halogen and 

multiphase chemistry.27 Recent laboratory and field observations have shown the significance of 

a previously unknown DMS oxidation pathway leading to the formation of a stable intermediate 

(C2H4O3S; hydroperoxy methylthioformate; HPMTF) which is not included in any current global 

chemistry models. HPMTF is formed in the OH initiated H-abstraction pathway, following two 

intramolecular H-shift reactions, which outpace biomolecular reactions at low NOx.29,30 Ambient 

observations over wide regions of the global marine boundary layer on the NASA Atmospheric 

Tomography (ATom) campaign confirmed that HPMTF is ubiquitous in the remote marine 

atmosphere and suggest that ca. 40% of emitted DMS goes on to form HPMTF.31 Determination 

of the atmospheric fate of HPMTF is an active area of research,30 as this chemistry may necessitate 
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significant updates to our understanding of sulfur processing in the marine atmosphere. These 

observations highlight the important gaps in current understanding for even the most well studied 

marine VOC.   

In addition to DMS, laboratory monoculture studies have demonstrated that marine phytoplankton 

can efficiently produce isoprene and select monoterpenes, with production rates dependent on 

phytoplankton speciation, solar radiation, temperature , and nutrient loadings.32 Surface seawater 

isoprene concentrations have been reported in the range of 0.1-100 pM, with higher concentrations 

often, but not always,33 correlated with chlorophyll a.32 Phytoplankton monoculture studies 

indicate that isoprene production rates are an order of magnitude larger than  total monoterpene 

production rates.34 Marine gas-phase isoprene mixing ratios  have been observed as high as 375 

ppt during a phytoplankton bloom.35 Average MBL  monoterpene mixing ratios from that study 

were 125 ppt (phytoplankton bloom) and 5 ppt (non-bloom) in the southern Atlantic Ocean. A 

review of non-bloom measurements shows gas-phase isoprene mixing ratios are typically less than 

20 ppt.32 Speciated monoterpenes measurements over several cruises in the Atlantic and Arctic 

showed average concentrations form 0.5 to 2.9 pM, with no clear correlation to biological 

productivity.36   

Estimates of isoprene emissions, parameterized from dissolved concentrations (bottom-up) and 

remote sensing products (top-down) result in emission estimates from 0.1 to 12 Tg C yr-1 

respectively.37,38 Marine monoterpene emissions are even more uncertain, with estimated  global 

flux ranging between 0.01 and 29.5 Tg C yr-1
 from bottom-up and top-down methods 

respectively.39 Modeled global monoterpene emissions of 0.16 Tg C yr-1 were determined by 

incorporating extensive observations of dissolved monoterpenes from a wide spatial area in the 

Atlantic and Arctic.36   
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Our group reported the first simultaneous, eddy covariance measurements of DMS, isoprene, and 

monoterpene air-sea fluxes as part of the High Wind Gas Exchange Study (HiWinGS) over the 

Northern Atlantic Ocean during fall.8 Average isoprene and monoterpene  emission fluxes were 

small, consistent with prior calculations, with campaign averages of 5.0 × 107 and 2.6 × 107 

molecules cm-2 s-1, respectively. For the campaign mean, the sum of isoprene and monoterpene 

fluxes were significantly lower than the average DMS flux (1.04 × 109 molecules cm-2 s-1). 

However, in localized hotspots during an upwelling event, the maximum monoterpene flux (1.62 

× 109 molecules cm-2 s-1) was larger than coincident DMS emissions, highlighting the importance 

of local biological variability on BVOC emissions. The frequency of these high monoterpene 

emitting bloom events are not well constrained but appear to be linked to upwelling events that 

redistribute nutrients to the surface, stimulating phytoplankton blooms. Scaling the observed 

emission fluxes during this study to the global oceans results in annual emissions of 4.71, 0.57, 

and 0.60 Tg C yr-1 for DMS, isoprene, and monoterpenes, respectively. Those emissions weighted 

by OH reactivity and normalized to DMS are 1, 1.02, and 0.28 for DMS, isoprene, and 

monoterpenes respectively, highlighting the significance of terpenes on atmospheric oxidative 

capacity despite smaller mass emissions. An overview of DMS, monoterpene, and isoprene 

emissions are presented in Figure I.1. This brief review of select reactive biogenic emissions 

highlights the known importance of DMS, isoprene, and monoterpene emissions on the marine 

atmosphere and provides a calibration point for the scale of marine reactive carbon emissions and 

their potential impacts on SOA and oxidant loadings.  
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Figure I.1. Overview of marine biotic (DMS, monoterpenes (MT), and isoprene) and abiotic 
(photochemical40 and heterogeneous41) ocean VOC emission sources. Quoted DMS emissions are 
from the Lana et al. (2011) climatology.22 MT and isoprene emission estimates are separated into 
top-down39,42 and bottom-up32,39,43 methodologies.  

I.3 Known photochemical production of VOC at the ocean surface  

To date, study of marine VOC production mechanisms and emission rates have focused primarily 

on biochemical processes with a particular focus on DMS. However, photochemical emissions of  

a small number of species including alkyl nitrates33, acetone34–36, and acetaldehyde36,37 have 

previously been investigated. Alkyl nitrates have a well-established photochemical production 

pathway, where photochemically produced RO2 and NO2 react in the surface waters to form 

RO2NO2 species. 39 Alkyl nitrates also have direct biological production sources with an unclear 

distribution between the two production mechnaisms33,38. Alkyl nitrate emissions are significant 

as a source of NOx to the remote marine atmosphere, where O3 production is severely NOx 

limited39. Acetone air-sea exchange is bidirectional with a net sink term in the Northern 
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Hemisphere oceans and a net source in the tropical oceans.35 Globally, dissolved acetone in the 

ocean is in near equilibrium with the gaseous acetone in the atmosphere, acting as net sink of 2-

7.5 Tg yr-1.34,35 Ocean acetone production has been shown from both photochemical and biological 

pathways36, with in situ gross production rates from a transect of the Atlantic show 48-100% of 

waterside acetone production is from photochemical sources.36 Acetone SOA yields are likely 

negligible and  it reacts slowly with OH (k = 2.2 × 10-13 cm3 molecules-1 s-1). However, acetone 

photolysis also produces OH, influencing    the HOx budget.40 Acetaldehyde photoproduction is 

well supported, with multiple studies showing production from photolysis of colored dissolved 

organic matter (CDOM)41 and measurements of near surface dissolved concentrations showing a 

diel cycle peaking in midday.37 Gross production measurements showed that photochemical 

production accounted for up to 68% of the total source.36 Net global marine acetaldehyde 

emissions have been modeled to be from 19 to 31 Tg C yr-1.42,43 Acetaldehyde does not contribute 

to SOA production but has a fast bimolecular rate constant with OH (k = 1.62 × 10-11 cm3 

molecules-1 s-1) and thus is an important term in the marine OH budget. Photoproduction of alkyl 

nitrates, acetone, and acetaldehyde all occur in bulk seawater, identified by enhanced 

concentrations throughout the photic zone.36  These photoproduction sources also have relatively 

well studied global emission climatologies which allows for inclusion in chemistry models.  

I.4 Photochemical production of VOC at the ocean surface  

Recently, a series of laboratory experiments have suggested that photochemical and heterogeneous 

reactions occurring at the ocean-atmosphere interface could be a significant source of reactive 

VOC. VOC formed through abiotic mechanisms encompass a wide range of oxygenated and 

unsaturated molecules distinct from those discussed previously, with potential impacts on the 

marine HOx and SOA budget. A schematic diagram of biotic and abiotic emission sources and 
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estimates of their magnitudes is presented in Figure I.1. Measurements of the chemical 

composition of the sea-surface microlayer (SSML) have indicated that it is strongly enriched in 

dissolved organic matter with chromophoric functional groups,57 which could react with OH and 

O3 or undergo photochemical reactions, all of which can lead to VOC production. For example, 

photolysis of both a proxy SSML (nonanoic acid, NA) as well as authentic SSML samples with 

added humic acid (HA) as a photosensitizer both showed photoenhanced isoprene production.58 

Scaling these laboratory results to ocean conditions suggested that photochemical isoprene fluxes 

could be as large as 0.8 – 1.7 × 109 molecules cm-2 s-1, which is comparable in magnitude to DMS 

emission rates and higher than the expected isoprene emissions from bulk biogenically produced 

isoprene.8,58 Additional laboratory photochemical studies of proxy and authentic SSML samples 

have demonstrated prompt formation of a variety of reactive species including saturated and 

unsaturated aldehydes.58–64 Emissions from these studies generally show a wide array of products 

with lower emission fluxes than those described above for isoprene. For example, Bruggemann et 

al.63 reported photoenhanced emissions of 1.1 × 108, 4.4 × 108, and 71 × 108 molecules cm-2 s-1 for 

octanal, isoprene, and acetone respectively, along with many other products, from irradiance of 

biofilms scaled to an ambient mean solar flux of 92 Wm-2. These photochemical production studies 

have generally included the addition of a photosensitizing agent to the SSML sample, typically 4-

benzoylbenzoic acid (BBA) or commercial HA. A comparison of photochemical production from 

NA with BBA, HA, and authentic marine dissolved organic matter (m-DOM) as photosensitizing 

agents showed that authentic m-DOM did not result in enhanced photochemical VOC production, 

while the BBA and HA samples showed photochemical emissions consistent with prior studies.65 

This raises questions as to appropriate proxies of photosensitizers and SSML constituents to use 

in laboratory studies. However, Rossignol et al.64 demonstrated photoenhanced VOC production 
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from concentrated NA  with no added photosensitizers. While aqueous NA at the solubility limit 

does not absorb in the UV-visible spectral range of actinic flux at Earth’s surface (>280 nm), the 

authors demonstrated that concentrated interfacial NA does show weak absorption in the actinic 

flux wavelengths. They propose this absorbance is driven by the presence of a weakly absorbing 

reactive state of NA which is enhanced at the interface, allowing photochemistry in the absence of 

traditional photosensitizing groups. While these studies have provided new molecular insight into 

photochemical VOC production mechanisms, it is not yet clear how representative these studies 

are of the significantly more dilute and chemically complex SSML. Future laboratory studies 

should focus on measuring VOC production and emission from multicomponent systems 

representative of the authentic SSML.  

I.5 Production of VOC from heterogeneous reactions occurring at the ocean surface  

Heterogeneous reactions of ozone (O3) with model and authentic SSML samples also efficiently 

produce reactive VOC including alkanals and alkenals in laboratory studies.41,66 Ozone is known 

to react efficiently with both iodide and a variety of DOC compounds at the ocean interface, 

representing an important global loss term for O3.67 Interfacial marine reactions of O3 are a central 

driver of reactive halogen emissions to the atmosphere, contributing up to 75% of the observed 

iodine oxide levels over the tropical Atlantic.68 Laboratory exposure of a proxy SSML containing 

linoleic acid to O3 resulted in emission of  carbonyls at near 100% total molecular yield.41 Exposure 

of authentic SSML samples also showed prompt production of a wider set of gas phase carbonyl 

products.41 Heterogeneous reactions of O3 with the SSML generated by a laboratory grown 

phytoplankton culture produced C7-C10 carbonyls and also drove new aerosol particle formation 

and growth.66 These studies provide intriguing evidence that heterogeneous reactions of O3 at the 

ocean surface may be an important abiotic heterogeneous source of reactive VOCs in the marine 
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atmosphere. An overview of proposed photochemical and heterogeneous reaction mechanisms 

discussed here are presented in Figure I.2. 

 

 

Figure I.2. Overview of proposed abiotic VOC formation pathways from photochemical and 
heterogeneous mechanisms.  Panels (a), (c), and (d) are photochemical mechanisms.58,59 Panel (b) 
is a heterogeneous reaction of O3 at the marine interface.41 
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I.6 Models of interfacial abiotic VOC emission magnitudes 

Enrichment of organic molecules in the SSML has been suggested to be ubiquitous across the 

global ocean when wind speeds are moderate (<13 m s-1), suggesting abiotic emission sources may 

be viable over a broad spatiotemporal distribution.69 The SSML is enhanced in organic material 

by factors of 2-4 over bulk surface water (bulk DOC = 40-80 mM C), which is still significantly 

less than compact monolayer coverage used in laboratory studies. 69,70  SSML enrichment factors 

are similar across regions of high and low biological productivity, suggesting abiotic emissions, if 

present, could be viable even in regions removed from local biological productivity.69 A global 

modeling study applying laboratory derived photochemical emission factors and SSML coverage 

parameterized to windspeed proposed a total photochemical emission source of 23.2–91.9 Tg C 

yr-1.40 This emission term is competitive with global DMS emissions (21.1 Tg C yr-1) even at the 

lower range of the estimate.22  

To the best of our knowledge, there are no global modeling studies of O3 driven VOC emissions. 

To estimate the magnitude of the VOC source stemming from O3 deposition, we conducted a 

simple model calculation constrained by measured O3 deposition velocities and laboratory-derived 

VOC yields. Reported ozone deposition velocities to the ocean surface are typically from 0.01 to 

0.05 cm s-1.10,67 Taking a representative deposition velocity of 0.02 cm s-1 and an O3 concentration 

of 30 ppbv results in an O3 deposition flux of 1.5 × 1010 molecules cm-2 s-1. Assigning effective 

VOC yields of 10 or 50% from O3 deposition corresponds to emissions of 1.5 × 109 and 7.2 × 109 

molecules cm-2 s-1 respectively. Crudely scaling this emission across the global ocean and 

assigning an average VOC structure containing 5 carbons results in an emission source of 17.5 to 

87.3 Tg C yr-1, comparable to DMS emissions of 21.1 Tg C  yr-1.22  Clearly there are several large 

uncertainties in this exercise, with the effective VOC yield and molecular structures being almost 
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entirely unconstrained. Further, ozone deposition is known to be dominated by reactions with 

iodide at the ocean surface, meaning a 50% VOC yield is likely an upper limit.67 The lower bound 

of 10% used in the calculation is arbitrary and only used for illustration, the yield from the actual 

ocean interface may be orders of magnitude lower. This exercise is intended to emphasize that 

significant further constraints on VOC emissions from O3 deposition are necessary and is not 

intended to be a rigorous prediction of the emissions from heterogeneous production of O3 at the 

ocean interface. Still, within the currently available laboratory and field study constraints, this 

heterogenous VOC production mechanism could be significant,41,66 but relies heavily on the ratio 

of the reaction rates between O3 and iodide compared with O3 and DOM. 

These laboratory measurements and modeling studies provide strong motivation for the field 

measurement community to determine the extent to which heterogeneous and photochemical 

reactions at the air-ocean interface impact gas and aerosol concentrations in the marine boundary 

layer. At present, it is not clear how laboratory measurements, conducted on quiescent surface 

films with model surfactant systems represent the heterogeneous, chemically complex, and 

significantly more dilute SSML interface.  

I.7 Field measurements of interfacial marine abiotic VOC emission sources 

There are several lines of evidence from field observations that provide insight on the extent to 

which emissions from SSML interfacial chemistry may or may not be important for reactive VOC 

budgets: 1) Observations of strong (>20x) enrichment in low molecular weight carbonyls in the 

SSML, relative to the subsurface waters, with a diel cycle peaking in the afternoon suggesting 

carbonyl production in the SSML may be driven by photochemistry.48 2) In situ and remote sensing 

instruments have shown elevated concentrations of glyoxal in the MBL, and  nighttime emission 

flux of glyoxal from the ocean surface,71 which cannot be accounted for by gas-phase oxidation of 
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biogenic VOC alone, suggesting a role for SSML chemistry71–73 3) Direct measurements of 

isoprene ocean emission fluxes via eddy covariance were shown to be independent of shortwave 

radiation intensity. 8 4) Observations of elevated formic acid concentrations over the Arctic Ocean 

during periods of low wind speed and high solar irradiance have been attributed to a photochemical 

SSML ocean source.74 The combined effect of these results and others make clear that our 

understanding of emissions to the marine atmosphere is incomplete and that abiotic sources need 

to be constrained. 

Recent results from the NASA Atmospheric Tomography study (ATom) have provided an 

extensive chemically detailed dataset over large regions of the global remote oceans. ATom was a 

series of flights from 2016-2018 sampling the remote marine atmosphere  with the goal of 

improving understanding of trace gases and short lived greenhouse gases throughout the global 

remote atmosphere. 75 A key finding from the ATom campaign was the observation of a persistent 

missing source of acetaldehyde in the boundary layer and free troposphere.76 Inclusion of an 

interfacial ocean acetaldehyde source of 34 Tg yr-1 improved model to measurement agreement in 

the boundary layer, but given the short atmospheric lifetime of acetaldehyde (<4 hr) it was not 

sufficient to explain the enhanced acetaldehyde observed at higher altitudes. This enhanced 

acetaldehyde acts as a missing sink of hydroxyl (OH) radicals in the marine atmosphere which is 

not accounted for in current chemistry models. Despite the missing acetaldehyde source, analyses 

conducted using the GEOS-Chem chemical transport model were able to successfully simulate 

OH radical magnitudes and vertical profiles within the combined uncertainties of the measurement 

and model.56 Notably, the global modeling analysis of Travis et al. (2020)56 incorporated 

photochemical abiotic emissions following Bruggemann et al. (2018),40 which together with an 

enhanced biogenic emission scheme increased modeled OH reactivity (OHR) over the ocean by 
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10%. Additionally, a chemical box model simulation using Master Chemical Mechanism v3.3.1 

(MCM) chemistry was consistent with observations for OH and hydroperoxyl (HO2) radicals 

within the measurement uncertainty.77  These results suggest that oxidant loadings in the remote 

marine atmosphere are generally consistent with currently understood emissions and chemistry. In 

slight contrast, direct measurements of OHR during ATom were larger than the cumulative OHR 

of the trace gases measured and of OHR in the GEOS-Chem modeling study which suggests a 

missing OHR on the order of 0.5 s-1 in the marine boundary layer.56,78 The authors suggest a 

missing sea surface VOC emission source of unknown composition may be responsible for the 

missing OHR term. Any missing species added to account for the missing OHR would also have 

to efficiently recycle OH in order to remain consistent with the measured OH and HO2 

concentrations and could not contribute to PAN formation to remain consistent with observed 

PAN.56 Given those requirements and the wide suite of VOCs measured during ATom, it is 

challenging to invoke a large missing VOC that is consistent with all of measured constraints.56 

Together these results suggest that oxidative capacity during ATom was generally well captured 

in the remote marine troposphere, but that a persistent missing source of acetaldehyde and possibly 

OHR is present. 

I.8 Impact of marine reactive VOC emissions on SOA production 

The extent to which marine trace gases impact particle number and mass concentrations following 

oxidation to low vapor pressure compounds is a complex function of trace gas emission rates, 

oxidation kinetics and mechanisms, and meteorology. Model determinations of the global ocean 

contribution to the organic fraction of marine aerosol (OC) vary significantly, ranging from a 

cumulative primary and SOA source of 8 Tg C yr-1
 to 25-40 Tg C yr-1 considering only SOA.79,80 

Additional modeling work suggests that the global aerosol burden from marine isoprene emissions 
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is less than 0.05 Tg C yr-1.42,81 Our group measured VOC fluxes during HiWinGS to estimate the 

range in secondary organic aerosol production rates (PSOA) from measured isoprene and 

monoterpene emissions. Using an organic aerosol yield of 0.05, PSOA was calculated to be 0.2 ng 

m-3 d-1 and 25 ng m-3 d-1 for mean and maximum monoterpene fluxes observed during HiWinGS, 

which roughly scales to 0.016 and 1.97 Tg yr-1.8  A general version of this calculation is presented 

in Figure I.3 for global PSOA from VOC emissions of generic composition as a function of SOA 

yield. Taking EVOC of 1 × 1010 and 1 × 1011 molecules cm-2 s-1 and SOA yields of 1% drives total 

annual SOA production of 6.1 and 40.8 Tg yr-1 respectively, which cover the range of model 

determinations of total marine SOA. Bruggemann et al.40 calculated that their proposed interfacial 

photochemistry source would contribute SOA mass of 0.48 – 0.60 Tg yr-1
, which corresponds to 

1.5-7.5% of the estimated total SOA source described above. Given the paucity of field 

observations, direct measurements of air-sea flux magnitudes and speciation will be critical to 

quantitative assessments of the impact of air-sea gas exchange on aerosol particle composition, 

where the modeling approach of Kim et al. (2017)8 provides a framework for assessing the impact 

of observed air-sea emissions of other VOCs on aerosol particle number and mass concentrations. 
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Figure I.3. Modeled secondary organic aerosol production rate (PSOA) as a function of ocean VOC 
emission flux (EVOC) and condensable SOA product yield. Figure generated following all details 
of the modeling approach of Kim et al. (2017)8 extended out to larger EVOC rates. 

I.9 Impact of marine reactive VOC emissions on atmospheric oxidative capacity  

Air-sea gas exchange can also impact oxidant concentrations by altering OHR and/or oxidant 

production rates following photolysis (e.g., acetone). Results from the ATom campaign provide 

constraints on the contribution of non-methane hydrocarbons (NMHC) to OHR in the remote 

marine boundary layer. Modeled OHR is highly sensitive to VOC emission and speciation. To 

make this point, we constructed a 0-D VOC emissions box model with the Framework for 0-

Dimensional Atmospheric Modeling (F0AM)82 using MCM chemistry to assess impacts of VOC 

emissions (EVOC) on OHR (Figure I.4a). Emissions are mixed into an 800 m boundary layer height 

with a 1-day lifetime to dilution. The model is constrained by mean ATom 3 marine boundary 

layer meteorology and the mixing ratios of all major inorganic species and methane. A baseline 

OHR of 0.8 s-1 is set by reactions with inorganic species and methane. Model runs of different 

VOC speciation and EVOC rates were run for three days to allow all secondary products that may 

also contribute to OHR to stabilize, with the day three noontime OHR values reported. The ATom 
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3 reported 25th-75th percentile range of measured boundary layer OHR were 1.2-2.4 s-1. The largest 

EVOC consistent with observed OHR is ca. 1.1 × 1011 molecules cm-2 s-1 for acetaldehyde. The 

minimum VOC emission rates consistent with the ATom observations are less clear but are likely 

to be at least 1× 109 molecules cm-2 s-1, which is a typical baseline emission rate of DMS.8 This 

model framework provides a method to assess sensitivity of OHR to changes in prescribed VOC 

air-sea fluxes as new EVOC source terms are developed.  

Total OH concentration ([OH]) also serves as a constraint on the potential EVOC term.12 Donahue 

and Prinn (1990)12 used a box-modeling approach to calculate [OH] as a function of EVOC and to 

determine the range of EVOC consistent with observations in the marine boundary layer, constrained 

by observed speciated NMHC as well as CO and CH4. They found that EVOC from 1 × 1010 to 2 × 

1011 molecules cm-2 s-1 were consistent with observations, with the range driven either by 

uncertainty in measurements or true atmospheric variability. An adapted version of these results 

are shown in Figure I.4b. A model run for EVOC of 5.4 × 1010 molecules cm-2 s-1 yielded diel 

average [OH] = 8.4 × 105 molecules cm-3 which is in line with [OH] derived from inversions of 

methyl chloroform mixing ratios. Other box modelling work showed that isoprene emissions of 

0.1 – 6 × 109 molecules cm-2 s-1 suppressed OH and HO2 radical concentrations by as much as 26 

and 13% respectively. The measurements and modelling of OHR and [OH] made during ATom 

suggest that [OH] is well captured with currently known chemistry in the marine boundary layer 

but that OHR is underpredicted. It is unclear what speciation and magnitude of interfacial abiotic 

VOC emissions would be consistent with those observations. The net impact of an interfacial 

abiotic EVOC of 1 × 1010 molecules cm-2 s-1 with SOA yield of 1% and a reactivity with OH 

equivalent to acetaldehyde would result in a PSOA of 6.1 Tg yr-1 and an increase in ROH of nearly 
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0.1 s-1. Both of those terms would have important impacts on chemistry of the remote marine 

atmosphere which need to be further constrained.  

 

Figure I.4. a) Modeled OH reactivity (OHR) as a function of VOC emission rates (EVOC) for 
various VOC speciation. Horizontal solid lines are the 25th to 75th percentile range of ROH 
observations made during ATom 3. Dashed vertical lines are the corresponding minimum and 
maximum EVOC consistent with the observed ATom OHR. b) Modeled dependence of diel average 
[OH] on EVOC. The shaded region represents the range in calculated EVOC flux constrained by 
NMHC gas observations in the marine boundary layer (adapted from Donahue and Prinn (1990)12). 

I.10 O3 deposition and surface reactions 

The deposition of tropospheric ozone (O3) to water surfaces is a significant but poorly constrained 

component of the global tropospheric O3 budget 83. O3 deposition is significant as both a sink of 

tropospheric O3 and as a source of VOCs to the marine atmosphere via heterogeneous reactions at 

the ocean interface as described in previous sections.  Overall there are few direct observations of 

O3 deposition to water surfaces, with measured values of O3 deposition velocities (vd(O3)) 

spanning from 0.01 to 0.15 cm s-1 for seawater and 0.01 to 0.1 cm s-1 for freshwater 10,84–87.  

O3 is a sparingly soluble molecule (H = 1 × 10-2 M atm-1) and surface reactivity of O3 is known to 

significantly enhance O3 deposition rates.88 The primary surface reactants driving O3 deposition to 
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the ocean are iodide (I-) and dissolved organic carbon (DOC) species as  shown in R1 and R2 

respectively 67,84. DOC is a complex and poorly understood mixture of saturated and unsaturated 

organic molecules which is ubiquitous in surface waters of oceans and lakes 89,90. 

Oଷ +  Iି

௞಺ష
ሱሮ IOଷ

ି          R1 

Oଷ +  DOC
௞ವೀ಴
ሱ⎯⎯ሮ Products         R2 

The relative contribution of these two reaction pathways on controlling O3 deposition rates are 

poorly known and have significant differences between modelling approaches, with some models 

treating DOC reactions as negligible and others showing reactivity with DOC and I- contributing 

roughly equally to O3 deposition.67,84,91 The relative reactivity of O3 with DOC vs I- is of  

fundamental importance in setting the potential for O3 heterogeneous reactions to emit VOCs, as 

only reactions with DOC are expected to drive VOC emissions. Chapter 1 describes EC flux 

observations of O3 deposition to a coastal ocean site where I- and DOC are both present and to a 

eutrophic lake where DOC is high (>400 µM) but I- is negligible as a way to assess the relative 

significance of these terms in controlling O3 deposition. 

I.11 Chemical Ionization Mass Spectrometry  

Measurements of reactive trace gases in the ambient atmosphere pose substantial analytical and 

instrumental challenges. Detection of trace gases present at part per trillion mixing ratios 

necessitates both high sensitivity and high selectivity to avoid interferences in complex sampling 

environments. Instruments must also be field deployable (relatively small and low power 

consumption) and stable over wide ranges of humidity, temperature, and trace gas loadings.  In 

recent years chemical ionization mass spectrometry (CIMS) techniques have emerged as powerful 

tools for measurements of a wide array of reactive trace gases from various sampling platforms.92 
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In CIMS methods, the analyte gas is ionized by an intentionally introduced reagent ion before 

detection in the mass spectrometer. Choice of the reagent ion determines the class of analyte 

molecules that can be detected, introducing a selectivity in the detection. To date, a variety of 

reagent ions have been successfully applied for atmospheric trace gas measurements, including 

proton transfer from H3O+ for detection of unsaturated and moderately oxidized molecules,93 

acetate anions for detection of strong acids which can transfer a proton to the acetate anion,94 iodide 

anions (I-) for detection of a diverse set of oxygenated molecules which can form stable adducts 

with I-95, and several other reagent ion schemes.96–99 Development and characterization of new 

reagent ion chemistry methods allows for the sensitive and precise detection of other atmospheric 

trace gases via CIMS. An overview of CIMS methods used in this work is presented in Table I.1. 

This thesis describes the characterization of benzene cluster cation chemistry for detection of 

isoprene and monoterpenes (Chapter 5), and the development and characterization of oxygen anion 

chemistry for the detection of O3 and NO2 (Chapter 4).  

Reagent Ion Sensitive to Ionization Modes Thesis Chapter 

Oଶ
ି, Oଶ

ି(H2O)n  O3, NO2, CH3OOH,SO2 X- (charge transfer) 

O2•X- (adduct formation) 

1 & 4 

H3O+ Low oxidation VOCs HX+ (proton-transfer 2 

I-, I- (H2O)n OVOCs I•X- (adduct formation) 3 

(C6H6)+
n BVOCs (DMS, isoprene, 

MT) 
X+ (charge transfer) 

C6H6•X+ (adduct formation) 

5 

Table I.1. Overview of chemical ionization mass spectrometery reagent ion techniques used in this thesis 
work. 

 In recent years commercially available time-of-flight (ToF) mass analyzers suitable for 

field deployment and atmospheric sampling have become commercially available. These include 
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compact ToF (cToF) mass analyzers with resolving power on the order of 1000 m/Δm and high-

resolution (HToF) mass analyzers with resolution of ca. 5000 m/Δm. The cToF mass analyzers are 

capable of unit mass resolution for the masses of volatile compounds present in the atmosphere 

(typically <500 m/Q). The HToF mass analyzers allow better than unit mass analysis allowing for 

separation of ions at the same nominal mass, increasing confidence and specificity of quantified 

peaks. The larger general advantage of cToF and HToF instruments over quadrupole mass 

analyzers is the collection of the full mass spectra simultaneously at high time resolution (>1Hz). 

This has proven tremendously useful in atmospheric sampling, enabling larger data coverage and 

high resolution sampling necessary for mobile platform sampling and eddy covariance 

techniques.100–102 The work described in this thesis utilizes both cToF and HToF mass analyzers.  

I.12 Eddy Covariance Flux  

The vertical flux (F) of a trace gas can be measured with the well-established eddy covariance 

(EC) technique where flux is calculated as the time average of the instantaneous covariances from 

the mean of vertical wind (w) and the scalar magnitude (x) shown in Eq. 2. Overbars are means 

and primes are the instantaneous variance from the mean. Here N is the total number of data points 

during the minute flux averaging period (typically 10-30 minutes). This technique exploits the 

turbulent mixing typically present in the boundary layer (~lowest 1 km) of the Earth’s atmosphere, 

where three-dimensional turbulent eddies of various length scales carry compounds to and from 

interface.  

𝐹 =  
ଵ

ே
∑ (𝑤௜ − 𝑤ഥ)ே

௜ୀଵ (𝑥௜ − 𝑥ଷതതത) = 〈𝑤ᇱ𝑥ଷ
ᇱ 〉       E2  

 EC sampling imposes stringent sensor requirements which has limited its suitability for 

measurements of many atmospheric constituents of interest. Sensors suitable for EC measurements 

must be capable of high time response measurements (>1Hz) in order to capture the smaller scale 
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turbulent eddies. The sensor must also have high short-term precision in order to resolve small 

fluctuations in analyte signal driven by true vertical flux from the instrument noise. Finally, the 

sensor must have long term stability over the length of the flux averaging period (~30 minutes) in 

order to minimize uncertainty in the calculated flux. CIMS methods have proven particularly well 

suited for EC measurements from a variety of sampling platforms, including stationary ground 

sites5, underway research vessels8, and aircraft102. 

I.13 Thesis Overview 

Recent laboratory and field observations have challenged the assumption that ocean biochemical 

processes are the primary driver of marine trace gas emissions and SOA chemistry. Laboratory 

studies have highlighted the potential for heterogenous and photochemical reactions at the ocean 

interface as new sources of VOCs in the marine atmosphere, which may have very different spatial 

and temporal distributions compared to biogenic emissions. In addition, large scale field 

campaigns suggest a large missing source of acetaldehyde and possibly OH reactivity in the remote 

marine atmosphere. However there remains significant uncertainty in scaling laboratory 

observations of interfacial VOC production to the ambient atmosphere which provides a clear 

motivation for targeted research to close the gap between laboratory model system studies and 

large-scale atmospheric concentration measurements.   

 This thesis describes work to address these open questions in ocean-atmosphere trace gas 

exchange. This includes development of a CIMS method enabling EC flux measurements of O3 

deposition to water surfaces (Chapter 4), which was applied for O3 deposition studies to the coastal 

Pacific Ocean and a freshwater eutrophic lake (Lake Mendota, Madison WI) as discussed in 

Chapter 1. These observations allow constraints on O3 deposition rates and the potential role of 

heterogeneous O3 reactions as a source of abiotic VOCs in the marine atmosphere. Chapter 2 
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describes direct EC flux observations of a broad survey of VOCs detectable by proton-transfer-

reaction (PTR) CIMS, with the goal of constraining the relative significance of biotic and abiotic 

VOC emissions. In Chapter 3, the application of airborne EC flux vertical profiles are explored as 

a probe of cloud uptake and processing in the marine boundary layer. Detailed laboratory 

characterizations of benzene cluster cation reagent ion chemistry for the detection of isoprene, 

monoterpenes, and sesquiterpenes is presented in Chapter 5. This method was previously used for 

the only EC measurements of ocean isoprene and monoterpene emission fluxes8 and will be useful 

in interpreting those results and in future field deployments utilizing benzene cluster cations.   
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Chapter 1. Ozone Dry Deposition to Coastal Ocean and Eutrophic Lake Surfaces 

Abstract 

The deposition of tropospheric ozone (O3) to water surfaces is a significant but poorly constrained 

component of the global O3 budget. The deposition velocity of O3 (vd(O3)) is a complex function 

of turbulent mixing and reactivity at the water surface, primarily with iodide and dissolved organic 

carbon (DOC). We present direct measurements of vd(O3) via eddy covariance to the coastal mid-

latitude Pacific Ocean and a eutrophic freshwater lake. The mean ocean and lake vd(O3) were 0.013 

and 0.038 cm s-1
 respectively. The lake vd(O3) is likely controlled solely by reactions of O3 with 

DOC which are poorly captured in models of O3 deposition, as lake iodide concentrations are low 

(<5 nM). Ocean vd(O3) showed no significant relationship with wind speed or sea-surface 

temperature which is compared against the COARE air-sea flux algorithm. Observed vd(O3) is used 

to constrain potential volatile organic carbon (VOC) emissions driven by heterogeneous reactions 

of O3 with DOC. Calculated emissions are up to 11.8 to 58 Tg C yr-1 but are subject to considerable  

1.1 Introduction  

Ozone plays a central role in tropospheric oxidative chemistry,1 is a regulated air pollutant,2 human 

and vegetative health hazard,3 and a potent greenhouse gas.4 The deposition of tropospheric ozone 

(O3) to water surfaces is a significant but poorly constrained component of the global tropospheric 

O3 budget.5 Many common chemical transport models (CTM) assign a fixed O3 dry deposition 

rate to water surfaces on the order of 0.01 to 0.05 cm s-1, based on the resistance framework of 

Wesely, (1989)6, as summarized by Luhar et al., (2017).7  In models that explicitly treat O3 

deposition and surface chemistry, there remains significant disagreement in the magnitude of total 

annual global O3 deposition to water surfaces, ranging from 95 Tg yr-1 to 360 Tg yr-1.8,9 Overall 

there is a paucity of observations of O3 deposition to water surfaces, with measured values of O3 
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deposition velocities (vd(O3)) spanning from 0.01 to 0.15 cm s-1 for seawater and 0.01 to 0.1 cm s-

1 for freshwater.8,10–13 Notably there is only one prior direct eddy covariance (EC) measurement of  

vd(O3) to a lake surface.14 Helmig et al. (2012)10 presented the most comprehensive set of 

observations of vd(O3) to the ocean, reporting vd(O3) from 0.009 – 0.034 cm s-1 across five research 

cruises with broad coverage of the global oceans. This dataset spans a large range of wind speeds 

(U10; 0-18 m s-1) and sea-surface temperatures (SST; ~3-33°C) which has been essential for 

constraining O3 deposition models.7,9 Detailed characterization of ocean/lake chemical, physical, 

and biological properties, necessary for further developing model parameterization of vd(O3), are 

largely absent form current field datasets of ozone deposition.  

The rate and direction of air-water trace gas flux (F) is a function of the gas-phase (Ca) and aqueous 

(Cw) concentrations, solubility (KH, in dimensionless gas over liquid units), and a transfer velocity 

parameter (KT) which accounts for all processes that contribute to the resistance to transfer 

including surface reactivity, as shown in E1.15 For species with negligible solubility and water side 

concentrations like O3, F is controlled by Kt and Ca, and the Cw and KH terms can be eliminated to 

reformulate E1 as a deposition velocity (vd(O3)) as shown in E2. 

𝐹 =  𝐾௧(𝐾ு 𝐶௪ − 𝐶௔)          E1 

𝑣ௗ(𝑂ଷ) =  𝐹 𝐶௔⁄            E2 

O3 deposition is primarily controlled by waterside resistance, with turbulent transfer and diffusion 

in the gas phase having minor significance (see Section S1.1 for a more comprehensive description 

of factors influencing air-sea exchange rates). O3 is a relatively insoluble molecule (KH = 1 × 10-2 

M atm-1) and surface reactivity enhances vd(O3) by up to a factor of 40 compared to the case 

considering only solubility.16 
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The primary surface reactants driving O3 deposition to the ocean are iodide (I-) and dissolved 

organic carbon (DOC) species as shown in R1 and R2 respectively.8,17 DOC is a complex mixture 

of saturated and unsaturated organic molecules which are ubiquitous in both the ocean and 

freshwater lakes.18,19 

Oଷ +  Iି
௞಺ష

ሱሮ IOଷ
ି          (R1) 

Oଷ +  DOC
௞ವೀ಴
ሱ⎯⎯ሮ Products         (R2) 

The rates of reactions R1 and R2 vary by orders of magnitude with 𝑘ூష= 2.4 x 109 M-1 s-1 at 293 

K,20 and kDOC from 1.8 x 105 (C2H4) 21 to 8.6 x 108 M-1 s-1 (DMS)22 depending on the DOC species 

used as a proxy. The only existing literature report of kDOC with authentic marine DOC was 2.6 × 

107 M-1 s-1.23 The limited observations of kDOC for proxy species and authentic DOC, and the 

unknown temperature dependence of kDOC drives considerable uncertainty in determining an 

appropriate overall 𝑘஽ை஼  for implementation in O3 deposition models.  

There is considerable disagreement as to the relative importance of I- and DOC in controlling 

vd(O3). The modeling study of Chang et al., (2004)17 found that reaction with I- (R1) was sufficient 

to explain observed vd(O3) and speciated reactions with DOC were too slow to be significant. This 

is in contrast to the modeling of Ganzeveld et al. (2009)8, which found approximately equal impact 

of DOC and I- due to the incorporation of reactions of O3 with chlorophyll, based on reaction rates 

determined in laboratory studies.24 The discrepancy between models is partially from the inclusion 

of different DOC molecules and bimolecular rate constants. Additional laboratory studies of O3 

deposition to solutions containing I- and authentic marine or riverine DOC showed that DOC and 

I- had roughly equal contributions to vd(O3).23,25 Recently, Luhar et al. (2018)9 developed the most 

thorough physical modeling framework for O3 deposition, which uses a two-layer water 
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framework to account for both surface and bulk reactions of O3 with I-, showed good general with 

the observations of Helmig et al. (2012).10 In that model, the authors elected not to include 

reactions with DOC (R2) in their framework as it degraded model agreement with observed trends 

of vd(O3) with SST. It is clear from laboratory studies that reactions of O3 with authentic and proxy 

DOC species can be significant. However, a unified deposition parameterization accounting for 

surface reactions with both R1 and R2 has been elusive due in part to the lack of observational 

constraints on vd(O3) and on near surface chemical concentrations and the lack of appropriate 

𝑘஽ை஼ rate constants.  

A simple model calculation of vd(O3) from a surface layer reactivity model following Garland et 

al. (1980) is presented in Figure. 1.1 as a function of [DOC], [I-] and kDOC. The model calculation 

describes that the relative contribution of I- and DOC to vd(O3) in various concentration regimes. 

Additional model details are presented in Section S1.1. We calculate vd(O3) over the typical ranges 

of [I-] and [DOC] in global ocean and in freshwater lakes, shown as the red and grey shaded regions 

respectively on the axis labels. A kDOC of 2 × 106 M-1 s-1 calculated in panel (a) is taken as 

conservative lower estimate from the limited set of speciated DOC rates which have been 

measured. The kDOC of 1.5 x 107 M-1 s-1 is the implied reaction rate needed to match the observed 

vd(O3) Lake Mendota in Madison, WI as discussed further in Section 1.3. The calculation applies 

a fixed friction velocity of 0.2 m s-1 and a water surface temperature of 292 K for parameterization 

transfer in the gas phase turbulent and diffusive sublayers as described in Section S1.1.  A fixed 

bimolecular rate constant (𝑘ூష= 2 × 109 M-1 s-1) is used for R2. This model exercise is intended to 

show the sensitivity of vd(O3) to kDOC and the need constrain kDOC for both for ocean and freshwater 

lake systems. For representative ocean [DOC] = 60 µM and [I-] = 100 nM, we use kDOC = 1.5 × 

107
 M-1 s-1, which nearly doubles vd(O3) compared to the base case kDOC of 2 × 106

 M-1 s-1 (vd(O3) 
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= 0.017 and 0.031 cm s-1 respectively). Notably, fast vd(O3) (>0.01 cm s-1) can be sustained 

exclusively by reactions with DOC for kDOC values well within known speciated kDOC values (1.8 

× 105 M-1 s-1 for C2H4 to 8.6 × 108 M-1 s-1 for DMS). 

Deposition of O3 to the ocean through R1 and R2 has also been suggested to play an important 

role in the emissions of reactive halogens (R1)23,27 and VOCs to the atmosphere (R2).28,29 Reaction 

R1 of O3 is proposed to be the primary source of iodine to the  atmosphere.23 Laboratory 

experiments showed that heterogeneous reactions of O3 with proxy and authentic sea-surface 

microlayer (SML) efficinetly emittied reactive VOCs, including aldehydes and glyxoal,  with net 

gas phase yields on the order of 100%. These results provide additional motivation for improving 

our understanding of O3 deposition rates and the relative roles of I- and DOC reactivity, both for 

their controlling roles in global O3 mixing ratios but also as potentially significant sources of 

reactive VOC and halogen species to the marine atmosphere.  

Here we present direct measurements of O3 concentration and vertical fluxes and calculations of 

O3 dry deposition rates from a coastal ocean site at Scripps Pier in La Jolla, CA and from the 

shoreline of an urban eutrophic lake (Lake Mendota, Madison WI). These data allow for 

comparison to parameterizations of deposition velocity to U10 and SST for the coastal dataset and 

to assess the relative role of DOC and I- by comparing the lake (high [DOC], low/no [I-]) and ocean 

(low/moderate [DOC], high [I-]) observations. We use the observed lake vd(O3) to calculate the 

implied kDOC necessary to explain our observation of fast DOC driven deposition (vd(O3) = 0.038 

cm s-1). We also present a series of calculations to assess the potential magnitude of VOC 

emissions from surface O3 reactions, constrained by our observed O3 deposition rates, highlighting 

the need for further constraints on VOC yield from heterogeneous reactions with O3.   
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1.2 Measurements of O3 Deposition Velocity 

1.2.1 Eddy Covariance Flux 

Air-water vertical fluxes (F) of O3 were determined via the eddy covariance (EC) method, where 

F is computed as the mean product of the instantaneous variances of the 10 Hz measurements of 

ambient O3 mixing ratios and vertical wind velocity (w) as shown in Eq. 3. Where 𝐶௔,ைଷ
ᇱ and w' 

are the instantaneous deviation of Ca and w from the mean value, and the overbar denotes the 

average over the flux period, here ca. 27 min vd(O3) is calculated from F according to Eq. 2, where 

Ca,O3 is the mean ambient mixing ratio during the flux averaging period. 

𝐹 =  𝑤ᇱ𝐶௔,ைଷ
ᇱതതതതതതതതതതത           E3 

Ozone mixing ratios were measured at 10 Hz with a chemical ionization time-of-flight 

mass spectrometer (CI-ToFMS, Aerodyne Research Inc., TOFWERK AG) utilizing a newly 

developed oxygen anion reagent ion chemistry (Ox-CIMS) method which is fully described in 

Novak et al., (2019)30 with additional relevant details in the Section S1.2. The Ox-CIMS 

measurement was collocated with a Gil Sonic HS-50 sonic anemometer (Sonic HS-50, Gil 

Instruments) measuring three-dimensional wind speed at 10 Hz for use in the eddy covariance flux 

calculation, described in Eq. 3. Full details of field sampling conditions and EC flux data 

processing and quality control are presented in Novak et al., (2019) and Section S1.3.  

1.2.2 Scripps Pier Flux Site 

Scripps pier is a 330 m long research pier located at the Scripps Institution of Oceanography (SIO) 

in La Jolla, CA. Continuous buoy measurements show that this site experiences characteristic 

onshore winds from the west during the daytime for June-September, with windspeeds from 0-6 

m s-1 observed during the study period.  The sampling site at the end of the pier is located 100 m 
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beyond the wave breaking zone, with an inlet height of 13 m above mean lower low tide level. 

Ozone vertical flux was measured with the Ox-CIMS from the pier for a total of 37 days during 

July and August 2018, as described fully in Novak et al. (2019).30 This site has been successfully 

used for previous EC  air–sea exchange studies,31,32 including a study by our group utilizing the 

same CI-ToFMS instrument used here operating in a different reagent ion chemistry mode.33   

During the study period, SST at SIO Pier ranged from 17–26 °C, with the lower 

temperatures observed during rapid (<12 hr) turnover events in the near shore water column. 

Continuous measurements of SST and chlorophyll are collected at a 1-minute time resolution from 

the end of the pier by an automated shore station operated by the Southern California Coastal 

Ocean Observing System.34 In-situ chlorophyll data is not available for the full study period due 

to biofouling on the sensor. 

1.2.3 Lake Mendota Flux Site  

Eddy covariance flux measurements were made from the roof of the University of Wisconsin 

Madison Hasler Laboratory of Limnology on the shore of Lake Mendota in May 2018 for seven 

days of continuous measurement. Instrument operating conditions were generally identical to the 

SIO Pier deployment with all changes discussed in Section S1.2. The Ox-CIMS inlet manifold and 

sonic anemometer mount extended 2 m beyond the edge of the building directly over the lake 

surface. The inlet measurement height was approximately 12 m above the mean water level. This 

site has been used previously for long running eddy covariance flux measurements of air-lake CO2 
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exchange.35  This site is non-ideal for EC flux measurements and requires careful data filtering to 

remove periods of recirculating flow as described in S1.3.2.  

1.3. Ozone Deposition Rates 

A histogram of observed vd(O3) to the coastal ocean from Scripps Pier and to the freshwater Lake 

Mendota are shown in Figure 1.2. The observed 20-80th percentile range at Scripps Pier was -

0.0011 to 0.027 cm s-1 with a mean of 0.013 cm s-1 and a campaign ensemble limit of detection 

(LOD) of 0.0024 cm s-1 from a total of 246 individual 27-minute flux measurement periods. The 

observed 20-80th percentile range for the Lake Mendota observations were -0.067 to 0.11 with a 

mean of 0.038 over 85 quality-controlled flux measurement periods.  

The observed mean vd(O3) from Scripps Pier of 0.013 cm s-1 is at the lower range of 

previous observations of ocean O3 deposition (0.01 – 0.05 cm s-1).8,10  Observed vd(O3) as a 

function of U10 and SST are shown in Figure 1.3 and are compared to modelled vd(O3) from the 

NOAA COARE v3.6 bulk gas flux algorithm (additional details below and in S1.5).36 The 

observed mean vd(O3) of 0.013 cm s-1 was in good agreement with the COARE algorithm predicted 

value of 0.015 cm s-1. Observed vd(O3) was found to have no statistically significant trend with 

either wind speed or SST.  The lack of a relationship with U10 is consistent with the model results 

for the low to moderate wind speed range sampled (0-6 m s-1), where molecular gas transfer is 

expected to dominate.17 Luhar et al., (2018),9 suggested that vd(O3) should increase with SST due 

to a combination of a parameterized increase of [I-] with SST and an increase in 𝑘ூష  with SST. 

This trend was not statistically resolvable in our observations. The parameterization of [I-] against 

SST follows MacDonald et al. (2014)37 and is also plotted as the upper x-axis on Figure 1.3b. The 

literature parameterizations of [I-] against SST are generated from global data sets which show 

higher [I-] in warmer tropical waters and lower values near the poles.37–39 It is not clear if this 
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global mean trend of SST with [I-] is a suitable model for capturing short term changes in [I-] at a 

fixed sampling site. Diel sampling of [I-] across three sites in the tropical Atlantic found no diel 

trend and literature values of net iodide production are small (0.27 to 0.55 nM day-1) which further 

supports that a trend of vd(O3) with SST may not be present at a fixed sampling site.38  Luhar et 

al., (2018)9 also use the temperature dependent 𝑘ூష  of Magi et al., (1997)20 which showed a strong 

positive increase with temperature, but as noted by Macdonald et al., (2014)37 the reported 

Arrhenius equation (𝑘ூష  = 1.44 × 1022 exp(-73080/RT) M-1 s-1) in that work includes a pre-

exponential factor 10 orders of magnitude larger than the diffusion limited reaction rate and thus 

appears unphysical. A temperature independent 𝑘ூష  may be more appropriate until further 

confirmation of its temperature dependence becomes available.37 Variability in vd(O3) larger than 

the flux LOD was observed over the narrow SST range from 22 to 24°C which implies the potential 

presence of other controlling variables. The NOAA COARE v3.6 gas transfer algorithm follows 

the temperature dependent [I-] and 𝑘ூష   parameterizations of Luhar et al., (2018)9 and includes a 

two-layer reactivity model which incorporates reactivity of O3 with I- in both the surface molecular 

sublayer and the turbulently mixed waterside bulk. Implementation of the NOAA COARE v3.6 

algorithm is described further in Section S1.5 The sensitivity of the NOAA COARE v3.6 default 

configuration to variations in the parameterization of [I-], molecular sublayer thickness, and the 

inclusion of DOC are shown in Fig S1.1 and S1.2.  

The mean observed vd(O3) from Lake Mendota was 0.038 cm s-1. To our knowledge the 

only prior EC measurement of vd(O3) to freshwater was from Wesely et al., (1981)14 who reported 

a vd(O3) of 0.01 cm s-1 to Lake Michigan. Galbally & Roy, (1980)5 reported lake water vd(O3) 

determined by enclosure loss rate studies from 0.015 to 0.1 cm s-1. The observed mean Lake 

Mendota vd(O3) is at the upper end of observed range to the ocean of 0.01 – 0.05 cm s-1.8,10 The 
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limited duration of vd(O3) measurements made at Lake Mendota (1 week, with limited periods of 

winds from the lake) makes meaningful parameterization of lake vd(O3) against meteorological 

parameters challenging. However, the comparable mean magnitude of  vd(O3) to a freshwater 

surface compared to the coastal ocean observations is still informative, as deposition to  Lake 

Mendota is likely driven exclusively by reactions with DOC. DOC in Lake Mendota is routinely 

measured with a Shimadzu TOC-VCSH Total Organic Carbon Analyzer as part of the North 

Temperate Lakes Long Term Ecological Research Network.40 Mean DOC for May- June 2018 

encompassing our full observation period was 425 µM. Iodide or total iodine have not been 

measured in Lake Mendota to our knowledge, but surface concentrations in fresh water lakes are 

typically from 0-10 nM with most lakes below 4 nM.41,42 We select a value of 2 nM for Lake 

Mendota for use in subsequent calculations.  

In a global survey of 7,514 lakes the median near-surface DOC was 476 μM (mean 632 

μM), with 87% of lakes between 80 and 1667 μM, suggesting that Lake Mendota is generally 

representative of median global lake DOC. The large range in lake DOC also implies vd(O3) may 

vary significantly between individual lakes if our hypothesis of DOC controlled deposition is true. 

The median lake DOC of 476 μM is larger than the observed range in the surface ocean (40 -80 

μM).18,19 From our observations, O3 deposition rates to Lake Mendota are larger than the sole 

literature EC vd(O3) measurement to a freshwater lake  of 0.01 cm s-1, measured at Lake Michigan 

with wind speeds from 3.0 to 6.5 m s-1.14 This result is qualitatively consistent with the lower 

[DOC] in Lake Michigan (100 to 200 μM)  compared to Lake Mendota (425 µM ).43,44  

The implied kDOC reaction rate constant needed to sustain the observed Lake Mendota 

vd(O3) of 0.038 cm s-1 is 1.6 × 107 M-1 s-1 given a measured [DOC] of 425 μM, an estimated [I-] of 

2 nM, and a 𝑈∗ of 0.2 cm s-1, calculated using a surface reactivity model following Garland et al., 
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(1980)26 and described further in Section S1.1 This implied kDOC represents a net bimolecular rate 

constant for O3 with all surface DOC species. This implied kDOC is in general agreement with the 

only available measurement of kDOC of 2.6 × 107 M-1 s-1, measured on authentic marine DOC.45 

Martino et al., (2012)25 made laboratory measurements of vd(O3) as a function of I- and authentic 

DOC which showed that that I- and DOC contribute roughly equally under ocean conditions ([I-] 

= 150 nM, [DOC] = 80µM) but did not directly present the bimolecular rate constant kDOC. 

Coleman et al., (2012)46 applied the laboratory measurements of Martino et al., (2012) in a model 

calculation to determine kDOC = 3.44 × 106 M-1 s-1. The inferred kDOC for Lake Mendota is near the 

middle of the range reported for speciated O3 water surface reaction rate constants of 1.8 × 105 M-

1 s-1 for C2H4 to 8.6 × 108 M-1 s-1 for DMS. It is also important to note that DOC concentrations in 

the surface microlayer (top 50 μm) are likely enhanced by 2-5 times relative to the near surface 

DOC concentrations of 425 µM used in this calculation.47 Due to this surface DOC enhancement, 

our inferred kDOC is likely to be higher results from laboratory studies that do not account for 

surface enactment. While our observations are for a specific eutrophic freshwater lake, they 

suggest that O3 surface reactions with total DOC are sufficiently fast to drive a large vd(O3) and 

should be considered for inclusion in chemical transport models used for predicting O3 

concentrations in coastal environments. O3 transport over water bodies has been the focus of 

several field recent field studies which would benefit from improved parameterization of vd(O3). 

48,49  

To assess the relative contribution of I- and DOC to our observed vd(O3) at Scripps Pier we 

use a similar modeling approach as described above. Taking a mean near surface [I-] = 80 nm and 

an estimated coastal [DOC] = 70 µM 18 we calculate vd(O3) using our previously described surface 

reactivity model for various values of kDOC and kI- and compare them to the mean observed Scripps 
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Pier vd(O3) of 0.013 cm s-1. For the case of kDOC = 0 M-1 s-1 and kI- = 2 × 109 M-1 s-1, the calculated 

vd(O3) is 0.014 cm s-1. Conversely, taking kDOC = 1.5 × 107 M-1 s-1 (the implied rate from the Lake 

Mendota observations) and kI- = 0 M-1 s-1, the calculated vd(O3) is 0.030 cm s-1 which is outside the 

uncertainty of our observed Scripps Pier value. Taking a more conservative kDOC = 2 × 106 M-1 s-

1
 with kI- = 0 M-1 s-1 yields vd(O3) is 0.011 cm s-1. Finally, taking the case of kDOC = 2 × 106 M-1 s-

1 and kI- = 2 × 109 M-1 s-1 results in vd(O3) of 0.018 cm s-1. From this exercise it is clear that the 

implied Lake Mendota kDOC of 1.5 × 107 M-1 s-1
 when scaled to the ocean case results in a calculated 

vd(O3) that is too large compared to the Scripps pier observations. The cases with a more 

conservative kDOC = 2 × 106 M-1 s-1 (with or without iodide) and the case with only kI- = 2 × 109 M-

1 s-1 (0 DOC) were all consistent with the SIO observations within the uncertainty. This suggests 

that there is within currently available constraints on kDOC there is potential for either DOC or I- to 

contribute to ocean vd(O3) depending on model assumptions made. Additional laboratory work is 

needed to constrain a representative kDOC for the ocean using authentic marine DOC at 

concentrations consistent with the ocean interface.  

1.4. Constraining VOC Emissions from Heterogeneous Reactions with O3  

The reaction of O3 on water surfaces has been proposed as a potentially significant source of VOCs 

and reactive halogen species to the atmosphere.28 Here we use observed O3 deposition rates from 

SIO Pier and Lake Mendota as a constraint on the potential magnitude of O3-driven VOC 

emissions. The VOC emission flux (EVOC) is calculated as a function of vd(O3) and converted to a 

flux in molecules cm-2 s-1 by applying a fixed [O3] = 30ppbv and scaling to a gas phase VOC yield 

(ΦVOC) from 0-100% as shown in Figure 1.4. At the mean measured ocean vd(O3) of 0.013 cm s-

1, [O3] of 30 ppbv and ΦVOC of 10 or 50%, EVOC is 9.8 ×108 and 4.9 × 109 molecules cm-2 s-1, 

respectively. Importantly, this calculation assumes that every depositing O3 molecule reacts with 
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DOC and is therefore an estimate of the maximum possible O3 driven emission rate. The 

competitive reactions of O3 with dissolved halogens including I- would suppress VOC yields in 

authentic seawater making even 50% yield a likely upper limit. However, recent studies have 

suggested that Br- can enhance O3 reactive uptake and VOC emissions, suggesting possible 

catalytic effects for reactions with VOC.50 It is also known that a fraction of O3 reactions happen 

in the bulk ocean and not the interface, meaning any highly soluble oxidized molecule formed is 

likely not transferred to the gas phase efficiently. This effect would further reduce effective ΦVOC. 

Zhou et al. (2014) reported a net gas phase ΦVOC of 105-110% relative to O3 consumption for 

reaction on a linoleic acid monolayer surface, with specific yields of 78%, 29%, 4% and <1% for 

n-hexanal, 3-nonenal, malondialdehyde and glyoxal respectively. While this study was performed 

in the laboratory on highly concentrated quiescent film and is the likely not directly translatable to 

the ambient ocean, these values are the only available direct constraint on potential ΦVOC. Scaling 

the calculated EVOC from the mean coastal ocean vd(O3) of 0.013 at ΦVOC of 10 and 50% to the 

global ocean surface area yields a mean annual VOC flux of 11.8 - 59 Tg C yr-1 (assuming 5 

carbons per molecule). This EVOC source is of the same approximate magnitude as literature 

estimates of global DMS emissions of 21.1 Tg C yr-1 (28.1 Tg S yr-1).51–53 For the mean observed 

Lake Mendota vd(O3) of 0.038 cm s-1 and a 10% VOC yield, the calculated EVOC is 2.85 x 109 

molecules cm-2 s-1
, or 0.28 Tg C yr-1 if scaled to the global lake surface area of 4.2 × 106 km2 .54  

This potential lake VOC source has not been considered previously and while small compared to 

other terrestrial sources, it could be a significant VOC source in some pristine regions. Steinke et 

al., (2018) highlighted the importance of lake BVOC emissions in the arctic where there is 

significant lake coverage and competing terrestrial VOC sources are small. Clearly, there is 

significant uncertainty in this model calculation with appropriate VOC yields from heterogeneous 
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reactions of O3 being almost entirely unconstrained. We present this analysis to motivate that EVOC 

from heterogeneous reactions with O3 could be significant, and that further constraints are 

necessary to determine the magnitude of this potential VOC source. The calculated marine EVOC 

range from 11.8 - 59 Tg C yr-1 is not intended as a rigorous estimate of global emissions suitable 

for use in CTM. 

1.5. Outlook 

The paired observations of vd(O3) to the ocean at Scripps Pier and the freshwater Lake Mendota 

suggest that DOC may play an important role in setting O3 deposition rates. The net impact of this 

reactivity is highly uncertain due to a general lack of constraints from field observations and 

laboratory measurements of DOC reaction rates. Deposition to Lake Mendota is likely driven 

exclusively by reactions with DOC, with an implied rate constant for the surface reaction of O3 

with DOC of 1.5 x 107 M-1 s-1 as calculated from a simple surface reactivity model. It is not clear 

how this implied reaction rate scales to the global ocean, but it suggests the role of DOC in 

controlling vd(O3) should be further investigated. Current global chemical models typically use 

fixed vd(O3), while models specifically investigating O3 dry deposition to water show significant 

differences and do not always account for reactions with DOC. Accurate treatment of O3 surface 

reactions on natural waters are also needed to capture emission fluxes of reactive halogen and 

VOC species.23,28 A simple calculation constrained by our observed O3 deposition flux rates 

suggest that VOC emissions from heterogeneous reactions of O3 at the ocean surface could be on 

the order of 11.8 – 59 Tg C yr-1 which is comparable with global DMS emissions of 21.1 Tg C yr-

1 but significant further constrains are needed before this emission source could be included in 

global models.52  
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Supplement 

S1.1 Ozone surface reactivity and deposition model  

As described in E2 in the main text, the deposition velocity (vd) is calculated from flux (F) and gas 

phase concentration (Ca). vd can be further parameterized into a series of resistance to transfer in 

the framework of Wesely, (1989)2 as shown in Equation S1. Where ra is resistance to turbulent 

mixing in the atmospheric surface layer, rb is resistance to diffusion through the atmospheric 

surface sublayer, and rc is the resistance to uptake to the liquid surface which includes solubility 

and reactivity. The terms ra, rb, and rc can then be individually parameterized for calculation in 

models following the one layer reactivity scheme of Garland et al. (1980)22 as shown in equations 

ES2-5 in order to calculate the contribution of each resistance term. Here 𝜅 is the Von Karman 

constant (taken to be 0.4), 𝑢∗ is friction velocity, z is the measurement height (13 m), zo is the 

roughness height, Sc is the Schmidt number, D is the diffusion constant in water, ki  is the rate 

constant of a dissolved species with O3, and Ci is the concentration of that dissolved species.  

𝑣ௗ =  (𝑟௔ + 𝑟௕ + 𝑟௖)ିଵ          ES1 

𝑟௔ =  
ଵ

఑௨∗
𝑙𝑛 ቀ

௭

௭೚
ቁ            ES2 

𝑟௕ =
ହ

௨∗
𝑆𝑐

మ

య           ES3 

𝑟௖ =  
௄ಹ

√ఒ஽
           ES4 

𝜆 =  ∑ 𝑘௜𝐶௜௜            ES5 

The deposition rate of ozone is dominated by the liquid surface (rc) term due to its low solubility 

and relatively slow reaction rates 13. Further rc is controlled by the reactivity term λ, which enhances 

vd by a factor of 40 compared to the case where rc is only controlled by solubility. As discussed in 
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the main text the reactions with iodide (I-) and dissolved organic carbon (DOC) as in R1 and R2 

are the major reaction pathways for O3, and are the only reactions considered in this work.  

This parameterization of rc follows the surface reactivity framework of Garland et al., (1980)22 

where all reactions happen in a single surface layer of homogeneous composition. Luhar et al., 

(2018)5 has developed an alternative two-layer reactivity model where some O3 is turbulently 

mixed into the bulk layer and allowed to react there. That model implementation only included 

reactivity with I-. The importance of the turbulent mixing term is in part set by the total O3 

reactivity, with higher reactivities reducing the importance of turbulent mixing. Our modelling 

exercise is intended to capture the relative influence of I- and DOC on vd(O3) and therefore elect 

to use the one-layer reactivity approach.     

Dissolved iodide concentrations ([I-]) are commonly parameterized against sea-surface 

temperature (SST) based on regressions from global datasets. The parameterization used in the 

Luhar et al. (2018)5 and NOAA COARE v3.6 models follows the parameterization of MacDonald 

et al. (2014) as shown in Equation ES6. We also apply the MacDonald et al. (2014)33 

parameterization for calculation of [I-] as a function of SST as plotted in Figure 1.3.  

[𝐼ି] = 1.46 × 10଺ 𝑒
ቀ

షవభయ

ೄೄ೅
ቁ         ES6 

Calculation of vd throughout the text and in Figure 1.1 was made using the one-layer reactivity 

model as a function of [I-] and [DOC] following equations ES1-ES5 with the following default 

values: 𝜅 = 0.4,  u* = 0.2 m s-1, KH = 4.06 (O3 dimensionless gas over liquid solubility),  z0 = 6.12 

× 10-5 m (calculated from the Charnock relation given in Equation S7, where 𝑎௖ is the Charnock 

parameter taken as 0.015, and g is gravitational acceleration taken as 9.8 m2 s-2)49, Sc = 1.11, and 
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D = 1.59 × 10-9 cm2 s-1. A fixed kI = 2 × 109
 M-1 s-1 was used for all calculations unless otherwise 

noted.   

𝑧଴ = 𝑎௖
௨∗

మ

௚
           ES7 

S1.2 Instrument and field deployment sampling configuration 

S1.2.1 Oxygen anion chemical ionization time-of-flight mass spectrometer 

A complete description of the chemical ionization time-of-flight mass spectrometer instrument 

used is available in Bertram et al., (2011).50 Full details of the use oxygen anion reagent ion 

chemistry with the chemical ionization time-of-flight mass spectrometer (Ox-CIMS) used for 

detection of O3, including laboratory characterization and field deployment for eddy covariance 

sampling from Scripps Pier is presented in Novak et al., (2019).26 Here we provide a brief overview 

of the general instrument and use of oxygen anion reagent ion chemistry and refer the reader to 

the above texts for additional detail.  

The Ox-CIMS samples ambient air directly into an ion molecule reaction region (IMR) 

held at 95 mbar, where a subset of ambient species react with the oxygen anion (O2
-) reagent ions. 

The O2
- reagent ion is generated by passing a 200:2200 volumetric blend of O2:N2 through a 

polonium-210 alpha particle source which is subsampled into the IMR by a critical orifice. 

Ambient O3 quickly undergoes a charge transfer reaction with O2
- to form O3

- (R1) which then 

reacts with ambient CO2 to form the stable detected CO3
- (R2). Charge transfer from O2

- is 

expected to proceed for any analyte with an electron affinity (E.A.) greater than O2 (E.A. 0.45 eV) 

which includes O3 (E.A. 2.1 eV).  Absolute sensitivity to O3 is 180 cps pptv-1 with a limit of 

detection of 13 pptv for 1Hz sample averaging. There is no dependence of instrument sensitivity 

to O3 on ambient specific humidity over the range 8-16 g kg-1 typical of the marine boundary layer. 
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Mass resolution of the instrument (at -m/Q 60, the mass of the CO3
- detection product of O3) is 950 

m/Δm. We analyze all data at unit mass resolution. Full mass spectra were collected for a mass 

range of 27 to 327 -m/Q and were recorded at 10 Hz for analysis.  

𝑂ଷ + 𝑂ଶ(𝐻ଶ𝑂)௡
ି →  𝑂ଷ

ି + 𝑂ଶ +  𝑛𝐻ଶ𝑂       (RS1) 

𝑂ଷ
ି + 𝐶𝑂ଶ  →  𝐶𝑂ଷ

ି  + 𝑂ଶ         (RS2) 

S1.2.2 Field Sampling Calibration and Backgrounds 

Full details of the Scripps Pier EC flux deployment are described in Novak et al. (2019).26 All 

details of the sampling configuration at Lake Mendota were the same as the Scripps Pier 

deployment, expect for the addition of 10 m of length to the PFA tubing to the sampling inlet line. 

Briefly, the Ox-CIMS sampled from a 20m long (30 m for Lake Mendota), 0.64 cm i.d, 

perfluoroalkoxy alkane (PFA) inlet manifold with the intake point co-located with a sonic 

anemometer recording 3-dimensional winds at 10Hz (Gill Instruments HS-50). The inlet sample 

line was held at 40 °C and pumped at 18-23 slpm (Reynolds number 3860-4940) by a dry scroll 

pump (SH-110, Agilent) to ensure a fast time response (<2 s) and maintain turbulent flow. The 

Ox-CIMS subsampled 1.5 slpm from this inlet manifold through a critical orifice into the IMR. 

The Ox-CIMS subsampling block and IMR were held at 35°C. This sampling configuration 

maintained fast time responses and minimized wall interactions. Relative humidity and 

temperature were also recorded in-line downstream of the subsampling point.  

Instrument backgrounds were determined by periodically (approximately every 30 

minutes) overflowing the sampling manifold with dry ultra-high purity nitrogen (UHP N2). As 

described in detail in Novak et al., (2019)26, instrument backgrounds were corrected to account for 
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the change in O3 product distribution when sampling in in dry UHP N2 compared to ambient air 

containing CO2. Typical background O3 signal was 1.3 ppbv.   

Instrument sensitivity was assessed in the Scripps Pier deployment by the standard addition 

of a C-13 isotopically labelled formic acid standard for 3 minutes every 35 minutes. For the Scripps 

Pier deployment, O3 mixing ratios were determined by scaling the humidity dependent sensitivity 

of ozone from pre- and post-campaign calibrations to the field calibrations of C-13 formic acid. 

For the Lake Mendota deployment O3 mixing ratios were determined by directly applying 

laboratory determined specific humidity dependent calibration factors for O3 determined 

immediately prior to the deployment, to the ambient observations.   

S1.3 Eddy Covariance Flux data processing and quality control 

S1.3.1 General data treatment   

Full details of the Scripps Pier flux data processing and quality control are given in Novak et al. 

(2019).26 Generally data processing for the Lake Mendota was the same except as noted in Section 

S1.3.2. Briefly, the following data processing steps were applied: 1.) Three dimensional winds 

were coordinate rotated using a planar fit method to remove unintentional tilts in the sonic 

mounting and account for local flow distortion. 2.) The O3 timeseries was detrended with a linear 

function prior to the flux calculation. 3.) The O3 and vertical wind data were despiked using a 

mean absolute deviation filter before the eddy covariance flux calculation following Mauder et al., 

(2013). 4.) Winds were filtered by wind sector so that only periods of onshore flow were 

considered. 5.) A friction velocity threshold was applied to reject periods of low shear driven 

turbulence for the Scripps Pier dataset. For the Scripps Pier data, periods were rejected if their 

measured friction velocity was more than 50% different from the friction velocity calculated by 

the NOAA COARE v3.6 algorithm. 6.) A fixed lag time was applied to align the signal of O3 and 
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w. A delay in O3 relative to w is driven by the volumetric residence time of O3 in the inlet tubing. 

For Scripps Pier a lag time of 0.9 s was used and for Lake Mendota a lag time of 1.7 s was used. 

7.) Ambient sampling periods were divided into 27-minute long flux averaging periods. Analysis 

of the ogives showed this to be sufficiently long to sample the largest scale turbulent eddies. 8.) 

Non-stationary flux periods were rejected using a 40% stationarity threshold following Foken and 

Wichura (1996)51 9.) Outliers in the calculated vd(O3) were determined and removed for points 

three scaled median absolute deviations from the median. 

S1.3.2 Lake Mendota specific data treatment  

The Lake Mendota flux sampling site is a non-ideal flux site due to heterogeneous terrain around 

the sensor and the influence of the building itself on local flows as described by Reed et al. 

(2018).31 In particular a immediately behind the sensor location was seen to drive nighttime 

drainage flows towards the sensor and the lake. A data filtering approach directly following Reed 

et al. (2018)31 was applied which includes a flux footprint filter to remove non-lake data periods, 

and  screening out data within 10° orthogonal to the sonic anemometer to account for a vertical 

velocity bias  from flow distortion by the building. Sonic anemometer coordinate rotation, 

stationarity filtering, despiking, detrending, and lag time determination were all applied to the Lake 

Mendota data set as noted in Section S1.3.1.  

S1.4 Estimating Lake Mendota Iodide 

Iodide concentrations have not been measured at Lake Mendota to our knowledge. Snyder & Fehn, 

(2004) reported total iodine in a large number of lakes to typically be from 1-10 µg L-1 with most 

values below 5 µg L-1. Observations of iodine and iodide in Lake Constance and its tributeries 

were consistent with that range, with total iodine from 1-10 µg L-1 with speciated iodide typically 

being 0-10% of total iodine (0-1.3 µg L-1).38 Taking iodide as being 10% of total iodine gives a 
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typical represenative range 0.1-1 µg L-1  or 0.8 to 8 nM. We elect to use a iodide concentration of 

2 nM for Lake Mendota and note that all presented calculations are fairly insensitive to calculations 

of vd(O3) are fairly insensitive to iodide over the range of 0.8 to 8 nM.  

S1.5. NOAA COARE Algorithm Implementation 

The NOAA Coupled Ocean–Atmosphere Response Experiment (COARE v3.6) bulk algorithm 

was used as a comparison for the observed wind-speed and SST dependent O3 deposition velocities 

observed in the SIO observations.5,35,52 The COARE algorithms are a physically based 

meteorological and gas transfer bulk flux parametrization. Specific alterations of the COARE v3.6 

algorithm were made by Fairall et al. to better capture O3 deposition following the approach of.5 

In particular, this included the implementation of a two-layer waterside model which treats a 

diffusive surface layer and turbulent mixing in the bulk. The relative importance of O3 reactivity 

is set by the thickness of the surface diffusive layer (𝛿௠) and the total reactivity of O3.5 COARE 

v3.6 explicitly parameterizes the reaction of O3 with I-, incorporating the SST dependent 

parameterization of iodide concentrations (Equation S6)33 and the temperature dependent 

bimolecular rate constant of Magi et al., (1997).16 The base implementation of COARE v3.6 does 

not include reactions of O3 with DOC.   

  In our implementation of the COARE v3.6 algorithm, observed meteorology and chemical 

parameters were used as inputs for each individual flux measurement period. These observed 

inputs included: wind speed, air temperature, sea-surface temperature, static pressure, relative 

humidity, latitude, and gas phase O3 mixing ratios. Fixed values of downward shortwave = 150 W 

m-2, longwave radiation = 370 W m-2, salinity = 35 PSU, observation height of all parameters = 12 

m, and boundary layer height = 400 m. All other algorithm inputs used the included default 

parameterizations.  The fixed marine boundary layer height (BLH) of 400 m was used taken 
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approximate mean daytime BLH from the NOAA HRRR Stability product retrieved from the 

READY web server for July 2018.  The default microlayer thickness of 3 μM was used in all 

calculations. Additional sensitivity tests of COARE v3.6 algorithm determination of vd(O3) to 

changes in iodide reactivity, surface layer thickness, inclusion of waterside turbulent mixing, and 

inclusion of DOC reactivity are shown in Figure S1.1 and S1.2.  

NOAA COARE v3.6 was run in Matlab using the codes publicly available at: 

ftp://ftp1.esrl.noaa.gov/BLO/Air-Sea/bulkalg/cor3_6/. (codes used by the authors are available 

upon request if the above link becomes unavailable) 
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Figures 

Figure 1.1. Calculated vd(O3) as a function of water DOC and iodide concentrations for kDOC of 
(a) 2 x 106 M-1 s-1 and (b) 1.5 x 107 M-1 s-1. The red and grey shaded regions on the x- and y-axis 
represent typical surface concentrations of I-

 and DOC for mid-latitude ocean and freshwater lakes 
respectively. The solid red and grey lines are the approximate mean values for the SIO and Lake 
Mendota O3 deposition studies. 
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Figure 1.2. Observed vd(O3) to the coastal ocean from Scripps Pier and to the eutrophic freshwater 
Lake Mendota. Mean measured vd(O3) to the coastal ocean and Lake Mendota were 0.013 cm s-1 
and 0.038 cm s-1 respectively. 
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Figure 1.3. Observed relationship of O3 vd with (a) horizontal wind speed (U10) and (b) sea-surface 
temperature (SST), as measured from Scripps Pier. NOAA COARE traces on (a) and (b) are the 
calculated vd(O3) from the NOAA COARE v3.6 algorithm and the observed meteorology for each 
flux measurement period.   
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Figure 1.4. Calculated VOC emission flux (Evoc) as a function of O3 deposition velocities and 
VOC yield. The O3 mixing ratio is 30 ppbv and the deposition of O3 is assumed to be the rate 
limiting step. The solid black line is the contour where scaled EVOC is equal to global mean EDMS 
from Lana et al. (2011). The yellow and pink shaded regions on the x-axis are the interquartile 
range of observed vd(O3) for the SIO and Lake Mendota measurements respectively. The solid 
yellow and pink lines are the mean values of the observations. 
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Figure 1.S1. Calculated vd(O3) as a function of wind speed from the NOAA COARE v3.6 
algorithm using observed meteorology for each Scripps Pier flux measurement period under 
various model parameterizations. Notation “turbulent” and “no turbulence” indicate whether the 
two-layer model waterside model with bulk ocean turbulent mixing was turned on or off 
respectively. Iodide concentrations are parameterized from SST following MacDonald et al. 
(2014).    



68 
 

 

Figure 1.S2. Calculated vd(O3) as a function of sea-surface temperature (SST) from the NOAA 
COARE v3.6 algorithm using observed meteorology for each Scripps Pier flux measurement 
period under various model parameterizations. Notation “turbulent” and “no turbulence” indicate 
whether the two-layer model waterside model with bulk ocean turbulent mixing was turned on or 
off respectively. Iodide concentrations are parameterized from SST following MacDonald et al. 
(2014).   
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Chapter 2. Air-sea exchange of volatile organic compounds at a coastal ocean site  
Abstract 

The ocean surface serves as a source and sink for a diverse set of reactive trace gases in the 

atmosphere, including non-methane volatile organic compounds (NMVOC). To date, direct 

observations of air-sea exchange of NMVOCs has been limited to a small set of atmospheric 

constituents and estimates of ocean emissions for many NMVOC are incomplete. The exchange 

of reactive trace gases between the atmosphere and ocean has been shown to alter atmospheric 

oxidant concentrations and drive particle nucleation and growth. Here we present eddy-covariance 

(EC) flux observations from one month of ambient sampling from Scripps Pier at the Scripps 

Institution of Oceanography, La Jolla CA, in September 2019. EC flux observations were made 

with a latest generation high sensitivity (>2 cps ppt-1) and mass resolution (m/Δm >4500) Vocus 

proton transfer reaction time-of-flight mass spectrometer, enabling a broad survey of marine 

NMVOC exchange. A total of 44 species were found to have statistically significant air-sea flux 

(at an 80% confidence level). Dimethyl sulfide was found to account for 40% of net NMVOC 

carbon mass emission flux, with 11 ions capturing 90% of total carbon mass emissions. Acetone, 

acetic acid, acetaldehyde and methanol were observed to be the primary depositing NMVOCs 

accounting for 40, 29, 13, and 6% of carbon mass deposition flux respectively. Laboratory studies 

have suggested that photochemistry occurring at the ocean surface could contribute significantly 

to NMVOC emissions. In this study, we do not observe a strong correlation between VOC flux 

with either ozone or solar irradiance, in contrast with previous laboratory studies. Observed 

NMVOC emission fluxes were observed to best correlated with horizontal wind-speed consistent 

with existing parameterizations of bulk air-sea trace gas exchange. Results from this study 

demonstrate the utility of performing broad, untargeted studies of air-sea trace gas exchange. 

Future studies following this framework over wider spatiotemporal coverage of the remote ocean 
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will be essential to fully constrain the relative roles of biotic and abiotic marine NMVOC 

exchange.    

2.1 Introduction 

Emissions of non-methane volatile organic compounds (NMVOC) from the ocean surface have 

been shown to impact oxidant loadings and secondary aerosol (SOA) formation in the marine 

atmosphere.1–5 To date, marine NMVOC research has primarily focused on the seawater 

production and emission of dimethyl sulfide (DMS). Total annual estimates of DMS emissions 

range between 14.7 to 21.1 Tg C yr-1.6–9 Comparatively less work has focused on other marine 

biogenic NMVOC sources including isoprene and monoterpenes (MT). Isoprene and MT are 

known to be efficiently produced by some species of marine phytoplankton.10  Surface seawater 

isoprene concentrations have been reported in the range of 0.1-100 pM, with higher concentrations 

often correlated with chlorophyll a.10,11 Speciated dissolved MT concentrations ranged from 0.5 

to 2.9 pM over several cruises in the Atlantic and Arctic with no clear correlation to biological 

productivity.12  Marine gas-phase isoprene mixing ratios have been observed as high as 375 ppt 

during a phytoplankton bloom,13 but are typically less than 20 ppt in non-bloom conditions.10  MT 

mixing ratios were 125 ppt (phytoplankton bloom) and 5 ppt (non-bloom) in the southern Atlantic 

Ocean.13 The only eddy covariance (EC) flux observations of isoprene and MT air-sea fluxes in 

the literature were measured during High Wind Gas Exchange Study (HiWinGS) over the Northern 

Atlantic Ocean during fall, with campaign mean emission fluxes of 5.0 × 107 molecules cm-2 s-1 

for isoprene, 2.6 × 107 molecules cm-2 s-1 for MT, and 1.04 × 109 molecules cm-2 s-1
 for DMS.14 

However, in a localized biological hotspot during an upwelling event, the maximum monoterpene 

flux (1.62 × 109 molecules cm-2 s-1) was larger than coincident DMS emissions, highlighting the 

importance of local biological variability on biogenic NMVOC emissions. Observed DMS, 
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isoprene, and MT fluxes from that study scaled to the global ocean gives estimated annual 

emissions of 4.71, 0.57, and 0.60 Tg C yr-1 for DMS, isoprene, and monoterpenes, respectively. 

Those annual emissions weighted by OH reactivity and normalized to DMS are 1, 1.02, and 0.28 

for DMS, isoprene, and monoterpenes respectively, highlighting the significance of terpenes on 

atmospheric oxidative capacity despite smaller mass emissions. Total marine isoprene emissions 

parameterized from dissolved concentrations (bottom-up) and remote sensing products (top-down) 

result in emission estimates from 0.1 to 12 Tg C yr-1 respectively.15,16 Marine monoterpene 

emissions are also highly uncertain, with estimated global emissions of 0.01 and 29.5 Tg C yr-1
 

from bottom-up and top-down methods respectively.17 While monoterpene and isoprene emissions 

are known to be considerably smaller than DMS they may still have significant impacts on aerosol 

formation due to their high SOA yields18 and ability to produce extremely low volatility oxidation 

products.19 In addition, isoprene and monoterpenes also have substantially faster biomolecular 

reaction rate constants for reaction with ozone and hydroxyl (OH) radicals compared to DMS.  

In addition to biogenic NMVOC, abiotic photochemical production of a small number of NMVOC 

in ocean surface waters have previously been investigated, including alkyl nitrates,20 acetone,21–23 

and acetaldehyde.23,24 These photoproduction sources all have relatively well-studied global 

emission climatologies which allows for inclusion in chemistry models. Additional laboratory 

experiments have suggested that photochemical and heterogeneous reactions occurring at the 

ocean-atmosphere interface (sea-surface microlayer, SML) could also be a significant source of a 

wide suite of reactive NMVOC to the marine atmosphere.25–33 NMVOC formed through abiotic 

mechanisms encompass a wide range of oxygenated and unsaturated molecules distinct from those 

discussed previously, with potential impacts on the marine HOx and SOA budget. For example, 

Bruggemann et al.30 reported photoenhanced emissions of 1.1 × 108, 4.4 × 108, and 71 × 108 
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molecules cm-2 s-1 for octanal, isoprene, and acetone respectively, along with many other products, 

from irradiance of biofilms scaled to an ambient mean solar flux of 92 Wm-2. Laboratory exposure 

of a proxy SML containing linoleic acid to O3 resulted in emission of  carbonyls at near 100% total 

molecular yield.32 Exposure of authentic SML samples also showed prompt production of a wider 

set of gas phase carbonyl products.32 While these studies have provided new molecular insight into 

marine photochemical and heterogeneous NMVOC production mechanisms in the laboratory, it is 

not yet clear how representative these studies are of the significantly more dilute and chemically 

complex ambient SML. To date no ambient studies directly targeting these potential interfacial 

abiotic NMVOC emission sources have been conducted. 

EC flux experiments in terrestrial ecosystems including temperate forests,34–37 citrus groves,38,39 

tropical rainforests,40 and urban landscapes41,42 have demonstrated the utility of broad surveys of 

bidirectional NMVOC exchange in constraining reactive carbon budgets. To date, EC flux studies 

in the marine atmosphere have been limited to targeted studies of select NMVOCs, targeted 

molecules such as methanol, acetone, and acetaldehyde;21,43 DMS, MT, and isoprene;14 and 

glyoxal;44 in addition to numerous studies of only DMS flux.45–48 These experiments have provided 

important constraints on specific components of the marine NMVOC budget. A transect of the 

Atlantic showed that the ocean acts as a persistent sink of methanol, which extrapolated to a net 

global atmospheric sink of 42 Tg yr-1 which was in contrast to some modelling studies which 

suggested bidirectional ocean flux.43,49 Observations of acetone air-sea exchange by EC show that 

acetone flux is bidirectional, acting as a net source in subtropical regions and a net sink at higher 

latitudes,50 consistent with global climatologies.22,51 Acetaldehyde emissions from EC flux 

measurements on an Atlantic transect extrapolated to a net emission of 3 Tg yr-1 which is smaller 

than most model estimates of 34-57 Tg yr-1.  These direct marine EC flux experiments have 
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provided essential constraints for model NMVOC budgets and motivate the need for a more 

complete survey of NMVOC ocean-atmosphere exchange analogous to those performed in the 

terrestrial environment.  

Here we describe results from an EC flux experiment at a coastal ocean site using a latest 

generation high sensitivity Vocus PTR-TOF for NMVOC detection.52 We present an untargeted 

survey of air-sea NMVOC flux, where EC flux of all detectable ions was calculated, resulting in a 

total of 44 ions which showed statistically significant EC flux. We also present correlations of 

observed flux with O3 and solar irradiance in order to resolve potential signatures of abiotic 

NMVOC emission sources. Results from this study provide the first dataset for the bidirectional 

air-sea exchange of a broad suite of biogenic and abiotic NMVOC and provide a framework for 

future air-sea NMVOC exchange studies. 

2.2 Experimental Methods 

2.2.1 Scrips Pier Flux Experiment Overview 

Measurements of NMVOC gas phase mixing ratios and EC flux were made continuously from the 

end of the Ellen Browning Scripps Pier Memorial Pier (hereon SIO Pier) at the Scripps Institution 

of Oceanography during September 2019. The full ambient study period ran from September 3rd 

to September 30st, but all results presented in this work are from September 19th to September 30th 

when instrument configuration and calibration procedures were optimized and consistent. Analysis 

of the pre-September 19th data period is ongoing. The SIO pier is 330 m long and extends at least 

100 m beyond the wave breaking zone. The SIO Pier site has been used regularly for EC studies 

of ocean-atmosphere trace gas exchange.53–56 Scripps Pier experiences a characteristic sea-breeze 

circulation pattern where winds are from the ocean at moderate windspeeds (0-6 m s-1) during 

daytime and are from land at night. In this study, NMVOC measurements were performed with a 



74 
 

latest generation Vocus PTR-TOF (Vocus) instrument (TOFWERK, Aerodyne),52 with an HTOF 

mass analyzer (resolution ca 5000 m/Δm) allowing for separation of isobaric compounds. The 

primary advantage of the Vocus is the improved sensitivity of 1-2 orders of magnitude compared 

to prior generation instruments.52 Mean sensitivity to DMS and isoprene over the campaign were 

4.1 and 2.2 cps ppt-1 respectively, discussed further in Section 2.2.3. This high instrument 

sensitivity is essential for resolving the EC flux of species with low flux magnitudes. The Vocus 

sampling at 10 Hz time resolution but was down averaged to 1 Hz during post-processing for the 

data presented in the work. The recorded mass range was from m/Q 19 to 500. The Vocus was 

operated at a reduced back segmented-quadrupole (BSQ) amplitude of 215 V to improve the mass 

transmission of low mass (<40 m/Q) ions, as discussed in Krechmer et al. (2018).52 The Vocus 

was housed in a temperature-controlled trailer at the end of the pier and sampled through a 19 m 

long PFA inlet (0.625 cm i.d.). The inlet was pumped at 20 slpm in order to maintain turbulent 

flow in the sampling line (Reynolds number 4280) and to maintain a fast inlet time response 

(calculated volumetric evacuation time 1.7 s). The full inlet line was held at 40°C which was 

always above ambient temperatures in order to prevent condensation of water vapor on inlet 

surfaces. The Vocus subsampled from the main inlet at 100 sccm, through a PFA tee located 

immediately in front of the Vocus capillary inlet into the instrument drift tube. In addition to the 

main inlet line, all surfaces in contact with the ambient sample flow, including unions and valves, 

were composed of PFA except for one stainless-steel union at the Vocus subsampling point. The 

inlet ambient sampling point was collocated with a sonic anemometer recording three-dimensional 

winds at 10 Hz (Gil HS-50). The sonic anemometer and Vocus inlet were mounted on a 6.1 m long 

boom extended beyond the end of the pier to minimize flow distortions from the pier. The inlet 

was mounted on the boom at a height of 13 m above the mean lower low tide level. The Vocus 
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inlet was mounted approximately 8 cm below the sonic, with no horizontal displacement. Ocean 

depth below the pier sampling point was ca. 6 m.  

Additional ancillary measurements made continuously from the pier included ozone (O3) mixing 

ratios, temperature, relative humidity, and incoming solar irradiance. O3 mixing ratios were 

measured at 1-minute time resolution (POM, 2B Technologies) in line with the Vocus with a 

subsampling point immediately downstream of the Vocus subsampling point. Temperature and 

RH (Vaisala HMP110) were also measured inline downstream of the Vocus subsampling point at 

1 Hz time resolution. Incoming total solar irradiance at 1 Hz time resolution (Licor LI-200R) was 

measured via a sensor mounted on top of the trailer housing the Vocus. The campaign mean diel 

profiles of wind speed, wind direction, O3 mixing ratios, and solar irradiance are presented in 

Figure 2.1. 

2.2.2 Ocean water biochemistry sampling 

Continuous measurements of sea-surface temperature (SST), salinity, and chlorophyll are 

collected at a 1-minute time resolution from the end of the pier by an automated shore station 

operated by the Southern California Coastal Ocean Observing System.57 Additional daily discrete 

ocean water samples were collected from the end of the pier at depths of 0 and 5 m with a Niskin 

sampler for analysis of biochemical parameters including: temperature, pH, nutrient 

concentrations, iodide and iodine concentrations, dissolved organic carbon (DOC) concentration, 

UV-VIS absorption and fluorescence for quantification of colored dissolved organic matter 

(CDOM) abundance, and phytoplankton and bacteria abundance and speciation. Processing and 

analysis of data products from the discrete water samples is ongoing. 

2.2.3. Vocus data processing 
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NMVOC data from the Vocus was recorded at 10 Hz and down averaged in post-processing to 1 

Hz for the analysis presented here. Peak fitting and integration were performed with the Tofware 

software package. A total of 1446 ion peaks were fit and integrated. Of these approximately 800 

had a signal to noise ratio (S/N) greater than 3 and were used in subsequent EC flux analysis.  

2.2.3 Vocus calibrations and backgrounds 

Instrument sensitivities were determined during ambient sampling by standard addition of a 

NMVOC gas standard at two mixing ratios to the full sampling inlet every 2.5-4 hours. 

Components of the NMVOC gas standard are listed in Table 2.1. For all ions that were not directly 

calibrated for, we apply the mean calibration factor determined from all components of the 

NMVOC gas standard. For the campaign this mean calibration factor was from 2.0 to 3.5 cps pptv-

1. Instrument backgrounds were determined by overflowing the full inlet line with dry UHP N2 at 

the tip of the ambient sampling point. An example timeseries of background determination and 

calibration during the Scripps Pier deployment and resulting calibration curves for DMS and 

xylene are shown in Figure 2.2. Ambient sampling periods were subdivided into 30-minute blocks 

and were matched to the nearest temporal calibration and background determination point.  

Background signal were subtracted from each 30-minute block and were then multiplied by their 

calibration factor to convert from cps to mixing ratio. 

Dry N2 overflow periods were also used to determine the Vocus instrument response time 

(τr), defined as the time required for the signal to fall to 1/e of its initial value. An example response 

time calculated from the 10 Hz DMS decay during an N2 overflow period fit to an exponential 

decay is shown in Figure 2.3. The instrument response time for DMS was calculated to be 0.2 s. 

The cutoff frequency (fcut) of the Vocus is defined as the frequency where the signal is attenuated 

by a factor of 1/√2, which can be calculated from τr according to Eq. 1.58 
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The calculated fcut from the measured DMS τr was 0.8 Hz. This value suggests that there should be 

minimal attenuation in the flux signal (cospectra) at frequencies lower than 0.8 Hz if the instrument 

response time is the controlling factor in high frequency attenuation, which is discussed further in 

Section 2.2.5.5. 

2.2.4 EC Flux method Data Processing and quality control 

The transfer of trace gases across the air-sea interface is a complex function of both atmospheric 

and oceanic physical and chemical processes, where gas exchange is controlled by turbulence in 

the atmospheric and water boundary layers, molecular diffusion in the interfacial regions 

surrounding the air−water interface, and the solubility and chemical reactivity of the gas in the 

liquid  molecular sublayer.59,60 The flux (F) of trace gas across the interface is described by Eq. 2, 

as a function of both the gas-phase (Cg) and liquid phase (Cl) concentrations and the dimensionless 

gas over liquid Henry’s law constant (H), where Kt, the total transfer velocity for the gas (with 

units cm s-1), encompasses all of the chemical and physical processes that govern air−sea gas 

exchange.  

𝐹 =  −𝐾௧൫𝐶௚ − 𝐻𝐶௟൯          E2 

Trace gas flux (F) can be measured in the turbulent planetary boundary layer with the well-

established eddy covariance (EC) technique where F is calculated as the time average of the 

instantaneous covariances from the mean of vertical wind (w) and the NMVOC scalar magnitude 

(x) as shown in Eq. 3. Overbars are means and primes are the instantaneous variance from the 

mean. Here N is the total number data points during the flux averaging period. Ambient data was 

subdivided into 30-minute flux averaging periods prior to the EC flux calculation. 
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2.2.5 EC Flux Data Processing and quality control 

Several standard EC data processing steps, data filters, and quality control checks were applied 

during flux analysis including: 1) filtering by wind direction for periods of onshore winds (true 

wind direction 200-360°), 2) coordinate rotation of three-dimensional wind components by the 

planar fit method to remove unintentional tilts in the sonic mounting and account for local flow 

distortions,61 3) application of a friction velocity (𝑈∗) threshold of 0.05 cm s-1 to reject periods of 

low shear driven turbulence, 4) despiking of NMVOC data using a mean absolute deviation filter 

before the EC flux calculation following Mauder et al., (2013),62 5) linear detrending of NMVOC 

and w was applied for mean removal for the EC calculation, and 6) NMVOC flux stationarity was 

assessed following Foken et al., (1996),63 with flux periods rejected if they were non-stationary at 

a 30% threshold. 

2.2.5.2 Lag time determination 

The EC flux calculation involves the instantaneous variance of w’ and x’ which is complicated if 

there are time lags between the two data sources. Lag times between measurements of w and 

NMVOC data (x) were determined by analysis of the cross-covariance of w and DMS scalar data. 

Because the internal clocks of the computers logging data from the Vocus and the sonic 

anemometer were not perfectly synchronized during the campaign, there was an observed lag time 

between w and NMVOC data. Even if the computer clocks were perfectly synchronized, a time 

lag between NMVOC data and w would exist due to the transit time of ambient air through the 

inlet volume, with expected inlet gas evacuation time of approximately 1.7 s. An example cross-

covariance lag time determination for DMS from an individual flux period is shown in Figure 

2.3a. The optimum lag time for this period taken as the maximum of the cross-covariance was -13 
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seconds. A step-change in the lag time of the cross-covariance maximum was observed 

corresponding to an instrument shutdown period during a planned power outage. Lag times before 

the instrument shutdown were on the order of 15 s and after the shutdown were on the order 32 s 

as shown in Figure 2.3b, labelled as Periods 1 and 2 respectively. No abrupt changes in lag time 

determined during continuous sampling periods were observed. All other flux diagnostics were 

consistent between the periods, suggesting the change in lag time was due to clock differences 

between the data recording devices during the power outage and not a change in the flow rate 

through the sampling inlet. A histogram of optimum lag times determined for DMS taken as the 

absolute maximum (MAX), or the maximum of a 10-point moving median function (MOV) of the 

DMS cross covariance function from each flux calculation period is shown in Figure 2.3c. The 

peaks of the bimodal distribution correspond to lag times determined for periods before and after 

the instrument shutdown period. The agreement in lag times determined by the MAX and MOV 

lag methods suggests that a clear peak in the cross-correlation was present for most DMS flux 

periods.64 

For ions with lower flux signal to noise (S/N), a clear peak in the cross-correlation is not 

always present, complicating the lag time determination. To resolve this, we took the mean lag 

time determined by the MAX lag method for DMS, MeSH, and acetone for each flux averaging 

period as the lag time used for all ions (Iterative lag method). A histogram of lag times for isoprene 

determined by the MAX, MOV, and Iterative methods are shown in Figure 2.4. There is a broad 

distribution in determined lag times by the MAX and MOV for isoprene due to the lower flux S/N, 

while the Iterative lag times follow a clear bimodal distribution. The Iterative lag method uses only 

ions with high flux S/N resulting in a narrow distribution of determined lag times, that are taken 

to be closer to the true lag time and was used for all EC flux calculations.   
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2.2.5.3 Flux LOD determination 

The error in each flux averaging period (LOD) for each ion was be determined by analysis of the 

root mean squared error (RMSE) of the cross-covariance between vertical wind speed and mass 

spectrometer signal at lag times significantly longer than the calculated true lag time 64–66. The 

random flux error is determined using lag windows of -150 to -180 and 150 to 180 s, which are 

significantly larger than the determined optimum lag times discussed in Section 2.2.5.3 of 15-40 

s. The selection of the -150 to -180 and 150 to 180 s lag windows is somewhat arbitrary and may 

still capture organized atmospheric structure that persists over long time periods. Use 

determination of LOD by the RMSE (LODRMSE) captures variance in the cross-covariance at long 

lag times but also accounts for long term offsets from zero in the cross-covariance, providing a 

more conservative determination of the LOD compared to simply determining the standard 

deviation.64 The final flux LODRMSE was determined for each ion during each  flux averaging 

period by multiplying the LODRMSE error by 1.96 to give the flux LOD at the 95% confidence 

level.  

2.2.5.4 Flux LOD filtering 

Ions were considered to have statistically significant flux if their campaign mean absolute flux was 

larger than 60% of the campaign mean flux LODRMSE, which is equivalent to an 80% confidence 

level. This method follows the approach of Park et al. (2013) for determination of bidirectional 

NMVOC flux, with a reduced LODRMSE threshold used (80% confidence level here vs 99.7% used 

by Park et al. (2013)). NMVOC air-sea flux magnitudes are generally much smaller than flux in 

terrestrial environments and use of a S/N = 3 threshold as in Park et al. (2013)39 would reject all 

but 6 ions. We instead elect to use a lower confidence threshold while acknowledge the 

corresponding increase in uncertainty for these smaller magnitude exchanging ions. Application 
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of the 80% confidence level threshold results in 44 total ions with statistically significant flux. All 

ions with statistically significant flux are listed in Table 2.2 with their exact mass, assigned 

molecular composition, assigned structural identification if one was made, campaign mean EC 

flux, and bimolecular rate constants with OH.  

2.2.5.5 Flux spectral analysis 

Spectral analysis provides a means to evaluate experimental performance in capturing low- and 

high-frequency flux signals. Here we describe the flux spectra for DMS and sensible heat (SH) 

compared against the idealized Kaimal et al. (1972)67 spectral response. Comparison of observed 

frequency weighted cospectra shape of DMS and SH against the idealized Kaimal cospectra is 

useful to validate that the observed signal was not significantly attenuated at low or high 

frequencies. SH flux is calculated using air temperature measured directly by the sonic 

anemometer and should have no flux attenuation. Cospectral averaging is performed by binning 

frequency into 50 evenly log spaced bins and normalizing the integrated cospectra to 1. The area 

under the unnormalized cospectra curve is the equivalent to the flux for that observation period.  

Cospectra of DMS and SH from an individual flux averaging period of windspeed 4.3 m s-1 is 

shown in Figure 2.6a. The shift of the DMS cospectral curve relative to the SH and Kaimal curves 

at high frequencies (>0.1 Hz) is indicative of potential high frequency attenuation during sampling 

of DMS. Ogives of DMS,SH, and Kaimal from the same flux period are shown in Figure 2.6b. 

The ogive is the normalized cumulative distribution of the cospectra, which is used to validate 

both that no high-frequency attenuation is present and that the flux averaging time is sufficiently 

long that all frequencies contributing for the flux is captured. The apparent plateau in the ogive at 

low frequencies for DMS and SH validates that the selected 30-minute flux averaging time is 

sufficiently long to capture the largest eddies contributing to the flux. The ogive of DMS shows a 
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generally similar spectral shape compared to the SH and Kaimal ogives, especially at frequencies 

below 0.1 Hz. At frequencies above 0.1 Hz the ogive of DMS is flatter than SH or the Kaimal 

curve, indicative of attenuation at these high frequencies. High pumping rates in sampling line 

were used to ensure that turbulent flow was always maintained in the sampling line, which reduces 

the effects of high frequency attenuation.68  

To assess the degree of expected frequency attenuation we applied the flux attenuation model of 

Horst, (1997) shown in Equation. 4. For our determined instrument response time (𝜏௖) for DMS 

of 0.2 s (described in Section 2.2.3), and a wind speed of 4.3 m s-1 we calculate this flux attenuation 

to be on the order of 4%. 
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Where Fm/Fx is the ratio of the measured flux to the unattenuated flux, U is wind speed, z is 

measurement height, and nm and α are scaling factors for an unstable boundary layer taken as 0.085 

and 7/8 respectively. A more direct determination of the Vocus flux attenuation by comparing the 

the ratio of the DMS and SH cospectral shapes for each period is in progress.  

2.3 Results and Discussion 

2.3.1 Meteorology Overview 

Observed meteorology and ocean biochemical parameters showed minimal variance over the 

sampling period presented here. Sea-surface temperatures during the campaign 23.3°C (21.6 to 

24.7°C interquartile range). Air temperatures and relative humidity means were 22°C (19.5 to 

23.6°C interquartile range) and 79.9% (72.3 to 88.3% interquartile range) respectively. 

Chlorophyll concentrations suggest moderate biological productivity with an observed campaign 

mean of 1.86 μg L-1 (1.5 to 2.0 μg L-1 interquartile range). O3 mixing ratios showed a clear diel 
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pattern peaking in midafternoon (as shown in Figure 2.1), with a campaign mean of 32.6 ppbv 

(27.6 to 38.9 ppbv interquartile range). Wind speeds during onshore wind periods were from 0 to 

6 m s-1, typically peaking in late afternoon with a campaign mean of 2.8 m s-1. Clear sky conditions 

were observed for all afternoons during the study period, with solar irradiance peaked near noon 

at ca. 1000 W m-2. Morning and late evening periods showed occasional presence of marine 

stratocumulus clouds which drove day-to-day variability in solar irradiance during those times.   

2.3.2 Major NMVOC flux and mixing ratios 

Analysis of the flux magnitudes, diel profiles, and relationships with horizontal wind speed for 

several known major exchanging compounds included DMS, isoprene, MT, methanethiol (MeSH), 

methanol (MeOH), and acetone provides insight on the factors controlling flux magnitudes at the 

Scripps pier site. Mean diel profiles of mixing ratios and flux magnitudes of DMS and acetone are 

shown in Figure 2.7. DMS hourly mean mixing ratios ranged from 60 to 120 pptv, peaking at 

night when oxidation by OH is slow. DMS flux shows a clear peak in mid-afternoon, reaching a 

maximum of 1.3 pptv m s-1 at hour 15 (PDT). Acetone mixing ratios show a growth in at night 

reaching a peak of 2 ppbv just before sunrise, and a minimum during the day of 1.1 ppbv. This 

pattern is likely driven by the characteristic sea-breeze circulation pattern at this site, where winds 

are from the open ocean during the day and are from the land during the night, generally coming 

from central San Diego towards the south-east. Urban influenced NMVOC therefore builds up at 

night in the shallow marine boundary layer (MBL) and dissipates during the day when winds come 

from cleaner marine regions. These high acetone gas phase mixing ratios at night and into the 

morning drive a supersaturation in the atmosphere and deposition to the ocean. This is observed 

in the diel flux profile of acetone, where deposition flux is strong during the mid-morning to early 

afternoon, peaking at -1.2 pptv m s-1 at 14 PDT. Similar nighttime buildups of NMVOC mixing 



84 
 

ratios were observed for many anthropogenically influenced NMVOCs including benzene, 

toluene, methanol, and acetaldehyde. Of those, methanol and acetaldehyde had statistically 

significant EC flux and showed deposition profiles similar to acetone. Flux analysis from hour of 

day 23 to 7 PDT was not possible as winds during those times were persistently from land.    

The flux magnitudes of DMS, MeSH, MeOH, and acetone all showed an increase with windspeed 

as shown in Figure 2.8, with DMS and MeSH showing net emission fluxes, and MeOH and 

acetone with net deposition. This increase in flux magnitude with windspeed is consistent with 

expectations for species where exchange is air-side limited.60 Wind speeds were low in early 

morning (<1.5 m s-1) and peaked in the afternoon (as shown in Figure 2.1) which drives the 

observed peak in flux in the afternoon for DMS and other species. 

2.3.3 DMS flux regressions 

The regression of the flux of DMS against other NMVOC such as MeSH, isoprene, and acetone 

provides insights about potential shared source or sink terms. The emission flux of DMS and 

MeSH show a strong correlation (R2 = 0.78) as shown in Figure 2.9a, which implies a common 

emission source, which is consistent prior flux observations and known ocean biological 

production mechanisms.70,71Conversely, DMS and isoprene both show net emission fluxes and 

have known marine biological production sources but their emission flux is poorly correlated (R2 

= 0.04) as shown in Figure 2.9c, suggesting distinct marine biological sources. The correlation of 

DMS emission flux and acetone deposition is also poor (R2 = 0.06) as shown in Figure 2.9b, which 

is likely in part driven by the enhanced gas phase mixing ratios and deposition flux of acetone 

during the morning due to anthropogenic influence described in Section 2.3.2. Finally, the 

emission flux of isoprene and MT are reasonably well correlated (R2 = 0.2) as shown in Figure 

2.9d, which implies some common sources but that biological variability may be significant. 
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Further analysis of these regressions as a function of marine biological speciation and abundance 

will be made once analysis of the discreet water samples are completed.  

2.3.4 Total NMVOC flux  

In addition to analysis of specific NMVOCs of interest, we also determined the contribution of all 

observed exchanging ions to the net emitting and depositing carbon mass flux as shown in Figure 

3.10. This analysis shows the contribution to the cumulative NMVOC carbon mass flux as a 

function of the number of molecules considered. For NMVOC emission fluxes, consideration of 

only one ion (DMS) accounts for 40% of the observed NMVOC carbon mass emissions, and 

consideration of 11 ions accounts for 90%. For NMVOC carbon mass deposition, consideration of 

one ion (acetone) accounts for 40% of the cumulative total and consideration of five ions accounts 

for 90% of the cumulative deposition. Similar analysis in a terrestrial forest showed that 45 ions 

needed to be considered to capture 90% of observed NMVOC carbon mass deposition flux, and 

five ions were needed to capture 90% of emissions.34 This implies that in the marine environment 

carbon mass emissions are spread amongst more species, while deposition is controlled by 

significantly fewer species as compared to a terrestrial forest. The speciated breakdown of the 

percent contribution to the cumulative carbon mass flux is shown in Figure 3.11. The three largest 

individual emitting NMVOC by carbon mass were DMS, isoprene, and MT at 40%, 12%, and MT 

at 6% respectively. Siloxanes were also shown to be a significant in the carbon mass emission 

budget, contributing 20% to the total. Siloxanes are volatile compounds which are present in 

personal care products, which are washed away in wastewater streams at high abundance.72,73 

Siloxanes once in the atmosphere have a long lifetime to oxidation by OH (>10 days),74 and their 

impacts on oxidative cycling in the marine atmosphere are likely limited. However, siloxanes have 

been shown to be a useful general tracer of personal care product NMVOC emissions.73 Deposition 
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flux was dominated by acetone, C2H2O ( a likely acetic acid fragment), acetaldehyde, and methanol 

contributing 40%, 29%, 13%, and 6% respectively to cumulative NMVOC carbon mass 

deposition. Theses species are all atmospheric oxidation products with diel patterns indicative of 

urban influence at night driving high gas phase mixing ratio in the morning and deposition fluxes.    

The mean diel profile of the net carbon mass flux and its individual speciated components are 

shown in Figure 3.12. The net carbon mass flux shows a diel profile, with net deposition from 

hours 9 to 16 PST, and net emission from 17 to 23 PST. The net cumulative carbon mass flux over 

the full day is an emission of 3.6 μg m-2 day-1. This suggests that in an urban coastal environment 

carbon source and sink terms are closely matched, resulting in a small net contribution to the total 

carbon mass budget. As a relative scale, net cumulative NMVOC carbon mass flux in a citrus 

grove was measured to be 139 μg m-2 hr-1, using a similar EC flux methodology.38 Also plotted on 

Figure 3.12, are the mean diel profiles of windspeed and acetone gas phase mixing ratios. The 

speciated NMVOC emission terms all show a profile that tracks with windspeed, peaking in the 

mid-afternoon and falling off in both morning and evening when windspeeds are lower. Notably, 

there is not a clear peak in NMVOC emissions centered at noon which would be expected for 

photochemical abiotic emission sources. The term driving the peak in siloxane emissions in the 

late afternoon and evening (hours 16-23 PST) when windspeeds are declining is not clear, but may 

be related to runoff of personal care products which has a bimodal distribution with peaks in the 

early morning and late afternoon.73 The speciated deposition magnitudes appear to be a combined 

function of windspeed and gas phase mixing ratios, which results in a net carbon mass deposition 

in the morning when NMVOC mixing ratios are high, driven by nighttime anthropogenic 

influence, and a peak in the speciated deposition flux in early afternoon when windspeeds are 

higher and before gas phase mixing ratios reach their minimum. 
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2.3.5 OH reactivity flux 

Weighting of observed NMVOC by its reactivity with OH allows for quantification of air-sea 

exchange on the oxidative budget in the MBL. The diel profile of total OH reactivity for all 

exchanging NMVOC is shown in Figure 3.13. Observed mean hourly OH reactivity ranged from 

5 to 8 s-1 peaking at night due to accumulation of urban influenced air and reaching a minimum in 

late afternoon when winds were from onshore. For all ions where a molecular identification was 

made, we use literature values for its bimolecular rate constants with OH. For all ions where a 

molecular identification was not made we used the 50th percentile OH reactivity from Park et al. 

(2013)38 of 1.82 × 10-11 cm3 molecules-1 s-1. The speciated NMVOC contribution to the cumulative 

emission flux weighted by OH bimolecular rate constant is shown in Figure 3.14. Isoprene was 

found to be the dominant contributor to OH reactivity weighted marine NMVOC emission flux, 

accounting for 52% of the total. Additional major contributors to OH weighted emission flux were 

DMS at 21%, MeSH at 5%, MT at 2%, and siloxanes at 7%. Consideration of only the four most 

abundant observed marine BVOCs (DMS, MeSH, isoprene, and MT) accounts for 80% of the total 

OH reactivity weighted emission flux. This exercise highlights the both significance of isoprene 

compared to DMS in influencing marine oxidative capacity, and the controlling role of known 

marine BVOC on total OH reactivity weighted emissions. To date, direct constraints on marine 

isoprene emission flux is extremely limited with only one prior EC flux study reported in the 

literature.14 In remote marine regions removed from immediate urban influence, we expect ocean 

emissions of siloxanes to be negligible which would further enhance the contribution of BVOCs 

in OH reactivity weighted NMVOC emissions. Notably absent are strong contributions from 

aldehyde emissions which have been suggested to have abiotic marine emission sources and have 

fast reaction rate constants with OH ( kOH on the order of 1 × 1011 cm3 molecules-1 s-1).32,75   
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2.3.6 Limited evidence for photochemical isoprene production 

Laboratory studies have suggested that photochemical reactions in the SML could act as a 

significant source of isoprene to the marine atmosphere.28,75 Photolysis of both a proxy SML 

surface of a nonanoic acid monolayer as well as an authentic SML sample with added humic acid 

(HA) as a photosensitizer both showed photoenhanced isoprene production.28 Scaling these 

laboratory results to ocean conditions suggested that photochemical isoprene fluxes could be as 

large as 0.8 to 1.7 × 109 molecules cm-2 s-1. Laboratory studies of irradiance of a biofilm also 

showed photochemical isoprene flux, albeit at lower magnitudes, of 4.4 × 108 when scaled to an 

ambient mean solar flux of 92 Wm-2. As shown in Figure 2.15, the observed isoprene flux appears 

to be independent of solar irradiance. Also plotted are the isoprene photoemission rates from 

Ciuraru et al. (2015), using the values corrected for surface enrichment (SE=1) and scaled linearly 

to solar irradiance. The photoenhanced isoprene production reported in that study does not appear 

to be consistent with our ambient flux observations. Analysis of the other 42 statistically significant 

exchanging NMVOCs also did not show a clear relationship with either solar irradiance or O3 

mixing ratios which would be expected if large abiotic NMVOC emission sources were active. 

While the results of this study do not support abiotic isoprene or NMVOC emission sources, 

further study in more pristine marine regions is warranted as anthropogenic NMVOC influence at 

this near-urban coastal site may complicate the analysis of abiotic emission sources for some 

species.   

2.4 Conclusions 

We present EC flux results for the ocean-atmosphere exchange of 44 NMVOC species which 

represents a substantial increase in the number of simultaneously studied compounds (typically 1-

3) from prior studies. These results allow for analysis of the cumulative contribution of emitting 
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and depositing NMVOC to carbon mass and OH reactivity budgets. We find that consideration of 

only four commonly measured BVOCs accounts for 59% of carbon mass emission flux, and 80% 

of the OH reactivity weighted emission flux. DMS was the dominate emitting NMVOC in carbon 

mass units contributing 40% to the cumulative total. Isoprene was the largest term in the OH 

reactivity weighted emissions contributing 52%. Deposition flux was found to be dominated by 

acetone, a likely acetic acid fragment ion, acetaldehyde, and methanol, contributing 40%, 29%, 

13%, and 6% respectively to the cumulative carbon mass deposition flux. Mixing ratios of 

depositing species where enhanced at night due to persistent winds from urban areas, resulting in 

supersaturation in the gas phase and net deposition. The cumulative daily carbon mass flux was 

calculated to be 3.6 μg m-2 day-1 indicating that emissions and depositions were nearly equal at 

this coastal site. Notably, no strong evidence for abiotic NMVOC by either photochemical or 

heterogeneous reaction sources was observed. Regressions of emission fluxes showed weak to no 

correlation with solar irradiance and O3 mixing ratio for all observed emitting species. In particular 

isoprene emissions were found to have no dependence on solar irradiance, in contrast with recent 

laboratory experiments. These results from a coastal site are the first broad EC survey of air-sea 

NMVOC exchange. Extension of the methods presented here to remote marine regions with broad 

spatiotemporal coverage will be essential to resolve open questions on the role of air-sea NMVOC 

exchange on atmospheric oxidative capacity and SOA budgets.   
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Figures 

COMPOUND MIXING 
RATIO 
(PPB) 

STD ADD 1 
MIXING 
RATIO (PPT) 

STD ADD 2 
MIXING 
RATIO (PPT) 

CYLINDER 
# 

CAS 

Acetonitrile 1092± 5% 592 1184 1 70-05-
8 

Ethyl alcohol 1076 ± 5% 538 1076 
 

1 64-17-
5 

acrylonitrile 1016± 5% 508 1016 1 107-
13-1 

Acetone 1042± 5% 521 1042 1 67-64-
1 

Isoprene 1035± 5% 518 1036 1 78-79-
5 

Methyl Vinyl 
Ketone (MVK) 

1039± 5% 520 1040 1 78-94-
4 

Methyl Ethyl 
Ketone (MEK) 

1013± 5% 507 1014 1 78-93-
3 

Benzene 1001± 5% 501 1002 1 71-43-
2 

Xylene 1015± 5% 510 1020 1 108-
38-3 

1,2,4-
Trimethylbenzene 

971± 5% 508 1016 1 95-63-
6 

α-pinene 973± 5% 487 974 1 80-56-
8 

Β-Caryophyllene 941± 5% 471 942 1 87-44-
5 

Octamethylcyclote
trasiloxane (D4) 

981± 5% 491 982 1 556-
67-2 

Decamethylcyclop
entasiloxane (D5) 

1001± 5% 500 1000 1 541-
02-6 

Dimethyl Sulfide 
(DMS) 

5080± 100 1280 2560 2 75-18-
3 

     
Table 2.1. Components and concentrations of the NMVOC standard compressed gas cylinders 
used for in field calibrations. The DMS calibration standard was a second compressed gas cylinder. 
Both NMVOC cylinders were added simultaneously during standard addition calibration periods. 
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Molecular 
Composition 

Exact mass Ion 
Identification 

Mean Flux (pptv m s-1) kOH (cm3 
molecules-1 s-1) 

Notes 

CH4OH 33.03349 methanol -0.34 9.28E-13  
C2H3NH 42.03383 acetonitrile -0.045 2.30E-14  

C2H2OH 43.01784 acetate 
fragment 

-0.78 8E-13  

C2H4OH 45.03349 acetaldehyde -0.30 1.62E-11  

CH4SH 49.01065 methanethiol 0.064 1.82E-11  

C3H3NH 54.03383 acrylonitrile 0.013 8.50E-12  

C3H6OH 59.04914 acetone -0.78 2.19E-13  

H2CO3H 63.00767 
 

-0.06 1.82E-11  

C2H6SH 63.0263 DMS 0.98 4.80E-12  

C4HNH 64.01818 
 

0.008 1.82E-11  

C5H3H 64.03075 
 

0.0089 1.82E-11  

CH4O3H 65.02332 
 

0.044 1.82E-11  

C5H8H 69.06988 isoprene 0.079 1.00E-10  

C3H8O2H 77.05971 
 

-0.050 1.82E-11  

C2H8O3H 81.05462 
 

0.0011 1.82E-11  

C6H8H 81.06988 MT fragment 0.035 5.3E-11 Used for all 
reported MT 
values 

C4H4SH 85.01065 thiophene -0.0018 1.82E-11  

C7H8H 93.06988 toluene 0.038 5.48E-11  

C7H10H 95.08553 
 

0.019 1.82E-11  

C5H4SH 97.04065 
 

-0.0046 1.82E-11  

C4H8NO2 102.055 
 

0.0011 1.82E-11  

C8H10H 107.0855 C8 aromatics 0.019 1.30E-11  

C2H4O5H 109.0132 
 

-0.14 1.82E-11  

C6H8N2H 109.076 
 

0.082 1.82E-11  

C8H12H 109.1012 
 

0.0027 1.82E-11  

C5H2O3H 111.0077 
 

-4E-06 1.82E-11  

C7H10OH 111.0804 
 

0.016 1.82E-11  

C8H14H 111.1168 
 

0.0006 1.82E-11  

C3H2O5H 118.9975 
 

-0.0006 1.82E-11  

C9H12H 121.1012 C9 aromatics 0.023 3.25E-11  

C5H15NO2H 122.1176 
 

0.0012 3.25E-11  

C5H2O4H 127.0026 
 

-0.0043 1.82E-11  

C7H10O2H 127.0754 
 

0.013 1.82E-11  

C7H13NOH 128.107 
 

2E-05 1.82E-11  

C10H16H 137.1325 MT parent 0.015 1.82E-11 Used MT 
fragment 
(C6H8H) for 
all calculations 

C8H14O2H 143.1067 
 

-0.0008 1.61E-10  
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C10H16OH 153.1274 camphor 0.0045 1.82E-11  

C6H5O3ClH 161 
 

-0.0037 1.82E-11  

C11H17O3Si3 281.048 Siloxane 0.0033 4.80E-12  

C11H11O7Si 283.0269 Siloxane 0.0039 4.80E-12  

C12H21O3Si3 297.0793 Siloxane 0.018 4.80E-12  

C12H15O7Si 299.0582 Siloxane 0.022 4.80E-12  

C9H27O5Si5 355.0699 Siloxane 0.012 4.80E-12  

C10H31O5Si5 371.1012 D-5 Siloxane 0.025 4.80E-12  

C10H25O9Si3 373.0801 Siloxane 0.01 4.80E-12  

 

Table 2.2. All detected ions with statistically significant air-sea flux. Molecular composition 
assignments were made determined as the most reasonable structure for the ions exact mass. 
Molecular compositions listed include the added proton from the proton-transfer reaction 
ionization mechanism. MT was detected at both the parent mass (C10H16H) and at a fragment mass 
(C6H8H). For the instrument configuration used in this work the fragment mass was detected at 
higher sensitivities and was used for all reported values in this work. We neglect the MT parent 
mass from all reported values to avoid double counting. 
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Figure 2.1. Campaign mean diel profiles of windspeed, wind direction, solar irradiance, and O3 
gas phase mixing ratios observed at Scripps Pier. Wind directions from 200 to 360° are from the 
ocean and otherwise are from the land.   
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Figure 2.2. (a) timeseries of Vocus signal backgrounds and calibration factors determined during 
ambient sampling for DMS and xylene. Periods I. and V. are ambient sampling periods, period II. 
is a background determination by dry N2 overflow, and periods III. and IV. are standard additions 
to ambient air at 510 and 1020 pptv for xylene and 1280 and 2560 pptv for DMS. (b). resulting 
calibration curve and instrument sensitivities for DMS and xylene from standard addition 
calibration in (a). Points at standard addition mixing ratio of 0 pptv are mean ambient count rates 
prior to the standard addition.  
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Figure 2.3. Instrument signal decay at 10 Hz during a dry UHP N2 overflow background 
determination and exponential decay fit to data used to determine instrument response time (τ = 
0.2 s). 
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Figure 2.4. (a) EC flux lag time determination by cross covariance analysis of DMS flux during a 
single flux period. The maximum of the cross-covariance was found at -13 seconds. (b) Cross-
covariance curves for all EC flux periods separated into Period 1 which was before an instrument 
shutdown and Period 2 which was after an instrument shutdown. Determined lag times showed a 
step change between the two periods due to data logging computers becoming further 
desynchronized following the power outage. Solid and dashed black lines are the mean cross-
covariance from Periods 1 and 2 respectively. (c) optimum lag time taken as the absolute maximum 
(Max lag method), or the maximum of a 10-point moving median function (Mov mean) of the 
DMS cross-covariance function from each flux calculation period. The bimodal distribution 
corresponds to lag times determined for periods before and after the instrument shutdown period. 
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Figure 2.5. Optimum lag time determination for isoprene fluxes taken as the absolute maximum 
(Max lag method), or the maximum of a 10-point moving median function (Mov mean) of the 
DMS cross covariance function from each flux calculation period. The Iterative Lag method is the 
mean lag time determined by the Max Lag method for DMS, MeSH, and acetone for each flux 
averaging period. Isoprene EC flux has lower S/N resulting in higher variance in the determined 
optimum lag time by the Max or Mov mean lag methods compared to the Iterative method.  
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Figure 2.6.  Representative (a) frequency weighted cospectra, and (b) cumulative flux contribution 
(ogives) for DMS, sensible heat, and the ideal cospectrum from Kaimal et al. (1972),67 from a 
single 30-minute flux averaging period with wind speed of 4.3 m s-1.  
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Figure 2.7. Campaign mean diel profiles of flux magnitude and gas phase mixing ratios for (a) 
DMS, and (b) acetone.  
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Figure 2.8. Campaign mean flux (F) wind-speed relationships for DMS, MeSH, MeOH, and 
acetone.  F less than 0 represent deposition into the ocean and F greater than 0 are emissions into 
the atmosphere. 

 

 

 

 

 

 

 

 



109 
 

 

Figure 2.9. Flux regressions from individual 30-minute flux averaging periods of (a) MeSH vs 
DMS (R2 = 0.78), (b) acetone vs DMS (R2 = 0.06),  (c) isoprene vs DMS (R2 = 0.04), and (d) 
monoterpene (MT) vs isoprene (R2 = 0.20),  with points coloured by ocean chlorophyll 
concentration. Dashed grey lines are linear-least squares best fit lines. 
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Figure 2.10. The fraction of the total gross emission and deposition NMVOC carbon mass flux 
that is accounted for as a function of the number of ions considered. DMS emission flux accounts 
for 40% of NMVOC carbon mass emission flux and acetone accounts for 40% of deposition flux.  
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Figure 2.11. Pie chart of NMVOC carbon mass flux for (a) net emitting, and (b) net depositing 
species.  
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Figure 2.12. Campaign mean diel profile of speciated NMVOC carbon mass flux (FC) with 
emissions being FC greater than 0 μg m-2 hr-1. Wind direction for hour of day 0 – 10 were 
consistently from land throughout the campaign and flux values are not reported. Mean diel 
profiles of horizontal wind-speed (dotted line), and acetone gas phase mixing ratios (light grey 
solid line) are also plotted.  
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Figure 2.13. Campaign mean diel profile of OH reactivity from gas phase mixing ratios of all 
observed NMVOC with statistically significant EC flux. Shaded regions are the ±1σ variance.  
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Figure 2.14. Pie chart of NMVOC emission fluxes weighted by NMVOC bimolecular rate 
constant with OH.  

 

  



115 
 

 

Figure 2.15. Eddy covariance flux measurements of isoprene sea-to-air exchange as a function of 
total solar irradiance (black squares, binned means with standard deviation). Individual flux 
measurements are shown colored by windspeed (m s-1). Laboratory determination of 
photochemical isoprene production from sea surface microlayer samples, as determined by Ciuraru 
et al. (2015),76 is also shown with the black dashed line (for ER = 1) linearly scaled to short wave 
radiation fluxes (e.g., FC5H8 = 8.0 × 108 molecules cm-2 s-1 at irradiance = 200 W m-2). 
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Chapter 3. Assessing irreversible trace gas uptake to cloud droplets using airborne 
vertical flux measurements 

Abstract 

The uptake of reactive trace gases to cloud droplets is a significant loss process in the atmosphere 

for molecules that are both soluble and have fast aqueous phase reaction rates. Laboratory studies 

of trace gas uptake to water droplets have provided constraints on appropriate uptake rates for use 

in global chemistry models. To date, a method to directly measure reactive gas cloud uptake rates 

in situ in the atmosphere has been elusive. Here we present airborne vertical flux observations of 

hydroperoxy methylthioformate (HPMTF, C2H4O3S) under cloudy and clear sky conditions as a 

method to directly assess cloud loss rates. For flights in a stratocumulus cloud-capped planetary 

boundary layer (PBL), we determine vertical exchange velocities (vex) of HPMTF of > 5 cm s-1 

(measured at ½ the boundary layer depth) suggesting rapid HPMTF loss aloft. This vertical flux is 

much faster than what can be explained by the clear sky entrainment flux into the free troposphere 

(FT), as FT entrainment velocities (we) range from 0.12 to 0.72 cm s-1 for marine stratocumulus 

clouds. Measured vex of HPMTF under clear sky conditions were <1 cm s-1 which is generally 

consistent with entrainment driven flux. The observed vex of +5 cm s-1 under cloudy conditions 

implies an HPMTF lifetime to cloud uptake of approximately 2.1 hrs in the PBL. HPMTF cloud 

loss represents an important terminal sink for marine reactive sulfur which is not accounted for in 

current models. Up to 40% of emitted DMS goes on to form HPMTF, which if lost to clouds will 

make no contribution to aerosol production or growth. Interpolation of the observed flux 

divergence profile to the cloud base height allows for calculation of a cloud entrainment velocity 

from the cloud free fraction of the PBL into the cloud layer (vc) at the cloud base to be 10.3 cm s-

1, which we take as the rate of turbulent mixing from the cloud free fraction of the PBL into the 

cloud layer.  Vertical concentration profiles show that HPMTF is highly depleted (<2 pptv) in the 
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FT above the cloud capped PBL, supporting irreversible loss to cloud droplets. In clear sky cases, 

HPMTF concentrations were sustained into the FT. Vertical flux measurements of HPMTF from 

a ground site (measurement height 13 m) showed mean vex of -0.78 ± 37 cm s-1 to the coastal ocean 

surface at a mean windspeed of 3 m s-1, supporting that HPMTF is a soluble molecule which 

deposits into the ocean at the air-side resistance limit. We propose that HPMTF is uniquely suited 

for assessing cloud loss in the PBL, as HPMTF shows irreversible uptake to cloud droplets and is 

continuously produced by dimethyl sulfide (DMS) oxidation during daytime within the PBL which 

sustains measurable HPMTF signal despite rapid consumption in clouds aloft. Work to incorporate 

these vertical flux observations and calculated cloud entrainment rates into large eddy simulation 

(LES) and global chemical transport models (CTM) for a comprehensive treatment of cloud uptake 

is ongoing.  

3.1. Introduction 

Cloud droplets in the atmosphere can act as a terminal sink or reaction site for trace gases affecting 

reactive trace gas budgets and contributing to acid rain. The total transfer rate of a gas into a droplet 

incorporates multiple processes including 1) diffusion in the gas phase to the liquid surface, 2) 

accommodation of the gas onto the liquid surface, 3) possible chemical conversion in the liquid 

phase, and 4) diffusion in the liquid away from the interface. For very high solubility gases like 

nitric acid (HNO3, KH = 2.1 × 105
 M atm-1), reactive uptake coefficients (γ) to cloud droplets are 

large (>0.05), uptake is irreversible, and total gas transfer rates are limited by gas diffusion rather 

than mass accommodation rates.1 For partially soluble gases that are not rapidly converted to 

soluble products in the liquid phase, such as hydrogen peroxide (H2O2), the liquid surface becomes 

saturated driving re-evaporation and an equilibrium between droplet and gas phase concentrations. 

Heterogeneous reactions can act to enhance droplet uptake by reacting with sparingly soluble 
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species. For example, sulfur dioxide (SO2) which is sparingly soluble (KH  = 1.2 M atm-1) can be 

oxidized by H2O2 and other species in droplets to form sulfate (SOସ
ଶି).2 Laboratory studies of gas 

entrainment rates and mass accommodation factors onto droplets and of droplet heterogeneous 

reactivity have been performed for select species.  

Ambient observations of depletion of N2O5 in clouds and fog has been noted several times in the 

literature, with an observed lifetime of NO3 of less than 1 minute in fog.3,4 Those observations are 

consistent with expectations of fast loss rates for species with irreversible uptake. A newly 

observed significant dimethyl sulfide (DMS) oxidation product hydroperoxymethyl thioformate 

(HPMTF, HOOCH2SCHO), has been observed to be ubiquitous in the global marine atmosphere 

by airborne sampling.5 HPMTF was observed to be rapidly depleted within clouds, which suggests 

cloud processing may be an important sink for marine sulfur with unclear overall impacts on 

aerosol formation and growth. However, to date no general method exists to directly measure the 

effective total loss rates to clouds and corresponding lifetimes in the ambient atmosphere, with 

prior ambient studies only noting depletion in concentration. 

For a soluble species with irreversible uptake, uptake once within the cloud layer is expected to be 

fast, following diffusion limited uptake. For instance, Levine and Schwartz (1982)6 calculated the 

lifetime of HNO3 in a fair weather cumulus cloud layer to be 5 s, set by diffusion limited uptake. 

Residence times (τc) within stratocumulus clouds are significantly longer, on the order of 15 

minutes to 2 hours.7  This suggests that species with irreversible uptake will be completely depleted 

in the cloud layer, as the cloud residence time is much longer than the diffusion limited uptake 

lifetime. The lifetime of a molecule within the cloud layer is dependent on the droplet size 

distribution, gas phase diffusion constants (D), and uptake coefficients (γ), all of which are readily 

measurable products. Values for γ on liquid water droplets have been determined in laboratory 
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studies to be 0.07 to 0.193 for HNO3 at 268 K and 293 K respectively, 0.064 to 0.177 for HCl at 

294 K and 274 K respectively, 0.04 to 0.061 for N2O5 (282 and 271 K),  0.18 for H2O2 at 273 K 

with an observed decrease at higher temperatures, and 0.11 for SO2 with no observed temperature 

dependence.1,8 All of the listed γ are larger than the threshold for diffusion limited uptake which 

is typically taken as γ=0.03.  Less clear are the appropriate rates for mixing of an airmass into the 

cloud layer and residence time within the cloud. A model evaluation of cloud uptake to marine 

stratocumulus clouds using LES coupled to a trajectory-ensemble model by Feingold et al. (1998)9 

calculated that individual turbulent air parcels spend ca. 25% of their time within cloud for a 750 

m BLH height where the top 250 m contained cloud droplets.  Results from this study were 

consistent with fast uptake within the cloud layer with diffusion limited lifetimes of <10 s for 

HPMTF, with total PBL integrated cloud loss rates controlled by the entrainment rate of parcels 

into the cloud. Holmes et al. (2019)10 implemented a revised scheme for cloud uptake in a CTM  

which included cloud spatial information and explicitly treated the entrainment rate of parcels into 

clouds. Overall cloud loss rates of N2O5 in that study were limited by the entrainment rate of PBL 

air parcels into clouds, with the lifetime of N2O5 within the cloud layer found to be 10 s. A fixed 

cloud residence time of 1 hr was used in that study which was based on mean residence times for 

stratus and stratocumulus clouds. As noted in that work, total cloud loss rates are acutely sensitive 

to the cloud entrainment rate and the residence time within the cloud and that implementation of 

spatiotemporal variation in those parameters will be necessary. The net effect of cloud uptake of 

N2O5 in that study accounted for 5% of global NOx loss and a reduction of OH and O3 loadings by 

2%, comparable to the effects of N2O5 uptake to aerosol. These model results are consistent in 

validating that uptake of highly soluble species once within clouds is fast but that constraints on 
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the entrainment rate into clouds are needed to more accurately treat the net effect of cloud 

processing on the lifetimes of soluble species.   

Stratocumulus clouds within the turbulent PBL are a common feature over cooler regions of the 

subtropical and mid-latitude oceans, where mean annual coverage can exceed 50%.11 Globally 

stratus and stratocumulus clouds are typically present over 10-70% of the PBL, suggesting loss to 

clouds within the PBL to be a potentially significant term in reactive trace gas budgets. Here we 

present airborne flux observation of HPMTF under cloudy and clear sky conditions which show 

divergent vertical flux profiles. Vertical flux of HPMTF in the cloud-capped PBL is fast and 

positive (vex 4-6 cm s-1) indicative of rapid loss aloft in the cloud layer. We use these observations 

to directly assess cloud loss rates and lifetimes of HPMTF and to explore the impacts of HPMTF 

cloud loss on marine sulfur cycling.  

3.2 Methods 

3.2.1 Airborne Observations 

Airborne observations of HPMTF and several additional chemical tracers were made from the 

NASA DC-8 platform as part of the NASA Atmospheric Tomography (ATom) the NASA Student 

Airborne Research Program (SARP) campaigns. The SARP flight was split into two legs, one over 

the coastal ocean (hereon termed SARP Marine) and one over the inland Salton Sea (SARP 

Salton). The SARP Marine leg was used for flux assessment in the cloud capped PBL. The SARP 

Salton leg was not suitable for flux analysis but allowed for comparison of DMS and HPMTF 

mixing ratios and vertical profiles in clear sky conditions. The ATom flight planning was not 

optimized for flux analysis and only one best case clear sky set of flights was used for HPMTF 

flux analysis. Further specific details of each flight campaign are presented in Sections 3.2.1.4 and 

3.2.1.5. All measurements of HPMTF were made with the NOAA iodide chemical ionization mass 
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spectrometer described in detail in Veres et al. (2020).5 Three-dimensional wind speeds on both 

campaigns were recorded with the Meteorological Measurement System (MMS).12 Observations 

of HPMTF mixing ratio and vertical wind speed from the MMS system were used to calculate 

vertical flux by the eddy covariance method as described in Sections 3.2.1.1 to 3.2.1.3.  

3.2.1.1. Eddy covariance and wavelet flux analysis 

Eddy covariance is a well-established method for the determination of the vertical flux of trace 

gases and energy in a turbulently mixed environment. EC flux (F) is calculated as the time-

averaged product of the deviations in vertical wind (w) and a scalar (c) over some characteristic 

averaging time shown in Equation 1., where overbars represent means, primes represent 

instantaneous deviations from the mean, and n is the total number of sample points in a given flux 

averaging period. Exchange velocity (vex) is calculated from F following Equation 2, where ca is 

the mean gas phase mixing ratio during the flux averaging period. 
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Airborne vertical flux measurements have long been used to assess budgets of trace gases in the 

atmosphere.13–15 Recent advances in instrumentation for detection of trace gases has enhanced the 

number of atmospheric constituents which can be characterized simultaneously in airborne flux 

studies.15,16 These studies have enabled determination of emission rates from heterogeneous across 

heterogeneous ecosystems,15,17 vertical flux divergence driven by fast chemical reactions,15 and 

direct determination of entrainment rates (we) of air from the free troposphere into the PBL.18 



122 
 

3.2.1.2 EC Data Treatment 

All EC flux determinations were performed at 1 Hz time resolution. The following standard data 

processing procedures were applied prior to EC flux calculations: 1) despiking of scalar data 

following Mauder etl al. (2013).19 2.) detrending of scalar data by linear interpolation over the flux 

averaging period. 3.) At 1 Hz data resolution, all instruments had sufficiently fast response and 

clocks were sufficiently well synchronized that time that no time lag was observed between scalar 

and vertical wind velocity signal when flux signal was strong. Therefore, a fixed lag time of 0 s 

was applied for all calculations.  

Flux averaging periods were manually selected via the following criteria: 1.) aircraft altitude was 

level to within 30 m over the full leg. 2.) aircraft pitch and roll did not exceed 5° during the leg. 

3.)  data periods were selected to avoid gaps in data for any of the scalars of interest driven by 

instrument calibration or zeroing periods or other outages.  

Continuous wavelet transform (CWT) methods for computing EC flux have emerged as powerful 

technique in airborne flux studies as it does not require homogeneity or stationarity over the 

averaging period and because it preserves time information. This allows for the computed flux to 

resolve changes over heterogeneous surfaces. We present flux results using the continuous wavelet 

transfer using the Morlet mother wavelet. See Torrence and Campo (1998)20 for further 

information on wavelet methodologies and Mistzal et al., (2014)21 and Wolfe et al., (2015)15 for 

details on application of wavelet methods for airborne EC flux applications. An example CWT EC 

flux determination is presented in Figure 3. 1, including the scalar and CWT flux timeseries and 

spectral analysis. 
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3.2.1.3 Flux error analysis 

Uncertainties in EC measurements arise from sensor noise, biases in sampling, and fundamental 

uncertainties driven by the stochastic nature of turbulence.16  Systematic error from the under 

sampling of turbulent eddies at high or low frequencies was assessed following. Lenschow et al. 

(1994)22 derived a method for assessing the upper limit of this systematic error (SEturb) as a function 

of sampling height (z), PBL height (zi) and the flux leg length (L) as shown in Equation 3.  This 

error ranged from 2-3 %, suggesting flux legs were sufficiently long to capture a representative 

distribution of eddies. Random error arising from the stochastic nature of  turbulence (REturb) was 

calculated following Lenschow et al. (1994)22 as shown in Equation 4, which was found to be from 

11 to 16% for the SARP Marine flux observations. Total random flux error (REs) from uncorrelated 

sensor noise was assessed following the methodology of Finkelstein and Sims (2001), which treats 

random error as the variance of the covariance between x and w as shown in Equation 5.16,23 Terms 

such as 𝑥ᇱ𝑤௣
ᇱതതതതതത represent the cross-covariance or auto-covariance at a lag time p. REs was calculated 

using a lag time range of 0 to one-half the length of the flux timeseries.   
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For HPMTF REs was from 0.07 to 0.13 pptv m s-1 (or approximately 30%) for the SARP Marine 

legs and 0.32-0.46 pptv m s-1 (80-120%) for the ATom-4 flux legs.  
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3.2.1.4 NASA ATom mission 

The NASA Atmospheric Tomography (ATom) study was a series of research campaigns from 

2016-2018 on the instrumented NASA DC-8 aircraft which sampled the daytime remote marine 

atmosphere over the Pacific and Atlantic Oceans.24 Typical flight patterns consisted of vertical 

profiles from 0.2 to 14 km above the ocean surface between latitudes 80°N and 85°N. Following 

each vertical profile, a stable flight leg of duration ca. 5 minutes was flown within the boundary 

layer, typically at an altitude of 150 to 200 m above the ocean surface. The NOAA iodide chemical 

ionization time-of-flight mass spectrometer (iodide CIMS) sensor for HPMTF was included on 

aircraft payload for ATom-3 occurring in September to October 2017, and ATom-4 from April to 

May 2018. HPMTF is an oxidation product of DMS which was observed on ATom to be a 

ubiquitous sulfur reservoir species in the remote marine troposphere.5 Observations from ATom-

1 and ATom-2 are not included in this work. All data used in this work was taken from the publicly 

available 1 Hz data merge.25 Table 3.1 describes instruments details and uncertainties for all 

measured species used in this work.   

3.2.1.5 NASA SARP flights 

A targeted marine airborne flux flight was flown on the NASA DC-8 as part of the NASA Student 

Airborne Research Program (SARP) on August 17th 2019. The flight path included three targeted 

flux legs of greater than 5 minutes (>30 km) at altitudes of 170, 250, and 170 m sequentially, 

within the PBL offshore of Los Angeles, CA. The PBL during these flights was capped by marine 

stratocumulus clouds for the full flight path, verified by analysis of the archived front-facing 

camera on the DC-8. This flight will be referred to hereafter in the text as SARP Marine. The flight 

track of the SARP Marine flight is shown in Figure 3.2. 
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An additional flight under clear sky conditions was also performed with the same platform on the 

same day over the Salton Sea at an altitude of 350 m, which showed enhancements of both DMS 

and HPMTF immediately over the Salton Sea. This flight was not flown as a targeted airborne flux 

study, unlike the SARP marine, resulting in flight maneuvers not conducive to EC analysis and all 

calculated HPMTF flux values being below the limit of detection. This flight will be referred to 

hereafter in the text as SARP Salton. The Salton Sea is an inland saline lake with dimensions 24 

by 56 km, located approximately 200 km south west of Los Angeles, CA. The flight track of the 

SARP Salton flight is shown in Figure 3.3. An overview of instrumentation on the DC-8 for both 

SARP flights is given in Table 3.2.  Front-facing camera images showing cloud cover during the 

SARP Marine, SARP Salton, and ATom-4 May 1st PBL legs are shown in Figure 3.4.  

3.2.2 Ground site coastal ocean HPMTF deposition study 

The HPMTF exchange velocity (vex) was also measured from a ground site at the end of the 330 

m Scripps Pier at the Scripps Institute of Oceanography, La Jolla CA in July and August 2018. 

HPMTF was detected with a compact time-of-flight mass spectrometer utilizing iodide reagent ion 

chemistry (cToF). The cToF was deployed to a climate-controlled trailer at the end of the pier and 

sampled through a 0.625 cm i.d. PFA Teflon inlet with a length of 20 m. The inlet was pumped at 

a rate of 20 slpm with the cToF subsampling at 1.5 slpm. Temperature and relative humidity were 

recorded inline downstream of the cToF subsampling point. The inlet sampling point was 

collocated with a sonic anemometer (Gil HS-50) located on a boom extending 7 m beyond the end 

of the pier at a measurement height 10 m above the mean lower low tide level. The cToF recorded 

the full mass spectrum at 10 Hz. Mass resolution of the cToF is ca 1000 m/Δm and signals were 

integrated at unit mass resolution. HPMTF was detected as a stable adduct with iodide at -m/Q 235 

which is isobaric with the detection product N2O5. NO3 and N2O5 are rapidly photolyzed during 
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the day (τ<10 min) and N2O5 is therefore expected to have negligible contribution to the observed 

signal during daytime. The lifetime of N2O5 was calculated throughout the campaign and data 

periods were rejected if the N2O5 lifetime was greater than 2 minutes.  For periods when the N2O5 

lifetime was less than 2 minutes, all signal at -m/Q 235 was treated solely as HPMTF. Instrument 

sensitivity to HPMTF was determined by scaling normalized signal intensity to humidity 

dependent sensitivities determined in the laboratory following the campaign.  Instrument 

backgrounds were determined by overflowing the full inlet with dry ultra-high purity N2 

approximately every 30 minutes. Further details of the instrument deployment and flux data 

processing from the same instrument and deployment but utilizing a different reagent ion 

chemistry are provided in Novak et al (2019).31 

3.3 Results  

3.3.1 DMS to HPMTF Ratios 

The ratio of DMS to HPMTF mixing ratios ([DMS]/[HPMTF]) from the SARP Marine (cloudy) 

and SARP Salton (clear-sky) binned by altitude are shown in Figure 3.5. Observed 

[DMS]/[HPMTF] serves as a tracer of the relative loss rate of HPMTF in different sampling 

environments assuming that HPMTF production rates from DMS are constant. Mean 

[DMS]/[HPMTF] was 29.5 ± 22.5 for the SARP Marine flight, and 4.4 ± 2.1 for the SARP Salton 

Sea flight at altitudes 100-400 m. The larger ratio observed for the SARP Marine flight implies 

that either HPMTF production from DMS oxidation was slower or that HPMTF loss rates were 

higher compared to the SARP Salton flight. Rapid loss of HPMTF to cloud droplets during the 

SARP Marine flights would be one potential explanation for the large difference in observed 

[DMS]/[HPMTF].  The increase in observed [DMS]/[HPMTF] with altitude for the SARP Marine 

flight is a useful additional indicator for HPMTF cloud loss, as DMS concentration and HPMTF 
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production are constant with altitude in the PBL but HPMTF loss is enhanced in the cloud layer. 

[DMS]/[HPMTF] within the cloud layer was 940, driven by the near complete consumption of 

HPMTF in the cloud. [DMS]/[HPMTF] below cloud also increased with altitude and was 

measured to be 21 and 84 at bin mean altitudes of 215 and 315 m respectively. The observed 

[DMS]/[HPMTF] on the SARP Salton flight was below 6 for all altitudes within the PBL and into 

the FT. This much smaller ratio compared to the SARP Marine flight suggests HPMTF loss rates 

were significantly lower in the clear sky Salton Sea flight. Determination of [DMS]/[HPMTF] 

from individual boundary layer profiles during ATom was not possible due to the 2-minute time 

resolution of DMS measurements during that campaign. However, observed boundary layer 

[DMS]/[HPMTF] across the campaign was consistently less than 2, with a mean of 0.4 for altitudes 

of 200-400 m, consistent with the typical low to no cloud flight conditions during ATom. The 

SARP Marine and SARP Salton flights were flown on the same aircraft with the same instrument 

payload on the same day, allowing direct comparison of observations.  

3.3.2 Vertical flux in stratocumulus capped MBL 

Vertical fluxes of HPMTF were assessed in the stratocumulus capped MBL at altitudes of 170 and 

250 m during the SARP Marine flights. A map of HPMTF across the flight track is shown in 

Figure 3.1 with the altitude and spatial midpoint of each leg indicated on the map. HPMTF mixing 

ratios were roughly constant across the marine flux legs ranging from 3 to 10 pptv and were 

constant with altitude within the PBL. DMS, which is the precursor species of HPMTF ranged 

from 50 to 140 pptv as determined by proton transfer reaction mass spectrometer measurements 

(PTR-MS). A timeseries of HPMTF and DMS mixing ratios during the flux legs the is shown in 

Figure 3.6. HNO3 within the stratocumulus capped MBL was below 15 pptv and showed high 

variance (σ = 12 pptv) precluding the possibility the use of HNO3 in EC flux analysis as a tracer 
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of cloud processing. Ocean surface spatial heterogeneity is assumed to be negligible over the 

sampling region and we therefore report a single mean flux value for each calculated flux region 

and do not make use of the temporal flux data provided by the CWT analysis.   

The SARP Marine flight was divided into three flux analysis legs (L1-L3) flown sequentially at 

altitudes of 180, 255, and 170 m. Observed mean HPMTF mixing ratios for legs 1-3 were 6.6, 4.9 

and 5.8 pptv respectively. Observed HPMTF vex calculated by CWT EC analysis were 5.6, 6.0, 

and 5.2 cm s-1 respectively. The vertical flux divergence profile of HPMTF is shown in Figure 

3.7. The increase in observed vex at 255 m of 6.0 cm s-1 compared to vex of 5.4 cm s-1 is qualitatively 

consistent with a flux divergence term driving enhanced positive flux aloft from cloud processing.  

Also plotted in Figure 3.7 is the mean observed HPMTF vex of -0.78 cm s-1 observed from a coastal 

ground site at Scripps Pier, La Jolla CA discussed further in Section 3.3.3. The large positive vex 

observed aloft compared to the measured surface deposition flux of -0.78 cm s-1 implies a strong 

vertical flux divergence for HPMTF. Liner fitting of the observed flux vertical profile gives a best 

fit line with equation: vex = (altitude – 19.4)/33.15. Interpolation of the observed profile to the top 

of the PBL implies a we of 16.3 cm s-1 in order to drive the observed vertical flux profile. As noted 

previously, we rates of entrainment from the FT in stratocumulus clouds have been measured from 

0.12 to 0.7 cm s-1, which is 1-2 orders of magnitude lower than needed to explain our observations. 

The observed large positive vex aloft necessitates a rapid consumption of HPMTF aloft in the PB. 

Rapid consumption of HPMTF in the cloud layer is supported by analysis of the vertical mixing 

ratio profile of HPMTF, where HPMTF in cloud was <2 pptv and below cloud was >5 pptv, 

discussed further in Section 3.3.1.  The use of a linear fit to the observed flux profile is a 

simplifying assumption and the profile within the cloud layer may have a more complex functional 

form that would change the calculated we at the top of the cloud layer. Determination of an 
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idealized HPMTF flux profile following a mass balance approach following Wolfe et al. (2015) is 

in progress.32 Extrapolation of the vertical profile within the cloud free fraction of the PBL is 

expected to be less sensitive to shape of the fit, given the direct observational constraints, and so 

confidence in the determined cloud uptake lifetime discussed in Section 3.4.1 is higher.   

3.3.3 Vertical flux in clear sky MBL 

Vertical flux of HPMTF was also assessed under clear sky conditions using data from the ATom 

campaign. ATom was not designed for flux analysis and the number of stable level legs within the 

PBL were limited. Additionally, flight legs at multiple altitudes within the PBL were only 

performed twice each during ATom 3 and 4, limiting the opportunity for vertical flux divergence 

analysis. We therefore selected flight legs conducted on May 1st, 2018 during ATom 4 as a case 

study for HPMTF vertical flux under clear sky conditions. The May 1st flight legs were selected 

due to the very high observed HPMTF mixing ratios in the PBL (>70 pptv), which were among 

the highest observed values across ATom 3-4. A spatial map of the May 1st flight region and a 

timeseries of HPMTF, SO2, and altitude are shown in Figure 3.8. 

HPMTF EC flux was calculated for four sequential flux legs (L1-L4) at altitudes of 180, 390, 570, 

and 170 m respectively. Mean HPMTF mixing ratios for all legs were from 60 – 80 pptv. The 

observed vertical profile of HPMTF mixing ratio and vex is shown in Figure 3.9. Observed vex for 

all legs was from 0.44 to 0.84 cm s-1, with an observed positive vertical flux divergence. For the 

sequential stacked flux legs (L1-L3), vex at altitudes 180, 390, and 570 m were 0.50, 0.67, and 0.84 

cm s-1 respectively. Linear fitting of the observed vertical flux profile and interpolation to the top 

of the PBL allows for a calculation of we which was found to be 1.5 cm s-1. While this is a factor 

of two higher than observations of we in stratocumulus clouds (0.12-0.7 cm s-1) derived from DMS 

profiles, it still shows clear divergence from the derived we in the cloud capped MBL of 16.2 cm 
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s-1. HPMTF is likely non well suited as a conserved tracer for determining we compared to DMS, 

as HPMTF is expected to have faster loss to oxidation by OH and potential experiences irreversible 

heterogenous uptake. The rate constants for HPMTF production from DMS oxidation also 

decrease with temperature, creating an additional term in the vertical profile that must be resolved.   

3.3.4 Ground site deposition flux 

HPMTF mixing ratios observed at the ground based Scripps pier coastal ocean site were found to 

be from 0 to 20 pptv, with a clear diel profile peaking in early afternoon and rapid falloff in the 

evening as shown in Figure 3.10a. HPTMF flux showed a consistent deposition flux to the ocean 

(negative vex). Mean HPMTF vex was  -0.78 ± 0.37 cm s-1 with magnitude increasing with wind-

speed as expected deposition of a species where deposition is controlled by air-side resistance (as 

shown in Figure 3.10b).33,34  These observations of deposition to the surface ocean are consistent 

with expectations of a highly soluble molecule that has irreversible uptake to water surfaces. 

Preliminary box model studies of HPMTF production and loss rates suggest that the observed rapid 

fall off in HPMTF mixing ratios in the late afternoon is faster than can be explained by dry 

deposition and oxidation by OH using available literature determinations of the bimolecular rate 

constant.35 This suggests the presence of additional fast loss processes for HPMTF including 

heterogeneous and cloud processing. Marine stratocumulus clouds from early evening through late 

morning were a persistent feature at this sampling site. The development of late afternoon 

stratocumulus clouds was observed for all days of this study as confirmed by MODIS remote 

sensing imagery. An assessment of the consistency of the observed diel profile of HPMTF with 

rapid cloud uptake is in progress.  
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3.3.5 Vertical concentration profiles as indicators of cloud processing 

Analysis of vertical concentration profiles in cloudy and clear sky allows for qualitative assessment 

of cloud processing for species where the EC analysis was not inconclusive or not statistically 

significant. The vertical profiles of HPMTF and H2O2 mixing ratios from the SARP Marine 

observations show depletion starting at approximately 360 m through to the PBL height of 560 m 

as shown in Figure 3.11. These observations are indicative of rapid loss within the cloud layer for 

those molecules. Notably, HPMTF in the cloud layer is completely depleted (<2 pptv), while H2O2 

in cloud is from 300 – 500 pptv. This indicates that HPMTF cloud uptake is irreversible, while 

H2O2 shows equilibration and re-evaporation from cloud droplets. O3, CO, and DMS vertical 

concentration profiles are constant across the cloud free and cloudy fractions of the PBL, consistent 

with expectations for low solubility molecules. HNO3, H2O2, and O3 mixing ratios are enhanced 

in the FT immediately above the cloud layer. This enhancement may be driven by several factors 

including, increased photochemistry immediately above the cloud layer from reflection of solar 

radiation, presence of a stable stratified layer of urban influenced air above the cloud height, or 

evaporation of cloud droplets at the cloud top releasing photochemical precursors. It is not clear 

what mechanism is responsible for the observed enhancement in mixing ratios. This enhancement 

of HNO3, H2O2, and O3 mixing ratios in the FT troposphere relative to the PBL is expected to drive 

an entrainment flux of these molecules into the PBL which would complicate EC flux observations 

of those species within the PBL. Mixing ratios of both DMS and HPMTF are low above the cloud 

top in the FT, consistent with expectations for molecules controlled by a sea-surface emission 

source. 

Observed vertical concentration profiles under clear sky conditions from the ATom-4 May 1st 

flight legs show distinct behavior from the cloudy PBL case as shown in Figure 3.12. Both 



132 
 

HPMTF and H2O2 mixing ratios follow a roughly linear profile across the boundary layer top at 

approximately 700 m. HPMTF mixing ratios decrease with altitude up to 2000 m, which is 

consistent with expectations for production in the PBL from ocean DMS emissions and loss aloft 

to reactions with OH and heterogeneous uptake.  

3.4 Discussion 

3.4.1 Assessing HPMTF lifetime to cloud processing 

Linear interpolation of the observed flux divergence profile during the SARP Marine flight allows 

for assessment of the net effective PBL cloud entrainment velocity (vc) and cloud uptake lifetimes 

of HPMTF. Taking the cloud base height of 360 m based on observed change points of HPMTF 

and H2O2 concentration profiles as shown in Figure 3.9. Extrapolating the observed flux profile 

to cloud base gives a calculated vc of 10.3 cm s-1. We take this determination of cloud base vc to 

be the overall velocity of turbulent transfer into the cloud layer. It is this rate which fundamentally 

sets the total loss rate to cloud uptake in the PBL. It is not clear what functional shape the flux 

divergence profile should take within the cloud layer. Observations of we of entrainment from the 

FT into the PBL have been measured to be from 0.12 to 0.7 cm s-1 for marine stratocumulus clouds. 

For HPMTF, which is completely depleted in the FT, this entrainment would also contribute a 

positive flux term for HPMTF aloft. However, based on the magnitude of vc vs we, we elect to treat 

the influence of we as negligible on the observed flux divergence profile for this analysis and use 

a linear interpolation.  

Following the same linear interpolation approach, we calculate the effective cloud entrainment 

velocity (vc,eff) at the mid height of the cloud-free PBL (180 m) to be 4.8 cm s-1. This value is taken 

as the mean cloud entrainment flux experienced by the cloud free fraction of the PBL which is 

subject to cloud uptake and processing. Dividing the height of the cloud free fraction of the 
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boundary layer (360 m) by vc,eff then yields an estimate of the overall lifetime of HPMTF to cloud 

loss in the PBL (𝜏௖௟௢௨ௗ). 𝜏௖௟௢௨ௗ was calculated to be 2.1 hrs by this approach. This approach 

assumes that loss inside the cloud is fast and so only the mixing time into the cloud base is 

significant. This also implies that vex measured in the middle of the cloud layer would be 0 as all 

HPMTF consumption has already occurred near the cloud base. The lifetime of HPMTF to dry 

deposition to the surface ocean is ca. 1.1 days based on observed deposition rates at Scripps Pier, 

and lifetime to oxidation by OH is ca. 9.3 hrs taking [OH] = 1 × 106 molecules cm-3 and the 

bimolecular rate constant kOH = 3  × 10-11 cm3 molecule-1 s-1 recently determined in laboratory 

studies. Uptake of HPMTF to aerosols has not yet been quantified, but based on relative surface 

area we expect loss rates to clouds will be dominant.7  

The observed lifetime of HPMTF to cloud uptake (2.1 hrs) is short compared to deposition and 

oxidation suggests that cloud loss is the dominant HPMTF loss process in the cloud capped PBL. 

HPMTF lost to clouds is a terminal sink of sulfur that will not contribute to aerosol formation or 

growth, which will act to dampen the link between DMS emissions and aerosol growth and CCN 

concentrations. Chemical box modelling constrained by the ATom observations suggested that up 

to 40% of emitted DMS goes on to form HPMTF.5 Therefore, in the cloudy PBL, up to 40% of 

total emitted sulfur may be lost to cloud droplets before contributing to aerosol growth. This 

represents a major fraction of the marine sulfur budget which is not accounted for in any current 

GCM.  

3.4.2 HPMTF as a unique tracer for determining cloud loss rates 

These observations suggest that HPMTF is uniquely suited as an ambient tracer of cloud uptake 

given that: 1) it shows irreversible uptake to cloud droplets, simplifying treatment of the flux 

divergence profile. 2) It is continually produced in the marine PBL during daytime, sustaining 
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observable mixing ratios in the PBL despite rapid loss rates in clouds. NOx is the remote MBL is 

low <50 ppt and cannot sustain HNO3 production. HNO3 once produced will be irreversibly lost 

to cloud droplets, resulting in HNO3 being depleted in the cloudy PBL and not suitable as a EC 

tracer of cloud uptake. SO2, H2O2 and other moderately soluble species do not have irreversible 

uptake to cloud droplets and will instead show equilibration between the liquid and gas phase. 3) 

HPMTF is ubiquitous in the marine PBL, which is where PBL cloud coverage is most often present 

globally.5,11 

We propose that future airborne EC flux studies of cloud processing might incorporate the 

following experiment design and data products which will provide robust constraints for cloud 

processing rates in CTMs. 1.) Flight paths within the PBL at multiple altitudes including as near 

to the surface and cloud base as possible flown at long legs (>5 minute), level altitude, and stable 

aircraft pitch to enable high quality EC flux observations. 2.) Measurements of DMS and HPMTF 

vertical flux at multiple measurement altitudes in the turbulent marine PBL under both cloudy and 

clear sky conditions. DMS vertical flux divergence will be used to directly determine we following 

the approach of Faloona et al. (2005).18 HPMTF vertical flux divergence under cloudy conditions 

will be used to directly assess cloud uptake flux, and to infer cloud residence times and HPMTF 

lifetime to cloud uptake as described in this work. HPTMF vertical flux divergence in clear sky 

conditions will be used to independently determine we. Consistency of we determined from the 

HPMTF and DMS under clear sky conditions will be used to validate that there are no other 

processes contributing to the observed vertical flux profile of HPMTF that would otherwise be 

assigned to cloud processing. 3.) Vertical flux divergence profiles of any other species of interest 

with reversible cloud uptake (i.e. H2O2 and SO2) that will be compared to observed HPMTF cloud 

uptake rates and the observed we to determine speciated effective cloud uptake rates. We 
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hypothesize this method will allow determination of cloud uptake rates for any species provided it 

shows statistically significant EC flux and that the coincident HPMTF and DMS flux observations 

were successful. 4.) Observations of vertical concentration profiles within and above the PBL with 

spatiotemporal sampling point as close as possible to the EC flux flight legs.  5.) Inclusion of a 

zenith facing camera or preferably high spectral resolution lidar instruments on the aircraft payload 

to allow direct quantification of cloud cover, droplet vertical profiles, and cloud droplet size 

distributions in time when flying below cloud in the PBL.    

3.5 Conclusions 

We present airborne observations of HPMTF vertical flux profiles as a unique direct tracer of cloud 

entrainment velocity and the integrated boundary layer lifetime to cloud uptake. Vex of HPMTF 

aloft in the cloudy PBL was measured to be ca 5 cm s-1 which is faster than can be explained by 

known entrainment rates of air from the FT into the PBL (we from 0.12 to 0.7 cm s-1). HPMTF vex 

in the cloud free PBL were measured to be <1 cm s-1, consistent with deposition of HPMTF at the 

ocean surface and entrainment flux from the FT aloft. Cloud entrainment velocity at the cloud base 

height was calculated to be 10.3 cm s-1 representing the rate of turbulent mixing from the cloud 

free fraction of the PBL into the cloud layer. Mean HPMTF lifetime to cloud loss was determined 

to be 2.1 hrs, representing the major loss process of HPMTF in the cloudy marine PBL.  Up to 

40% of emitted DMS goes on to form HPMTF, which is terminally lost to clouds and does not 

contribute to aerosol formation or growth. Due to the extensive global coverage of stratocumulus 

clouds in marine regions, this is likely a significant global sink for reactive sulfur which is not 

accounted for in any current CTM. We propose this method of assessing cloud loss rates to be 

widely applicable in airborne flux studies which will provide a necessary constraint on cloud loss 

rates for many other soluble species such as isoprene oxidation products in CTMs.  
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Figures 

Measurement  Method  Sensitivity/precision/LOD Reference 
HPMTF Iodide CIMS Precision: 0.1 ppt 

LOD: <1ppt 
Uncertainty: 55% + 0.06 ppt 

Veres et al. 
(2020)5 

HNO3 CF3O- CIMS Uncertainty (1σ): ± 30% + 50ppt Crounse et al. 
(2006)26 

DMS  GC-MS Uncertainty (1σ): ± 30% Apel et al. 
(2002)27 

SO2 Laser induced 
fluorescence (LIF) 

Uncertainty (1σ): ± 9% + 2ppt  Rollins et al. 
(2016)28 

3-D Winds MMS Uncertainty (1σ): ±1 m s-1 Scott et al. 
(1990)12 

    

Table 3.1.  NASA ATom instrumentation 

 

Measurement  Method  Sensitivity/precision/LOD Reference 

HPMTF Iodide CIMS Precision: 0.1 ppt 
LOD: <1ppt 
Uncertainty (1σ):  55% + 0.06 ppt 

Veres et al. 
(2020)5 

HNO3, HNO3 CF3O- CIMS Uncertainty (1σ): ± 30% + 50ppt Crounse et al. 
(2006) 

DMS  Proton-transfer-
reaction mass 
spectrometer 

LOD: ca 50 ppt  
Yuan et al. 
(2016)29 

SO2 Laser induced 
fluorescence (LIF) 

Uncertainty (1σ): ± 9% + 2ppt  Rollins et al. 
(2016)28 

O3, NO, NO2 Chemiluminescence  Uncertainty (2σ): 1 ppbv (O3), 50 
pptv (NO, NO2) 

Ryerson et al. 
(2000)30 

H2O  Digital Laser 
Hygrometer 

Uncertainty (1σ): ± 5% Diskin (2002) 

3-D Winds MMS Uncertainty (1σ): ±1 m s-1 Scott et al. (1990) 

Table 3.2. NASA SARP instrumentation 
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Figure 3.1. Wavelet flux calculation of HPMTF from a flight leg at 170 m altitude in a 
stratocumulus capped marine boundary layer on the SARP 2019 flight. (a) Normalized 10 Hz time 
series of vertical wind speed (w, magenta) and HPMTF (gray) fluctuations. (b) Local wavelet 
cospectrum. Red areas denote positive power, blue areas negative. Power is bias-corrected 
(multiplied by scale) as suggested by Liu et al. (2007). The dashed line indicates the cone of 
influence (COI). (c) Scale-integrated wavelet flux (blue solid line) and ensemble-average flux 
(cyan dashed line). (d) wavelet power spectra of vertical wind speed (w, magenta) and HPMTF 
(gray) fluctuations. (e) normalized frequency weighted cospectra (solid lines) and ogives (dashed 
lines) for HPMTF.  Dark blue traces indicated wavelet calculations and cyan traces indicated fast-
fourier transform (FFT) based flux calculations. (f) HPMTF flux cross-covariance showing flux 
noise at long lag times, and clear authentic flux peak at a lag time of 0 points.  
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Figure 3.2. Flight path of SARP Marine legs showing profiles of (a) Altitude, and (b) HPMTF. 
Locations and altitudes of midpoints of EC flux legs are indicated by the labelled larger grey dots.  

 

 

 

Figure 3.3.  Flight path of SARP Salton Sea showing profiles of (a) Altitude, and (b) HPMTF 
mixing ratios.  
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Figure 3.4. Front-facing camera images on the DC-8 showing cloud cover during (a) SARP 
Marine, (b) SARP Salton Sea, and (c) ATom 4 May 1st flight legs in the PBL. 
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Figure 3.5. Observed [DMS]/[HPMTF] ratios as a function of altitude from (a) SARP Marine, 
(b) SARP Salton flights.  
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Figure 3.6. Timeseries of observed (a) DMS and (b) HPMTF at 1 Hz time resolution during the 
SARP Marine flights in a stratocumulus cloud capped marine PBL. Flight legs used in EC flux 
analysis are shown in grey shaded regions labelled L1, L2, and L3.   
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Figure 3.7. HPMTF flux divergence vertical profile observed during the SARP Marine flight.  
HPMTF deposition velocity measured from a coastal ocean site at height 10 m is also shown (blue 
diamond). The flux divergence profile from the airborne and ground-based measurements were fit 
to a linear-least squares regression plotted as the grey dotted line.  
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Figure 3.8. (a) Spatial map of selected EC flux legs from ATom 4 May 1st, 2018 observations. (b) 
Timeseries of altitude, HPMTF, and SO2 over flight period. Flux legs are indicated by grey shaded 
regions and labelled L1-L4. Legs L1-L3 were a series of sequential stacked legs at altitudes 180, 
390 and 570 m respectively.  
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Figure 3.9. Vertical profiles of (a) HPMTF mixing ratio and (b) HPMTF exchange velocity (vex) 
measured on the ATom 4 May 1st, 2018 flux sampling legs. Also plotted on panel (b) is the 
observed mean vex of -0.4 cm s-1 from a coastal ocean site (SIO Pier). 
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Figure 3.10. Observed HPMTF (a) mixing ratio diel profile and (b) vex wind speed dependence 
from Scripps Pier coastal ocean ground site observations.  Mean HPMTF vex was -0.78 cm s-1. 
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Figure 3.11. Vertical profiles from aircraft ascent during SARP Marine flight in the stratocumulus 
capped marine PBL. Cloud base height is indicated by the solid grey horizontal line and PBL 
height by the dashed grey horizontal line, with the shaded error representing the vertical extent of 
clouds. (a) Profiles of gas phase H2O mixing ratio and potential temperature (θ). (b) Profiles of 
HPMTF, HNO3 and H2O2 mixing ratios. (c) Profiles of DMS, carbon monoxide (CO), and O3 
mixing ratios.  
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Figure 3.12. Vertical profiles from aircraft ascent during ATom 4 May 1st, 2018 flight in a clear 
sky PBL. Cloud base height is indicated by the solid grey horizontal line and PBL height by the 
dashed grey horizontal line, with the shaded error representing the vertical extent of clouds. (a) 
Vertical profiles of gas phase H2O mixing ratio and potential temperature (θ). (b) Vertical profiles 
of HPMTF, HNO3 and H2O2 mixing ratios. (c) Vertical profiles of O3, NOx, and SO2 mixing ratios 

  



152 
 

Chapter 4. Simultaneous Detection of Ozone and Nitrogen Dioxide by Oxygen Anion 
Chemical Ionization Mass Spectrometry: A Fast Time Response Sensor Suitable for 
Eddy Covariance Measurements 

Abstract.  

We report on the development, characterization, and field deployment of a fast time response 

sensor for measuring ozone (O3) and nitrogen dioxide (NO2) concentrations utilizing chemical 

ionization time-of-flight mass spectrometry (CI-ToFMS) with oxygen anion (Oଶ
ି) reagent ion 

chemistry. We demonstrate that the oxygen anion chemical ionization mass spectrometer (Ox-

CIMS) is highly sensitive to both O3 (180 counts s-1 pptv-1) and NO2 (97 counts s-1 pptv-1),  

corresponding to detection limits (3σ, 1 s averages) of 13 and 9.9 pptv, respectively. In both cases, 

the detection threshold is limited by the magnitude and variability in the background 

determination. The short-term precision (1 s averages) is better than 0.3% at 10 ppbv O3 and 4% 

at 10 pptv NO2. We demonstrate that the sensitivity of the O3 measurement to fluctuations in 

ambient water vapor and carbon dioxide is negligible for typical conditions encountered in the 

troposphere. The application of the Ox-CIMS to the measurement of O3 vertical fluxes over the 

coastal ocean, via eddy covariance (EC), was tested during summer 2018 at Scripps Pier, La Jolla 

CA. The observed mean ozone deposition velocity (vd(O3)) was 0.013 cm s-1 with a campaign 

ensemble limit of detection (LOD) of 0.0027 cm s-1 at the 95% confidence level, from each 27-

minute sampling period LOD. The campaign mean and one standard deviation range of O3 mixing 

ratios were 41.2 ± 10.1 ppbv. Several fast ozone titration events from local NO emissions were 

sampled where unit conversion of O3 to NO2 was observed, highlighting instrument utility as a 

total odd oxygen (Ox = O3 + NO2) sensor. The demonstrated precision, sensitivity, and time 

resolution of this instrument highlight its potential for direct measurements of O3 ocean–

atmosphere and biosphere–atmosphere exchange from both stationary and mobile sampling 

platforms. 
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4.1 Introduction 

The deposition of O3 to the ocean surface is a significant component of the tropospheric ozone 

budget. Global chemical transport model studies that explicitly treat O3 deposition, indicate that 

approximately one-third of total ozone dry deposition is to water surfaces.1  However, the 

magnitude of total annual global ozone deposition to ocean surfaces is highly sensitive to the 

deposition velocity parameterization used, with model estimates ranging from 95 to 360 Tg yr-1. 

1,2 Several common global chemical transport models including GEOS-Chem,3 MOZART-4,4 and 

CAM-chem,5 apply a globally uniform deposition velocity (vd) that ranges between 0.01–0.05 cm 

s-1 depending on the model. In comparison to terrestrial measurements, where O3 dry deposition 

velocities are relatively fast (>0.1 cm s-1,6), there is a paucity of direct observations of ozone 

deposition to the ocean surface necessary to constrain atmospheric models. Previous studies of O3 

deposition to water surfaces have been made from coastal towers, 7 aircraft, 8–10 underway research 

vessels,11, and in the laboratory,12 with observed vd(O3) ranging between 0.01 and 0.15 cm s-1There 

is only one reported study of O3 deposition to freshwater, which showed vd(O3) of 0.01 cm s-1.13
. 

Measured deposition rates to snow and ice vary widely, with most observations of vd(O3) from 0 

to 0.2 cm s-1, while models suggest vd(O3) from 0 to 0.01 cm s-1. 14 Reactions of O3 with iodide 

and dissolved organic compounds (DOC) in the ocean are known to play a controlling role in 

setting vd(O3) and may explain some of the variability in observations. 1,15 However, these 

quantities have not typically been measured during field studies of vd(O3). To date there is no 

consensus on whether measured ocean O3 deposition velocities show a wind speed dependence. 16 

The most comprehensive dataset is from Helmig et al.,(2012),Helmig et al., (2012), which reported 

a deposition velocity range of 0.009 – 0.034 cm s-1 from 1700 hours of observation over five 

research cruises. This dataset showed variability of vd(O3) with wind speed (U10) and sea–surface 
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temperature (SST), highlighting the need for further field observations as constraints for model 

parameterizations.  

The small magnitude of O3 ocean–atmosphere vertical fluxes presents a significant 

analytical challenge for existing ozone sensors used in eddy covariance (EC) analyses. Driven in 

part by stringent sensor requirements for EC techniques, significant uncertainties in the magnitude 

and variability of ozone deposition to water surfaces remain. In contrast, O3 vertical fluxes to 

terrestrial surfaces are 10 to 100 times faster than to water surfaces, significantly loosening sensor 

precision requirements. Nonetheless, significant variability in vd(O3) exists between surface types 

(e.g. soil vs. leaf).17 Terrestrial deposition velocities also show strong diel and seasonal variability 

due to factors such as stomatal opening and within-canopy chemistry.18–20 Highly accurate and 

precise measurements of O3 are required to correctly model the response of vd(O3) to each of these 

factors. While terrestrial and ocean exchange studies have substantial differences in experimental 

design, a sensor suitable for ocean–atmosphere ozone deposition measurements via EC is expected 

to be highly capable of biosphere–atmosphere measurements due to the significantly larger 

deposition rates and similar accuracy requirements.  

Eddy covariance measurements typically require fast (1-10 Hz), high precision sensors in 

order to resolve covariance on the timescales of the fastest atmospheric turbulent eddies. Due to 

this constraint, standard O3 monitoring instruments which utilize UV-absorption detection do not 

have suitable time response or precision for EC measurements and ozone flux measurements have 

primarily utilized fast response chemiluminescence sensors. Chemiluminescence detectors can use 

either gas-phase, dry, or wet reagents for detection with important differences between them.21 

Gas-phase chemiluminescence sensors are typically based on the reaction of O3 with nitric oxide 

(NO) to form an excited state NOଶ
∗  which then relaxes to the ground state, emitting a photon that 
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can be detected. This method has well understood reaction kinetics and allows for high sensitivity 

detection on the order of 2.8 counts s-1 pptv-1.22,23 A practical disadvantage to this technique is the 

necessity of a compressed cylinder of NO which is highly toxic. Wet chemiluminescence 

techniques are used less, as they exhibit generally lower sensitivity than dry chemiluminescence 

sensors and can be limited by issues in the liquid flow. 24 

Dry chemiluminescence sensors have the simplest operation and have seen the most regular 

use for EC studies. 25,26 However, dry chemiluminescence sensor discs require conditioning with 

high ozone (up to 400 ppbv for several hours) before operation, are known to degrade over time, 

and have high variability in sensitivity between sensor discs.27 These factors have led to limitations 

in long term stability and to uncertainty in calibration factors for dry chemiluminescence sensors, 

resulting in uncertainty in the accuracy of the flux measurement.21 Muller et al.(2010), also 

reported a comparison of two identical co-located dry chemiluminescence sensors with half-hourly 

flux values differing by up to a factor of two and a mean hourly flux difference ranging from 0 to 

23% between sensors. Recently Zahn et al.,(2012)Zahn et al., (2012) reported the development of 

a commercial dry chemiluminescence ozone detector capable of fast (>10 Hz) measurements with 

high sensitivity (∼9 counts s-1 pptv-1) suitable for EC or mobile platform sampling. However, they 

also report issues of short- and long-term drift and variability between sensor discs. These accuracy 

and drift concerns have driven an interest in the development of a new, stable and fast ozone sensor 

suitable for EC measurements from both stationary and mobile sampling platforms.  

In addition to the inherently small magnitude of vd(O3), the fast chemical titration of O3 by 

NO (R1) often complicates the interpretation of vd(O3) measurements. Surface emissions of NO 

result in a high bias in the measured deposition velocity when the titration reaction (R1) is fast 

relative to the transport time to the height of the sensor.  
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𝑂ଷ + 𝑁𝑂 →  𝑁𝑂ଶ +  𝑂ଶ          k(O3+NO) =1.8 × 10-14 cm3 molecule-1 s-1  (R1) 

Surface NO emissions from both biogenic and anthropogenic sources are widespread, with ocean 

emissions on the order of 1 × 108 
 molecules cm-2 s-1,29 and soil emissions ranging from 5 × 109 to 

2 × 1011 molecules cm-2 s-1. 30 These emissions correspond to a positive bias in the observed vd(O3) 

dry deposition  rate on the order of 5% in the marine atmosphere (discussed in section 4.3.7.1) and 

up to 50% in a forested site. 31 Simultaneous flux detection of O3 with one or both of NO or NO2 

is commonly used to address this flux divergence problem. 32,33 However, these studies typically 

require separate sensors for O3 and NOx which can introduce additional sources of uncertainty. 

Related challenges of fast O3 titration exists for quantification of O3 from mobile platforms where 

there is dynamic sampling of different airmasses with potentially differing O3–NO–NO2 steady-

state conditions. 

In what follows, we describe the characterization and first field observations of a novel 

oxygen anion chemical ionization time-of-flight mass spectrometer (Ox-CIMS) sensor for O3 and 

NO2. Over the past two decades, chemical ionization mass spectrometry (CIMS) techniques have 

emerged as sensitive, selective, and accurate detection methods for a diverse suite of reactive trace 

gases (Huey, 2007). Successful application of CIMS for EC flux measurements have been 

demonstrated from many sampling platforms including ground sites,34,35 aircraft,36 and underway 

research vessels37–39 employing a variety of reagent ion chemistry systems. Here we demonstrate 

the suitability of the Ox-CIMS for EC flux measurements and provide detailed laboratory 

characterization of the instrument.  
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4.2 Laboratory Characterization 

4.2.1 Chemical-ionization time-of-flight mass spectrometer 

A complete description of the CI-ToFMS instrument (Aerodyne Research Inc., TOFWERK AG) 

can be found in Bertram et al. (2011).40 In what follows we highlight significant differences in the 

operation of the instrument from what is discussed in Bertram et al., (2011). Oxygen anions are 

generated by passing an 11:1 volumetric blend of Ultrahigh Purity (UHP) N2 and O2 gas (both 

Airgas 5.0 grade) through a polonium-210 α-particle source (NRD, P-2021 Ionizer). This N2:O2 

volume ratio was found empirically to maximize total reagent ion signal in our instrument while 

minimizing background signal at the O3 detection product (COଷ
ି,– 60 m/Q). Further discussion of 

the reagent ion chemistry and precursor concentration can be found in sections 4.2.2 and 4.2.8. 

The reagent ion stream then mixes with ambient air in an ion-molecule reaction (IMR) chamber 

held at 95 mbar where product ions were generated. Further discussion of the dependence of 

instrument sensitivity on IMR pressure can be found in section 4.2.6. At this pressure, the residence 

time in the IMR is estimated to be on the order of 100 ms. Product ions then pass into three 

differentially pumped chambers before reaching the ToF mass analyzer. Ions first move from the 

IMR to a collisional dissociation chamber (CDC) held at 2 mbar which houses a short-segmented 

RF-only quadrupole ion guide. Field strengths in the IMR and CDC were tuned to be as soft as 

possible to preserve the transmission of weakly bound clusters while still maintaining acceptable 

total ion signals (ion optic potentials are listed in Table 4.S1). Ions then sequentially pass into a 

second RF-only quadrupole chamber held at 1.4 × 10-2 mbar and a final chamber containing 

focusing optics which prepare the ion beam for entry into the compact ToF mass analyzer (CToF, 

TOFWERK AG and Aerodyne Research Inc.). The mass resolving power (M/ΔM) of the 

instrument as configured for these experiments was greater than 900 at –60 m/Q. All ion count 
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rates reported here are for unit mass resolution integrated peak areas. In this work extraction 

frequencies of 75 kHz were used, resulting in mass spectra from 27-327 –m/Q. All mass spectra 

were saved at 10 Hz for analysis.  

4.2.2 Oxygen Anion Chemistry 

Oxygen anion (Oଶ
ି) reagent ion chemistry has been investigated previously for its use in the 

detection of nitric acid and more recently hydrogen peroxide.42–44 Oxygen anion chemistry has 

also been used for chemical analysis of aerosol particles in a thermal desorption instrument, 

primarily for detection of particle sulfate and nitrate 45. Oxygen anion chemistry has also been used 

for the detection of SO2 via a multi-step ionization process where COଷ
ି reagent ions are first 

generated by the reaction of  Oଶ
ି with added excess O3 in the presence of CO2. The COଷ

ି reagent 

ion then ligand switches with SO2 to form SOଷ
ି which then quickly reacts with ambient O2 to form 

the primary detected SOହ
ି product.46,47 Ionization of analytes by oxygen anion reagent ion 

chemistry proceeds through both charge transfer (R2) and adduct formation (R3). 

𝑂ଶ(𝐻ଶ𝑂)௡
ି + 𝐴 →  𝑂ଶ(𝐻ଶ𝑂)௡ + 𝐴ି        (R2) 

𝑂ଶ(𝐻ଶ𝑂)௡
ି + 𝐵 →  𝐵 ∙ 𝑂ଶ(𝐻ଶ𝑂)௡

ି        (R3) 

It is expected that charge transfer from oxygen will occur to any analyte with an electron 

affinity (E.A.) greater than O2 (0.45 eV, 48) resulting in a relatively non-specific reagent ion 

chemistry (see Rienstra-Kiracofe et al., (2002)49 for a compilation of molecular E.A. values).. 

Adduct formation is observed when the binding enthalpy of the adduct is larger than that of the 

oxygen-water adduct and the adduct is stable enough to be preserved through the ion optics. This 

adduct formation framework is analogous to what has been shown for iodide reagent ion 

chemistry.50 
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The Oଶ
ି reagent ions present in the IMR are expected to have a series of attached water molecules 

at ambient humidity and the IMR pressure (95 mbar) and electric field strengths used in this 

study.51 The reagent ion is therefore reported as Oଶ(HଶO)௡
ି for the remainder of this work. In the 

recorded mass spectra from our instrument, all reagent ion signal is observed as n = 0–1 (i.e., 

Oଶ
ି and Oଶ(HଶO)ି) as seen in Fig. 4.1. Oxygen anion-water clusters larger than n = 1 are likely 

present in the IMR but H2O evaporates off of the cluster in the CDC before detection due to the 

lower binding enthalpy of each additional water in Oଶ(HଶO)௡
ି  and the high filed strength at the 

exit of the CDC.51,52 Variability in the number of attached water molecules (n) as a function of 

humidity introduces the possibility of a water dependence on the ion chemistry, which is discussed 

further in Section 4.2.5.  

The detection of ozone (Oଷ) by oxygen anion reagent ion chemistry proceeds via a two-

step reaction leading to the formation of a carbonate anion (COଷ
ି), which is the final detected 

product. First, the oxygen anion (Oଶ(HଶO)௡
ି) either transfers an electron to ozone forming Oଷ

ି 

(R4a) or forms a stable cluster with ozone (R4b).  The ozone anion (either bare or as a cluster with 

Oଶ(HଶO )௡) then reacts with a neutral COଶ molecule to form COଷ
ି (R5a–5b) which is the primary, 

detected product in the mass spectrometer. The electron affinity of O3 is 2.1 eV.53  

𝑂ଷ + 𝑂ଶ(𝐻ଶ𝑂)௡
ି →  𝑂ଷ

ି + 𝑂ଶ +  𝑛𝐻ଶ𝑂       (R4a) 

𝑂ଷ + 𝑂ଶ(𝐻ଶ𝑂)௡
ି →  𝑂ଶ(𝑂ଷ)(𝐻ଶ𝑂)௡

ି         (R4b) 

𝑂ଷ
ି + 𝐶𝑂ଶ  →  𝐶𝑂ଷ

ି  + 𝑂ଶ         (R5a) 

𝑂ଶ(𝑂ଷ)(𝐻ଶ𝑂)௡
ି + COଶ  →  COଷ

ି  + 2Oଶ +  𝑛𝐻ଶ𝑂        (R5b) 
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It is not clear whether it is the bare ozone anion (R4a & R5a) or the cluster (R4b & R5b) 

that goes on to react with COଶ to form the carbonate anion. The Oଶ(Oଷ)(HଶO)௡
ି  product has not 

been observed in the mass spectrometer, but it may exist in the IMR and dissociate as it transfers 

into the CDC prior to detection. A small amount of ozone is detected directly as Oଷ
ି but the 

magnitude of this signal is less than 1% of the signal of COଷ
ି during ambient sampling. The 

proposed mechanism of COଷ
ି formation is supported by a study using isotopically labelled oxygen 

to form labelled ozone anions (ଵ଼Oଷ
ି) in a corona discharge source which then reacted with COଶ 

to form the detected product Cଵ଼OOଶ
ି.54 This product supports that a single oxygen is transferred 

from the ozone anion to carbon dioxide (as in R5a).   

The detection of NO2 proceeds directly through a charge transfer reaction with Oଶ(HଶO)௡
ି  

to form the detected NOଶ
ି product (R6). This is expected based upon the high E.A. of NO2 (2.27 

eV)55 compared to O2 (E.A 0.45 eV).  

𝑁𝑂ଶ + 𝑂ଶ(𝐻ଶ𝑂)௡
ି →  𝑁𝑂ଶ

ି + 𝑂ଶ +  𝑛𝐻ଶ𝑂        (R6) 

Oxygen anions are expected to be a highly general reagent ion chemistry, showing 

sensitivity to an array of analytes. While the focus of this work is on detection of O3 and NO2, 

detection of hydrogen peroxide, nitric acid, formic acid, sulfur dioxide and other species with the 

Ox-CIMS has demonstrated good performance.44 An example ambient mass spectrum recorded at 

1 Hz sampling is shown in Fig. 4.1, with several major peaks highlighted. Also apparent are an 

abundance of peaks throughout the spectra with high signal intensity. During ambient 

observations, over one third of masses from –m/Q 27-327 showed signal intensity greater than 1 

x 104 counts per second (cps). A larger survey and classification of oxygen anion reagent ion 

chemistry to utilize this versatility is underway.  
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4.2.3 Laboratory calibration 

Laboratory calibrations of the Ox-CIMS were performed to determine instrument sensitivity to O3 

and NO2. Ozone was generated by passing UHP Zero Air (ZA, Airgas 5.0 grade) through a 

mercury lamp UV source (Jelight Co, Irvine CA). Outflow from the lamp source was diluted in 

UHP ZA and split between the Ox-CIMS and a factory calibrated 2B POM ozone monitor (2B 

Technologies) with an accuracy of ± 1.5 ppbv, which served as our reference standard. Ozone 

concentrations were varied over the range 0–80 ppbv and instrument response was determined to 

generate a calibration curve. NO2 was delivered from a certified standard cylinder (Scott-Marrin 

4.84 ± 0.1 ppmv). The primary NO2 standard was diluted in UHP ZA to span the range of 0–10 

ppbv. Dilutions of calibration standards were made in UHP ZA which was humidified to the 

desired amount by splitting a portion of the flow through a bubbler containing 18 MΩ water. CO2 

(Airgas Bone Dry grade) was added to the dilution flow to maintain mixing ratios of 380 ppmv for 

all calibrations (See Section 4.2.6). A Vaisala HMP 110 sensor continuously measured relative 

humidity and temperature inline downstream of the Ox-CIMS and POM inlets. All flows were 

controlled by mass flow controllers (MKS instruments, 1179C series) with an estimated total 

uncertainty of 10%. Example calibration curves for O3 and NO2 are shown in Fig. 4.2. An overview 

of instrument sensitivity, limits of detection (LOD), and precision to O3 and NO2 is given in Table 

4.1.  

4.2.4 Absolute sensitivity 

The absolute sensitivity of the Ox-CIMS for detection of analytes is controlled by the kinetics and 

thermodynamics of the reagent ion chemistry and the total ion generation and transmission 

efficiency of the instrument. Under the operational configuration described in Section 4.2.1, 

typical reagent ion signal (Oଶ
ି  +  Oଶ(HଶO)௡

ି ) ranged from 0.8 to 2.2 × 107 counts s-1 (Fig. 4.S1). 
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The mean total reagent ion signal over 6 weeks of ambient sampling (Section 4.3.1) was 1.45 × 

107 cps. The absolute instrument sensitivity at this reagent ion signal to O3 and NO2 is 180 and 97 

cps pptv-1 respectively (at 8 g kg-1 SH). Total instrument count rate is a complex function of 

instrument design, instrument ion optics tuning, Po-210 source decay, micro channel plate (MCP) 

detector decay, and ToF extraction frequency; all of which are either tunable parameters or vary 

in time. Conversely, the reagent ion charge transfer or adduct formation chemistry for a given 

analyte sets a fundamental limit on sensitivity for a given instrument configuration. Sensitivity 

values can be normalized by scaling all signals to a fixed total reagent ion signal of 1 × 106  cps  

to isolate the sensitivity component controlled by reagent ion chemistry, separate from changes in 

instrument performance due to decay in the ion source or other factors.  The total reagent ion signal 

is taken as the sum of the  Oଶ
ି  and  Oଶ(HଶO)ି signals. Sensitivity values through the remainder 

of the text are reported as either absolute sensitivities in counts per second (cps pptv-1) or 

normalized sensitivities in normalized counts per second (ncps pptv-1). Absolute sensitivity values 

control instrument limits of detection (LOD) and precision, while normalized sensitivities are used 

for comparison of calibration factors.  

4.2.5 Dependence of instrument sensitivity on specific humidity 

The dependence of instrument sensitivity on ambient water content was assessed for specific 

humidity (SH) ranging between 0–16 g kg-1
 (approximately 0-80% RH at 25 °C) by triplicate 

calibrations as shown in Fig. 4.3. Sensitivity to O3 had no significant dependence on specific 

humidity over the range 4-16 g kg-. Sensitivity to NO2 has a specific humidity dependence over 

the range 4–16 g kg-1, decreasing from 7.9 to 4.6 ncps pptv-1. A 30% and 45% decline in sensitivity 

was observed from 0 to 4 g kg-1 for O3 and NO2 respectively. This low humidity range is rarely 

sampled in the boundary layer over water surfaces but may be significant in some terrestrial or 
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airborne deployments and would require careful calibration. The SH range from 8 to 16 g kg-1 

corresponds to approximately 40 to 80% RH at 25 °C which is typical of the humidity range over 

mid-latitude oceans.56 Ab initio calculations of Oଶ
ି(HଶO)௡and Oଷ

ି(HଶO)௡ clusters performed by 

Bork et al. (2011)51 showed that charge transfer from the bare (n=0) Oଶ
ି to Oଷ  was exothermic at 

ca. -160 kJ/mol. At larger cluster sizes of n = 4–12, charge transfer becomes less favorable and 

converges to ca. -110 kJ/mol. An increase in n from 0 to 4 over the SH range 0–4 g kg-1 is a 

potential explanation for the initial decline in sensitivity observed with SH before levelling off 

from 4–16 g kg-1. It is not known if the enthalpy of charge transfer from Oଶ
ି(HଶO)௡ to NO2 follows 

a similar trend with n. Ion mobility studies to determine the Oଶ
ି(HଶO)௡ cluster size with SH and 

IMR pressure would provide valuable insight on the observed dependence of sensitivity on water 

content.  

4.2.6 Dependence on CO2 

The ionization pathway for detection of O3 with Oଶ
ି(HଶO)௡ reagent ion chemistry differs from 

typical chemical ionization schemes, in that it involves a two-step reaction of charge transfer to 

ozone forming Oଷ
ି, which then reacts with COଶ to form the detected COଷ

ି product (R4-R5). 

Therefore, we assessed the impact of CO2 mixing ratio in the sample flow on O3 sensitivity as 

shown in Fig. 4.4. Calibration curves were generated by diluting ozone in dry UHP N2 and mixing 

in a flow of variable CO2 (Airgas, Bone Dry Grade) mixing ratios before sampling. At nominally 

0 ppmv CO2, the Oଷ
ି ionization product (–48 m/Q) was detected with sensitivity of 14 ± 2 ncps 

pptv-1 and the COଷ
ି product (–60 m/Q) at 5 ± 1 ncps pptv-1. For CO2 mixing ratios from 60 to 500 

ppmv, the Oଷ
ି signal is less than 1% of the COଷ

ି product and the sensitivity at the COଷ
ି product is 

independent of CO2 within the uncertainty. The presence of a significant fraction (36%) of the  

COଷ
ି product with nominally 0 ppmv CO2 suggests the presence of a slight leak rate of CO2 via 
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diffusion through the perfluoroalkoxy alkane (PFA) tubing, or CO2 contamination in the UHP N2 

supply. The manufacturer stated upper limit of CO2 in the UHP N2 is 1 ppmv which we take to be 

the lower limit achievable in our system. A CO2 mixing ratio of only 1 ppmv is still an order of 

magnitude excess relative to a high end ambient O3 mixing ratio of 100 ppbv. An exponential fit 

of the Oଷ
ି product vs CO2 indicates that Oଷ

ି makes up less than 1% of the detected ozone at CO2 

mixing ratios greater than 10 ppmv. This suggests ambient samples will always have a substantial 

excess of CO2 necessary to drive the reaction completely to the COଷ
ି  product. The measured flat 

response from 60–500 ppmv CO2 indicates that natural variability in ambient CO2 will have 

negligible impact on ambient measurements of ozone. No other analytes that we have calibrated 

for  with the Ox-CIMS (HCOOH, HNO3, H2O2) have shown a CO2 mixing ratio dependence, 

suggesting that CO2 may be uniquely involved in the detection of O3  and is not a general feature 

of the oxygen-anion chemistry. All other reported laboratory calibrations reported here were 

performed at CO2 mixing ratios of 380 ppmv and all reported sensitivities are for the COଷ
ି product. 

This CO2 dependence also requires careful consideration during instrument background 

determinations by UHP N2 overflow which is discussed in Section 4.2.8.  

4.2.7 Dependence on IMR pressure 

Instrument sensitivity to O3 increases with increasing IMR pressure as shown in Fig. 4.5.  The 

normalized signal of O3 increases by 60% at an IMR pressure of 95 mbar compared to 70 mbar 

when sampling a constant O3 source of 35 ppbv.  IMR pressure was increased in approximately 5 

mbar steps, with CDC pressure held constant at 2 mbar, and a three-minute dwell time at each step 

to ensure signal and pressure were stabilized. Total reagent ion signal did not change significantly 

over this pressure range. Pressures above 95 mbar were not investigated due to concerns over 

corresponding increases in CDC pressure with the pinhole and pumping configuration used in this 
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work. There is no evident plateauing in the signal increase over the IMR pressure range 

investigated here, indicating that further optimization is likely possible by operating at higher IMR 

pressures. The increase in sensitivity with IMR pressure could be fit well with an exponential least 

squares fit, which is plotted in Fig. 4.5. The physical meaning of the exponential relationship is 

not clear. The source of the response of sensitivity to pressure is not definitive but can possibly be 

attributed to the increase in the total number of collisions during the 100 ms residence time in the 

IMR and the corresponding weakening of those collisions. Higher collisional frequencies also lead 

to proportionally weaker collisions which could better preserve a weakly bound Oଶ(Oଷ)(HଶO)௡
ି 

cluster and allow a longer lifetime to react with CO2 before dissociation. The operational IMR 

pressure of 95 mbar used here was empirically selected to maximize sensitivity to O3 without 

increasing CDC pressure beyond the desired range. Investigation of higher IMR pressures, up to 

the operation of an atmospheric pressure interface, has the potential to further increase the 

instrument sensitivity to O3.  

4.2.8 Instrument background and limits of detection 

Instrument backgrounds were assessed by periodically overflowing the inlet with UHP N2 during 

field sampling. Details of the inlet and zeroing conditions used are discussed further in Section 

4.3.1. During N2 overflow, O3 displayed a consistently elevated background on the order of 3.1 x 

105 cps corresponding to 2.1 x 104 ncps, or approximately 1.3 ppbv O3, at a typical total reagent 

ion signal of 1.45 x 107 cps. A representative background determination is shown in Fig. 4.6. The 

magnitude of the O3 background was observed to vary with the O2:N2 ratio in the reagent ion 

precursor flow when sampling a UHP ZA overflow with 380ppm CO2 as shown in Fig. 4.S2.  The 

background O3 count rate was observed to increase from 3.0 x 104 to 6.3 x 104 ncps as the O2 

volume fraction in the reagent ion delivery gas flow (fO2) was increased from 0.05 to 0.4. The 
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dependence of the background O3 signal on 𝑓ைమ
 suggests that the observed background O3 is 

formed directly in the alpha ion source and is not from off-gassing of inlet and instrument surfaces. 

The magnitude of this background O3 does not vary when sampling UHP zero air or N2, further 

confirming that the background O3 is formed directly in the ion source from the O2 used to generate 

the reagent ion. An operational 𝑓ைమ
of 0.08 (actual volumetric flow ratio O2:N2 of 200:2200 sccm) 

was selected to balance maximizing the total reagent ion signal while minimizing the O3 ion-source 

background (3.1 x 105 cps). The magnitude of this O3 background was observed to be highly 

consistent during field sampling at a constant 𝑓ைమ
of 0.08 and well resolved from all ambient 

observations (Fig. 4.S3). The 1σ deviation of the distribution of normalized adjacent differences 

of O3 signal during background periods gives an upper limit of variability of 9% between adjacent 

background periods. A variability of 9% corresponds to a difference of 70 pptv between 

subsequent O3 background determinations. The magnitude of this O3 background is a fundamental 

limit on the achievable limit of detection.  

Because CO2 was not added to the UHP N2 overflow during field sampling, the reaction 

was not driven fully to the COଷ
ି product and some Oଷ

ି signal at –m/Q 48 was observed during UHP 

N2 overflow periods as shown in Fig. 4.S4. The magnitude of the O3 signal observed as Oଷ
ି was 

approximately 55% of the COଷ
ି  product (mean 1.2 x 104 and 9.6 x 103 ncps respectively) during 

overflow periods. The total sensitivity to O3 as the sum of the Oଷ
ି  and COଷ

ି was observed to be 

constant as a function of CO2 as shown in Fig. 4.4.  We therefore assign equal sensitivity to each 

O3 detection product and took the sum of signal at Oଷ
ି  and COଷ

ି  in order to determine the total 

background O3 concentration. This issue will be corrected in future deployments by the addition 

of CO2 to the N2 overflow used for backgrounds which will drive the product fully to COଷ
ି. The 

mean background of O3 for the full field sampling period was 1.3 ± 0.3 ppbv.  The 10 Hz precision 
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of O3 during an individual N2 overflow period was found to be 0.75%, corresponding to 7.5 pptv 

as shown in Fig. 4.S5. This suggests that variability in the O3 signal from this background source 

is constant over short timescales and has a negligible impact on instrument precision during 

ambient sampling.  

The 10 Hz limit of detection for O3 is 42 pptv for a S/N of 3, and a mean background O3 

signal of 2.1 x 104 ncps as calculated using Eq. 1, below from Bertram et al., 2011, where Cf is the 

calibration factor, [x] is the analyte mixing ratio, t is averaging time in seconds, and B is the 

background count rate. The optimum LOD from the minimum of the Allan variance at an 11 

second averaging time is 4.0 pptv (Fig. 4.S6a).  

ௌ

ே
=

஼೑[௑]௧

ට஼೑[௑]௧ିଶ஻௧
                     E1 

The mean background signal during field sampling for NO2 was 3.5 x 103 ncps which corresponds 

to 0.28 ppbv. At this background level, the 10 Hz LOD for NO2 is 26 pptv for a S/N of 3. The 

optimum LOD for NO2 is 2.3 pptv at an averaging time of 19 seconds, determined from the 

minimum of the Allan variance (Fig. 4.S6b). The background signal of NO2 is notably above zero 

indicating either off gassing from inlet walls or a secondary production of NO2 in the instrument. 

A possible source of this background is from degradation of other species such as nitric acid or 

alkyl nitrates on the inlet walls.  Additional calibration will be necessary to ensure that observed 

NO2 signal is not a secondary product of other species and we can currently quantify their potential 

interference on measured NO2.   

4.2.9 Reagent ion saturation and secondary ion chemistry 

During ambient sampling the ozone signal (as COଷ
ି detected at –60 m/Q) is of comparable 

magnitude to the Oଶ
ି reagent ion signal as shown in Fig. 4.1. High analyte concentrations (> 5 
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ppbv) have been shown previously to result in non-linear calibration curves for unnormalized 

signals.41,57 In our system we do not observe non-linearity in the normalized O3 calibration for our 

highest concentration calibration point of 80 ppbv despite the COଷ
ି signal being larger than the Oଶ

ି 

reagent ion (9 x 106 cps and 6 x 106 cps respectively).  The electron affinity (E.A.) of carbonate is 

from 3.26(58) to >3.34 eV(59) and is significantly higher than that of oxygen (E.A. 0.45 eV), making 

it unlikely that carbonate is involved in charge transfer reactions when excess Oଶ
ି is present. . At 

high O3 concentrations, the reagent ion signal magnitude is reduced, which necessitates 

normalizing sensitivities to the 1 x 106 cps of reagent ion signal before quantification. For NO2 

(E.A. 2.27 eV), the normalized sensitivity showed no dependence on O3 concentrations from 0 to 

80 ppbv. Carbonate reagent ion chemistry has been utilized for detection of HNO3 and H2O2 via 

adduct formation raising additional concern about potential secondary ion chemistry.60 In 

laboratory calibrations, shown in Fig. 4.S7, introduction of 0 to 40 ppb H2O2 resulted in the 

titration of the O3 signal of 0.06 ppbv per ppbv H2O2. H2O2 was detected as an adduct with Oଶ
ି and 

not COଷ
ି  , indicating that Oଶ

ି reagent ion chemistry is more favorable despite high COଷ
ି signal 

intensity. The Ox-CIMS O3 measurement also compared well (R2 =0.99) against an EPA AQS O3 

monitor over 1 month of ambient sampling where H2O2 and HNO3 concentrations both exceeded 

5 ppbv at times (see Section 4.3.1 for further discussion of field intercomparison), further 

supporting the COଷ
ି detection product as a robust indicator of O3 in complex sampling 

environments.  

Ab initio calculations of the binding enthalpies of Oଶ
ି and COଷ

ି reagent ions with H2O, 

HNO3, H2O2, and CH3OOH were performed with the MP2/aug-cc-pvdz-PP theory and basis set in 

order to assess the relative favorability of adduct formation between Oଶ
ି and COଷ

ିAdduct formation 
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with Oଶ
ି was favorable relative to COଷ

ି by  2.5 to 17 kcal mol-1
 for all analytes that were calculated. 

All calculated binding enthalpy values are listed in Table 4.S2.  

4.2.10 Short- and long- term precision 

Short term precision of the instrument was assessed by calculating the normalized difference 

between adjacent 10 Hz data points over a 27-minute sampling period of a constant ambient 

analyte concentration via Eq. 2.   

NAD =  
[ଡ଼]౤ି[ଡ଼]౤షభ

ඥ[ଡ଼]౤[ଡ଼]౤షభ
           E2 

The standard deviation of the Gaussian fit of the distribution of normalized adjacent differences 

(NAD) is a direct measure of the short-term instrument precision 41. The 1σ precision from the 

NAD distribution for 10 Hz sampling of 38 ppbv ozone is 0.74% (Fig. 4.7). The 10 Hz precision 

for sampling of 2.3 ppbv NO2 is 1.1% The short-term precision for both analytes was larger than 

expected if the noise was driven by counting noise alone (10 Hz counting noise limit for O3 and 

NO2  at the concentrations used above are 0.12% and 0.63% respectively), indicating that other 

potential points of optimization in the instrument configuration are required to further improve 

short-term precision. Notably, the observed noise source appears to be white noise given the 

Gaussian distribution of the NAD.61  

Short term precision was assessed as a function of count rate by calculating the NAD for 

all masses in the spectrum over a stable 27-minute sampling period for both 1 Hz and 10 Hz data 

averaging. From this assessment, precision was observed to improve approximately linearly in a 

log-log scaling for count rates between 1 x 103 and 1 x 106 cps (Fig. 4.S8) as expected in the case 

where counting noise drives instrument precision. Above 1 x 106
 cps there is an apparent asymptote 

where precision no longer improves with count rate. The counting noise limited 10 Hz precision 
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for 106 and 107 cps are 0.32% and 0.1% respectively, while the measured values were 0.75 and 

2%. The counting noise limited precision is calculated as √𝑁/𝑁 where N is the number of counts 

during the integration time. This precision limit could be driven by an uncharacterized source of 

white noise in the instrument, including MFC drift, IMR turbulence, ion optic voltage drift, and 

pump drift. Measurement precision of O3 and NO2 could be improved by a factor of 5 and 2 

respectively if this non-counting noise source of white noise was eliminated.  

In theory, detection limits can be improved by signal averaging to a lower time resolution 

than the 10 Hz save rate. Signal–to–noise ratios are expected to improve with the square root of 

the integration time. At longer timescales, factors including instrument drift become significant, 

creating a limit on the upper end of averaging time which optimizes signal–to–noise. This was 

assessed quantitatively by calculation of the Allan variance as shown in Fig. 4.S6.62  

4.3 Field results and discussion  

4.3.1 Ozone field calibration and intercomparison 

Performance of the Ox-CIMS was compared against a co-located EPA Air Quality System (AQS) 

O3 monitor (Thermo-Fisher 49i, AQS ID 17-097-1007) over one month of ambient sampling 

during the Lake Michigan Ozone Study 2017 (LMOS 2017) in Zion, IL.44 A regression analysis 

between the two instruments at one-minute averaging showed strong agreement (R2 = 0.99) as 

shown in Fig. 4.8. Ox-CIMS concentrations were averaged to 1 ppbv bins which was the output 

data resolution of the EPA data logger system for the (Thermo-Fisher 49i). Error bars are the 1σ 

standard deviation of each Ox-CIMS bin average. Near one–to–one agreement (slope of 0.99) 

between instruments lends confidence to the calibration, baselining, and long-term stability of the 

Ox-CIMS. The Ox-CIMS was located on the roof of a trailer (approx. 5 m above ground) and 

sampled through a 0.7 m long, 0.925 cm i.d., PFA inlet. The inlet was pumped at flow rate of 18-
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20 slpm from which the Ox-CIMS subsampled at 1.5 slpm. Temperature and RH were recorded 

inline downstream of the subsampling point. The Ox-CIMS sampling point was approximately 10 

m horizontally from the Thermo-Fisher 49i and both instruments sampled at approximately equal 

heights. Instrument backgrounds of the Ox-CIMS were determined every 70 minutes by 

overflowing the inlet with dry UHP N2. Calibration factors were determined by the in-field 

continuous addition of a C-13 isotopically labelled formic acid standard to the tip of the inlet. 

Laboratory calibrations of the Ox-CIMS to formic acid and O3 as a function of specific humidity 

were determined immediately pre- and post-campaign and were used to calculate a humidity 

dependent sensitivity of O3 relative to formic acid. That relative sensitivity was then used to 

determine the in-field sensitivity to O3 by scaling field sensitivities of formic acid from the 

continuous additions. Full details of this deployment and calibration methods are described in 

Vermeuel et al., (2019). The EPA O3 monitor shows a persistent high bias at low O3 concentrations 

(<10 ppbv) relative to the Ox-CIMS. This discrepancy could arise from known interferences from 

water, mercury, and other species in 254 nm UV absorbance detection of ozone.63  

4.3.2 Eddy covariance experiment overview 

The Ox-CIMS was deployed to the 330 m long Ellen Browning Scripps Memorial Pier (hereon 

referred to as Scripps Pier) at the Scripps Institute of Oceanography (32° 52.0’ N, 117° 15.4’ W) 

during July and August 2018 for EC measurements of O3 vertical fluxes. This site has been used 

regularly for EC flux observations from our group and others.34,46,64 The Ox-CIMS was housed in 

a temperature-controlled trailer at the end of the pier. The Ox-CIMS sampled from a 20 m long 

PFA inlet manifold with the intake point co-located with a Gil-Sonic HS-50 sonic anemometer 

which recorded 3-dimensional winds sampling at 10 Hz. The Ox-CIMS inlet and sonic 

anemometer were mounted on a 6.1 m long boom that extended beyond the end of the pier to 
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minimize flow distortions. The inlet height was 13 m above the mean lower low tide level. The 

Ox-CIMS inlet was located 8 cm below the sonic anemometer with a 0 cm horizontal displacement. 

The inlet manifold consisted of a 0.64 cm i.d. sampling line, a 0.64 cm i.d. overflow line, and a 

0.47 cm i.d. calibration line all made of PFA. The inlet sample line was pumped at 18-23 slpm 

(Reynolds number 3860-4940) by a dry scroll pump (SH-110, Agilent) to ensure a fast time 

response and maintain turbulent flow. Flow rates in the inlet sample line were recorded by a mass 

flow meter but were not actively controlled. The inlet manifold, including calibration and overflow 

lines, was held at 40 °C via a single resistively coupled circuit along the length of the manifold 

and controlled by a PID controller (Omega, model CNi 16). The Ox-CIMS front block and IMR 

were held at 35 °C. The Ox-CIMS subsampled 1.5 slpm from this inlet manifold through a critical 

orifice into the IMR. Ambient humidity and temperature were also recorded in-line downstream 

of the subsampling point.  

4.3.2.1 Calibration 

Instrument sensitivity was assessed by the standard addition of a C–13 isotopically labelled formic 

acid standard for 3 minutes every 35 minutes at the ambient end of the inlet manifold. Ozone 

mixing ratios were determined by scaling the humidity dependent sensitivity of O3 from pre- and 

post-campaign calibrations to the field calibrations of C–13 formic acid. Ambient O3 was also 

measured at 10 s time-resolution with a 2B technologies Personal Ozone Monitor (POM). The 

POM had a separate 10 m long, 0.47 cm i.d. PFA sampling line located 12 m from the Ox-CIMS 

inlet manifold and sonic anemometer. The POM was used as an independent verification of the 

Ox-CIMS measurement and was not used for calibration.  
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4.3.2.2 Backgrounds and inlet residence time 

Instrument backgrounds were determined every 35 minutes by overflowing the entire inlet 

manifold with dry UHP N2. Background and ambient count rates were first converted to 

concentrations using the laboratory determined humidity dependent sensitivities for O3 and NO2 

scaled to the C-13 formic acid standard addition sensitivity.  Background concentrations of O3 and 

NO2 from before and after each 30-minute ambient sampling period were interpolated over the 

ambient sampling period which was then subtracted from each 10 Hz concentration data point to 

obtain a background corrected time-series. Background concentrations of O3 had a mean 1.5 ppbv 

and a drift of 1% between adjacent background periods, determined by the distribution of the NAD 

of the mean background concentrations.  

The signal response of O3 during dry N2 overflows were fit to an exponential decay 

function to characterize inlet gas response times.65 Best fit estimates for decay time constants for 

O3 across overflow periods were from 0.2 to 0.44 seconds. NO2 decay responses were fit to a bi-

exponential decay to characterize inlet evacuation time (𝜏ଵ) and wall interaction times (𝜏ଶ).65 𝜏ଶfor 

NO2 was determined to be approximately 3.2 s. This suggests a potential interference at the NO2 

peak, as NO2 is expected to have minimal wall equilibration, similar to O3. NO2 also shows a 

continually elevated signal during overflow periods suggesting off gassing from inlet or instrument 

surfaces. The cause of this slow NO2 decay and elevated background is not clear but could be from 

degradation of nitric acid or nitrate containing aerosol on the instrument surfaces.  

The instrument response time (τr) for O3 can be calculated during zeroing periods as the 

time required for the signal to fall to 1/e of its initial value. The response time of the instrument 

was calculated for each overflow period during field sampling, with a mean value of 0.28 s. The 
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cutoff frequency (fcut) of the instrument is defined as the frequency where the signal is attenuated 

by a factor of 1/√2 22. The cutoff frequency can also be calculated from τr according to Eq. 3.  

𝑓௖௨௧ =  
ଵ

ଶగఛೝ
                  E3 

The calculated fcut from the measured mean response time was 0.57 Hz. This value suggests that 

minimal attenuation in the flux signal (cospectra) should be apparent at frequencies less than 0.57 

Hz. The instrument response time and thus cutoff frequency are function of the flow rate and 

sampling line volume. The flow rate of 18-23 slpm was the maximum achievable with the tubing 

and pumping configuration used here but could be improved in future to minimize tubing 

interactions and shift fcut towards higher frequencies.  

4.3.2.3 Eddy covariance flux method 

The transfer of trace gases across the air−sea interface is a complex function of both atmospheric 

and oceanic processes, where gas exchange is controlled by turbulence in the atmospheric and 

water boundary layers, molecular diffusion in the interfacial regions surrounding the air−water 

interface, and the solubility and chemical reactivity of the gas in the molecular sublayer. The flux 

(F) of trace gas across the interface is described by Eq. 4, as a function of both the gas-phase (Cg) 

and liquid phase (Cl) concentrations and the dimensionless gas over liquid Henry’s law constant 

(H), where Kt, the total transfer velocity for the gas (with units cm s-1), encompasses all of the 

chemical and physical processes that govern air−sea gas exchange. Surface chemical reactivity 

terms to the gas exchange rate are incorporated into the Kt term.  

𝐹 =  −𝐾௧൫𝐶௚ − 𝐻𝐶௟൯          E4 

Trace gas flux (F) can be measured with the well-established eddy covariance (EC) 

technique where flux is defined as the time average of the instantaneous covariances from the 
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mean of vertical wind (w) and the scalar magnitude (here O3) shown in Eq. 5. Overbars are means 

and primes are the instantaneous variance from the mean. Here N is the total number of 10 Hz data 

points during the 27-minute flux averaging period. 

𝐹 =  
ଵ

ே
∑ (𝑤௜ − 𝑤ഥ)ே

௜ୀଵ ൫𝑂ଷ,௜ − 𝑂ଷ
തതത൯ = 〈𝑤ᇱ𝑂ଷ

ᇱ 〉       E5 

𝑣ௗ =
ி

஼೒തതതത
           E6 

For purely depositing species where the water side concentration is negligible, Cl and 𝐻 can be 

neglected in Eq. 4 and  Kt can be reformulated into a deposition velocity (vd)  calculated according 

to Eq. 6, where 𝐶௚
തതത is the mean gas phase mixing ratio during the flux averaging period. A summary 

of concentration and flux results for the full deployment period are given in Table 4.2. 

4.3.3 General Data Corrections 

Several standard eddy covariance data filters and quality control checks were applied before 

analysis. General filters included: 

1.) Wind sector: Only periods of mean onshore flow (true wind direction 200-360°) were used. 

2.) Friction velocity: A friction velocity (𝑈∗) threshold  was applied to reject periods of low 

shear driven turbulence described further below. 66 

3.)  Stationarity: Each 27-minute flux period was divided into five even non-overlapping 

subperiods. Flux periods were rejected if any of the subperiods differed by more than 

40%.67 

The applied 𝑈∗ filter was determined by comparing the observed U* values to U* calculated with 

the NOAA COARE bulk flux v 3.6 algorithm.68 COARE U* were calculated using measured 

meteorology including wind speed, sea-surface temperature, air temperature, and relative 

humidity. Flux periods were rejected if the observed U* differed from the calculated U* by more 

than 50%. The stress relationship of wind-speed to U* is well understood over the ocean. Fixed U* 
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filters of ca.  0.2 m s-1 are used frequently as a default in terrestrial flux studies but would reject  

nearly all observation periods in this study. The observed friction velocities are consistent with 

other marine flux studies where surface roughness lengths are significantly smaller than over 

terrestrial surfaces.46  Methods of determining site specific 𝑈∗ thresholds typically require long-

term data series which were not available here.69 Papale et al., (2006)69, applied a minimum U* 

threshold of 0.1 m s-1 for forest sites and 0.01 m s-1 for short vegetation sites where typical U* 

values are lower. The selected 𝑈∗ filter rejects an additional 44% of the flux periods remaining 

after the wind direction filter. The stationarity criteria rejected a further 100 flux periods, 

potentially driven by periods of activity on the pier driving changes in the sampled O3. Outliers in 

vd(O3) and the flux limit of detection were determined and removed for points three scaled median 

absolute deviations from the median. This outlier filter removed an additional 16 data points. After 

the wind direction filter and all quality control filters were applied, 73% of flux periods were 

rejected leaving 246 quality-controlled flux periods.  Eddy covariance flux values were calculated 

using 27-minute time windows. The O3 timeseries was detrended with a linear function prior to 

the flux calculation. The O3 and vertical wind data were despiked using a mean absolute deviation 

filter before the eddy covariance flux calculation following Mauder et al., (2013).70 

4.3.3.1 Planar Fit Wind Coordinate Rotation 

Coordinate rotation of the u, v, and w wind components was performed by the planar fit method to 

remove unintentional tilts in the sonic mounting and account for local flow distortions.71 Briefly, 

the mean u, v, and w wind components and the stress tensor were determined for each 15-minute 

onshore flow period during the full campaign. A linear regression was used to find the best fit of 

a plane with a coordinate system where the z-axis is perpendicular to the mean streamline. 

Individual 27-minute flux periods are then rotated such that the x-axis is along the mean wind and 
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𝑣̅ = 0. Vertical wind velocity (𝑤ഥ) in any individual rotation period may be non-zero due to 

mesoscale motions but 𝑤ഥ for the full campaign is zero. The residual mean vertical velocity in any 

individual rotation period is subtracted out, so it does not impact the Reynolds averaging. 

4.3.3.2 Lag time shift 

The Ox-CIMS signal is delayed relative to the sonic anemometer due to transit time in the inlet 

line which must be accounted for before calculating the covariance between the vertical wind and 

analyte concentration. The cross-covariance of the two timeseries were first calculated within a ± 

5 s window to determine the lag time of the Ox-CIMS and synchronize with the anemometer. The 

volumetric evacuation time of the inlet is 1.65 to 2.1 s for the inlet volume and flow rates of 18 to 

23 slpm used in this study. Following the method and terminology outlined in Langford et al., 

(2015), the position of the maximum (MAX) of the cross-covariance is taken as the lag time needed 

to align the vertical wind and analyte concentration for that flux period. A representative lag time 

determination with a larger lag window (± 10 s) using the MAX method is shown in Fig. 4.10. In 

low signal-to-noise (SNR) data, the use of the MAX leads to high variability in the determined lag 

time caused by uncertainty in the position of the peak in the cross-covariance. This results in a 

systematic high bias on the absolute magnitude of the resulting flux. The position of the maximum 

of a centered running median (AVG) function of the cross-covariance is an alternative method to 

determine lag time with less expected bias for low SNR data.72,73 Lag times for each O3 flux period 

determined by the MAX and a 10 point AVG method showed reasonable agreement, with a 

campaign average lag time from the MAX with a mean of 1.0 seconds and the AVG at 0.7 seconds 

(Fig. 4.S9). This agreement suggests that a clear peak in the cross-covariance was present for most 

flux periods leading to a convergence of the two methods. This lag time also shows agreement 

with the inlet response time of 0.9 s determined during dry N2 overflows. Due to the convergence 



178 
 

of the determined lag times around a central value, a prescribed lag time of 0.9 s was used for all 

reported vd(O3) values. A prescribed lag time has the least bias to extreme values caused by noise, 

provided that the true lag time is known well.72  Deposition velocities were then recalculated with 

the prescribed lag time of 0.9 s and with the MAX and AVG method over a narrower lag window 

of ± 3 which is expected to be physically reasonable range for the flow rate and inlet line volume. 

The mean vd(O3) using the prescribed, MAX, and AVG lag times were 0.013, 0.012, and 0.012 cm 

s-1 respectively, suggesting the campaign mean value was relatively insensitive to the lag time 

method.  

4.3.4 Cospectra and Ogives 

The frequency weighted cospectrum of O3’ with w’ has a well characterized form with exhibited 

dependence on wind-speed and measuring height.74  Comparison of observed cospectra shape 

against the idealized Kaimal cospectra is useful to validate that the observed signal was not 

significantly attenuated at low or high frequencies. Cospectral averaging is performed by binning 

frequency into 50 evenly log spaced bins and normalizing the integrated cospectra to 1. The 

integral of the unnormalized cospectra is the flux for that observation period.  The mean wind-

speed binned cospectra of sensible heat and O3 appear to match well with the idealized Kaimal 

cospectra for an unstable boundary layer at sampling height z = 13m (Fig. 4.11).  

The ogive is the normalized cumulative distribution of the cospectra, which is used to validate 

both that no high-frequency attenuation is present and that the flux averaging time is sufficiently 

long that all frequencies contributing for the flux is captured. Figure 4.11 shows the averaged 

cospectra and ogives for O3 and sensible heat flux from the average of two flux averaging periods 

14:10 – 15:20 on July 20th. The asymptote to 1 at low frequencies validates that the 27-minute flux 

averaging time was sufficiently long for this site to capture the largest flux carrying eddies. High 
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pumping rates in sampling line ensured that turbulent flow was always maintained in the line 

(Reynolds number 3860-4940). Higher Reynolds numbers in the turbulent regime lead to smaller 

high frequency attenuation.75 The overlap of the idealized Kaimal curve and the observed sensible 

heat and O3 ogives suggest that high frequency attenuation in the sampling line is minimal above 

approximately 0.4 Hz, consistent with our calculated fcut of 0.57 Hz. We calculate the high 

frequency correction transfer function for turbulent attenuation in a tube from Massman, (1991)75 

as a constraint, which is shown in Fig. 4.11b. This transfer function shows attenuation primarily 

above 1 Hz and is not sufficient to describe the observed attenuation above 0.4 Hz. This implies 

that the attenuation observed cannot be explained only as turbulent smearing in the inlet and that 

other wall interactions are likely present.  

Due to the small magnitude of the O3 EC flux there is low signal to noise in the cospectra at high 

frequency for many of the flux averaging periods. This makes application of cospectra based 

correction factors challenging and likely to introduce added variance on the signal. We therefore 

apply an attenuation correction factor following Bariteau et al., (2010). First we calculate the 

idealized unattenuated Kaimal cospectra (Cwx_k) (Eq. 7) for each flux period, and then apply 

frequency attenuation to that cospectra by applying a low-pass filter function (H(f)) characterized 

by τc (Eq. 8). The ratio of the flux of the unattenuated (Fraw) and attenuated (Fatt) cospectra is then 

taken as the correction factor (Af, Eq.9) to apply to the observed O3 flux (Eq. 10). Where n is the 

surface layer normalized frequency defined as n = f z/U, where z is the measurement height and U 

is the horizontal wind speed. 𝐹ைయ,௖௢௥௥ is the attenuation corrected O3 flux and 𝐹ைయ,௢௕௦ is the original 

measured flux. This approach has the benefit of applying a single correction factor to the total flux, 

rather than frequency dependent corrections which might serve to amplify noise at high 
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frequencies. The net impact of this correction factor was an increase of campaign mean vd(O3) of 

4%. 

𝐶௪௫_௞ =  
ଵଵ௡

(ଵାଵଵ.ଷ௡)ళ/ర
          E7. 

𝐻(𝑓) = [1 + (2𝜋𝑓𝜏௖)ଶ]ିଵ         E8. 
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𝐹ைయ,௖௢௥௥ =  𝐴௙𝐹ைయ,௢௕௦          E10. 

We also calculate the attenuated flux from the model of Horst, (1997)76 shown in Eq. 11, for a 

response time (𝜏௖) of 0.0.28 s, and a wind speed of 3 m s-1 to be 6%. The general agreement of the 

Horst and Bariteau attenuation correction factors indicate that the applied correction is reasonable.  

ி೘

ிೣ
=  
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Where Fm/Fx is the ratio of the measured flux to the unattenuated flux, U is wind speed, z is 

measurement height, and nm and α are scaling factors for an unstable boundary layer taken as 0.085 

and 7/8 respectively.  

4.3.5 Uncertainty and flux limit of detection 

Variance in the atmospheric O3 signal was estimated by calculating the autocovariance of the 

signal during a 27-minute flux averaging period (Fig. 4.S11). Uncorrelated white noise only 

contributes to the first point in the autocovariance spectrum, while autocovariance at longer time 

shifts represents real atmospheric variance or correlated instrument drift 37,72. For the analysed 

period, white noise is typically 45 to 65% of the total variance and atmospheric variance is 35 to 

55%. This corresponds to a standard deviation from white noise 𝜎ைయ, noise of 0.4 ppbv.  
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The error in each flux averaging period (LODσ) can be determined by taking the standard deviation 

of the cross-covariance between vertical wind speed and mass spectrometer signal at lag times 

significantly longer than the calculated true lag time.77,78 The random flux error is determined 

using lag windows of -150 to -180 and 150 to 180 s, which are significantly larger than the true 

lag time from sensor separation of 0.9 s as shown in Figure 4.S12. The selection of the -150 to -

180 and 150 to 180 s lag windows is somewhat arbitrary and may still capture organized 

atmospheric structure that persists over long time periods. We also calculate the root mean squared 

deviation (LODRMSE) of the cross-covariance over the same lag windows as proposed by Langford 

et al., (2015), which captures the variance in the cross-covariance in those regions but also accounts 

for long term  offsets from zero in the cross-covariance. The resulting error from the LODσ and 

LODRMSE methods showed good correlation (Fig 4.S13), with periods where the LODRMSE error 

is larger. We apply the RMSE method for our reported flux error determination. The final 

deposition velocity limit of detection was determined for each 27-minute flux averaging period by 

multiplying the LODRMSE error by 1.96 to give the flux limit-of-detection at the 95% confidence 

level. The flux error was then divided by the mean O3 concentration for that averaging period to 

convert from flux to deposition velocity units. The campaign ensemble flux LODRMSE was 0.0027 

cm s-1, calculated using Eq. 12 following Langford et al.,(2015). A total of 59 out of 246 (24%) 

flux periods had deposition velocities below the campaign ensemble LOD. These values are still 

included in the reported mean vd(O3). 

 LODതതതതതത =  
ଵ

ே
∑ LODଶே

௜ୀଵ           E12 

4.3.6 Density fluctuation corrections 

The Ox-CIMS measures O3 as the apparent mixing ratio relative to moist air, as is true of all CIMS 

based measurements, which means fluctuations in the density of air due to changes in temperature, 
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pressure, and humidity could introduce a bias in the EC flux measurement.79 The temperature and 

pressure in the Ox-CIMS and sampling lines were both actively controlled during sampling, 

making density fluctuations from those sources negligible. The long (20 m) inlet sampling line 

used likely also dampened a substantial portion of the water vapor flux. This has been 

demonstrated in an EC study utilizing a closed path H2O sensor for EC flux measurements (through 

an 18 m long, 0.635 cm i.d. inlet, pumped at 18 slpm, comparable to the inlet used in this study) 

which showed complete attenuation above 0.1 Hz and overall attenuation of ~80% of the H2O 

(latent heat) flux. 80 However, without a direct measure of water vapor fluctuations collocated with 

the Ox-CIMS this is difficult to definitively rule out in our measurement. We therefore calculate a 

conservative estimate of this correction factor from Eq 45b. in Webb et al., (1980)79, assuming a 

latent heat flux of 50 W m-2 and neglecting the sensible heat term which is removed by active 

heating of the inlet. For a specific humidity of 12 g kg-1, a temperature of 293 K, a pressure of 1 

atm, and an O3 mixing ratio of 40 ppbv, we calculate a flux correction term of 2.6 x 109 molecules 

cm-2 s-1, which is 20% of our mean measured flux of -1.3 x 1010 molecules cm-2 s-1. We expect that 

the actual density correction for our instrument much smaller given that water vapor fluctuations 

were likely dampened in the inlet line, and the high latent heat flux used in the calculation (50 W 

m-2). Due to the uncertainty in this correction term for our instrument, we do not add it to our 

measured flux values and instead use the calculated value above as a conservative constraint on 

the magnitude. The addition of a Nafion drier on the inlet has been successfully implemented in 

other O3 flux instruments to fully remove water fluctuations and will be used in future deployments 

of the Ox-CIMS 22.  
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4.3.7 Flux divergence 

4.3.7.1 Surface NO emissions 

The observed dry deposition velocity of ozone is potentially biased by simultaneous air-sea 

exchange of nitric oxide (NO).  NO is expected to be emitted from the ocean on the order of 1 x 

108 molecules cm-2 s-1 with dependence on dissolved surface nitrate and solar irradiance 29. This 

NO source near the surface will cause titration of O3 to NO2 resulting in a positive bias for the 

observed vd(O3). Assuming a maximum NO emission flux of 5 x 108 molecules cm-2 s-1 and that 

all NO reacts with O3 before being advected to the sensor height, the resulting O3 flux bias would 

be -5 x 108 molecules cm-2 s-1.  Our mean case of 40 ppbv O3 and vd (O3) of 0.013 cm s-1 

corresponds to a flux of -1.3 x 1010 molecules cm-2 s-1. Therefore, the resulting bias in observed 

vd(O3) from NO emissions is 3.8% or 4.9 x 10-4 cm s-1. This value is an upper limit for expected 

ocean NO emissions and is well within the uncertainty of the observed vd(O3). There is also 

potential for short term anthropogenic emissions of NO (such as from a boat engine passing by the 

sensor) to create a flux divergence term. We expect that the combination of signal despiking and 

the flux stationarity criteria described in Section 4.3.3 will minimize the impact of this potential 

divergence term. Despiking will remove most short term (<1 s) emission events and the stationarity 

criteria will filter out any period where longer term titration events cause large changes in the 

observed flux within a flux measurement period.  

4.3.7.2 Free troposphere entrainment 

The entrainment of O3 enhanced or depleted air in the free troposphere to the marine boundary 

layer (MBL) creates a potential flux gradient that will contribute to the measured flux values at the 

near surface measurement height (zo) of 13 m. Lenschow et al., (1982)81 presented aircraft 

observations of O3 deposition over the Gulf of Mexico at heights of 15, 60, and 325 m which 
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showed a strong flux gradient term driven by entrainment from the free troposphere. The boundary 

layer height (zi) during those flights was approximately 1.2 km, suggests a strong flux gradient 

was present even within the surface layer (approximated as the lowest 10% of the boundary layer). 

The magnitude of this flux gradient depends on the magnitude of the O3 concentration gradient 

(ΔC) and the entrainment velocity (we) of air from free troposphere into the MBL. Faloona et al., 

(2005)8, reported entrainment velocities from 0.12 to 0.72 cm s-1 and an enhancement in O3 (ΔC) 

of 20 ppbv in the free troposphere relative to the boundary layer in the summertime eastern 

subtropical pacific. Using those values and Equations 13and 14 below we calculate the percent 

fractional error from entrainment on the observed flux for a range of reasonable ΔC and we as 

shown in Fig. 4.12 37. 
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Where zi is the boundary layer height, z is the measurement height, and Fi and F0 are the 

entrainment flux and surface flux respectively. We use the SIO measurement height (z) = 13 m 

and mean surface flux (Fo) = -5.2 x 10-3 ppbv m s-1 (from vd = 0.013 cm s-1 and [O3] = 40 ppbv ), 

and an O3 mixing ratio gradient (ΔC) from -20 to +20 ppbv in the free troposphere relative to the 

boundary layer. The resulting fractional error in our observed mean surface flux from Scripps Pier 

using the values from Faloona et al, 2005 (ΔC of +20 ppbv, MBL height of 800m) is 4.4% for we 

of 0.12 and 33% for 0.72 cm s-1
. This entrainment flux error is clearly significant for marine O3 

flux measurements assuming there is a gradient of O3 in the free troposphere relative to boundary 

layer. This entrainment flux error is independent of the surface flux instrument measurement error 

and adds a systematic bias on the surface flux measurement. This calculation also makes clear that 
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marine O3 measurements should be made as close to the surface as possible, and that the O3 

concentration gradient and entrainment rate should be explicitly measured if possible. We do not 

have an explicit measure of ΔC, we, or the MBL height so we tentatively assign entrainment error 

of up to 33% from the maximum values of those parameters reported in Faloona et al. (2005). We 

emphasize this source of uncertainty is independent of the O3 sensor and is a systematic bias that 

should be considered in all O3 air-sea exchange determinations.  

4.4 Fast NO2 measurements, eddy covariance and O3 titration 

Discussion of EC flux results have been limited to O3 because ocean—atmosphere exchange of 

NO2 is expected to be small and below the limit of detection of our instrument. The potential flux 

divergence from the reaction of O3 with NO is also below the instrument flux limit of detection as 

discussed in section 4.3.6. However, over terrestrial surfaces where NO2 emissions can be large, 

we expect this instrument would be well suited for measuring NO2 flux. From Equations 15 and 

16, following  Bariteau et al., (2010)22 and Lenschow and Kristensen, (1985)82, we calculate the  

we calculate an expected flux LOD for the case where counting noise is the controlling term in the 

flux error. The calculated flux LOD is 4.3 x 109 molecules cm s-2 s-1 (1.6 pptv m s-1) for an NO2 

mixing ratio of 1 ppbv and a friction velocity of 0.2 m s-1.  

𝐹 = 𝐶௔ට
଴.଴଺௨∗

మ

஼ೌక௰
           E15. 

𝛤 =
௔ ௭

௎
            E16 

Where u* is the friction velocity (m s-1), Ca is the gas phase concentration (ppbv), 𝜉 is the 

instrument sensitivity (cps ppbv-1), and 𝛤 is the integral time scale (s). 𝛤 can be further expressed 

following Eq. 12 where a is constant taken as 0.3 for neutral conditions 82, z is the measurement 
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height (here 10 m), and U is the horizontal wind speed at that measurement height (taken as 5 m 

s-1).  

 

Observations of a short duration NO plume from a boat motor starting near our inlet at 

Scripps Pier highlights the utility of the simultaneous O3 and NO2 detection from this instrument 

(Fig. 4.13). Highly localized NO emissions were observed as the titration of O3 and prompt 

production of NO2. Observed total odd oxygen (Ox = O3 + NO2) was conserved during this titration 

event, where NO2 and O3 concentrations were determined from independent calibration factors and 

backgrounds. The 1:1 conversion of Ox from O3 to NO2 shown in Fig. 4.13b, validates the 

laboratory generated instrument calibration factors for O3 and NO2. The temporal agreement of 

the O3 and NO2 signals also demonstrates that both O3 and NO2 are transmitted through the inlet 

and detected with nearly identical instrument response times. This analysis assumes that there were 

no direct NO2 emissions during the titration event. A NO2 to NOx emission ratio of 0.08 was 

observed for ship emissions from diesel motors on inland shipping vessels.83 Without additional 

knowledge amount the NOx emission source during this event, the observed conservation of total 

Ox could be partially driven by compensating errors within 10%. This simultaneous detection of 

both Ox species is likely also well suited for mobile sampling in the presence of dynamic NO 

emission sources, which challenge other fast ozone measurements. This method would also be 

well suited for direct measurement of flux divergence in the presence of strong surface NO 

emission sources.   

4.5 Conclusions and Outlook  

This study demonstrated the utility of oxygen anion chemical ionization mass spectrometry for the 

fast and sensitive detection of O3 and NO2. Field measurements of O3 dry deposition to the ocean 
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surface from Scripps Pier, La Jolla CA demonstrate that this method has suitable time response, 

precision, and stability for successful EC measurements. The mean measured vd(O3) with the Ox-

CIMS is in within range of prior studies of O3 ocean-atmosphere exchange. Further optimization 

and characterization of the Ox-CIMS is ongoing, including efforts to validate the specificity of the 

NO2 detection, addition of a Nafion drier system, and better background determination methods. 

While this work has focused primarily on the deposition of O3 to the ocean surface, the 

demonstrated instrument performance suggests the Ox-CIMS to be highly capable of O3 and NO2 

flux measurements in the terrestrial biosphere and urban environments and from mobile platforms.  
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Figures 

 

Table 4.1. Summary of instrument sensitivity, precision, and accuracy for detection of O3 and 
NO2 from laboratory calibrations. Sensitivity is reported at a specific humidity (SH) of 8 g kg-1 
which corresponds to 40% RH at 25 °C. All limits of detection (LOD) are for a S/N = 3. The 
optimum LOD is reported as the LOD at the optimum averaging time determined by the minimum 
of the Allan variance spectrum. Optimum averaging times were determined to be 11 s for O3 and 
19 s for NO2. The reported field comparison (R2) is from a regression of 1-minute bin averaged 
ozone concentration from the Ox-CIMS with an EPA (Thermo-Fisher 49i) monitor in Zion, Il 
during four weeks of ambient observation shown in Fig. 4.7.     

 

 

 

 

Table 4.2. Overview of flux and concentration measurements of O3 and NO2 from Scripps Pier. 
Concentration ranges are reported for all periods of onshore winds. Flux results are reported only 
for final quality-controlled flux periods Ozone mean deposition velocity (vd) was well resolved 
from the campaign ensemble average LOD of 0.0027 cm s-1. Reported vd LOD is the ensemble 
mean of the LOD determined by the RMSE method at long lag times for each 27-minute flux 
period. 24% of quality-controlled flux periods fell below the campaign ensemble LOD. Deposition 
velocity of NO2 across the air-sea interface is expected to be small (<0.002 cm s-1) and was 
consistently below the LOD of our instrument so no values are reported here. 
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Figure 4.1. Ox-CIMS mass spectra collected at 1 Hz and mass resolution of 950 M/ΔM (at –60 
m/Q), with major peaks highlighted. 𝐎𝟐

ି 𝐚𝐧𝐝 𝐎𝟐(𝐇𝟐𝐎)ି at –32 m/Q and –50 m/Q respectively 
are the two observed forms of the reagent ion. The detected ozone product (𝐂𝐎𝟑

ି, –60 m/Q) is of 
comparable magnitude to the 𝐎𝟐

ି reagent ion during ambient sampling.  NO2 is detected as the 
charge transfer product 𝐍𝐎𝟐

ି at –46 m/Q. Masses greater than –150 m/Q contribute less than 2% 
to the total signal and are not plotted. 
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Figure 4.2. Normalized calibration curves of O3 (a) and NO2 (b) at 8 g kg-1 specific humidity 
(approximately 40% RH at 25 °C). Ozone is detected as 𝐂𝐎𝟑

ି at –60 m/Q. NO2 is detected as the 
charge transfer product (𝐍𝐎𝟐

ି) at –46 m/Q. Error bars are the standard deviation in normalized 
count rate for each measurement point.  

  



199 
 

 

 

 

Figure 4.3. Dependence of O3 and NO2 sensitivities on specific humidity.  Error bars indicate 
standard deviation of triplicate calibration curves. The blue shaded region from SH 8–16 g kg-1 is 
the approximate typical range of specific humidity in the mid-latitude marine boundary layer. 
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Figure 4.4. Ox-CIMS cumulative sensitivity to O3 detected either directly as 𝐎𝟑
ି or as 𝐂𝐎𝟑

ି as a 
function of CO2 mixing ratio. The sum of sensitivity as 𝐎𝟑

ି and 𝐂𝐎𝟑
ି shows that total sensitivity to 

O3 is conserved as the product distribution shifts with CO2 mixing ratio. Greater than 99% of O3 
is observed as 𝐂𝐎𝟑

ି at CO2 mixing ratios greater than 60 ppmv. 
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Figure 4.5. Normalized count rate of 𝐂𝐎𝟑
ି (–60 m/Q) ozone detection product as a function of 

pressure in the IMR during sampling of a constant 35 ppbv O3 source. The exponential fit of the 
data is shown by the dashed line. Fit parameters are included to allow for calculation of potential 
sensitivity improvements with further increase in IMR pressure.  

  



202 
 

 

  

Figure 4.6. Representative instrument backgrounding determination for O3 and NO2 where the 
inlet was rapidly switched from ambient sampling to an overflow with dry UHP N2 indicated by 
the grey dashed line. O3  response is fit to an exponential decay, plotted as solid lines with a mean 
response time of 0.28 s.,NO2 is fit to a bi-exponential decay where the initial rapid decay (𝝉𝟏) in 
attributed to gas evacuation of the inlet line and the second slower decay (𝝉𝟐) is attributed to 
equilibration with the inlet walls.  Best fit estimates for 𝝉𝟏 of NO2 from 0.7 to 1.2 seconds. 𝝉𝟐 for 
NO2 was determined to be 3.2 s for this decay period. 
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Figure 4.7. Distribution of normalized adjacent differences measured at 10 Hz during a stable 27-
minute ambient sampling period of 38 ppbv O3 from Scripps Pier. The 1σ value of the distribution 
gives an upper limit of instrument precision of 0.74%. 
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Figure 4.8. Regression of 1-minute average O3 mixing ratios from the Ox-CIMS against an EPA 
O3 monitor (Thermo-Fisher 49i) binned to 1 ppbv over four weeks of ambient sampling in Zion, 
Illinois in May- June 2017. The solid black line is the linear least-squares regression. Error bars 
represent the standard deviation of each bin. Instrument agreement is strong for O3 greater than 10 
ppbv, with an apparent bias in one or both instruments below 10 ppbv. 

 



205 
 

 

Figure 4.9. Observed meteorology and O3 mixing ratio and deposition velocities for DOY 194-
199 from Scripps Pier (a) Horizontal wind speed (U10) and sea-surface temperature (SST). (b) O3 
mixing ratios and vd(O3).  
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Figure 4.10. Lag time determination for an individual 27-minute O3 flux averaging period. The 
lag time for this flux period determined from the maximum of the covariance to be 0.9 seconds 
which compares reasonably with the volumetric evacuation time of the inlet of 1.7 to 2.1 seconds.  
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Figure 4.11. (a) Mean binned frequency weighted cospectra O3 and sensible heat flux with vertical 
wind from the average of two consecutive flux periods from 14:10 – 15:20 local time on July 20th. 
The Kaimal trace is the idealized cospectra Kaimal et al. (1972) for mean windspeed of 4.4 m s-1 
and an unstable atmosphere. The sensible heat trace is inverted, and the observed net sensible heat 
flux was positive for this period (b) Corresponding ogives for cospectra shown in (a). The M91 
Transfer trace is the calculated transfer function for turbulent attenuation in a tube from (Massman, 
1991).  
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Figure 4.12. Calculated percent error in the measured O3 surface flux due to entrainment from the 
free troposphere as a function of the MBL height and the entrainment flux (Fi). Entrainment flux 
is the product of the free troposphere to boundary layer concentration gradient (ΔC), and the 
entrainment velocity (we). Calculation of percent error used the Scripps Pier measuring height of 
13 m, and mean surface flux of -5.6 x 10-3 ppbv m s-1. 
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Figure 4.13. Observations of ozone titration by NO emissions from a boat engine near the SIO 
pier. (a) 10 Hz timeseries of O3, NO2, and Ox (O3 + NO2) demonstrating ability to capture transient 
titration events. (b) Regression of O3 and NO2 plotted with a reference line of slope -1, showing 
conservation of total Ox at 10 Hz during a NO titration event. 
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Supplemental Figures 

 
 

Table 4.S1. Operational ion optic voltages and chamber pressures for the three front end chambers 
of the Ox-CIMS. Ion declustering strength is primarily determined by the voltage difference 
between the Skimmer and BSQ Front.  The nomenclature of Brophy and Farmer. (2016) is used 
for ion optic component labelling. 
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Table 4.S2. Calculated binding enthalpies in kcal mol-1 for 𝑶𝟐
ି and 𝐂𝐎𝟑

ି  reagent ions to water 
(H2O), hydrogen peroxide (𝐇𝟐𝐎𝟐), methyl hydrogen peroxide (𝐂𝐇𝟑𝐎𝐎𝐇), and nitric acid (𝐇𝐍𝐎𝟑) 
in kcal mol-1. Calculations were performed with the MP2/aug-cc-pvdz-PP theory and basis set.  
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Figure 4.S1. Distribution of 1 Hz reagent ion signal as the sum of 𝐎𝟐
ି 𝐚𝐧𝐝 (𝐎𝟐 ∙ 𝐇𝟐𝐎)ି during 

the full ambient sampling period from Scripps Pier.  Absolute sensitivity to O3 and NO2 scales 
directly with the magnitude of reagent ion signal.  Mean reagent ion signal during the campaign 
was 1.45 x 107 cps corresponding to an absolute sensitivity to O3 and NO2 of 1.8 x 105 and 1.05 
x 105 cps ppbv-1 respectively at a specific humidity of 8 g kg-1.  
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Figure 4.S2. Normalized count rate of background 𝐂𝐎𝟑
ି signal at the sum of —m/Q 60 and —m/Q 

48 as a function of oxygen fraction in the reagent ion precursor flow (𝒇𝑶𝟐
), with least squares 

exponential fit line. Reagent ion flow 𝒇𝑶𝟐
was varied while the inlet was overflowed with zero air 

containing 380 ppmv CO2, to isolate the background production of  𝐂𝐎𝟑
ି in the reagent ion 

generation source. The background O3 production was 1.5 ppbv at 𝒇𝑶𝟐
of 0.08 (blue square 

overlay) used during ambient sampling.  
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Figure 4.S3. (a) Distribution of observed count rates of the sum of 𝐂𝐎𝟑
ି - (-60 m/Q) and 𝐎𝟑

ି  (-48 
m/Q) during the full sampling period from Scripps Pier. The green shaded region shows periods 
of dry UHP N2 overflow of the sampling line. (b) Distribution of observed count rates during dry 
N2 overflow periods overflow only. Count rates during overflow periods show high consistency 
between overflow periods with a mean of 3.1 x 105 and standard deviation of 5.0 x 104 counts per 
second. Residual 𝐂𝐎𝟑

ି during overflow periods is from generation in the reagent ion source rather 
than off gassing from instrument surfaces. (c) Distribution of normalized adjacent differences of 
the mean summed 𝐂𝐎𝟑

ି  and 𝐎𝟑
ି signal during each three-minute overflow period. The NAD of 

overflow periods is a measure of point to point stability of the background over the full campaign. 
The 1 σ deviation of the NAD distribution is 9% which gives an upper limit of the variability 
between subsequent O3 backgrounds. A 9% variability in the background corresponds to 110 pptv 
O3 at mean overflow signal of 3.1 x 105 cps.  
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Figure 4.S4. Background count rate of ozone detected as 𝐂𝐎𝟑
ି at —60 m/Q and as 𝐎𝟑

ି at —48 
m/Q during an N2 overflow background determination period during ambient sampling at Scripps 
Pier. Overflow of dry N2 was started at 0 s and stopped at 120 s. During N2 overflow periods 
during field sampling, no CO2 was added to drive the reaction product to 𝐂𝐎𝟑

ି. This leads to the 
detection of a portion of the O3 background signal as 𝐎𝟑

ିduring N2 overflow which must be 
accounted for. Count rates of 𝐎𝟑

ି were of similar magnitude to the 𝐂𝐎𝟑
ି signal during N2 overflow 

periods during field sampling. From lab calibrations the sensitivity to 𝐎𝟑
ି at 0 ppmv CO2 and 0 g 

kg-1 SH is approximately a factor of three higher than 𝐂𝐎𝟑
ି. Accounting for the background signal 

at 𝐎𝟑
ି increases the mean O3 background during field sampling by 0.6 ppbv (from approximately 

0.7 to a 1.3 ppbv total O3 background). 
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Figure 4.S5. Distribution of normalized adjacent differences of 10 Hz O3 signal during a 2-minute 
dry N2 overflow period during ambient sampling at Scripps Pier.  The 1σ upper limit of precision 
is 0.75% corresponding to 7.5 pptv precision in the 1.3 ppbv background O3 signal. Precision 
limitations from background O3 generation in the ion source are unlikely to be significant in the 
overall precision of the instrument during ambient sampling where precision is 300 pptv at 40 
ppbv ambient O3 concentrations.  
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Figure 4.S6. Allan variance determination of optimal averaging time for (a) O3 and (b) NO2 for 
sampling of a constant calibration source in lab for approximately 10 minutes with 10 Hz data 
collection. The minimum of the Allan variance curve is the optimum averaging time (𝝉𝒐𝒑𝒕) that 
results in the lowest achievable LOD. For O3 𝝉𝒐𝒑𝒕 was 11 s, and for NO2 𝝉𝒐𝒑𝒕 was 19 s.  
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Figure 4.S7. Regression of O3 signal against H2O2 from laboratory sampling of approximately 8 
ppbv O3 with fast introduction of a H2O2 source up to 40ppb. Linear regression shows a loss of 
0.06 ppbv of the O3 signal per ppbv H2O2 added. H2O2 is detected as an adduct with 𝑶𝟐

ି the parent 
ion  𝐇𝟐𝐎𝟐

ି at —m/Q 66.  The 𝐂𝐎𝟑 (𝐇𝟐𝐎𝟐)ି adduct at —94 m/Q is observed respond with increase 
with H2O2 introduction but has a persistent high signal which is attributed to a ubiquitous 
𝐎𝟐(𝐂𝐎𝟐) (𝐇𝟐𝐎)ି adduct.  
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Figure 4.S8. Short-term instrument precision from distribution of normalized adjacent differences 
against ion count rate for 10 Hz and 1 Hz data averaging. Normalized adjacent differences were 
calculated for all masses -30 to -250 m/Q for a 27-minute ambient sampling period. Precision is 
reported as 1σ of the NAD distribution for each mass. Ion count rates are the mean unnormalized 
count rate over the 27-minute sampling period.   
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Figure 4.S9. Histogram of determined lag times determined as the maximum (MAX) absolute 
magnitude of the autocovariance and from the maximum absolute magnitude of a 10 point moving 
median (AVG) of the autocovariance over a ±5 s lag window.  
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Figure 4.S10. Calculation of cross-covariance at very long lag times (-500 to -485 & 485-500 s) 
used to determine the flux LOD via the LODRMSE and LODσ methods. Covariance in the physically 
reasonable flux window of lag times (-3 to 3 s) is well resolved from the covariance magnitude at 
long lag times driven by noise.  
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Figure 4.S11. Ozone auto-covariance for 10 Hz O3 signal for a single flux averaging period. White 
noise only contributes to the auto-covariance at a lag of 0 points. Auto-covariance at other lag 
times is from real long-term coherence in the signal, either from atmospheric variability or 
instrument drift.  
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Figure 4.S 12. Ozone flux limit of detection from for 27-minute flux periods determined by the 
LODRMSE and LODσ methods.  
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Chapter 5. The sensitivity of benzene cluster cation chemical ionization mass 
spectrometry to select biogenic terpenes 

Abstract 

Benzene cluster cations are a sensitive and selective reagent ion for chemical ionization of select 

biogenic volatile organic compounds. We have previously reported the sensitivity of a field 

deployable chemical ionization time-of-flight mass spectrometer (CI-ToFMS), using benzene 

cluster cation ion chemistry, for detection of dimethyl sulfide, isoprene and α-pinene. Here, we 

present laboratory measurements of the sensitivity of the same instrument to a series of terpenes, 

including isoprene, α-pinene, β-pinene, D-limonene, ocimene, β-myrcene, farnesene, α-humulene, 

βcaryophyllene, and isolongifolene at atmospherically relevant mixing ratios (< 100 pptv). In 

addition, we determine the dependence of CI-ToFMS sensitivity on the reagent ion neutral delivery 

concentration and water vapor concentration. We show that isoprene is primarily detected as an 

adduct (C5H8∙C6H6
+) with a sensitivity ranging between 4 and 10 ncps ppt-1, which depends 

strongly on the reagent ion precursor concentration, de-clustering voltages, and specific humidity 

(SH). Monoterpenes are detected primarily as the molecular ion (C10H16
+) with an average 

sensitivity, across the five measured compounds, of 14 ± 3 ncps ppt−1 for SH between 7 and 14 g 

kg−1, typical of the boreal forest during summer. Sesquiterpenes are detected primarily as the 

molecular ion (C15H + 24) with an average sensitivity, across the four measured compounds, of 

9.6 ± 2.3 ncps ppt−1, that is also independent of specific humidity. Comparable sensitivities across 

broad classes of terpenes (e.g., monoterpenes and sesquiterpenes), coupled to the limited 

dependence on specific humidity, suggest that benzene cluster cation CIToFMS is suitable for field 

studies of biosphere–atmosphere interactions. 
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5.1 Introduction 

The annual global emission of biogenic volatile organic compounds (BVOCs) is estimated at 1000 

Tg C yr−1 and exceeds the total VOC emissions from anthropogenic activities.1,2 Foliage emissions 

account for 90% of global BVOC emissions, of which isoprene (C5H8), monoterpenes (MTs; 

C10H16), and sesquiterpenes (SQTs; C15H24) are the primary constituents.3 The emission rate and 

the chemical composition of emitted BVOCs is a complex function of the vegetation species and 

the wide array of stress factors that it is exposed to.4–6 Atmospheric oxidation of BVOCs results in 

the formation of low-volatility compounds that can lead to new particle formation7,8 and particle 

growth through secondary organic aerosol formation.9,10 Both of these processes impact Earth’s 

radiative budget by scattering solar radiation and/or altering cloud formation and precipitation.11 

The contribution of different types of BVOCs (e.g., isoprene, MTs and SQTs) to secondary organic 

aerosols (SOA) differ significantly.6 Therefore, uncertainties in BVOCs emissions present 

significant issues in estimating net climate forcing.12,13 Identification of the chemical composition 

of the emitted BVOCs and quantification of the surface exchange rates of these compounds are 

essential for understanding complex and nonlinear biosphere–atmosphere interactions. Chemical 

ionization mass spectrometry (CIMS) is a commonly utilized selective and sensitive method for in 

situ detection of trace gases.14 The sensitivity and selectivity towards a specific compound or class 

of compounds having similar functional groups rely on the selection of an appropriate ion (i.e., 

reagent ion) that reacts with and ionizes the analyte via an ion–molecule reaction. For example, 

iodide ions have been used to measure reactive nitrogen compounds, halogen-containing species, 

and oxygenated VOCs;15–17 CF3O− has been used for the detection of peroxides and organic 

nitrates;18 NO+ has been used for the selective detection of primary alcohols and alkenes;19–23 H3O+ 

has been used for VOCs and their oxygenated products;24 and benzene cluster cations have been 
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used for dimethyl sulfide (DMS), isoprene, and terpenes.25,26 The benzene cation clusters 

spontaneously with neutral benzene via attractive, non-covalent interactions.27,28 Leibrock and 

Huey (2000)26 and recently Kim et al. (2016)25 demonstrated that select VOCs including isoprene, 

MTs, SQTs and aromatic compounds can be ionized by benzene cation clusters. Kim et al. studied 

the parameters that control the benzene cation cluster distribution (C6H6)+∙(C6H6)n at the 

operational conditions of the CI-ToFMS, concluding that, for the specific operating conditions 

used, the reagent ion within the ion–molecule reaction chamber was primarily in the form of the 

benzene dimer or larger clusters.25 This conclusion is in agreement with studies showing that the 

dissociation energy of the benzene cation dimer is significantly higher than that of the trimer or 

larger benzene cation clusters,29 suggesting that ionization in the CI-ToFMS by benzene cluster 

cations proceeds primarily through clusters that are at least the size of the benzene cation dimer. 

The ionization mechanism for a given analyte (M) with the benzene cation dimer depends on the 

ionization energy (IE) of the analyte. Charge transfer (R1) is expected to be the dominant reaction 

for analytes having ionization energies smaller than the benzene dimer (8.69 eV) .28 In cases when 

the analyte IE is higher than that of benzene cation dimer, charge transfer is thermodynamically 

unfavored and adduct formation (R2) or ligand exchange (R3) are the sole modes of ionization. 

The ligand exchange product (R3) was previously reported for isoprene, dimethyl sulfide and 

select alkenes; however, the reaction pathway is not known.25,26  

(C6H6)2
+ + M → M+ + 2C6H6         (R1)  

(C6H6)2
+ + M → M+∙(C6H6)2         (R2)  

(C6H6)2
+ + M → M+∙(C6H6) + C6H6         (R3)  
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The low IE of benzene clusters (8.69 eV for the dimer and even smaller for larger benzene cation 

clusters)28,30 is a major advantage in the quantification of monoterpenes or larger volatile organic 

compounds such as sesquiterpenes. The IE of these compounds is slightly smaller than that of the 

benzene dimer (e.g., 8.3 eV for β-caryophyllene)31 and the minimal excess energy in charge 

transfer reactions results in limited fragmentation. For example, approximately 60 % of β-

caryophyllene was detected in its molecular ionic form (M+) in comparison to significant 

fragmentation observed by proton transfer reaction mass spectrometry (PTRMS).32 The field-

deployable CIMS that utilizes a time-of-flight mass analyzer (ToFMS), previously described by 

Kim et al., combines the efficient production and transmission of ions at high pressure (e.g., 75 

mbar) with the high ion duty cycle of orthogonal extraction ToFMS.25,33 This instrument 

configuration is highly sensitive and capable of measuring and logging mass spectra (10–800 m/Q) 

at rates higher than 10 Hz.33 These benefits make CI-ToFMS highly applicable for studying 

atmospheric exchange processes of trace gases at the air–ocean interface that require fast response 

rates.34 However, at these pressures, the distribution of benzene clusters and their associated ion–

molecule reactions times are not well constrained. Unlike PTR-MS, it is not possible to directly 

derive the analyte mixing ratio from laboratory studies of the ion–molecule kinetics (reaction rates) 

that are conducted at lower pressure in which both the reaction times and cluster distribution have 

been previously determined. As such, quantitative analysis of atmospheric trace gases using high 

pressure CIMS necessitates either a direct or empirical calibration for each analyte as a function 

of the atmospheric conditions (e.g., humidity or temperature). In what follows, we build on earlier 

studies in our group,25 which described the use of benzene cluster cations as a reagent ion for the 

detection and quantification of dimethyl sulfide, isoprene, and α-pinene. At the time of Kim et al. 

(2016), it was not known if benzene ion chemistry was equally sensitive to all monoterpene 
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compounds, to what extent CI-ToFMS sensitivity was dependent on ambient specific humidity for 

a broad range of monoterpenes and sesquiterpenes, and the source of organic impurities in the 

reagent ion delivery. Here, we address each of these topics. In this paper, we describe a high-purity 

liquid benzene source, which permits operation of the CI-ToFMS at higher reagent ion 

concentrations. We discuss the sensitivity of benzene cluster cation chemistry to a select number 

of terpenes (Fig. 5.1) at atmospherically relevant mixing ratios (< 500 pptv). We report on the 

effect of atmospheric water vapor and the neutral benzene reagent ion precursor concentration on 

CI-ToFMS sensitivity to select terpenes (isoprene, α- and β-pinene, D-limonene, β-myrcene, 

ocimene, farnesene, isolongifolene, α-humulene, and β-caryophyllene). We also examine the de-

clustering power of the radio frequency (RF)-only quadrupole to better determine the cluster 

distribution present in the ion molecule reaction chamber. 

5.2 Experimental 

5.2.1 Materials 

The following analytes were purchased from Sigma-Aldrich and used with no further purification: 

isoprene, α-pinene, βpinene, D-limonene (≥ 99 %), β-myrcene (96.2 %), ocimene (97.0 %, as a 

mixture of isomers), farnesene (> 90.0 %, as a mixture of isomers) α-humulene (> 96.5 %), 

βcaryophyllene (≥ 98.5 %), isolongifolene (≥ 98.0 %, as a mixture of isomers), benzene (≥ 99.5 

%), and chloroform-d (99.8 at. % D). A compressed gas cylinder of 0.184 ppm of DMS-d3 in N2 

was purchased from Praxair, USA. Water was supplied from a Milli-Q system at 18.2 MΩ. 

Nitrogen was used from a UHP liquid N2 dewar (Airgas). UHP (99.999 %) oxygen cylinders were 

purchased from Airgas. 
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5.2.2 Chemical Ionization Mass Spectrometer 

The detailed description of the CI-ToFMS (Tofwerk AG, Switzerland, and Aerodyne Research 

Inc., USA) and its performance are discussed in Bertram et al. (2011). In brief, reagent ions are 

generated by passing 10 sccm of UHP N2 over the headspace of a liquid benzene reservoir 

contained in a stainless steel bottle. Benzene vapor is diluted with 2.2 slpm of N2, prior to delivery 

to the 210Po source. The benzene vapor mixing ratio is estimated from the dilution ratio and 

benzene vapor pressure. In the experiments discussed here, we varied the benzene concentration 

between 60 and 360 ppm. A combination of stainless steel and Teflon tubing was used to transfer 

benzene vapors to minimize extraction of organic compounds from the tubing. Following dilution, 

benzene vapor flows through a 10 mCi α emitting radioactive 210Po source (NRD 2021–1000). The 

collision of α-particles with N2 results in the formation of N+ 2 ions that ionize the benzene 

clusters.35 The analyte sample is mixed with the formed benzene cluster cations at the ion–

molecule reactor (IMR) held at 75 mbar. At this pressure, the estimated analyte residence time in 

the IMR is 100 ms. The reagent and product ions are transmitted from the IMR chamber into a 

collisional dissociation chamber (CDC, P = 2 mbar) equipped with a RF-only ion-guide 

quadrupole, followed by a subsequent chamber (P = 1.4 × 10−2 mbar) in which a second RF-only 

quadrupole is used to focus the ion beam. The ion beam is then guided by a further set of ion optics 

to the entrance point of the extraction region of the compact time of-flight mass analyzer (Tofwerk 

AG, Switzerland). 

5.2.3 Liquid Calibration Unit 

A custom liquid calibration system was developed to deliver known, atmospherically relevant 

mixing ratios (< 500 pptv) of gas-phase terpenes to the CI-ToFMS. The liquid calibration system 

uses a syringe pump to continuously evaporate known quantities of solution into a heated carrier 
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gas flow, generating known mixing ratios of select terpenes. To produce trace concentrations of 

each analyte, the standard liquid material was diluted in series with chloroform-d using a set of 

calibrated auto pipettes. Chloroform-d was chosen due to its solvent properties and low boiling 

point (61 ◦C) that enhances the evaporation of the analyte. Due to its ionization energy (IE > 11 

eV),36 higher than that of benzene cation clusters, it was expected that chloroform would not be 

ionized and would have negligible impact on the benzene cluster cation ionization mechanisms. 

To assess this, mass spectra were recorded for solutions containing solely deuterated chloroform 

for a variety of different pump flows from 0 to 5 µL min−1. We did not observe the molecular 

cation of chloroform-d (CDCl3
+, 120 m/Q) and only very small signatures of the fragments (at 48, 

84, or 86 m/Q) were observed (Fig. 5.2), consistent with the IE of chloroform-d being higher than 

that of the reagent ions (11.37 ± 0.02 eV compared with 8.69 eV).28,37 It was also determined that 

concentration of deuterated chloroform did not interfere with reagent ion or water cluster signal 

intensities. To evaporate the analyte solution, a controlled amount (0– 5 µL min−1) of the analyte 

solution was delivered by a syringe pump (Harvard Apparatus, model 11) via PEEK tubing 

(Upchurch Scientific) into a heated carrier stream resulting in CDCl3 mixing ratios from 60 to 300 

ppmv. A synthetic 80:20 N2:O2 mixture was used as zero air and heated by an in-line gas heater 

(Omega, AHP-3741). The temperature of the zero air flow at the point of intersection with the 

PEEK tubing was kept at 80 ◦C via a PID temperature controller (Omega, CN9300). Excess zero 

air flow was used to ensure an overflow of the CIMS inlet. The trace concentration of the 

evaporated analytes and the elevated temperature in front of the inlet (ca. 50 ◦C) helped to prevent 

re-condensation of the analyte on the inlet tubing. Humidified zero air was generated by passing a 

fraction of the total flow through the head space of a water reservoir. The relative humidity (RH) 

of the total air flow was measured using a relative humidity sensor (Vaisala, HMP110), calibrated 
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using the procedure described in.38 The sensitivities reported in this paper are presented in 

normalized counts per second per pptv (ncps pptv−1). We normalized the analyte ion count rates 

by the sum of the benzene cation monomer (78 m/Q) and dimer (156 m/Q) count rates to a reference 

of 1 × 106 counts per second of total reagent ion signal in order to account for changes in ion 

transmission and generation over time. Sensitivities are calculated as the slope of the linear fit of 

each calibration curve of 5–7 steps (Fig. 5.3). Error bars are the standard deviation of repeated 

triplicate measurements. The performance of the liquid evaporation technique was validated by 

comparing the sensitivity to dimethyl-1,1,1-d3 sulfide (Praxair certified compressed gas standard, 

0.184 ppm ± 10 %) diluted by zero air to a desired mixing ratio, with that of a diluted nebulized 

solution of DMS. The slope of the linear fit for calibration measurements from the pressurized 

cylinder (DMS-d3, 65 m/Q) and the solution (DMS, 62 m/Q) agreed to better than 10 %. 

5.3 Results and Discussion 

5.3.1 Benzene cluster cation mass spectra 

The CI-ToFMS mass spectra, obtained while overflowing the inlet with nominally dry zero air, 

are shown in Fig. 5.4a. To maximize the transmission of weakly bound ion–molecule adducts, we 

operated the instrument in all of the experiments described here with a minimal applied electric 

field between the instrument inlet and the entrance of the second RF-only quadrupole ion guide. 

The two primary peaks in the mass spectrum correspond to the benzene cation (C6H6
+; 78 m/Q) 

and the benzene cation clustered to a single, neutral benzene (C6H6
+∙(C6H6); 156 m/Q), where 

C6H6
+ and C6H6

+∙(C6H6)  combined account over 90 % of the total ion current (TIC) for a benzene 

neutral concentration of 300 ppm. Benzene cation clusters larger than the dimer were not observed, 

as expected from their dissociation enthalpy, which is significantly smaller than that of the benzene 

cation clustered with a single neutral benzene molecule.29 The observed mass spectrum indicates 



232 
 

significant ion intensity at 39, 50, 51, and 52 m/Q that are attributed to the dissociation of the 

molecular (C6H6
+) ion into its fragments C3H3

+, C4H2
+, C4H3

+, and C4H4
+, accounting for ca. 5 % 

of TIC. The fragmentation may result from the interaction of N+2, α-particles, or electrons with 

benzene clusters in the ion molecule reaction region.39,40 For comparison, a similar spectrum is 

shown in Fig. 5.4b, using the same benzene neutral concentration and operating voltages, but 

without the RF and voltage bias applied to the first quadrupole ion guide. In this mode of operation, 

the total ion current is reduced by over 95 %, and C6H6
+ and C6H6

+∙(C6H6) are nearly equal in 

intensity, highlighting that benzene cluster collisional dissociation is occurring within this region. 

Even with the first RF-only quadrupole electronics turned off, the n = 2 cluster (C6H6
+∙(C6H6)2; 

234 m/Q) was not observed. Of notable absence (< 1 % TIC) in both Fig. 5.4a and b are the organic 

contaminants (92, 106, and 120 m/Q) previously attributed to alkyl substituted benzene and 

protonated water clusters ((H3O+∙(H2O)n; 19, 37, 55, and 73 m/Q) that were present at high 

abundance (> 10 % of TIC) in Kim et al. (2016). It was postulated in Kim et al. (2016) that the 

source of the organic contaminants was the benzene compressed gas cylinder, as their combined 

contribution to TIC scaled with the neutral benzene concentration.25 It was also noted that low 

benzene neutral concentrations led to elevated water cluster abundance. This resulted in an 

optimum benzene neutral concentration of 10 ppm to balance the contributions from organic 

contaminants and water clusters. Here, we eliminate the organic contaminants through the use of 

a high-purity benzene liquid source permitting operation at higher neutral benzene concentrations 

(> 300 ppm). As discussed in Sect. 3.2, this has critical advantages for the detection of analytes 

such as isoprene and effectively eliminates competing ion chemistry stemming from protonated 

water clusters. In what follows we assess the CI-ToFMS sensitivity to a series of terpenes, 

including isoprene, α-pinene, β-pinene, D-limonene, ocimene, β-myrcene, farnesene, α-humulene, 
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β-caryophyllene, and isolongifolene at atmospherically relevant mixing ratios (< 100 pptv) and 

determine the dependence of CI-ToFMS sensitivity on the reagent ion neutral delivery 

concentration (Sect. 5.3.2) and water vapor concentration (Sect. 5.3.3). 

5.3.2 Impact of benzene neutral concentration on terpene sensitivity 

We examined the impact of the benzene reagent ion precursor concentration on terpene sensitivity 

in nominally dry zero air for benzene neutral concentrations between 60 and 300 ppm. For the 

selection of monoterpenes and sesquiterpenes studied here, there was no indication that instrument 

sensitivity was dependent on the neutral benzene reagent ion precursor concentration between 60 

and 300 ppm (Fig. 5.5a–b). In Fig. 5.5a–c, the reported sensitivity for each terpene is normalized 

to that measured at a benzene neutral concentration of 300 ppm. Unlike MTs and SQTs, the 

sensitivity of the isoprene–benzene adduct (C6H6
+∙C5H8; 146 m/Q) strongly depends on the 

benzene concentration below 200 ppm (Fig. 5.5c) and therefore all the measurements in this study, 

were conducted at 300 ppm benzene. The cause for this dependence in benzene concentration is 

unclear as the exact mechanism for C6H6
+∙C5H8 formation is unknown. It should also be noted that 

the sensitivity to DMS is independent of benzene concentration. Based on these analyses, we 

suggest that future studies utilizing benzene ion chemistry operate at neutral benzene reagent ion 

precursor concentrations of 300 ppm, generated from a high-purity liquid source. 

5.3.3 Impact of specific humidity on sensitivity 

5.3.3.1 Isoprene 

In these experiments, the specific humidity (SH) was varied between 0 and 14 g kg−1, equivalent 

to 0–80 % RH at 23 ◦C, to assess its effect on the sensitivity. Our reported “nominally dry” cases 

correspond to 0.7 % RH or ca. 0.01 g kg−1 SH. As shown in Fig. 5.6, the sensitivity of the CI-

ToFMS to isoprene (C6H6
+∙C5H8; 146 m/Q) displays a strong, nonlinear dependence on SH. 



234 
 

Instrument sensitivity increases with increasing SH, reaching a maximum value of 10 ncps ppt−1 

at 4 g kg−1 (25 % RH at 23 ◦C), then decreases significantly at higher humidity. Surprisingly, we 

observed a linear correlation (R2 > 0.95) between the protonated water tetramer signal (73 m/Q) 

and the delivered isoprene mixing ratio at constant SH that was not observed for smaller protonated 

water clusters (Fig. 5.7). The apparent sensitivity, derived from the slope of the linear least squares 

fit of the observed water tetramer signal vs. delivered isoprene concentration, increases with 

increasing specific humidity above 2 g kg−1 (Fig. 5.6). We reiterate that Fig. 5.6 does not show the 

protonated tetramer signal as a function of SH but the sensitivity of the 73 m/Q signal to the 

delivered isoprene mixing ratio as shown in Fig. 5.7. The decreased sensitivity to isoprene adduct 

and increase in water tetramer signal with isoprene mixing ratio are unlikely the result of the 

formation of water protonated clusters via charge transfer reaction with benzene cations since the 

IE of water is significantly higher than that of the benzene dimer (12.62 and 8.69 eV 

respectively).28,41 Since the formation of water tetramer clusters increases with isoprene mixing 

ratio and humidity, it is suggested that the interaction between water clusters and isoprene–benzene 

adducts in the IMR results in a charge exchange from the isoprene adduct to the water tetramer in 

a similar way that was previously described between benzene cation and water clusters. For 

example, Miyazaki et al. (2004)42 showed that the IR spectra of benzene–water ion clusters, with 

more than four water molecules, resemble those of protonated water clusters and suggested that 

the charge is held by the water molecules; such clusters that are likely to be formed in the IMR are 

expected to be broken apart in the ion optics. It is likely that the observed trends of the humidity-

dependent sensitivity of isoprene and water tetramer signal also results from a similar formation 

and de-clustering in our CI-ToFMS. 



235 
 

5.3.3.2 Monoterpenes 

The dependence of monoterpene sensitivity on SH is shown in Fig. 5.8 for the molecular ion 

(C10H16
+; 136 m/Q). Instrument sensitivity under nominally dry conditions displays a wide range 

of sensitivities that are species dependent (4.8 to 21.0 ncps ppt−1). At high specific humidity, 

sensitivities converge significantly (9.5 to 15.0 ncps ppt−1). The observed dependence in the α-

pinene sensitivity on SH reported here is counter to that previously reported by our group in Kim 

et al. (2016).25 This is attributed to the different instrument operational configuration used here 

(e.g., high concentration and purity benzene reagent ion precursor and low electric field strengths). 

The humidity-dependent sensitivity of D-limonene is anomalous compared with the other 

monoterpenes studied, where the CI-ToFMS sensitivity to D-limonene decreases by a factor of 4 

over the studied humidity range. The gradual and systematic decrease in the sensitivity suggests 

that the ionization of D-limonene by charge transfer is not the only ionization mechanism and/or 

that the D-limonene cation is subjected to subsequent reactions which results in the formation of 

other detectable ions. We calculated the calibration curves of each of the recorded mass-to-charge 

ratios to identify product ions that showed (1) high correlation with the delivered D-limonene 

mixing ratio (R2 > 0.98) and (2) the contribution to the total sensitivity (i.e., slope) was higher than 

1 ncps ppt−1 . A representative normalized calibration curve of the three ions (135, 136, and 168 

m/Q) that met these criteria is presented in Fig. 5.9. The peak at 168 m/Q (C10H16O2
+) is attributed 

to either a D–limonene-O2 adduct or a D-limonene oxidation product (e.g., limonene epoxide). 

The peak at 135 m/Q (C10H15
+) represents the [M − 1]+ product. We speculate that this product 

could be formed following the oxidation of an [M+1]+ ion, formed via proton transfer, and the 

subsequent departure of HOOH (Karlberg et al., 1994). The purity of the primary standard was 

confirmed via GC-MS, and comparable peak ratios were measured when sampling the standard 
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directly, ruling out the potential for the nebulization process to alter the MS peak ratios. Finally, 

the [M+32]+ and [M − 1]+ peak intensities are reduced to baseline by sampling the terpene in 

nitrogen, suggesting that these peaks are a result of secondary ion chemistry involving O2. The 

normalized sensitivity of each of these three peaks decreases with increasing SH (Fig. 5.10), 

suggesting that water clusters compete or suppress the charge transfer to the contributing ions. The 

humidity-dependent sensitivity of all the studied MTs, calculated as the sum of all their 

contributing ions, shows lower variability, mostly due to the higher sensitivity to D-limonene when 

all product ions are accounted for (Fig. 5.11). The variations in the sensitivities between different 

monoterpenes is small (14 ± 3 ncps ppt−1) and instrumental response is largely independent on SH 

from 4 to 14 g kg−1. This range is typical at boreal forests during the summer.43 The reported 

sensitivities, product ions, and dependence on ambient water concentrations and neutral benzene 

concentration for select monoterpenes are shown in Table 5.1. 

5.3.3.3 Sesquiterpenes 

The sensitivities of the CI-ToFMS toward SQTs, detected as the charge transfer product at 204 

m/Q, show minimal dependence on SH between nominally dry conditions and 14 g kg−1 (Fig. 

5.12). Using the same process discussed in Sect. 3.3.2 for identifying other product ions, it was 

found that 203 and 236 m/Q (C15H23
+ and C15H24O2

+) also contributed to product ion intensity. 

The response of the farnesene and isolongifolene molecular ions and their related contributing ions 

are presented as examples of SQTs dependence on SH (Fig. 5.13). All three major ions were 

observed at all measured SHs, and in the case of isolongifolene, the normalized response of 203 

m/Q (C15H23
+) was higher than the molecular ion (204 m/Q, C15H24

+) over the entire SH range, 

including at nominally dry conditions (Fig. 5.13). At present, we do not have a definitive 

mechanism for the product ion distribution, but the presence of similar products (i.e., ([M −1]+ and 
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([M+32]+) and their humidity dependence suggest that the molecular ions of sesquiterpenes are 

subjected to similar reactions to MTs which results in a lower signal of the molecular ion. Similar 

to MTs, the humidity-dependent sensitivities of sesquiterpenes calculated as the sum of all 

contributing ions lower the variability in calculated sensitivities (Fig. 5.14). Since the sensitivity 

is independent of the humidity, a general sensitivity to all SQTs of 9.6 ± 2.3 ncps pptv−1 can be 

further used for quantification of ambient SQTs. The reported sensitivities product ions, and 

dependence on ambient water concentrations and neutral benzene concentration for select 

sesquiterpenes are shown in Table 5.2. 

5.4 Conclusions 

We show that benzene cluster cations are a sensitive reagent ion for chemical ionization of select 

biogenic volatile organic compounds. We demonstrate that isoprene is primarily detected as an 

adduct (C5H8∙C6H6
+) with a sensitivity ranging between 4 and 10 ncps ppt−1, which depends 

strongly on the reagent ion precursor concentration and specific humidity (SH). This highlights 

the importance of continuous infield calibrations for isoprene concentration measurements. We 

show that monoterpenes are primarily detected as the molecular ion (C10H16
+) with an average 

sensitivity, across the five measured compounds, of 14 ± 3 ncps ppt−1 for SH between 7 and 14 g 

kg−1, typical of the boreal forest during summer. Sesquiterpenes are detected primarily as the 

molecular ion (C15H24
+) with an average sensitivity, across the four measured compounds, of 9.6 

± 2.3 ncps ppt−1 that is also independent of specific humidity. Given that signal intensity was 

observed at [M − 1]+ and [M+32]+ for a few select terpenes (e.g., D-limonene) we recommend that 

future measurements of total monoterpenes utilize all three product ions. We suggest that future 

studies that utilize benzene cluster cation chemistry use high-purity liquid reservoirs and benzene 

neutral concentrations at or above 300 ppmv. 
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Figures 

Compound Sensitivity† 

(ncps pptv-1) 

(SH = 6.9 g kg 1) 

M+:[M-1]+:[M+32]+ 

(SH = 0 g kg-1) 

M+:[M-1]+:[M+32]+ 
(SH = 6.9 g kg-1) 

f(H2O) 

 

f(C6H6) 

 

α-pinene 17.9 23.9:0.64:0.35 17.4:0.21:0.25 Y N 

β-pinene 18.4 14.9:0.28:0.33 17.6:0.33:0.39 N N 

D-limonene 13.6 5.4:3.4:8.0 3.7:3.0:6.9 Y N 

β-myrcene 11.5 4.6:0.56:0.94 8.7:1.1:1.7 Y N 

Ocimene 13.2 13.1:1.50:0.29 12.4:0.42:0.36 N N 

†SH = 6.9 g kg-1 corresponds to 65 % RH at 15 °C, representative of Boreal regions. The reported 
sensitivity includes the contributions from the M+, M-1+, and M+32+ ions. 

Table 5.1. Monoterpene sensitivities and dependence on operating and sampling conditions.  

 

 

Compound Sensitivity† 

(ncps pptv-1) 

(SH = 6.9 g kg-1) 

M+:[M-1]+:[M+32]+ 

(SH = 0 g kg-1) 

M+:[M-1]+:[M+32]+ 
(SH = 6.9 g kg-1) 

f(H2O) 

 

f(C6H6) 

 

farnesene 10.4 7.8:1.3:1.6 7.8:1:.1:1.5 Y N 

α-humulene 8.6 5.2:2.6:0.63 1:5.3:2.8:0.54 N N 

β-caryophellene 6.9 4.6:1.4:2.2 4.0:1.1:1.9 Y N 

isolongifolene 12.3 3.1:7.7:1.2 3.4:8.8:0.15 Y N 

†SH = 6.9 g kg-1 corresponds to 65 % RH at 15 °C, representative of Boreal region The reported 
sensitivity includes the contributions from the M+, M-1+, and M+32+ ions. 
 
Table 5.2. Sesquiterpene sensitivities and dependence on operating and sampling conditions. 
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Figure 5.1. Molecular structures for the terpenes characterized in this study. 
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Figure 5.2. CI-ToFMS mass spectrum acquired when overflowing the inlet with excess nitrogen 
(black) and for a nebulized solution of chloroform-d at a flow rate of 3µl∙min-1 in a nitrogen carrier 
gas (red), where the resulting [CDCl3] = 180 ppmv. No signal was observed above the baseline for 
any other fragments or the parent (CDCl3

+, 120 m/Q). 
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Figure 5.3. CI-ToFMS calibration curve for isoprene, detected as C6H6

+∙C5H8 at 146 m/Q. The 
sensitivity (slope) is 7 ncps, R2=0.99. Error bars represents the standard deviation of the 1Hz 
measurements. 
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Figure 5.4. (a) CI-ToFMS mass spectrum acquired when overflowing the inlet with nominally dry 
zero air for a benzene neutral concentration of 300 ppm using a liquid reagent ion delivery and (b) 
same as in a, but with the first RF-only octupole ion guide turned off, resulting in a much weaker 
electric field strength. 
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Figure 5.5. CI-ToFMS sensitivity to: a) monoterpenes (C10H15
+; 136 m/Q), b) sesquiterpenes 

(C15H24
+; 204 m/Q), and c) isoprene (C6H6

+∙C5H8; 146 m/Q) as a function of benzene neutral 
concentration normalized to the sensitivity at 300 ppmv neutral benzene. Measurements were 
conducted in nominally dry zero air.  
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Figure 5.6. Humidity dependent CI-ToFMS sensitivities to isoprene (green circles, C6H6
+∙C5H8, 

146 m/Q), and the protonated water tetramer (blue squares, H3O+∙(H2O)3, 73 m/Q ), derived from 
calibration curves such as those shown in Figure 6. The reported sensitivities are the average of 
triplicate calibration curves with all linear best fits having R2 > 0.98. Error bars represent the 
standard deviation of the triplicate calibrations. All calibrations were performed in zero air. 
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Figure 5.7. CI-ToFMS sensitivity to isoprene, observed as the isoprene-benzene cluster (green 
circles, C6H6

+∙C5H8, 146 m/Q) and water protonated tetramer (blue squares, H3O+∙(H2O)3, 73 m/Q). 
Dashed lines are the least square best fit lines (R2>0.98). Calibration was performed at SH of 14 g 
kg-1 in zero air. 
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Figure 5.8. Humidity dependent sensitivities to select MTs detected as M+ (C10H16
+, 136 m/Q). 

Error bars indicate the standard deviation of triplicate measurements. All calibrations were 
conducted in zero air. Error bars represent the standard deviation of the triplicate calibrations. All 
calibrations were performed in zero air.  
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Figure 5.9. Normalized calibration of D-limonene for all major product ions (C10H16
+, 136 m/Q, 

green circles), (C10H15
+, 135 m/Q, orange squares), and (C10H16O2

+, 168 m/Q, purple triangles). 
Calibration was performed in zero air at 14 g kg-1

 specific humidity (80% RH at 23°C). Dashed 
lines are least squares best fit lines (all R2 >0.99). 
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Figure 5.10. Humidity dependent, normalized sensitivities to (a) -pinene (b) D-limonene for all 
major product ions (C10H16

+, 136 m/Q, blue circles), (C10H15
+, 135 m/Q, green squares), and 

(C10H16O2
+, 168 m/Q, red triangles). Error bars represent the standard deviation of the triplicate 

calibrations. All calibrations were performed in zero air.  
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Figure 5.11. Humidity dependent, CI-ToFMS monoterpene sensitivities reported as the sum of all 
detected masses (135, 136, and 168 m/Q). Error bars represent the standard deviation of the 
triplicate calibrations. All calibrations were performed in zero air.  
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Figure 5.12. Humidity dependent sensitivities of SQTs detected as C15H24 (204 m/Q). Error bars 
represent the standard deviation of triplicate measurements. All calibrations were performed in 
zero air.  



256 
 

  

 
 
Figure 5.13. Humidity dependent, normalized sensitivities to (a) farnesene and (b) isolongifolene 
for all major product ions (C15H23

+, 203 m/Q, blue circles), (C15H24
+, 204 m/Q, gray squares), and 

(C15H24O2
+, 236 m/Q, red diamonds). Error bars represent the standard deviation of the triplicate 

measurement.  
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Figure 5.14. Humidity dependent, normalized sensitivities to sesquiterpenes, reported as the sum 
of the major product ions (C15H23

+, 203 m/Q), (C15H24
+, 204 m/Q), and (C15H24O2

+, 236 m/Q). 
Error bars represent the standard deviation of triplicate measurements. 

 


