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ABSTRACT

The development and manufacturing of microprocessor integrated circuits (ICs) is becoming

an ever more difficult task with decreasing IC feature sizes. Ever since the introduction of silicon-

based ICs, it has been predicted that the feature sizes of these ICs would continue to decrease, and

therefore lead to more transistors being packed onto a single die. Although a natural consequence

of this increased transistor density has been the reduced cost of IC-based systems, new design

methods had to be introduced to make effective use of the increased IC density. Along with the

design of microprocessor ICs, the manufacturing of ICs has also seen new challenges as a result of

transistor-dense dies. During the manufacturing process, each transistor must be thoroughly tested

to ensure its correct functionality, which becomes more difficult as more transistors are packed on

a die.

As the feature sizes of ICs continue to scale downwards, the power and temperature density

of ICs has risen to the point where it can no longer be ignored. In past, the power density of ICs

was small enough that it was an afterthought of microprocessor design, but as ICs have become

more transistor-dense, this is no longer the case, since increased IC power density can lead to

device failure, device damage, or devices not suitable for their desired application (e.g., mobile

computing). During test, these problems are especially problematic since the power density during

test is higher than during normal device operation, and the violation of power constraints during

test can lead to higher IC manufacturing costs. Along with increased power density, increased

device temperatures have also become a problem for IC design with recent technologies, as high

device temperature can damage a device. High temperature is especially problematic during test,

since the environment of test is less temperature-friendly than normal device operation.
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The goal of this work is to address power and temperature constraints in a manufacturing test

environment. During test, not only must power and temperature constraints be met, but also the

time required to apply all tests must be kept at a minimum in order to reduce testing costs. To

reduce the testing time under these constraints, this work will make use of technology previously

used in advanced microprocessors (dynamic voltage and frequency scaling). This work will also

present a scheduling formulation that incorporates many different constraints to allow the schedul-

ing of tests under many different environments, whereas previous formulations concentrated on

specific environments. By doing so, the cost of applying tests to a device is kept at a minimum

while not violating modern design constraints.
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Chapter 1

Introduction

The ever downward scaling of integrated circuit (IC) feature sizes in recent decades has led to

an abundance of microprocessors in the consumer marketplace. In the fairly recent past, the cost

of a single computing system was large enough to restrict their use to large industrial applications.

The high cost of computation came from the large number of ICs required to implement a single

computing system, as the cost per IC was high, as was the cost to interconnect multiple ICs.

However, as the feature sizes of ICs scaled downwards in compliance with Moore’s Law [1], the

number of ICs required to implement a given computing system decreased, which in turn decreased

the cost to implement computing systems. The ever decreasing cost of implementing such systems

also makes advanced digital devices more available to consumers. The availability of such devices

has become common enough that many consider high-performance microprocessors as a low-cost

appliance, and even expect the performance of such devices to increase in the future with little or

no added cost.

However, as digital microprocessors become ever more common, new issues arise in the de-

velopment and manufacturing of these devices to meet the demand of consumers. To keep the

cost of ICs down, the cost to manufacture a single correctly operating transistor must also decrease

[1]. However, recent challenges in IC manufacturing has made the compliance of Moore’s law

difficult. A challenge came in the form of the unforeseen consequences of smaller IC feature sizes,

which have lead to devices operating outside of Moore’s predicted trends [2]. Another challenge

to modern IC design is in the manufacture the device, which is ever more difficult as transistors

become smaller and as more transistors are compacted onto a single die.
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This study focuses on one particular issue in the manufacturing of ICs, i.e. the testing for

defects in manufactured dies. This challenge must be met during the manufacturing process, but

the fulfillment of this task becomes more difficult as more transistors are packed onto a die. Hence,

the goal of this research is to fulfill this task while keeping the cost of fulfillment low, thereby

allowing consumers to benefit from ever more powerful microprocessors.

1.1 IC Manufacturing and Test

The manufacturing of silicon-based ICs has never been a perfect process. IC manufacturing is

a process of changing the chemical makeup of regions of a silicon material, which in turn create

individual devices. However, chemical impurities in the silicon material, or imperfections in the

size and shape of the features made, can cause the operation of the resulting devices to be imper-

fect. Such imperfect devices in an IC can create a circuit which does not function according to

specification, which in turn can cause the system which uses such circuits to fail. As the feature

sizes of ICs decrease, imperfections and impurities unfortunately become more common due to

smaller margins of error in the manufacturing process, which in turn leads to more device defects.

Although literature and techniques in the reduction of manufacturing defects are ongoing [3, 4],

the complete elimination manufacturing defects does not appear to be possible by any means.

Due to the imperfect nature of ICs manufacturing, test is a critical stage in the manufacturing

process. Catching defective ICs is important, as the release and subsequent use of a defective

IC can have disastrous consequences, or at best, can damage the reputation of the manufacturer.

Although it is impossible to prevent all manufacturing defects from occurring, it is still possible to

catch defects in a device before it is released. Although catching and discarding all defective ICs

will reduce the yield of produced devices, it is still a favorable alternative compared to releasing

a faulty device. For this reason, IC test today is performed on all varieties of ICs, ranging from

single-gate dies to the largest of microprocessors [5].

Testing has a critical role in IC manufacturing, and fulfilling test requirements is becoming

more difficult as IC feature sizes continue to scale downwards. Since the number of defects in an

IC is proportional to the number of transistors on a die, the increasing number of transistors on
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any die increases the number of defects that must be tested for. At the same time, the complexity

of modern ICs is making “access” to individual transistors more complex, and therefore applying

tests to hard-to-reach transistors is becoming difficult. Such difficult transistors, which again are

growing in number, must still be tested to guarantee a non-faulty device, which in turn requires a

larger investment in test resources to test such transistors.

IC testing is not only becoming more difficult due to transistor-dense ICs, but also due to new

design constraints not seen in previous technologies. As IC feature sizes scale downwards, the

number of transistors on a single die is not the only parameter that is increasing. Moore’s Law [1]

originally predicted that other parameters, such as power density, would scale at the same rate as

the number of transistors on die, but unfortunately, this trend did not hold true [6]. Ignoring such

parameters an lead to temporary device malfunctions or even device destruction. In the case of

testing, ignoring such parameters can lead to false failures or destruction of a good device, which

leads to a reduction in manufacturing yield and therefore increased manufacturing cost.

Another task that has become more difficult is reducing testing costs, in terms of testing hard-

ware and time requirements. The application of tests to a manufactured IC is by no means free,

as extra development time and hardware is required to create and apply such tests. The automatic

test equipment (ATE) required to apply tests to devices is costly due to their automated and precise

nature, and many manufacturers are reluctant to invest in more than the minimal amount of ATE

[7]. Unfortunately for the manufacturer, high throughput demands are placed on IC production,

and therefore the manufacturer must test each IC in as little time as possible to avoid investment in

additional testing equipment. Although IC design alternatives, such as making IC “self-testing”,

can reduce the need for extra test equipment, such hardware is an investment on the part of the de-

signer, because such hardware requires extra die area to implement [8]. Therefore, effort to reduce

the need for such testing equipment is cost effective.

1.2 Contributions

Due to new challenges in IC test, certain issues must be addressed in order to fulfill IC test

requirements. The main contributions of this dissertation are as follows.
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1.2.1 Utilizing DVFS For Power-Constrained SoC Test Scheduling

As new hardware is introduced to allow more efficient processor operation, the same hardware

can be utilized to more efficiently apply tests. Also, the reduction of test application time (TAT),

and consequently test cost, has become more difficult under power constraints, especially as ICs

become more transistor dense. A new technology, dynamic voltage and frequency scaling (DVFS),

was introduced in recent decades to reduce the power consumption of microprocessors while not

under full utilization, but such technology has only marginally been used for TAT reduction. In

this study, DVFS is utilized to its full potential to reduce the TAT of an IC while still enforcing a

power limit to prevent false device failures.

1.2.2 Optimal Scheduling of Tests Under Various Constraints

As new environments and constraints are added to manufacturing tests, all these constraints

must be met to guarantee the tests being applied are valid. For the purpose of reducing TAT,

presumptions on the testing environment have often been less-than-optimal. By making such poor

presumptions, it is possible to either obtain a manufacturing test schedule that is invalid (thereby

possibly causing damage to a device), or to generate a higher TAT than required. In both cases, the

cost of testing is increased. This study presents a formulation which has the ability to meet many

different environmental constraints, thereby obtaining optimal test schedules for many different

testing applications.

1.2.3 Optimal Scheduling of Tests Under Temperature Constraints

The introduction of smaller IC feature continues to introduce more testing constraints that must

be met to guarantee a thorough and valid test. As the power density of ICs continues to increase, so

does the temperature dissipation of such ICs. Violating a temperature bound, much like violating a

power bound, can cause the destruction of a device, and therefore such a bound must be enforced

both during normal operation and during test. However, enforcing such a bound is more difficult

during test due to the unique environment of test. Also, although there is a direct link between

power and temperature, the modeling of temperature is an inherently more difficult problem, and
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therefore special considerations must be made for enforcing a temperature constraint during test.

This study formulates an optimal testing method for enforcing a temperature bound for tests while

still minimizing TAT.

1.2.4 Temperature-Aware Test Partitioning

Several methods methods for reducing the TAT of tests have been introduced across many

different studies, ranging from extra hardware to different test generation methods. These methods

have built upon previous methods, which in turn has increased the complexity of thoroughly testing

a device. However, with decreasing IC feature sizes, the complexity of implementing such methods

has been brought to the point where implementing them is becoming infeasible. As an alternative,

simpler methods for testing are desired for testing which do not increase the complexity of test

while still reducing TAT. This study introduces a method of utilizing previous test scheduling

formulations to reduce TAT under temperature-constrained environments through the partitioning

of tests.

1.3 Organization

This dissertation is organized as follows. Chapter 2 explains the role test has in IC manufactur-

ing and the methods used to test ICs. Chapter 3 explains the system-on-chip (SoC) design model,

which is frequently used in IC test, and explains how it is applied to TAT reduction. Chapter 4

gives a formulation for the optimal test scheduling of SoC under power constraints while utiliz-

ing DVFS, while Chapter 5 introduces many more constraints to allow SoC test scheduling under

many new environments. Chapter 6 introduces temperature to the SoC test scheduling problem.

Chapter 7 introduces a method of temperature-aware portioning for the purpose of reducing TAT

while not increasing test complexity. This dissertation concludes with Chapter 8, which summaries

this work and gives future directions that can be taken.



6

Chapter 2

Role of Test in IC Manufacturing

This chapter discusses the IC manufacturing process and the reasons test is a critical part of the

manufacturing process. This chapter will explain the imperfect nature of silicon IC manufacturing

and the steps required to detect imperfections.

2.1 The Imperfect Nature of Silicon IC Manufacturing

In theory, the IC manufacturing process should always produce ICs which meet the specifica-

tions of the designer, but in reality, steps in the IC manufacturing process can introduce defect(s).

The process of silicon IC manufacturing uses a series of masks to create layers of distinct features,

with the width of these features ranging from a millimeter to a few nanometers [9]. These features

form changing silicon types, creating oxide layers, creating metal interconnects, and many other

processes used to create individual devices and interconnect them. Ideally, the features created

by these masks are perfect, right-angle shapes determined by the masking process, but because of

impurities of the chemistry involved and the small feature sizes being worked with, abnormalities

can occur which fall outside the margins of error for proper device construction. This section will

show several such defects and discuss the effect they can have on a digital circuit.

One type of flaw present in MOSFET transistors (the most common kind transistor used in

modern digital circuits) is a silicon-oxide short [10]. The principle behind the functionality of

field-effect transistors is to create an electrical field between two nodes which will either block the

transmission of current (p-type) or allow the transmission of current (n-type), whereas not creating

the electrical field will have the opposite effect. The field which allows for this functionality is
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generated by applying voltage between the bottom silicon substrate and top metal layer, with a

silicon oxide layer in between to block current flow. However, if there is a defect in the silicon

oxide layer (as illustrated in Figure 2.1), then current will flow, which will in turn cause a voltage

change on the transistor source/drain. For a digital circuit, this can cause the logic level on the

output of a gate to be equal to the gate connection of the faulty transistor.

p

SO2

n+ n+

p

n+ n+

Figure 2.1 A typical MOSFET transistor, and one with a defect in silicon oxide layer.

Two more types of defects are metal-layer shorts and metal-layer opens. In silicon-based ICs,

the interconnection of individual transistors is done through several layers of copper conduits. As

the manufacturing technique of these metal layers is similar to the method used to generate silicon

features, these metal errors are prone to errors, particularly errors in geometry. Imperfect geome-

tries in the manufacturing process are created by imperfect “right angle features”, as illustrated in

Figure 2.2. As IC feature sizes continue to decrease, these imperfect right-angles can fall outside

the margins of error to create defects. One such defect occurs when two or more metal intercon-

nects touch each other, which creates a short [11], which in turn will cause a digital signal to drive

unintended elements. Another such defect is when a metal interconnect is broken to create an open

[12], which in turn will prevent desired signals from reaching their intended destination. Unfortu-

nately for modern technology designers, such defects can be “partial”, since having “thin” metal

interconnects can change the resistance of metal elements and thus cause a device to fail when

operating at their intended speed [12].
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Figure 2.2 Ideal metal layers, common metal layers, an metal open defect, and a metal short
defect.

2.2 Test Methodology

Although the act of testing an IC is conceptually simple, in practice applying tests to an IC can

be cumbersome. This section will discuss the increasing complexity of IC test and why simple

functional tests are inadequate to test an IC.

Although one would ideally model defects using accurate electrical simulation, such models

are often infeasible due to their computational complexity. Since ICs are electrical circuits, any

defect in an IC can be modeled using accurate electrical simulation, for instance by using SPICE

[13]. Using such simulations would be ideal, since most defects would manifest themselves as a

change in electrical parameters, such as increased/decreased resistance. However, such a method

for modeling faults is impractical for two reasons. First, simulating a defect in such a manner is

computationally intensive, and therefore the time to confirm whether or not a test will detect a

defect is impractical. For example, if microprocessor test is 4000 instructions long, and each state

of the machine takes 1 minute to simulate, than it would take 4000 minutes to simulate the “normal”

operation of the circuit, and 4000 more minutes to confirm if the test will detect any given fault or

defect. Second, the number of faults to model in such a matter is too large, since a single defect

can manifest itself in many different ways. For example, a metal-open defect can manifest itself

with marginally higher resistance, significantly higher resistance, or practically infinite resistance,

and the same kind of “parametrization” can be applied to any other defect in the circuit.

To cope with cumbersome defect modeling, simpler fault models, such as the stack-at-fault

model [14], were developed to create tests for all faults. Although the electrical properties of all
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possible defects are diverse, the manner in which they manifest themselves in digital circuits are

often similar. For instance, many defects of a single transistor can leave the output of a gate stuck

at a particular logic value, or a metal-close fault can cause one gate’s input to always be equal

to another’s. By creating a test which finds if the input/output of a gate is stuck at a given logic

value, many defects in the circuit can be found at the same time by finding a test for the modeled

fault. For this reason, the stuck-at-fault model [14] has been adopted as an industry standard. The

advantage of adapting such a fault model is that it not only simplifies the simulation to that of a

logic simulation, but it also greatly reduces the number of defects to model since test for a single

stuck-at-fault can detect multiple manufacturing defects.

Although one would ideally apply simple functional tests to an IC to detect all stuck-at-faults,

such functional tests rarely capture all possible defects in a circuit without becoming impracti-

cal. The ideal test case would be to apply a sample input to a circuit (e.g., a test program), and

then evaluate the output to confirm the circuit as non-faulty. However, this rarely, if ever, will

detect all possible defects in a circuit. With modern complex multiprocessors containing billions

of transistors, it is infeasible to stimulate every transistor in a circuit using a test program, let

alone capture the faulty output of every transistor. Although it was possible in the past to apply

every possible input/state combination to the circuit to guarantee the circuit’s correctness, this is

impossible for large circuits. A basic example of this is a 32-bit adder, which has 64 inputs, which

in turn has 264 possible input combinations, which for a tester running at 10 GHz would require

264/(1010) = 58.5 years to test.

To assist in detecting faults not found through simpler testing methods, new structural test-

ing methods were developed to find tests for specific faults. Although applying all possible circuit

input/state combinations would certainly detect all stuck-at-faults in a circuit, doing so is not neces-

sary. If the structure of the circuit is known, an automatic test pattern generation (ATPG) program

[15] can find specific test which can detect a given fault. By knowing the structure of the circuit,

one can find inputs to the circuit which excite the fault, and then find other inputs to the circuit

which can guarantee that the faulty behavior is seen on a circuit output. By creating tests in such a
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way, the number of input vectors required to confirm a circuit has no faults is reduced to the num-

ber of faults in the circuit, which is often far fewer than the number of input/state combinations of

the circuit. Also, it may be possible to detect more than one fault with a single input combination,

which in turn will reduce the number of input vectors to apply even further.

2.3 Test Time Economics

As IC complexity has increased, the time to thoroughly test to an IC, i.e. TAT, has also in-

creased. As more individual transistors are packed onto a single die, more circuit input vectors

are required to test every transistor in the circuit. Although some compaction can be achieved by

having a single input vector excite multiple transistors, the rate of test compaction is far less than

the rate of increasing transistor density. Also, the increasing complexity of microprocessor ICs has

made access to transistors more difficult. Further, more difficult transistor access has led to more

time to apply a single test, for instance loading test vectors and capturing their responses.

One motivation for the IC tester to decrease TAT is that the time to test an IC can become a

bottleneck in the manufacturing process, thereby limiting manufacturing output. For any IC fabri-

cator, throughput demands are being set by the IC designers and consumers, and not meeting these

demands can be disastrous. Therefore, the testing process (as well as every other step in the manu-

facturing process) must happen at a rate equal to or more than the demanded throughput. However,

with testing, meeting this throughput demand is becoming more difficult with increasing TAT.

Also problematic for meeting throughput is that traditional methods for increasing throughput, i.e.

testing multiple devices at once, are costly, since the ATE required to test a device are expensive,

high-performance machines, and most fabricators can only afford a few of these machines [16].

Another motivation for decreasing the TAT of an IC is the time-cost relationship for the testing

of an IC is unfavorable, even when throughput demands are met. The ATE required to test an IC

are not only expensive in their initial purchase cost, but also in their operating and maintenance

cost [17]. This is due to their complex electrical and mechanical nature, as well as their use of high-

accuracy measurement electronics. Therefore, the more ATE has to operate, the higher the cost to

test a device, and for this reason many designers will focus on the reduction of TAT even when
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throughput demands are met. This reduction in TAT is so desirable that seemingly insignificant

changes in TAT (e.g., 10 ms to 5 ms) are often worth the investment, especially since it is required

to repeat the same test multiple times during the manufacturing process (e.g., wafer test, package

test, board test, etc.)

2.4 Test Application Time Reduction Techniques

Due to the high cost of TAT for an IC, much existing work has focused on decreasing the TAT

of an IC. These efforts have ranged from redesigning microprocessor hardware, modeling defects

more efficiently, to developing more efficient tests to detect more faults. This section gives a few

such techniques.

Initial work on reducing TAT reduction focused on decreasing the number of test vectors re-

quired to test a circuit [18]. As stated in Section 2.3, as more transistors are present in a die, more

test vectors are required to test them. Since more test vectors take a longer time to apply (often

much longer depending on the test hardware available), great TAT reduction can be had by simply

reducing the number of input vectors required to test a device. One method of reducing the number

of test vectors is to generate more efficient tests, i.e., tests which detect multiple faults. Such meth-

ods use the structure of the circuit to find “equivalent” faults which can be detected by the same

vector [19]. Another method is to compact existing test vectors which are “compatible” with each

other. Many fault-specific tests can express unused inputs as “don’t-cares”, which can allow other

tests to be applied “at the same time” if these other tests only require other inputs to be applied, or

at least need the same values on inputs already in use.

A further approach to reducing TAT is to introduce new hardware for the purpose of applying

tests more efficiently. As stated in Section 2.3, accessing transistors for the purpose of applying

tests or observing test responses becomes more difficult as circuits become more dense. Without

using extra hardware, accessing difficult transistors requires multiple clock cycles to move test

inputs and outputs through sequential circuits elements, which can be time-consuming. However,

test-specific hardware can either make the movement of test inputs and/or responses easier so as
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to save time. Some examples of test hardware (one of which is commonly used for non-test ap-

plications) are circuit wrappers and scan-chain flip-flops. To assist in accessing inputs and outputs

in embedded “sub-circuits”, test-wrappers were developed [20]. These wrappers, as illustrated in

Figure 2.3, allow the inputs/outputs of a circuit to be set/observed when such pins are not directly

accessible. By inserting these test wrappers, testers no longer need to manually move circut inputs

and outputs throughout an IC, but instead can directly set and observe them. Although it takes

clock cycles to serially set the inputs and outputs of a test wrapper, the number of clock cycles

is often far less compared to manually moving signals through the IC [20]. Another form of test-

specific hardware, also shown in Figure 2.3, are scan-chains [21]. Scan-chains are normal flip-flops

which are connected serially and can be serially load/set from an outside source. Such scan-chains

have become so common that they are frequently used for non-test purposes, most commonly in

the form of Joint Test Action Group (JTAG) [22]. While testing, scan-chains allow flip-flops to

be set and observed, which makes the applying of tests and the observation of their result simpler.

The alternative to using scan chains is to run “initialization sequences” to set memory elements in

a circuit [23], which not only can take several clock cycles to set, but also require the inputs of the

circuit to be set as well, which in turn can take several clock cycles to accomplish.

Another common test hardware implementation found in many modern ICs is built-in self-test

(BIST) [24], which allows for a circuit to be tested without applying any inputs or observing any

outputs. BIST hardware is often implemented in the form of a read-only memory to hold test

vectors or a shift register to generate vectors, and a compactor to observe the output of the test.

The benefit of BIST is that the complexity of test is greatly reduced, as using BIST often requires

no more than starting the BIST hardware and observing its final response. However, BIST is not

without faults, as BIST requires extra hardware to implement, which may not be available during

design, and this hardware is of little (if any) value during normal system operation. Also, the

fault coverage of generated BIST vectors is rarely one-hundred percent, which implies ATPG tests

vectors are still required to find reaming faults, albeit far less than without BIST.
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Figure 2.3 An example of test wrapper and scan chain implementation.

2.5 The Increasing Complexity of IC Test

Although before mentioned test reduction methods are useful for reducing the TAT for smaller

circuits, the complexity of effectively deploying such strategies increases with larger modern cir-

cuits to the point of becoming impractical. The computational complexity of using the above

methods is generally proportionally to the number of inputs to a circuit, or more specifically, it is

O(2I) for ATPG algorithms [15]. This computational complexity is impractical as the number of

inputs of a circuit grows.

To deal with larger modern IC designs, new design techniques have been developed which

have not only assisted hardware designers, but will also assist in the reduction of TAT while still

keeping fault coverage high. These new design techniques divide a circuit into smaller compo-

nents for which traditional TAT reduction strategies are still effective, and then reassembles these

components to make a complete, fully tested circuit. More on this process is explained in Chapter

3.
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Chapter 3

SoC Design and Test

3.1 SoC Design Model

With the ever-increasing complexity of microprocessor ICs, certain design techniques have be-

come commonplace, most notably dividing large designs into to smaller parts. With the initial

introduction of silicon ICs, transistor density was only high enough to fit a few logic gates onto

a single die. However, as IC feature sizes decreased, it became possible not just to fit a whole

microprocessor onto a die, but also several related components onto the same die. This new style

of design became known as a “system-on-chip”, as what was once an entire system of intercon-

nected components was now integrated onto a single chip. An example of a modern SoC is shown

in Figure 3.1. Although there are no advantages to using an SoC from the consumer’s point of

view (as opposed to a non-SoC), there are several advantages to the developer and tester. These

advantages will be discussed in this Chapter.

The most straightforward advantage in the development of SoCs compared to non-SoCs is a

decrease in design complexity. When any design is proposed, from the largest of microprocessors

to the smallest of single-gate circuits, the development time is proportional to the complexity of

the design. Therefore, when large complicated designs are proposed, it is impractical to develop

the entire design as a single entity. Instead, it is natural to divide the larger design into several

smaller designs, with each smaller design having a distinct purpose. This way, the smaller designs

can be independently developed and verified, and then after smaller parts are designed, they can

be interconnected with glue logic. Although in theory such a method can only lead to an inferior
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Figure 3.1 Example of a modern SoC ( c©Analog Devices)

design since the smaller designs cannot optimize their glue logic, in practice this method of design

is worthwhile since the time to optimize such a large design can be impractically large.

A unique and common feature of a SoC designs is the integration of reusable “third-party”

cores for the sake of faster and more cost-efficient development. With SoC designs becoming

more commonplace, it is expected to see similar features recurring across multiple designs, which

is a feature that can be exploited to create designs more quickly through core reuse. For instance, if

a SoC designer has made a design in the past which shares a component required by a new design,

then the new design can use a “copy” of the old component instead of creating it again from scratch.

This situation has become so commonplace that entire design firms specialize in the creation of

intellectual property (IP) cores for the sole purpose of selling these IP cores to other SoC designers.

This design model is a benefit to both parties, since the SoC designer need not design every core,

while the IP core designer benefits from reselling their designs to multiple parties.

Although the integration of IP cores has inherent advantages, there exist design and security

issues that need to be resolved before a SoC can be brought to market. Although it can be pre-

sumed that an IP core will function according to its specification, the SoC designer still needs to
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confirm that the glue logic used to implement the core will create a functional SoC. Confirming

the SoC design to be correct requires functional simulation, which requires knowing how every

core is implemented. However, IP core designers need to be secretive about the implementation of

their core, else their business model of reselling cores may not function, since if the implementa-

tion of an IP core is leaked, then one can implement the IP core without compensating the IP core

designer. Although there are different levels of trust between IP core developers and users (de-

pending on company reputation and legal authority), an IP core designer would desire to release as

little information as possible. Although the actual implementation of a core may not be necessary

to implement a design (e.g., a functional description may be sufficient for many designs), other

design issues, like generating tests for core, require the structure of the circuit. To resolve this, a

new SoC testing model was developed, as will be discussed in Section 3.2.

3.2 SoC Testing Model

Since an IP core’s implementation is often hidden from the SoC designer, the SoC designer is

often incapable of developing tests for the IP core. Normally, a SoC designer would create tests

for each core using traditional test generation methods [15], but doing so requires knowing the

structure (and faults) of the circuit. Since the SoC designer is not given the structure of the IP core

for reasons of security, it is impossible to generate tests for the core and thereby adequately test

their SoC. Although the SoC designer can still apply functional tests to the core, such functional

tests will rarely thoroughly test the core for reasons explained in Section 2.2.

To cope with the lack of knowledge of core structure, IP core vendors will often provide a

series of test inputs (and corresponding non-faulty outputs) which are guaranteed to test for all

possible defects and/or faults in the core, thereby revealing the SoC designer from generating their

own tests. Although the SoC designer will not have access to the required structure to generate

tests, the IP core designer clearly does. Since it is in the IP core designer’s best interest to provide

the highest quality core, the IP core designer will generate a series of tests for the core with the

guarantee that applying all the tests will thoroughly test the core. The IP core designer will also
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attempt to reduce the number of test vectors for the core as much as possible, as well as insert

test-specific hardware to reduce the TAT of the core using methods described in Section 2.4.

When cores with such proprietary tests are given to a SoC designer, the designer’s goal then

becomes to apply all such tests in the shortest possible period of time. Whether a design is a

traditional or a SoC design, the goal of test is still to test for as many faults as possible in the

shortest possible period of time. When predetermined core tests are given to the tester, the task is

no longer one of generating the actual tests, but instead to apply the given tests while still reducing

test time. Although such a task appears simpler than reducing TAT through traditional methods,

such a task can still be met with several constraints, as will be explained in Section 3.3.

Even when the cores in a SoC are not proprietary, the SoC testing model is still useful in

reducing test time. As suggested in Section 2.5, applying traditional TAT reduction methods to

entire, non-segmented designs can be computationally infeasible. However, it is still feasible to

apply traditional TAT reduction methods to smaller parts. By dividing a large design into smaller

parts, generating tests for the smaller parts, and then applying the tests using the SoC testing model,

reduced TAT can be achieved without using IP cores.

3.3 SoC Test Constraints

When scheduling all tests for a SoC, certain constraints must be met to ensure that the created

test schedule is valid. For a SoC, applying all tests for all cores at the same time is often not feasible

due to shared hardware or other technology-dependent constraints. A straightforward example of

this is if a given core has more than one test, both cannot be applied at the same time. However,

other complex constraints arise due to the presence of the glue logic which connects individual

cores in the SoC. Also, as IC feature sizes scale downwards, new constraints are being introduced

which were not a concern in earlier technologies. This section addresses these constraints.

One common constraint in SoC testing are hardware constraints created from the SoC design.

As shown in Figure 3.1, modern SoC designs are composed of many different cores which are

interconnected using glue logic. Because these cores interact with each other, applying tests to one

core can result in undesired signals being propagated to another core. For example, if a memory is
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being tested by writing values to it, then a CPU core which reads values from the memory can read

unexpected values durings its test. For this reason, the simultaneous testing of cores which share

hardware is often prohibited.

Along with general hardware, test-specific hardware is often limited for testing, and can there-

fore become another form of hardware constraint. Section 2.4 introduced several different kinds

of test-specific hardware used for the purpose of reducing TAT. However, designers will often

limit the amount of these hardware resources since these resources take up extra space on the die.

Thankfully, unlike regular hardware, the tester often has the ability to allocate testing hardware

after all other design decisions have been made, as long as the hardware requests of the tester are

within the constraints set by the designer. By making choices in the testing hardware, large changes

in TAT can be achieved, so the goal of a tester with a test hardware constraint is to minimize the

TAT while not violating the hardware constraint given by the hardware designers.

The most common form of a SoC test-specific hardware constraint is a test access mechanism

(TAM) pin constraint [25, 26, 27]. TAM pins are test-specific external pins on a die used to access

the test wrappers, which in turn are used to apply tests to individual cores. For cost reasons,

hardware designers want to limit the number of external pins a given design has, and therefore

allocating TAM pins is often an afterthought when creating their designs. This is unfortunate since

an increase in the number of TAM pins can lead to a dramatic decrease in TAT for two reasons.

First, applying a test to a core requires at least two test pins to carry data (one in, one out), along

with extra pins to control the flow of test data. The more test pins that are available during test, the

more cores of an SoC that can be tested in parallel, and therefore the less time is required to test

the SoC. Second, when scan-chain flip-flops are required to apply tests to a core (which is often

the case), the time it takes to set flip-flops in a circuit is proportional to the longest scan chain [8].

Allowing more TAM pins to access a single core can allow for a single chain to be divided into

several smaller scan chains, thereby reducing the longest scan chain in the core, thereby reducing

the TAT of the tests of that core.

As the feature sizes of devices under test have become smaller, the increased number of tran-

sistors per unit area have introduced new constraints, such as power during test. Although Moore’s
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Law originally assumed that the power per transistor would stay constant [1], this assumption is not

holding to be true. Instead, the power density of ICs during normal operation has increased more

than expected. In the past, the power dissipation of ICs has been small enough that power issues

could practically be ignored (and in some cases, seen as a benefit when the heat from electrical

components was desired), but with increasing power density, power during SoC test has become

yet another problem to address.

The reason high power dissipation during test can be problematic is that it can cause damage

to the device under test, or it can create voltage sag induced false failure(s) [28], both of which

decrease device yield. Damage from high power occurs when so much power is dissipated in

a small area that local “hot spots” are created. These local “hot spots” can have high enough

temperature to cause silicon drift and other chemical changes which change the function of the

device. The other problem that can occur from high power dissipation is a “voltage sag”, which

occurs when the power demand of a SoC is so high that the power supply (or power distribution

network) cannot meet the demand. When this occurs, the device will not be damaged, but instead

will temporary not operate correctly since the required voltage is not available to operate. Both of

these problems reduce device yield, and therefore increase manufacturing costs by discarding of

good devices. The result of all of this is that power consumption during test has become a new

constraint during testing.

With power-constrained testing, not only must hardware constraints be met, but also a given

maximum power value, set either based on the power supply used or by the properties of the

device, must not be exceeded. Like hardware-constrained testing, scheduling tests to meet a power

constraint is an NP-hard problem, but the computational complexity grows significantly compared

to hardware-constrained test scheduling. Like hardware-constrained testing, several methods have

been proposed to solve power-constrained testing, such as graph formulations [29], mixed-integer

linear programming (MILP) formulations [28], and various other algorithms [30, 31, 32], each

providing a trade-off between test schedule quality and test schedule computation time.

During test, the power density of ICs is further increased not only by the use of test-specific

hardware not utilized during normal operation, but also due to the higher switching activity of
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circuits from time-saving tests [32, 33]. As discussed previously, there are many hardware compo-

nents which are test-specific and therefore are not utilized during the normal operation of a circuit.

Because these hardware modules are test-specific, the power dissipation during test will be higher

than during normal operation due to extra hardware being utilized. Also, using TAT reduction

techniques increases the switching activity of a SoC to a level which would normally never occur,

thereby increasing power dissipation even more. Not only is it normal to see switching activity at

a much higher rate than during normal operation due to test compaction, but it is also possible to

see hardware modules operate simultaneously when they normally would not.

As the power during test increases, so does the temperature during test, which like power, has

previously been of no consequence. The temperature of an IC is a function of the power density of

an IC, with higher power density leading to higher device temperature, and as the power density

of an IC has increased, so has the temperature. Also like power, a high temperature can lead

to device destruction through the changing of IC chemical properties. However, unlike power,

the temperature of a device is also a function of time, with higher temperature “accumulating”

with time from high power and low temperature “dissipating” with time from low power. This

modeling of temperature from power will lead to scheduling and modeling challenges, as will be

seen in Chapter 6.

Temperature during test is especially problematic due to the unique environment of test. As

stated before, the power dissipation during test is higher than during normal operation, which in

turn leads to higher temperature. However, the physical environment of test is also unique, which

can lead to more temperature problems during test. For instance, manufacturers are reluctant

to attach a heat-sink to a device that is destined to be faulty and discarded [34], and therefore

temperature will increase faster during test than during normal operation.

Future chapters will focus on how to meet these constraints while reducing TAT.
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Chapter 4

Utilizing DVFS For Power-Constrained SoC Test Scheduling

4.1 Introduction

As summarized in Chapter 3, the problem of SoCs test scheduling is becoming more complex

with decreasing IC feature sizes. SoC test scheduling started as a problem of enforcing set hard-

ware constraints between modules [35, 36, 24]. Although scheduling with hardware constraints

is an NP-hard problem, for small number of cores and tests it can be solved efficiently and opti-

mally. However, with decreasing IC feature sizes came new constraints need to be enforced and

the size of the problem also grew. Enforcing new power constraints is especially problematic dur-

ing test due to higher dissipation from test-specific issues [32, 33]. Like hardware-constrained

testing, scheduling under a power constraint is an NP-hard problem, but the computational com-

plexity grows significantly compared to hardware-constrained test scheduling. Also like hardware-

constrained testing, several methods have been proposed to solve power-constrained testing, such

as graph formulations [29], MILP formulations [28], and various other algorithms [30, 37, 31, 32].

A new technology which can provide potentially better schedules under power constraints is

DVFS. This technology has been used in recent designs to allow for processors to save power and

energy during less demanding intervals of operations by decreasing their operating frequency and

voltage supply [38]. This decrease in voltage and frequency effectively slows down the operation

of a given core or module while at the same time lowering its power consumption. DVFS technol-

ogy can be used to scale the power and TAT of individual tests to find better and more compact test

schedules. Test scheduling using DVFS has been studied in the recent past[39, 40, 41, 42], but the

methods proposed in literature have either ignored the power during test aspect, or the solutions
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proposed have been less than optimal by relying on session-based formulations, using heuristic

methods, and enforcing other unnecessary constraints. This study address the power issue explic-

itly, with its main contributions as follows:

• An optimal formulation for DVFS SoC testing under power and hardware constraints is

given, for both session-based and sessionless environments.

• It is shown that DVFS scheduling can provide better and more compact test schedules for

power constrained testing compared to schedules without utilizing DVFS technology.

• It is shown that sessionless formulations generate superior test schedules compared to alter-

nate session-based solutions without excessive computation overhead.

The remainder of this chapter is organized as follows: Section 4.2 gives a brief history of

power-constrained and DVFS testing. Section 4.3 gives a session-based formulation for DVFS,

while Section 4.4 gives a sessionless formulation. Section 4.5 gives the experimental setup used

to evaluate the effectiveness of the two formulations, while Section 4.6 provides the results for

various benchmark SoCs, and the chapter concludes with Section 4.7. The majority of the content

of this chapter is a verbatim collection of previously published work from [43].

4.2 Past Work

4.2.1 Session Based & Sessionless Test Scheduling

After the introduction of hardware-constrained test scheduling [35], the first problem to be ad-

dressed was the inefficiency of session-based testing while scheduling under hardware constraints

[44]. Initial test-scheduling formulations were for session-based testing due to their simplicity

[35]. Scheduling tests in a session-based manner can be viewed as a bin selection problem, where

each test must be assigned to a bin, but no two tests can be assigned to the same bin if they are

incompatible (due to sharing of resources, such as common hardware). After each test has been

assigned to a bin, the TAT of each bin is the TAT of the longest test in the bin, and the TAT of the

schedule is the sum of the TAT of each bin.
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However, a problem with session-based formulations is that they lack the ability to exploit

potential overlaps. When tests are assigned to sessions, it is impossible to overlap tests with any

other test outside of the session, even if those tests are compatible. This occurs because a session

may have many tests and some of these tests may be incompatible with the desired overlapping

test(s) in another session. If such tests can be overlapped, then the TAT can be reduced (see Figure

4.1).
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Figure 4.1 Presuming that test 2 and 5 are compatible, test time can be reduced by eliminating
session requirements.

Formulations for sessionless test scheduling have attempted to remedy the overlapping re-

straints of session-based formulations as follows. For any sessionless scheduling method, tests

must be able to be scheduled arbitrarily in time. This requirement inherently increases the com-

plexity of sessionless scheduling methods. Solutions for sessionless scheduling often make use

of heuristics, and a common heuristic makes use of list-based algorithms [45]. However, there

have been instances of using deterministic MILP-style formulations for hardware-constrained test

scheduling [46].
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Although sessionless formulations are successful in finding shorter test schedules, they do so

at the expense of longer computation times or heuristic based results providing no guarantee about

the quality of the solution. Since sessionless formulations require tests to be scheduled arbitrarily

in time, more variables and constraints need to be enforced to implement such a requirement. Some

scheduling methods, such as list-based algorithms, are not deterministic and therefore the quality

of a schedule depends on the order of the tests in the list [45]. If a good list is given, a good test

schedule will be found, but if a bad list is given, the schedule found may be worse than a good

session-based schedule.

4.2.2 Power & DFVS Test Scheduling

One of the first studies into power-constrained test scheduling was done by Chou et al. [29]. In

this study, the complexities of power-constrained test scheduling were first observed as an exten-

sion to hardware-constrained test scheduling. The scheduling problem was viewed as a hardware-

constrained test scheduling problem with a test or a set of tests being designated as incompatible

with another test or tests, except a new power constraint was also enforced. This alone implied

that power-constrained test scheduling is more complex than hardware-constrained test schedul-

ing. The approach used to solve the test scheduling problem was a graph-based approach, in

which all possible “cliques” and their “subcliques” of a graph are found, with each clique or sub-

clique corresponding to a test session. This approach relied on an earlier implementation with

hardware-constrained test scheduling [35], where each test in a clique must be hardware compati-

ble. However, if power constraints are enforced then an additional requirement is that the sum of

power from each test in a clique or subclique must also be lower than the given power constraint.

This graph-based approach has effectively been implemented in MILP formulations in [41, 42].

As power during test has become larger due to smaller IC feature sizes, DVFS has been ex-

plored as a new technique to achieve better test schedules without violating power constraints. The

original purpose of DVFS was to decrease the operating voltage and frequency of a module or

core when the workload on it decreased so as to save power without hindering performance[38].

However, DVFS can also be used to slow down or speed up individual tests during scheduling to
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allow for better test compaction under power constraints. If the operating voltage or frequency is

lowered for a test, then the test will take longer to complete, but at the same time the test will con-

sume less power. This can allow for two tests that normally could not run in parallel due to their

combined power being too high to be made compatible by lower operating voltage or frequency for

one or more of the tests. Likewise, a test that must be run individually can increase its operating

voltage and frequency to decrease the time needed to apply the test at the expense of increased

power consumption.

Initial work on DVFS test scheduling focused on scheduling all possible voltage or frequency

combinations of a given core, thereby thoroughly testing a device [39]. Such studies take the

form of a hardware-constrained test scheduling problem, since the goal of such studies is to test

all possible DVFS combinations for each IC. However, such test models presume tests need to be

applied at multiple VDD values, which is not the case for non-voltage dependent faults. Therefore,

such studies have not considered that only a single voltage and frequency pair needs be scheduled

for a given test, nor have they considered the power dissipated during test as a constraint.

Some more recent work focused on scheduling tests such that a test is scheduled with a single

voltage and frequency pair under power constraints [41, 42], with the goal being to schedule each

test at least once. Initial work focused on only frequency scaling [41], which was considered to be

a simpler problem since power scales linearly with operating frequency. After frequency scaling

alone was studied, voltage scaling was added [42]. Both cases showed that allowing for voltage

or frequency scaling would result into significantly better test schedules with power constraints.

However, these studies not only presumed that scheduling was done in sessions, but they also

presumed that for any given session the voltage and frequency pair for every test in the session

must be the same, which can lead to inferior results.

4.3 Session Based Testing

The first formulation presented in this chapter is for session-based testing of SoCs. This for-

mulation is presented for the purpose of gaining an understanding of DVFS scheduling, as well as

to later gain a perspective on the deficiencies of session-based formulations.
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4.3.1 Test Environment and modeling

Before a formulation is given, some assumptions have to be made about the environment in

which tests are scheduled. As shown in Section 4.2, different models exist describing how DVFS

is used during test. Section 4.7 will discuss what effect other models will have on this study and

how the proposed formulations can be extended to fit other models.

The first assumption is that the power dissipated by a test is constant throughout the entire

test. This assumption is made so that the power values of a test can be directly used in an MILP-

style formulation, for changing power values during test drastically increases the complexity of

any formulation. This assumption, that the power during test is constant, has been made by the

majority of formulations in the past due its simplicity. For tests that do not have constant power

dissipation, the power dissipation can be presumed to be the maximum power dissipation of a test.

Although it is possible to achieve better test schedules if power is not assumed to be constant by

exploiting more opportunities for overlap, it is presumed that this overlap is small relative to any

scheduling benefit that can be achieved through other scheduling methods. In the case where 2

or more cores share DVFS hardware, specific constraints can be added to enforce incompatibility

between tests being applied at different voltage and frequency values.

It is also assumed that the VDD and frequency of any test can be independently controlled at any

time, regardless of what session it is scheduled in or what other tests it overlaps with. Presuming

such will distinguish this formulation from the one presented in [42]. In [42], it was assumed that

every test in a session must have the same VDD and frequency applied to it. By eliminating this

assumption, better schedules can be obtained by allowing for better compaction of tests within a

session.

In this chapter it is assumed that the time overhead required to change the operating VDD and

frequency of a core is negligible. If such is not the case, overhead can be modeled by increasing

test time corresponding to DVFS switching overhead.

The last aspect of modeling is how operating VDD and frequency is chosen for test schedul-

ing. An initial assumption is that during normal VDD operation (in this study, 1V ), the operating

frequency is chosen so as to not violate timing constraints. This means the operational frequency
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Figure 4.2 By scaling VDD with frequency as opposed to frequency alone, better power reduction
can be achieved.

of a test can be increased (therefore decreasing the length of the test) only if the operating voltage

is increased. As well, if the frequency of a test is decreased (test length increased), the operating

voltage may be decreased since there is no requirement to have a higher voltage drive the lower

operating frequency.

Given this assumption, every VDD value should have only the highest possible frequency value

assigned to it, since assigning any lower frequency value would only waste power and increase

test time or both. The same can be said of assigning VDD values to frequency values, but in this

study pairs are chosen based on VDD since it is presumed that frequency can be scaled more finely,

whereas VDD can only be scaled by set amounts. From this, for a given VDD value, the frequency

can be set according to the alpha power law [6, 38], where fs is the factor by which frequency is

scaled:

fs ∝
(VDD − VTH)α

VDD
(4.1)

The motivation for scaling VDD with frequency as opposed to scaling frequency alone is that

scaling VDD along with frequency allows for less power to be consumed. If scaling frequency is

done alone, dynamic power consumption is scaled by the same factor. However, scaling to a lower
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frequency allows for VDD to be scaled lower as well. By scaling VDD to the lowest possible value

for a given frequency, the relation between frequency and power is no longer linear, but is instead

cubic, since the relation between dynamic power consumption and DVFS is P ∝ F · V 2
DD. This

concept is illustrated in Figure 4.2, which presumes the assumptions stated below with a normal

operation frequency of 1GHz and normal power consumption of 10W .

In this chapter, it is assumed that modern short-channel MOSFET technology is used, with

VDD = 1V , VTH = 0.5V , and α = 1.3.

4.3.2 Formulation

The formulation for both session-based and sessionless scheduling is given in the form of a

MILP formulation. This style of formulation was chosen due to its deterministic nature. Below we

give a detailed formulation of the session based scheduling problem.

The first constraint of any scheduling formulation is to define the objective, and the objective

in this case is to minimize the total TAT of the schedule. Since the constraint must be made linear,

this can be done by forcing the overall TAT to be greater than or equal to the finishing time of each

session, tf (s).

minimize tfinish

subject to...

∀s ∈ S : tfinish ≥ tf (s)

The start time and finish time of each session, ts(s) and tf (s), is dependent on the TAT length

of the session, L(s). However, the start time of each session is guaranteed to be the finish time

of the previous session, since doing otherwise would only waste time. Note that the maximum

possible number of sessions is equal to the number of tests, since the worst-case schedule would

have every test assigned to its own session.

∀s ∈ S : tf (s) = ts(s) + L(s)

∀s = 2 . . . |S| : ts(s) = tf (s− 1)
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ts(1) = 0;

Every test must now be assigned to a session. A new binary variable is created for the purpose

of assigning tests (t) to sessions.

∆(t, s) =

 1 if the test t is assigned to session s

0 otherwise

∀t ∈ T :
∑
∀s∈S

∆(t, s) = 1

If two tests are incompatible due to hardware constraints, then it is impossible for them to be

scheduled in the same session.

Γ(t1, t2) =

 1 if tests t1 and t2 are incompatible

0 otherwise

∀t1 ∈ T,∀t2 ∈ T,∀s ∈ S : ∆(t1, s) + ∆(t2, s) ≤ 2− Γ(t1, t2)

Every test must be assigned to one and only one VDD/frequency pair, assuming there are N

VDD/frequency selections available to choose from for each test.

Ψ(t, n) =


1 if the test t is assigned to

VDD/frequency pair n

0 otherwise

∀t ∈ T :
∑

∀n=1...N

Ψ(t, n) = 1

The next variable defined, Θ(t, s, n), is for the purpose of stating the TAT and power of each

session in a linear formulation.

Θ(t, s, n) =


1 if the test t is assigned to session s

and assigned to VDD/frequency pair n

0 otherwise

∀t ∈ T,∀s ∈ S,∀n ∈ N : Θ(t, s, n) ≥ −1 + ∆(t, s) + Ψ(t, n)

∀t ∈ T,∀s ∈ S,∀n ∈ N : Θ(t, s, n) ≤ ∆(t, s)
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∀t ∈ T,∀s ∈ S,∀n ∈ N : Θ(t, s, n) ≤ Ψ(t, n)

The TAT of each session is defined as the longest time amongst all tests within the session.

Since the number of sessions is set to the number of tests, some sessions may be unused. If such

is the case, the TAT of each session must be at least 0. Here, Lt,n is the TAT of a test t if the nth

VDD/frequency pair is chosen for it.

∀s ∈ S : L(s) ≥ 0

∀s ∈ S,∀t ∈ T,∀n ∈ N : L(s) ≥ Lt,nΘ(t, s, n)

To satisfy a given power constraint, the sum of power from all tests in a session must be

lower than the given power bound in every session. Here, Pt,n is the power of a test t if the nth

VDD/frequency pair is chosen for it.

∀s ∈ S :
∑
∀t∈T

∑
∀n∈N

Pt,nΘ(t, s, n) ≤ PBOUND

4.4 Sessionless Test Scheduling

As was stated in Section 4.2.1, session-based formulations will often fail to find a low test time

solution due to their restricted nature. It is easy to see that any possible session-constrained sched-

ule can be converted to a sessionless schedule in the sense that no resource and power constraints

are violated, but not every sessionless schedule can be stated as a session-based schedule. There-

fore, if there is any test set which has a better sessionless schedule than an optimal session-based

formulation, then sessionless formulations are guaranteed to find a schedule no worse (but often

better) than a session-based formulation. Such a schedule has already been presented in Figure

4.1.

Unlike with session-based test scheduling, tests can be scheduled arbitrarily in time as long as

no two overlapping tests have a hardware constraint. Because of this, timing constraints need to be

redefined. First, test application time is no longer based on sessions, but based on individual tests.

minimize tfinish (4.2)
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subject to...

∀t ∈ T : tfinish ≥ tf (t) (4.3)

∀t ∈ T : tf (t) = ts(t) + L(t) (4.4)

∀t ∈ T : ts(t) ≥ 0 (4.5)

The TAT of each test, L(t), is dependent on the DVFS pair chosen for that test. The variable

Ψ(t, n) can be kept in use for this purpose.

∀t ∈ T : L(t) =
∑
∀n∈N

Lt,nΨ(t, n) (4.6)

To keep tests from overlapping that have a hardware incompatibility between them, the constant

Γ(t1, t2) can be reused. However, the fashion in which the constant is used must be changed, since

tests are no longer assigned to sessions, but instead can overlap arbitrarily. To define how tests can

overlap, the method from [46] is borrowed to accomplish this. Here, λ is defined as the longest

possible test schedule, which is the sum of run times of all tests at their slowest frequency. Setting

λ to such or higher value allows for the arbitrary scheduling of the start time of any test from time

0 to λ− L(t) while defining overlapping tests.

η(t1, t2) =


1 if the test t1 finishes

before the test t2 begins

0 otherwise

(4.7)

∀t1 ∈ T,∀t2 ∈ T : tf (t1) ≤ ts(t2) + (1− η(t1, t2)) · λ (4.8)

∀t1 ∈ T,∀t2 ∈ T : ts(ts) ≤ tf (t1) + η(t1, t2) · λ (4.9)
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Two tests t1 and t2 are overlapping if both η(t1, t2) and η(t2, t1) = 0. Using this, hardware

compatibility can be enforced.

∀t1 ∈ T,∀t2 ∈ T : η(t1, t2) + η(t2, t1) ≤ 1 (4.10)

∀t1 ∈ T,∀t2 ∈ T : η(t1, t2) + η(t2, t1) ≥ Γ(t1, t2) (4.11)

To enforce a power constraint in a sessionless formulation, the sum of all power values for any

combination of overlapping tests must not exceed a given bound.

Ω(t1, t2) =

 1 if test t1 overlaps with test t2

0 otherwise
(4.12)

∀t1 ∈ T,∀t2 ∈ T : Ω(t1, t2) = 1− (η(t1, t2) + η(t2, t1)) (4.13)

The variable Θ(t1, t2, n) is redefined to allow the power constraint to be stated linearly. Its

formulation is nearly identical to the Θ(t, s, n) formulation in Section 4.3.2, except Ψ(t, n) and

Ω(t1, t2) are used instead of Ψ(t, n) and ∆(t, s).

Θ(t1, t2, n) =



1 if test t1 overlaps with test t2

& the nth VDD/frequency pair for

t1 is chosen

0 otherwise

(4.14)

∀t1 ∈ T :
∑
∀t2∈T

∑
∀n∈N

Θ(t1, t2, n) · Pt3,n ≤ PBOUND (4.15)

4.5 Experimental Setup

4.5.1 Benchmarks

Benchmarks used in this study are based off the ITC’02 benchmarks [47]. These benchmarks

represent SoC and provide test length information. Although they also provide module information
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for the purpose of generating hardware compatibility, this study generates hardware compatibility

using a randomized graph-based approach, since hardware compatibility is not the focus of this

study [45]. Since the original benchmarks do not contain significant power information, power

traces for individual modules and their tests are generated by simulating ITC’99 circuits [48] and

assigning those power traces to modules by matching the size and complexity of the ITC’02 mod-

ules. Leakage power is not addressed in this study. However, if leakage power is modeled as

constant power dissipation proportional to core area than this has the equivalent effect of increased

dynamic power consumption by a constant factor proportional to VDD which in turn can be in-

corporated in DVFS pairs. Specifics on the benchmarks can be found at [43]. These benchmarks

represent 3D-stacked ICs, which in this study has the effect of increasing the number of modules

for a given benchmark.

4.5.2 Implementation

The first experiment is done to evaluate the effectiveness of session-based scheduling as op-

posed to sessionless scheduling across a series of benchmarks. Information on the sixteen bench-

marks used to evaluate the scheduling methods is provided in Table 4.1, which includes the number

of tests (and modules, since ITC’02 benchmarks used have one test per module) in the benchmark

and the maximum power consumed by any given test in the benchmark. The two results recorded

for each scheduling method on each benchmark are the optimal scheduled TAT and the computa-

tion time required to obtain the optimal schedule.

The second experiment is done to evaluate the effectiveness of DVFS scheduling as more DVFS

pairs become available to schedule. Several benchmarks are taken from the original set of sixteen

benchmarks and are run with a varying number of DVFS pairs available for scheduling. This is

done to observe the effect DVFS has on TAT.

All MILP formulations are implemented using IBM ILOG CPLEX, and they are run to com-

pletion to find an optimal solution for a given formulation. For all experiments, the maximum

power bound (PBOUND) is set to 20 Watts, which is purposely set lower than the max power of

some benchmarks to show the requirement of DVFS in test scheduling in such benchmarks.
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Table 4.1 Benchmark Information
Bench # # Tests Max Bench # # Tests Max

Power (W) Power (W)
1 9 10.9 9 29 11.6
2 15 11.6 10 25 11.6
3 10 4.2 11 24 5.4
4 8 14.2 12 12 34.5
5 14 5.4 13 39 11.6
6 4 34.5 14 33 34.5
7 4 13.1 15 22 34.5
8 7 13.4 16 47 14.2

4.6 Results

Table 4.2 shows the results of session-based and sessionless DVFS scheduling on sixteen

benchmarks, presuming a normal operating VDD value of 1V and a normal operating frequency

of 120MHz. For these benchmarks, four VDD values were available for each test to choose from

(1, 0.9, 0.8, and 0.7 volts). The frequency values corresponding to these VDD values are obtained

using the method described in Section 4.3.1.

The results in Table 4.2 clearly show that for any benchmark the schedule obtained by ses-

sionless scheduling is always equal to or better than that achieved by session-based scheduling.

The reason for this, as explained in Section 4.2.1, is that any session-based schedule is possible

with sessionless scheduling, but certain sessionless schedules cannot be expressed as session-based

schedules. However, there are cases when both scheduling methods obtain the same or nearly

same total TAT. These instances appear more often for benchmarks with a lower number of tests

to schedule. The more tests there are to schedule, the more possible schedules exist, which in turn

means there are more schedules that sessionless scheduling can take advantage of that session-

based scheduling cannot.

Although sessionless scheduling can clearly give better TAT results, the primary motivation be-

hind session-based scheduling is the simplicity of implementation, and thus reduced design effort

and hardware complexity. Also, it is intuitively expected that computation effort to find solution to

session-based scheduling is lower than that for sessionless schedules. However, the results in Table
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Table 4.2 Benchmark Results
Bench # TAT (us) Scheduling Runtime (s)

Sessionless Session-based Sessionless Session-based
1 13672.39 13672.39 0.29 13.62
2 250.32 264.79 1.1 30.5
3 75.24 75.24 0.27 15.72
4 645.34 645.34 0.18 1.85
5 102.73 102.73 2.15 779.43
6 1219.79 1219.79 0.03 0.03
7 8048.03 8048.03 0.03 0.1
8 55143.92 60166.34 0.95 2.09
9 238.74 259.00 68.76 22689.2

10 238.74 263.34 47.71 2686.36
11 82.47 82.47 71.45 1031.55
12 1219.79 1234.26 0.93 3.47
13 238.74 260.45 216.81 31305.73
14 1222.68 1240.05 18553.6 2081.72
15 8048.03 8076.97 172.18 5843.37
16 436.98 455.79 2816.44 5387.26

4.2 show a contrary result. The computation time for all benchmarks except for one (Bench 14)

favors sessionless scheduling. The reason for this anomaly is that both methods require the same

number of variables to solve, even though the session based scheduling problem is apparently

simpler. In sessionless scheduling, the primary variable in question is the start time of each test

(ts(c)), while in session-based scheduling the primary variable is which session a test belongs to (in

this study, implemented using ∆(c, s)). From the point of view of a MILP solver, session-based

scheduling is actually more complex since the “primary variable” is implemented using several

binary variables as opposed to a single integer variable. It may be possible to make the session-

based formulation more efficient, but the point remains clear that a sessionless formulation is by

no means overly complex to implement or time-consuming.

Figure 4.3 gives the TAT of sessionless formulations for selected benchmarks (selected for

feasible computation time) as the allowed range of VDD values increases. The value at the X-axis

represents the lowest possible VDD value allowed, with the all VDD values allowed between that
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Figure 4.3 As more VDD options become available, better schedules can be obtained.

value and 1V with a 0.025V granularity. For instance, for the 0.9V data point, the VDD values

available to schedule for each test is 1, 0.975, 0.95, 0.925, and 0.9V .

One observation based on Figure 4.3 is that as lower VDD values are allowed for scheduling,

the TAT is greatly reduced. It is true that lowering VDD values can allow for the overlapping of

tests that was not possible before due to power constraints, but at the same time lowering VDD

values (and in turn lowering operating frequency) increases individual test lengths. This leads to

the conclusion that the effect of reducing test power outweighs the effect of increasing test time

due to greater test overlap potential.

A second observation from Figure 4.3 is that DVFS may make test scheduling possible for

circuits that were not testable without DVFS. This is shown well with Stack #6, which is not

schedulable until 0.85V VDD is allowed. Although it is not wise to create a design with test power

higher than a given limit, this may be the case with high-power designs, since test power is often

higher than normal operating power [32].

Figure 4.4 gives the TAT of both session-based and sessionless formulations for Benchmark

#8 as the allowed range of VDD values increases. An observation based on Figure 4.4 is for any
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Figure 4.4 As more VDD options become available, sessionless scheduling will still give better
schedules than session-based schedules.

DVFS values available for scheduling, sessionless schedules always performs better than session-

based scheduling. This is a trend observed in all stacks. This is confirmation of the statement

made in Section 4.2.1, since adding DVFS generates more scheduling possibilities and sessionless

scheduling can take more advantage of these scheduling options than session-based scheduling

can.

4.7 Conclusions

Scheduling tests in a DVFS environment shows the potential for greatly reducing TAT for

multi-core SoCs under power constraints. As voltages are scaled lower, individual test times are

sacrificed for reduced power consumption. This trade off allows for greater test time compaction

under power constraints, which in turn leads to better test economy.

The benefit of the TAT reduction achieved by the proposed formulations can be further applied

to different DVFS test scheduling models. For models that presume tests must be scheduled for

every DVFS voltage, each test is duplicated to represent running a test at a particular voltage
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level and the variable determining operating VDD will determine the operating frequency instead.

To model the existence of voltage islands (multiple modules sharing the same voltage/frequency

source), a new MILP constraint can be added to force the Ψ values of two tests to be equal if

they are scheduled simultaneously and share the same voltage/frequency source. In both cases, the

proposed formulations will achieve lower TAT compared to previous formulations, and sessionless

scheduling will allow for lower TAT than session-based scheduling.

To take maximum advantage of DVFS scaling, the session-based test scheduling barrier must

be broken. By breaking this barrier, better test schedules can be found, thereby reducing TAT and

leading to better test economy. Although session-based scheduling has been previously imple-

mented to reduce schedule computation time through simpler formulations, this study has shown

that the computation time of sessionless formulations is by no means a hindrance to their imple-

mentation.
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Chapter 5

Optimal Scheduling of Tests Under Various Constraints

5.1 Introduction

Although the study of hardware-constrained SoC test scheduling is in many ways “complete”,

new hardware technologies, like 3D-stacked integrated circuits (3D-ICs), are creating new testing

constraints. In a 3D-IC, multiple silicon dies are stacked before being packaged into a complete

design. This design method has several benefits, namely allowing a device to have a smaller

footprint (a must in many different applications such as in mobile computing) and decreased die

interconnect lengths, which can give faster device operating speeds. Although such designs are

useful from a designer’s point of view, they create difficulties for SoC testers, as they add new

hardware constraints to the test scheduling process [49].

Although many past studies have addressed individual issues of SoC test schedules, few have

incorporated multiple issues at once. Most previous SoC test scheduling studies have chosen to

select only a single issue to remedy at a given time, only occasionally choosing to combine more

than one issue. For instance, several studies address 3D-IC testing [17, 50, 49] and several address

DVFS in test scheduling [41, 43, 42], but none (to the authors’ knowledge) address both. Also,

many previous test scheduling studies make unnecessary presumptions on the test scheduling en-

vironment, thus limiting their ability to find truly optimal test schedules.

By failing to incorporate several issues at once or by making unnecessary assumptions on

the test scheduling process, all testing constraints will not be enforced, and not all methods of

reducing TAT are being utilized. As the goal of SoC test scheduling is always to reduce TAT to

its minimum in order to reduce testing costs while not providing an invalid test schedule, a test
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scheduling method must be developed to do so. This chapter presents an optimal test scheduling

formulation which allows for static and dynamic hardware constraints, power constraints, 3D-IC

hardware constraints, and the use of DVFS during test.

The remainder of this chapter is organized as follows. Section 5.2 provides past work focusing

on the constraints incorporated into SoC test scheduling. Section 5.3 provides an optimal SoC

test scheduling formulation that addresses multiple scheduling constraints. Section 5.4 describes a

series of experiments to evaluate the provided formulation, and Section 5.5 gives the results of these

experiments. Section 5.6 gives a discussion about the incorporation of various other constraints in

the formulation, and the chapter concludes with Section 5.7. The majority of the content of this

chapter is a verbatim collection of previously published work from [51] AND [52].

5.2 Related Works

Although general hardware constraints were explored and enforced in Chapter 4, the enforce-

ment of test-specific hardware constraints (and the control of such constraints by the tester) have

yet to be explored. Studies in hardware-constrained SoC testing introduced the concept of generat-

ing hardware constraints during the testing process by giving control of test hardware allocation to

the scheduler in the form of TAM pin allocations [20, 27]. Since resources like BIST or TAM pins

are test-specific, it may be possible for the test scheduler to allocate these resources for achiev-

ing better TATs in SoC test schedules, as opposed to static hardware constraints which cannot be

changed or modified. A SoC test scheduler can be given a constraint in the form of the total num-

ber of TAM pins allowed in the design, and the scheduler can then schedule tests while enforcing

this constraint. In general, having more TAM pins available to the scheduler can greatly decrease

the TAT [27], but there is often a constraint on the number of TAM pins allowed since allocating

space for test-specific pins is expensive.

As new design methods were introduced, like 3D-ICs, hardware-constrained test scheduling

formulations were expanded for these new environments. The act of testing a single die in a 3D-IC

is practically the same as testing a non-3D-IC, as the pins needed to test the die are more or less

available when the die is not stacked, but the testing of an entire stack must still be done to confirm
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no faults are created during the stack process and to reduce overall testing costs [17]. In order to

test entire stacks, test schedulers have implemented more complex TAM constraints based on the

new hardware required to access TAM pins on stacked dies [53]. An example of scheduling tests

using such new hardware is shown in [49].

Due to the complexity (NP-hard) of finding optimal test schedules, many SoC test scheduling

methods are driven by heuristics. The main motivation behind using a heuristic, as opposed to an

optimal solver, is the reduction in time to find a solution. Most SoC test scheduling heuristics take

the form of a list-based algorithm, where the final schedule depends on the order of the input test

list.

The scheduling method presented in this chapter will not only incorporate all the previous SoC

constraints into a single optimal scheduling formulation, but will also overcome the sessions-based

scheduling barrier to achieve higher quality schedules. Although many of the scheduling issues

described here have been addressed individually, only some of these issues have been addresses

together. Testing 3D-IC with power constraints has been addressed [50], testing under power

constraints with TAM pin constraints has been addressed [37], but never have all of these issues

been addressed at once, especially without making sub-optimal assumptions involving test sessions

and heuristics. The formulation given in Section 5.3 will allow for optimal scheduling under all of

these constraints.

5.3 Test Scheduling Formulation

The formulation presented in the section is a modification of the method presented in Section

4.4. More specifically, the formulation is modified for two reasons: 1) in order to correct flaws in

its scheduling process, and 2) to incorporate new constraints.

Like the previous formulation, the goal of this formulation is to minimize the TAT of the sched-

ule. For this reason, Equation (4.2) remains the goal. Also, Equations (4.3), (4.4), and (4.5) are

kept in order to define the start and finish time of each test using its runtime.

Unlike the previous formulation, the runtime of each test is a function of two variables instead

of one: what voltage/frequency a test is run at, and the number of TAM pins available to the test.
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This is noted by the variable Ψ(t, n, c), which replaces Ψ(t, n) from Section 4.4. This formulation

presumes that each test t has a given number of choices available as to what voltage/frequency it is

executed at (n ∈ Nt) and how many pins can be assigned to the core (c ∈ Ct). Here, n and c are not

the specific voltage/frequency and number of pins, but only an index (e.g., for a 6 voltage/frequency

choices and 4 TAM pin amount choices, n = 1 . . . 6 = |Nt| and c = 1 . . . 4 = |Ct|). The actual

voltage/frequency corresponding to each n is irrelevant for scheduling, and the number of TAM

pins associated with each pin count c is discussed later. Below, the constant Lt,n,c denotes the

runtime of test t when executed at DVFS index n and pin index c.

Ψ(t, n, c) =



1 if the test t is executed at

frequency selection n with pin

selection index c

0 otherwise

∀t ∈ T :
∑
∀n∈Nt

∑
∀c∈Ct

Ψ(t, n, c) = 1 (5.1)

∀t ∈ T : L(t) =
∑
∀n∈Nt

∑
∀c∈Ct

Ψ(t, n, c) · Lt,n,c

To determine if two or more tests are overlapping, Equations (4.7), (4.8), (4.9), (4.10), (4.12),

and (4.13) are borrowed from Section 4.4. These equations are used to create Ω(t1, t2).

Although the formulation presented in Section 4.4 will not create a session-based schedule,

the scheduling formulation was not truly sessionless. An example of where the formulation from

Section 4.4 will give a flawed result is shown in Figure 5.1. In this example, it is clear that the

maximum power of this schedule is 15 W . However, the formulation from Section 4.4 defines

the maximum power as “the sum of all power from all tests which overlap with any given test”.

Since there are 4 tests which overlap with the bottom-left test, the total power will be determined

as 25 W , which implies that the given schedule is invalid under a 15 W power bound. The next

equations presented here will remedy this.

To enforce power and TAM pin constraints, it is useful to note that the enforcement of such

constraints is only necessary when a test begins. Since the number of TAM pins cannot increase
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P = 5 W

P = 5 W

P = 5 W

P = 5 W

P = 5 W

P = 5 W P = 5 W

Figure 5.1 A true maximum power of this schedule is 15 W , but Section 4.4 will record it as 25
W .

when a test is in execution, and neither can the power consumed by a test (presuming a constant

power model or maximum power model), checking a power or TAM pin constraint during test

execution is unnecessary since this constraint cannot change. The checking of these constraints

when a test finishes is also not necessary, since the power usage and TAM pin usage can only

decrease under the same presumptions. To assist in the checking of constraints only when tests

begin, a new binary variable “π(t1, t2)” is introduced.

π(t1, t2) =


1 if the test t1 begins before

or when the test t2 begins

0 otherwise

∀t1, t2 ∈ T : S(t1) ≤ S(t2) + (1− π(t1, t2)) · λL

∀t1, t2 ∈ T : S(t1) > S(t2)− π(t1, t2) · λL

∀t ∈ T : π(t, t) = 1

Using π(t1, t2), constraints can be enforced when any test starts its execution by way of the

following. A new variable “P (t1, t2)” is introduced, which is equal to the power of the test t2

when test t1 starts its execution. If the tests t1 and t2 do not overlap, P (t1, t2) must be zero. The

same is true if t2 starts its execution after t1 starts. However, if both of these conditions are not
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the case, then P (t1, t2) is equal to the power of t2. Below, the constant Pt,n denotes the power

of test t when it executes at DVFS index n. Also, λP is the highest possible power achievable

in any test schedule (i.e., the power of every test executed simultaneously at the highest possible

voltage/frequency).

∀t1 ∈ T :
∑
∀t2∈T

P (t1, t2) ≤ PBOUND

∀t1, t2 ∈ T : P (t1, t2) ≤ Ω(t1, t2) · λp

∀t1, t2 ∈ T : P (t1, t2) ≤ π(t2, t1) · λp

∀t1, t2 ∈ T : P (t1, t2) ≥
∑
∀n∈Nt2

∑
∀c∈Ct2

Ψ(t2, n, c) · Pt2,n

− (1− Ω(t1, t2)) · λp − (1− π(t2, t1)) · λp

A TAM pin constraint can be enforced using the same method which enforces the power con-

straint. Below, C(t1, t2) is the number of pins used by test t2 at the time when test t1 begins, and

the constant Ct,c is the number of pins used by test t at TAM pin index c. Below, λc is the max-

imum possible number of pins that can be utilized in any test schedule (i.e., the sum of all tests

using their maximum number of pins).

∀t1 ∈ T :
∑
∀t2∈T

C(t1, t2) ≤ CBOUND

∀t1, t2 ∈ T : C(t1, t2) ≤ Ω(t1, t2) · λc

∀t1, t2 ∈ T : C(t1, t2) ≤ π(t2, t1) · λc

∀t1, t2 ∈ T : C(t1, t2) ≥
∑
∀n∈Nt2

∑
∀c∈Ct2

Ψ(t2, n, c) · Ct2,c

− (1− Ω(t1, t2)) · λc − (1− π(t2, t1)) · λc

In order to test stacked dies in a 3D-IC, through-silicon vias (TSVs) are required to transport

test data between dies. Testing a stacked die requires the availability of TAM pins on the lowest

die as well as sufficiently many TSVs beneath lower dies to transport data upwards. Below, V (d)
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denotes the number of TSVs (available for testing purposes) under each die d ∈ D. Since the first

(bottom) die requires TSVs to access it, its value is pre-determined (V (1) = 0). Every die above

the first (bottom) die has the requirement that enough TSVs must exist to test that die and every

die above at any time in the scheduling process. For example, if there is a time in the schedule

when 8 pins and 7 pins are required to test the second and third dies receptively, then the second

die requires 15 TSVs beneath it and the third die requires 7 TSVs beneath it. Therefore, V (d) in

every die (except the bottom die) must have the property that at any given time it must be larger

than the total number of TAM pins currently being utilized by all dies above it. Since the number

of pins used by any given test can only increase when a test starts, C(t1, t2) can be re-used to check

the number of pins in use at any given time by checking it for every test t1. Below, Td denotes all

tests in die d and dies above it.

∀d 6= 1 ∈ D, t1 ∈ Td : V (d) ≥
∑
∀t2∈Td

C(t1, t2)

∑
∀d∈D

V (d) ≤ TSVBOUND

5.4 Experiments

The purpose of the first experiment is to evaluate the usefulness of the formulation when con-

straints are added or removed. Since there are no other scheduling formulations which incorporate

all of the constraints incorporated in this formulation, a fair comparison of this formulation against

any other is not possible. However, the effect on the final schedule result can be observed when

constraints are removed and/or added, which will show the effectiveness of the scheduling method

in selected environments. The first experiment will show the effect of the scheduling method when

no power constraint is enforced, when no DVFS is allowed during test (i.e., only 1 V and its cor-

responding frequency is allowed during scheduling), and when tests are required to be in sessions.

In the case when no power constraint is enforced, power violations in the schedule will also be

recorded.
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Table 5.1 Benchmark Information
Bench ITC’02 Benchmarks # Tests Max Pow PBOUND

1 u226 9 0.78 1.02
2 g1023 14 3.26 11.40
3 f2126 4 4.26 3.84
4 q12710 4 34.50 41.86
5 a586710 7 3.90 11.30
6 u226, g1023 23 3.26 12.43
7 u226, f2126 13 4.26 4.87
8 u226, q12710 13 34.50 42.88
9 u226, a586710 16 3.90 12.32
10 g1023, q12710, u226 27 34.50 54.29
11 f2126, q12710, u226 17 34.50 46.73
12 q12710, a586710, u226 20 34.50 54.18
13 g1023, q12710, a586710 25 34.50 64.56
14 g1023, f2126, a586710 25 4.26 26.55
15 g1023, f2126, q12710 22 34.50 57.11
16 u226, q12710, a586710 20 34.50 54.18

The second set of experiments will observe the effect the TAM pin and TSV constraints have

on the overall schedule quality. It is clear that allowing for more TAM pins and more TSVs during

the scheduling process can lead to shorter test schedules, but given the high cost of TSVs and

TAM pins during the design process, adding such hardware may not be worth a marginal increase

in schedule quality. The second experiment will show specifically how allowing such hardware

during the scheduling process will affect the test schedule quality.

The benchmarks used in this study are generated using the same methods described in Sec-

tion 4.5.1, with some minor modifications. The first modification is a different set of ITC’02

benchmarks are used to create 3D-ICs. This is accomplished by “stacking” individual ITC’02

benchmarks on each other. Different ITC’02 benchmarks are also chosen to reduce runtime com-

plexity. The second modification is more test information is added, namely different test TATs

corresponding to different TAM pin availabilities. Details on the benchmarks are given in Table

5.1.
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Table 5.2 Schedule Results

Bench
Proposed No DVFS No Pow Slack
TAT (ms) TAT (ms) TAT (ms) (W)

1 1365.462 1364.605 1365.462 -0.02159
2 77.516 78.285 75.573 -0.530
3 644.236 644.236 644.236 0.07999
4 4739.51 5576.448 3940.106 -31.184
5 158898.107 165546.541 158898.107 -3.584
6 1365.667 1364.703 1365.667 0.032
7 1794.498 1794.498 1794.498 0.12
8 5363.602 6405.573 4908.438 -9.2422
9 158898.107 171561.368 158898.107 -1.304

10 7204.977 7209.633 6536.602 -11.984
11 7204.977 7209.633 6536.602 -8.944
12 177631.934 177631.934 177631.934 -9.226
13 158898.107 158898.107 158898.107 2.968
14 158898.107 167038.047 158898.107 -5.264
15 4739.51 6121.938 4100.844 -16.060
16 158898.107 158898.107 158898.107 2.968

Other scheduling constraints are as follows. It is presumed that when scheduling tests under

DVFS, voltages of 1, 0.9, 0.8 and 0.7 V are available to the scheduler for each core (i.e., Nt = 4

for every test t), and the standard testing frequency is 120 MHz. The frequencies corresponding

to these voltages (required to find the constants Pt,n and Lt,n,c) are found using the method given

in [43], which is the highest possible operating frequency for a given voltage. To find the number

of relevant pin choices available for individual tests and the associated TAT (at 1 V and the cor-

responding highest frequency) corresponding to these pin choices, the method from [27] is used.

MILP formulations are solved used IBM/ILOG CPLEX.

5.5 Results

Table 5.2 gives the results of the first experiment described in Section 5.4. These results have a

constraint of 5 data-carrying TAM pins per die and 5 data-carrying test TSVs per die (the number

of pins and TSVs which control test execution are not incorporated as the number need not change

depending on the schedule [49]). The table gives the TAT (in milliseconds) of each benchmark of
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the proposed formulation, the proposed formulation without DVFS, and when no power constraint

is enforced. The table also gives the power slack (i.e., the power bound minus the peak test power,

in Watts) when no power bound is enforced, with a negative slack implying that the schedule

violates the power bound.

Table 5.2 shows interesting trends with regards to the impact DVFS has on the schedule quality,

and with regards to the effect a power bound has on the TAT. When comparing the schedule quality

with and without allowing DVFS, it is clear that DVFS can have a benefit on TAT. Although DVFS

can make individual TATs longer for each test (since 1 V allows for the fastest execution of any

single test), it appears that DVFS creates enough opportunities for overlap under power constraints

to reduce the TAT substantially. Of course, when the power bound is removed completely, the TAT

is at its lowest. However, doing so appears to create an invalid schedule most of the time, even

though a schedule with the same TAT can be achieved without violating the power bound, which

implies enforcing a power bound will not always require increasing TAT. The normalized TAT

results of Table 5.2 are also shown in Figure 5.2 to more clearly show the impact of the different

scheduling methods, with violating no power bound schedules also being indicated.

Figure 5.3 gives the TAT result of 2 f2126 benchmarks stacked together (with combined power

bound) as the number of data-carrying TAM pins and TSVs are increased. The figure gives the

number of TAM pins allowed on the x-axis, while the number of TSVs allowed is given on sep-

arate plots. The figure shows that the decrease in TAT becomes smaller as more TAM pins are

allowed for scheduling. This trend has been observed for single tests in [27], but to the author’s

knowledge this has never been observed for an entire SoC. However, the graph also shows an inter-

esting relationship between the TAM pin bound and the TSV bound, most notably that they limit

each other on the quality of the schedule. For instance, when only a single TSV is allowed for

scheduling, allowing for more TAM pins does not improve the schedule quality. The converse is

also true, since allowing extra TSVs gives no decrease in TAT when few TAM pins are available.

One can conclude two things from this plot: first, although increasing the available TAM pins and

TSVs can give a better schedule, the investment is worth much more for fewer pins and TSVs, and
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second, when scheduling tests for 3D-ICs, one must balance the available TAM pins and TSVs, as

these hardware resources are costly and should not be allowed to go to waste.

5.6 Extensions for Other Constraints

Although the formulation presented here has given a method for scheduling under several dif-

ferent constraints, many other constraints may still be desired depending on the scheduling environ-

ment. Some scheduling environments can have different constraints due to the hardware available

for test scheduling or due to the nature of the tests to be applied. For this reason, a number of

extensions to the formulation are given below to cope with other testing environments.

It is not uncommon for pre-defined hardware constraints to be given to the test scheduler,

which can come from either test-specific hardware (e.g., BIST) or non-test-specific hardware (e.g.,

memory). If such constraints are required to be enforced, Equation (4.11) can be enforced with the

given hardware constraint constants.

Some schedules may require individual tests to be executed at one or more specific volt-

age/frequency values. The reason for this is that some faults are voltage/frequency dependent

and can only be detected at such voltage/frequency values. Forcing the execution of a test t at a

specific voltage/frequency value n can be achieved by setting
∑
∀c∈Ct

Ψ(t, n, c) = 1 for the re-

quired t and n. This modification may also require a change of the right-hand side of Equation

(5.1) to reflect how many times a test must be executed.

Many designs have voltage/frequency hardware shared between tests, which implies that if two

tests that share such hardware are executing at the same time they must also be executing at the

same voltage/frequency. If this is the case for two tests t1 and t2, a new constraint given below can

be added.

∃t1, t2 ∈ T,∀n ∈ N
∑
∀c∈Ct

Ψ(t1, n, c) ≥
∑
∀c∈Ct

Ψ(t2, n, c)− (1− Ω(t1, t2))

In some scheduling problems, the issue at hand is not necessarily to minimize the TAT of a

device, but instead to reduce the overall cost of testing a device, since TAM pins and testing TSVs

can be a large cost burden on a designer. Since the total TSVs (TotalTSV =
∑
∀d∈D V (d)) and total
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number of TAM pins (∀t1 ∈ T : TotalTAM =
∑
∀t2∈T C(t1, t2)) are known, the cost to minimize

can be easily formulated as follows, provided the cost of TAT (α), TAM pins (β), and testing TSVs

(γ) is available to the scheduler.

cost = α ∗ tfinish + β ∗ TotalTAM + γ ∗ TotalTSV (5.2)

5.7 Conclusion

This chapter has presented an SoC test scheduling formulation which incorporates several test

scheduling constraints concurrently. By doing so, the formulation allows for the scheduling of

tests under environments which previously required assumptions that lead to less than optimal test

schedules. Incorporating several constraints at once will not only lead to smaller testing costs by

producing shorter test schedules, but will also allow for more valid test schedules under modern

design constraints.

Although the presented formulation is an advancement in its ability to incorporate modern test-

ing constraints, future work can focus on further reducing the TAT of schedules by more accurately

modeling testing constraints. For instance, allowing voltage and frequency to be scaled indepen-

dently and continuously, as opposed to forcing voltage and frequency to be discrete values, has

the opportunity to allow for more overlaps of tests under power constraints. Also, it is desirable

to more accurately model the power of tests, as opposed to presuming the power of a test be con-

stant throughout its execution. By removing these and other presumptions from the test scheduling

process, the TAT of test schedules can be further reduced, but this is left for future work.
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Chapter 6

Optimal Scheduling of Tests Under Temperature Constraints

6.1 Introduction

One new testing issue that has become important is the temperature during test. While older

generations of integrated circuits did not have to cope with temperature issues, the power density

of modern integrated circuits has risen to the point where the operating temperatures of devices

have become a design issue which is often resolved through external cooling. The importance

of this stems from the fact that if a device in question becomes too hot it may fail permanently.

Testing devices in as little time as possible, in order to provide better test economy, can directly

conflict with this goal. This is even more important if test compaction methods are used to reduce

test data volume, since compacting individual tests can cause the power density of a device to

increase to the point that may result in temperature causing permanent damage to the design under

test (DUT). Therefore, it is often the goal to test a DUT not only as fast as possible, but also to

stay within a given temperature bound [34]. Such constraints add to the complexity of an already

NP-hard testing problem.

There have been several studies on scheduling tests with power constraints which use either

generic heuristic-based algorithms or MILP-like formulations. However, using power alone to

enforce a temperature constraint is inadequate. Although power and temperature are directly cor-

related, it is easy to show that a test profile and corresponding schedule, which has an adequate

power constraint, will violate its temperature constraint. This is an important distinction since com-

putation time for generation of accurate temperature profiles can be very large, which has resulted

in more simplified temperature models being used during test generation and compaction. Bild et.
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al. [46] presented a temperature-constrained MILP compaction formulation based on a steady-state

temperature model which can be implemented from power traces. Rosinger et. al. [54] proposed

a heuristic-based algorithm using a steady-state model, as well as a computation-intensive optimal

algorithm.

This chapter addresses the problem of test scheduling for 3D-ICs while satisfying resource,

power and thermal constraints. The contributions of this chapter include:

• Several MILP formulations for thermally-constrained test time reduction are presented, pro-

viding near optimal and pessimistic but practical solutions for 3D-ICs.

• Comparing our formulations and solutions against steady-state model based formulations

extended to function for 3D-ICs to demonstrate the inherent inefficiencies of steady state

models.

• Exploring the complexities of expanding test scheduling formulations in three dimensions.

The remainder of the chapter is organized as follows: Section 6.2 introduces several techniques

for temperature modeling used in past studies and previous 3D-IC scheduling studies. Section 6.3

discusses the methodology used to generate the needed information for tests, as well as the use of

the superposition principle. Section 6.4 presents a basic MILP formulation using the superposition

principle and its reasoning, while Section 6.5 expands it to obtain a pessimistic and always valid

solution. Section 6.6 discusses the results of using such methods against existing steady-state

formulations, and the paper concludes with Section 6.7. The majority of the content of this chapter

is a verbatim collection of previously published work from [55].

6.2 Past Work

The most basic technique to schedule tests is to rely on power-constrained test scheduling.

The rational behind such a technique is that the temperature of a device is a direct result of the

power dissipated by a device. Therefore, if the power dissipated during a test is kept below a given
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power bound, then the temperature will stay below a proportional bound. There have been exam-

ples of generic power-constrained test scheduling such as in [29], and there have been studies in

power-constrained test scheduling for the purposes of limiting device temperatures [56]. Although

power and temperature are correlated, using power values alone is not adequate for determining

temperature values. The actual temperature of a DUT is not just dependent on the present power

being dissipated by the DUT, but also on the past power dissipation and the physical properties of

the DUT. It is easy to show that a relatively low power value can raise the temperature of a well-

insulated device to the point of failure. This problem is compounded by the non-linear relation

between power and temperature. Although power and temperature values are related, they are not

directly proportional because of the thermal capacitance of a device, which can lead to under and

over-compaction by presuming that the temperature of a DUT is at all times proportional to the

power value.

Another technique is to directly use power-generated temperature traces while scheduling.

Such techniques use power traces to generate temperature traces using a simulator, most often

based on the thermal RC model, for a given potential test schedule. Such a technique was pro-

posed in [54], where an algorithm generates a potential test schedule, which is then simulated to

check for temperature constraint violations. This technique has the benefit of being extremely ac-

curate, and therefore can potentially provide an optimal schedule as suggested above. However,

such temperature simulations have a drawback of having a very large runtime that cannot be ig-

nored. Doing a single accurate temperature simulation is extremely computationally intensive,

which in turn implies that simulating every possible test schedule is practically impossible, espe-

cially for DUT with numerous tests. This was also addressed in [54], which sacrificed the optimal

algorithm for a heuristic-based algorithm for the sake of algorithm runtime.

An alternative to the two extremes described above has been to use steady-state values of

temperatures of devices during scheduling. While some techniques attempt to model the actual

cycle-accurate temperature of a test, steady-state models use the maximum possible temperature

achievable by a test. Such a technique was effectively used in a formulation proposed in [46].

The advantage of steady-state formulations is the simplicity of the thermal RC model in which
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thermal capacitances are deleted. However, removing the capacitance from the RC temperature

model is also its downfall. If thermal capacitance is removed, the actual temperature of a test will

always be lower then the presumed steady-state temperature unless the test runs for a long period

of time, which can be a great hindrance when scheduling short, power-intensive tests. Another

drawback of the steady-state model is tests which result in a very high steady-state temperature

may be impossible to schedule. One last drawback of the steady-state model is that it is not cycle-

accurate, which means individual tests cannot be partially overlapped if their combined steady-state

temperatures violate the temperature bound.

An alternative to all these strategies and the one used in this study is the superposition princi-

ple proposed by Yao et al. [45]. The superposition principle states that the temperature offset of

two or more tests running in parallel is the sum of temperature offsets generated by running those

tests by themselves. Validity of this can be checked either by simulation or by mathematically

manipulating the thermal RC model. The advantage of such a model is that it is cycle-accurate and

its computational complexity is significantly less than other approaches with the same accuracy.

The accuracy aspect is self-explanatory, since actual temperature values are being used instead

of estimates, and the low computation-complexity is due to the summation of temperature offsets

being a simple addition operation. Also, the superposition principle can be used in a MILP formu-

lation since it is a linear formulation. What is different from previously discussed simulations is

the temperature profile only needs to be simulated once per each test instead of once per proposed

solution.

6.3 Methodology

Thermal simulation in this study is done through a modified version of the open-source thermal

simulator, Hotspot [57]. Hotspot uses an RC thermal model to generate the temperature profile of

a given IC with a given power trace. Modifications had to be done to Hotspot in order to simulate

thermal through-silicon via (TTSV) behavior, which is not natively supported by Hotspot.

Power traces for a given test are generated using a pseudo-random Markov Chain technique

[58]. Ideally, tests would be given in the form of inputs and outputs to actual ICs. However, due
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to the proprietary nature of IC manufacturing, such information is unavailable. It is safe to assume

that the maximum power of the IC is limited by some constant factor which is reflective of current

technology scaling [59]. We also model the conditions where the power consumption of a test is

known, such as high during scan-in and scan-out stages or low during idle stages. Although it may

be sufficient to claim that the power dissipation is constant throughout a test for the purposes of

scheduling, the Markov model provides a more accurate and realistic behavior of a test.

The modeling of test compatibility is a more complicated issue given the nature of 3D-ICs.

Compatibility within dies is modeled based on the locality of the modules under test, with modules

that are close to each other being more likely to be incompatible than if they were farther away from

each other. This assumption is based on the observation that TAMs used between adjacent modules

are more likely to be shared between each other, thus making them incompatible. Compatibility

between dies is a more complicated issue that resolves itself to a simple solution for the sake of

this study. In this study, dies are considered to be universally compatible. Although this is not a

realistic assumption to make, it will not take away from the validity of this study since the purpose

is to evaluate how different scheduling methods perform handling temperature conflicts and not

hardware conflicts.

As with compatibility generation, the placement of TTSVs must be done somewhat randomly

for lack of information. Although it is tempting to randomly place TTSVs across all dies, it is

much more reasonable to follow some guidelines found in other research. For one, instead of

placing several small TTSVs randomly, fewer larger TTSVs are used as suggested in [60]. It

is also sensible not to “stagger” TTSVs placements between layers, instead having TTSVs run

continuously throughout the stack as suggested in [61]. Although there have been studies into how

TTSVs should be placed [61, 62] or how modules should be placed around TTSVs [63], for the

purposes of testing it is reasonable to assume that the actual placement of TTSVs was left to the

designer’s discretion, whether they be good choices or not. From this assumption, in this study

general TTSV locations are placed randomly, with TTSVs penetrating entirely though the stack

with a randomly-generated clustering factor.
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6.4 Optimistic MILP Formulation

6.4.1 Previously Used Constraints

Much like the formulations in Sections 4.4 and 5.3, the formulation presented here is a session-

less formulation which allows tests to be arbitrarily scheduled in time. Therefore, many variables

and constraints are borrowed from the previous chapters.

From Section 4.4, Equations (4.2), (4.3), (4.4), and (4.5) are reused to define the goal, start time,

and finish times of tests. However, since DVFS and TAM pin constraints are not implemented in

this study, L(t) is no longer a variable, but instead is a constant.

Equations (4.7), (4.8), (4.9), (4.10), (4.12), and (4.13) are also borrowed to determine test

overlap. Equation (4.11) is also borrowed to enforce non-test hardware constraints. Non-test

hardware constraints will also become significant latter on when new “tests” are introduced, even

if there are no hardware constraints.

6.4.2 Temperature Constraint

Because of the superposition principle, the enforcement of temperature constraint can be done

in a manner similar to the power constraint in Sections 4.4 and 5.3. Unlike the formulation in [46]

which computed the temperature in all cores in the formulation itself, this formulation will find the

temperature by simply “adding” the temperature in individual cores. Thermal simulation is done

for the power traces described in Section 6.3 to find the maximum temperature of every test in every

core. By presuming that the temperature impact of a test is zero before a test starts and after a test

finishes, the temperature of every test in every core is equal to the sum of the temperature impact

of every overlapping test. In essence, the temperature constraint can be expressed very similarly to

Equation (4.15), with the exception that DVFS has no impact, temperature is being summed (not

power), and the constraint must be enforced in every core. The generated constraint is given below,

where TM(t, c) is the maximum temperature offset from ambient temperature achieved by test t in

the core c.

∀t1 ∈ T,∀c ∈ C :
∑
∀t2∈T

Ω(t1, t2)TM(t2, c) ≤ TBOUND − Tamb
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An advantage to such a formulation is its simplicity. A steady-state counterpart such as pro-

posed in [46] requires another binary variable for each pair of tests to represent power dissipation

during test, as well as variables and constraints to represent the temperature during test. With this

superposition-pasted formulation, such variables and constraints are not needed. It is true that a

time-consuming temperature simulation is needed for every single test, but this simulation need

only be performed once for each test before computing the formulation. Another advantage of

this model over steady-state models is that it can cope with short tests and power-intensive tests

that steady-state formulations can not. In a steady-state formulation equivalent to the one above,

TM(t, c)) would not be the maximum temperature achieved by the test, but the maximum possible

temperature achieved given that the test length is relatively long. This means power-intensive tests

that run for short periods of time can create a formulation which may indicate non-existence of a

schedule even though one exists, since the steady-state temperature may be higher than the max-

imum temperature bound. Also, short tests who not do reach their steady-state temperature will

still have their maximum temperature overestimated.

There are disadvantages of this superposition-based formulation that are shared with steady-

state formulations: both formulations are pessimistic since they both over-estimate temperatures

for the test, especially during the beginning of the test. This leads to under-exploitation of tests

that can be partially overlapped without violating temperature constraints. This superposition-

based optimistic formulation has another major shortcoming. It is a fact that the temperature

change caused by a test when it finishes is not zero, but instead it takes time for the temperature

offset to cool back to zero, an effect that is not modeled by this formulation. This can lead to

over-compaction by scheduling too many “hot tests” back to back. This error is avoided by a

steady-state formulation, since the maximum temperature that can be achieved during a test is

the steady-state temperature, no mater what the temperature is at the start of the test. The given

temperature bound may be exceeded if several power-intensive tests are scheduled consecutively

in sequence rather then separated by power-conservative tests. In our approach after the schedule

is found, it is verified for temperature violation by thermal simulation and the results in Section 6.6

show that this violation is rarely encountered.
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Figure 6.1 An example of partitioning a single test into regions.

6.5 Pessimistic MILP Formulation

The goal of this extended formulation is to account for the discrepancies of the previous opti-

mistic formulation. As stated before, a flaw in the previous formulation is that it does not take into

account temperature differentials caused after a test is completed. Although these “trailing temper-

atures” are not accounted for in a steady-state model either, the maximum temperature achievable

is the steady-state temperature regardless of what tests happen immediately before it, but this is

not the case with superposition-based formulations.

Before modeling these trailing temperatures, it is important to understand their nature. It is

understandable that the temperature offsets of a test after the test is complete will fall back to

zero (ambient temperature), but it is not instantaneous as it takes time to fall back to zero at an

exponential rate. The challenge of modeling this decay is creating a formulation that models it

efficiently, and with a reasonably high degree of accuracy. This exponential decay means that the

trailing temperature offset will never be zero, but at the same time one can argue that in time it will

be close enough to zero resulting in a negligibly small error. Our approach to modeling this effect

efficiently is to assume the duration of the decay time to be significantly long but not unduly long.

A very long duration will provide an accurate model but will take much longer to find a solution,

whereas a very short duration will have the same disadvantage of optimistic formulation. In other

words, the temperature offset of a test at the finish time of the last region should be virtually zero.

Therefore as explained below we divide the temperature decay into regions and model each region

with a constant temperature.

Although there are many ways to model these “trailing temperatures”, it would be beneficial to

model these trailing temperatures using already-existing variables and constraints. Because of the
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nature of exponential decay, the time of the first region will be smaller than the second, which will

be smaller than the third, and so on with each region having its own max temperature (see Figure

6.1). To model these regions in the previous formulations, they are modeled as tests themselves.

Unlike actual tests which can occur at any time, these regions must explicitly occur after the test

they represent. This conditions is embedded in the following:

∀t ∈ T : tfinish ≥ tf (t, 0)

∀t ∈ T,∀r = 1 . . . R : ts(t, r) = tf (t, r − 1)

∀t ∈ T,∀r = 0 . . . R : tfinish = ts(t, r) + L(t, r)

Here, R is the number of extra regions modeling the trailing region of each test. Essentially,

each test expands into R more regions, with each region specifically starting when the previous

region finishes, or in the case of the first region, when the original test finishes (here, region zero).

Note that the overall finishing time only considers the actual test region (region zero), since the

trailing regions are not actually part of the test.

The other constraint that is explicitly different for this formulation is compatibility. The com-

patibility for all trailing regions is not tied to compatibility of the original test or any other test.

Instead, all trailing regions are explicitly compatible with all other regions (trailing and original)

over every other test. This is important, for it allows trailing regions to overlap with any other

region as long as this overlapping does not violate any temperature constraints. Hence:

∀t1, t2 ∈ C, ∀r1 = 0 . . . R, ∀r2 = 1 . . . R : Γ(t1, r1, t2, r2) = 0

Since all other variables and constraints are expanded solely based on adding regions to each

test, they will not be explicitly stated here.

The inherent advantage of such a formulation is its correctness over the more basic formula-

tion and its compacting ability over steady-state formulations. The ability to compact more than

a steady-state formulation comes from modeling maximum temperatures as actual maximum tem-

peratures, not steady-state temperatures which can be higher than maximum temperatures, and
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unlike the previously presented optimistic formulation, this formulation will not violate tempera-

ture constraints for trailing temperatures.

However, this extended formulation has a weakness in its trade-off between correctness and

complexity. As more trailing regions are added, the more room there is for overlapping tests since

temperatures will be modeled more accurately. This is true up to the point where the number of

regions for each tests is equal to the number of time steps in the trailing region, at which point

the optimal overlapping of trailing regions can be found. However, adding a single extra region

is equivalent to doubling the number of tests to schedule, adding another is equivalent to tripling,

and so forth, thus causing an exponential growth in complexity with the growth in the number of

regions. On the other side of the spectrum, adding only a single new region will generate greatly

pessimistic schedules, since it will be presumed that the temperature after testing will be the same

as the temperature during testing for the length of the original test. Hence, it is in the scheduler’s

best interest to find a balance point between the two extremes.

If there is one extension to this formulation that would be most beneficial, it would be to split

the original test into multiple regions as well. This would allow for overlaps that would not be

available under steady-state or with the current pessimistic or optimistic superposition formula-

tions.

6.6 Results

Like Sections 4.5 and 5.4, this study generates a set of original benchmarks using the ITC02

benchmarks. Also like in Section 5.4, the specific ITC02 benchmarks used are re-selected for

the purpose of computation time. The makeup and information of the benchmarks used in this

study are given in Table 6.1. The methodology used to generate specific power, temperature, and

hardware compatibility for these benchmarks is described in Section 6.3.

Both the optimistic and pessimistic formulations are implemented using IBM’s CPLEX. The

steady-state formulation from [46] is implemented for comparison as well, which is extended to

work for 3D-ICs. Each benchmark stack is evaluated using each formulation with its total runtime

in seconds, total schedule time in milliseconds, and temperature slack in degrees Celsius with a
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Table 6.1 Benchmarks Composing Different Stacks

Stack
ITC02

Benchmark Cores
Longest

Test
Max
Temp

stack1 d281 8 9.63 93.42
stack2 f2126 4 4.16 69.91
stack3 d695 10 5.13 84.28
stack4 p22810 28 1.67 123.56
stack5 h953 8 9.49 82.10
stack6 p34392 19 8.99 126.26
stack7 g1023 14 8.74 95.61
stack8 d281, g1023 22 9.63 109.87
stack9 f2126, h953 12 9.47 70.19
stack10 d695, p34392 29 8.99 118.11
stack11 d281, f2126 12 9.63 105.31
stack12 h953, p22810 36 9.47 92.40
stack13 g1034, p34392 33 8.99 170.90
stack14 g1023, d281 22 9.63 105.96
stack15 d281, f2126, d695 22 9.63 135.19
stack16 h953, p34392, g1023 41 9.47 183.90

temperature bound of 145 oC. General results for each of these stacks are shown in Table 6.2, which

includes the runtime in seconds and the temperature slack in degrees Celsius. The scheduled times

of each stack for each formulation are shown in Figure 6.2.

A firsthand evaluation of the optimistic formulation shows that although it gives the best sched-

uled time in the smallest amount of computational time in all cases, it gives results that can violate

the temperature constraint such as in stack4, which is marked an invalid schedule (IS) in the table

as it has a slack of -4.56. The pessimistic formulation, on the other hand, shows promising results

especially when compared to the steady-state formulation of [46]. Despite the pessimistic nature

of the formulation, it achieves better compaction results in less time. However, in fairness this time

does not account for the time of temperature simulation, which in this study can take between thirty

minutes to three hours if each temperature trace for every test is generated in parallel. However,

this is a constant overhead time for each scheduling problem which gives a large improvement in

the final result. It is also worthwhile to note that although the optimistic formulation can produce

invalid schedules, in most cases it gives better results then the more pessimistic formulation in
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Table 6.2 Benchmark Results Under Different Formulations
Formulation Optimistic Pessimistic

from [46] Formulation Formulation
Stack Runtime Slack Runtime Slack Runtime Slack
stack1 0.81 26.16 0.76 10.26 0.56 10.26
stack2 0.05 50.87 0.01 49.51 0.07 49.51
stack3 6.02 38.21 0.43 32.86 0.66 34.26
stack4 X X 12.29 IS 631.12 4.51
stack5 0.42 31.35 0.04 31.35 0.17 31.35
stack6 1046 20.26 1.34 13.37 683.55 20.26
stack7 10.79 23.68 0.2 19.26 9.44 19.26
stack8 612.02 15.84 0.62 9.62 205.55 15.84
stack9 6.39 49.68 0.06 49.68 0.54 49.68
stack10 902.52 1.12 2.17 0.53 600.21 1.12
stack11 3.28 14.68 0.11 11.22 1.19 14.68
stack12 X X 7.24 25.54 600.27 31.26
stack13 X X X X X X
stack14 X X 1.99 16.65 124.45 16.65
stack15 1282.46 4.54 1.45 3.84 160 4.02
stack16 X X X X X X
IS indicates an invalid solution due to negative slack.
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Figure 6.2 Scheduled times of various formulations.

shorter computation time. It is possible to still use this formulation with success given that the

result is properly checked.
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It must also be pointed out that the steady-state formulation used in [46] failed to generate a

schedule in many cases. As stated in earlier sections, steady-state formulation cannot schedule any

test that has a steady-state temperature higher than the given temperature bound. Since stacking

dies on each other greatly increases the thermal resistance to ambient of many modules, it is not

uncommon to see the steady-state temperatures rise greatly, even with high TTSV coverage. This

leads to a high rate of failure for steady-state formulations, especially with power-intensive tests,

no matter how long the tests are.

A final point to make is that two benchmark stacks (stack13 and stack16) failed to achieve a

schedule under any formulation. These stacks are included to demonstrate that some tests, even

under realistic conditions, may be impossible to schedule under a given temperature constraint.

This situation is especially true for 3D-ICs. Although outside the scope of this study, the only way

to resolve this issue is to change the original test itself. Though the scheduler may not be able to

change the individual vectors of a test, the scheduler may have the ability to divide a large test into

smaller tests. This can allow any hot test to effectively have its maximum temperature reduced to

the maximum temperature of the smaller tests. However, this approach will not be effective using

a steady-state model, since the power values of these tests will remain the same and therefore

have the same steady-state temperatures as before. Given how stacking dies drastically increases

thermal resistance, this approach of dividing large tests into smaller ones appears inevitable and

remains to be a problem for our future research.

6.7 Conclusions

MILP formulations based on the superposition principle have been shown to provide superior

schedules compared to previous formulations, as well as having faster computation times. This

decrease in overall test time comes from the ability to use actual temperature traces instead of

approximations like steady-state models, and the faster computation times comes form the linear

nature of the superposition principle.

However, it was discovered in this chapter that in some cases any formulation discussed in the

paper will fail, especially with 3D-ICs. This fact, as pointed out in previous sections, is due to
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the condition that single test’s temperature profile has a maximum temperature that will violate

the given constraint by itself, making it impossible to schedule that test without partitioning it into

several smaller tests. This observation is even more important because it implies that the steady-

state model will not be able to address this issue, since dividing a test into smaller tests does not

decrease steady-state temperatures. This problem becomes magnified with 3D-ICs, since when

individual dies are stacked on top of each other the thermal characteristics become more difficult

to deal with. When dies are stacked, the power during test must be reduced from the single-die

case. Since it is often undesirable to change the tests (it may not be possible provide the desired

fault coverage), dynamically partitioning the test during scheduling is a more practical solution.

Although outside of the scope of this study, this subject is primed for future work.
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Chapter 7

Temperature-Aware Test Partitioning

7.1 Introduction

So far in this study, several different methods of reducing TAT have been introduced. These

methods have ranged from generating compact tests, using test-specific hardware, developing new

tests models, to scheduling tests for a given test model. All of these methods have built on the

complexity of previous methods, with each new study introducing a more complex testing en-

vironment. With the ever-increasing complexity of IC test, simpler methods must be utilized to

reduce the complexity of test while not sacrificing TAT.

One possible remedy for reducing the TAT without unduly increasing the complexity of test is

test partitioning. The partitioning of tests is the practice of dividing a given test into smaller “sub-

tests” (which can often be done since in most cases test vectors can be applied in any order) in order

to reduce TAT [44]. Partitioning to reduce TAT makes use of overlaps that can be created by diving

large tests into smaller ones which may otherwise not exist. Another benefit of partitioning, relative

to other test compaction methods, is that no extra hardware is needed to implement it and it re-

quires no or minimal changes in the design flow since partitioning is done on already-existing tests.

The effect partitioning has on reducing TAT was observed early in hardware-constrained schedul-

ing [44]. It has also been observed in power and temperature-constrained scheduling [64, 30].

Partitioning methods investigated in the past have either been simplistic (equal sized-partitions,

partition only when required by constraints) or ad hoc. However, to the best of our knowledge

the effectiveness of different partitioning methods or what makes a good partition has never be

explored.
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The contributions of this chapter are as follows:

• To show the significant impact temperature has on 3D-ICs as opposed to non-stacked dies.

• To show that partitioning not only has a significant impact on the quality of schedules but in

some cases it is required to obtain temperature constraint schedules.

• To develop a partitioning scheme and to show that it has a significant impact on the quality

of SoC test schedules compared to ad hoc partitioning methods.

The rest of this chapter is organized as follows: Section 7.2 gives a brief history of test par-

titioning for SoC test scheduling. Section 7.3 provides a partitioning method with the goal of

developing superior test schedules compared to other partitioning methods. Section 7.4 gives a

design of an experiment to evaluate the effect stacking of dies has on temperature-constrained test

scheduling, the effect partitioning has on schedule quality, and the effectiveness of the proposed

partitioning method. Section 7.5 gives the results of the experiment and a discussion of the results,

and the paper concludes with Section 7.6. The majority of the content of this chapter is a verbatim

collection of previously published work from [65].

7.2 Test Partitioning

The concept of test partitioning is based on the presumption that an SoC test consists of several

independent input vectors that can be applied in any order. Tests for SoCs often consist of a series

of input vectors and states, with the output to these vectors and states determining if the DUT is

faulty. If the state of the DUT can be manually set (e.g., using scan chains), the the order in which

tests are applied and outputs observed is irrelevant. Therefore, re-arranging and grouping a “test”

consisting of several vectors into several “sub-tests” can be done without changing which defects

will be detected.

Partitioning tests to reduce TAT has been studied under hardware and other constraints, but all

previous partitioning methods have been very basic (trivial) and the effectiveness of a partitioning

method has never been evaluated compared to other methods. In previous studies, partitioning has
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Figure 7.1 By partitioning, greater overlap between tests t1 and t2 can be achieved.

been clearly observed to reduce TAT. However, in all previous studies the method of partitioning

was either simplistic or ad hoc.

7.3 Proposed Partitioning Method

7.3.1 Partition Quality

Before any partitioning method can be proposed, it must first be determined what qualities

define a good as opposed to a bad partition.

Since the goal of test scheduling can be stated as creating as much parallelism in applying

tests as possible so that TAT can be minimized, the objective of partitioning should be to allow for

new parallelism amongst tests. The worst possible test schedule executes only one test at a time,

while the best possible test schedule executes every test at t = 0. However, the latter often cannot

be achieved due to various constraints. Therefore, the goal of partitioning should be to allow for

constraints between two tests to be relaxed. In the case of hardware constraints, this cannot be

done between two tests (although it is possible with 3 or more [44]) since new partitions will have

the same hardware compatibility as their parent tests. It can be said that hardware constraints are

“constant” throughout test, but this is not the case with temperature since temperature fluctuates

during test. If parts of one test may overlap with parts of another provided those parts occurred in a

certain order, than partitioning can give that order to the scheduler (see Figure 7.1 for an example).

For temperature-constrained test scheduling, two tests cannot be run in parallel if their com-

bined temperature impact is greater than the given temperature bound, therefore the goal of parti-

tioning should be to “lower” the temperature of a test to allow it to run in parallel with many more

other tests. In reality, partitioning will not lower the temperature impact of the original test since
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partitioning will not change the power of the test (with the exception of partitioning overhead).

Clearly, each partition of a given test can have no more temperature impact than the original test

if the impact of the overhead of partitioning is ignored. Of course, if partitions of a given test are

scheduled one after another, the temperature impact of a test will not change at all. However, if

the partitions of a tests are instead viewed as new tests whose combined run time are equal to the

original test, these new tests may have lower temperatures than the original test and therefore can

be scheduled in parallel with other tests that the original test could not be scheduled in parallel

with.

Because the peak temperature of a test is what determines the overlapping potential of two

tests, another important objective of a temperature-constrained partitioning method should be to

partition tests such that their temperature is constant throughout the test. The example in Figure 7.1

showed the peak temperatures of test t1 not allowing for any overlap with t2 with the exception of

insignificant proportions of the start and finish of the test. It can be said that if a peak temperature

value occurs in a test, then another test cannot overlap “beyond” when that value occurs if the

combined temperature at this point violates a given bound. At the same time, if the temperature

of a test is constant, then it can be assumed that any partitions of that test will have the same

temperature as the original test (this presumption will be addressed later). This implies if two

tests with constant temperature are incompatible, then no partitioning can make them compatible.

Therefore, it should be the goal of a partitioner is to divide tests in such a way that makes the

temperature of partitions as constant as possible, since partitioning any more will give no better

result.

Now that it is known that the temperature of test partitions must be as constant as possible, the

goal is to create such partitions in a practical manner, which would normally be difficult due to

the simulation-intensive nature of temperature profiles. As suggested in Section 7.2, generating a

temperature profile from a given power profile requires a time-intensive thermal simulation. Since

partitioning a test creates a new power profile for each partition, simulating the temperature of all

relevant partitions whenever a partition is made is impractical.
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However, the observation that the temperature of a partition will never be greater than the orig-

inal test can allow for a reasonable estimation of partition temperatures based on the temperature

of the original test. Partitions of a test share the same power profile of the original test (plus scan

overhead) and are executed in the same environment as the original test. Therefore, the tempera-

ture profile of a partition is guaranteed to be equal to or less than that of the original test. This is

because temperature is a function of current and past power dissipation, and partitioning can only

remove past power values. Additionally, the longer a partition is, the more likely the temperature

profile of the partition will match the original test. This is because in the longer partition, past

power values will more closely resemble that of the original test.

Based on the observations that the temperature of a partition can be reasonably estimated from

the original test and the temperature of each portion should be reasonably constant, a partitioning

method is now proposed to achieve these goals.

7.3.2 Partitioning Method

The goal of the proposed partitioning method is to split each test into high and low-temperature

partitions based on the temperature of the original test, thereby making the temperatures of each

partition constantly high or constantly low. By doing this, high-temperature regions of tests that

are normally incompatible with every other test due to temperature constraints will be isolated,

while low-temperature regions are (temperature) compatible with every other test. This separation

will allow for the maximum overlap without violating temperature constraints.

The first step of the partitioning method is to choose a temperature that defines the difference

between high and low temperature. This temperature is referred to as the “partitioning tempera-

ture”. Based on the assertion made in Section 7.3.1, the temperature of these partitions will be

lower than the original test or will be a close match to the original test if the partitions are long

enough. Note that if every test is a low temperature test, than no test will be partitioned. This

is also not undesirable, since temperature will not play an important role in the test and therefore

will not have a significant role in scheduling. When a partitioning temperature is chosen, each test
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Figure 7.2 By partitioning before TPART is met, the temperature of all partitions is reduced.

is partitioned when the temperature of the test crosses the specified temperature as long as other

conditions are met.

The first condition to partitioning is that any partition generated is not exceptionally small (in

this study, less than 30µs long), the reason for this being that small partitions will always have

low temperature, even if the temperature of the original test is high. Also, if partitioning overhead

is a factor, small partitions will have relatively large overhead of partitioning which defeats the

purpose of partitioning. In the case of temperature rising above the partitioning temperature and

then falling below less than 30µs later, a single partition will be made thereby eliminating this

“temperature peak”.

The second condition is that tests are partitioned not at the point where the temperature passes

the partitioning temperature, but instead shortly before that point (in this study, 30µs). As stated

before, the temperature of a partition is dependent on the past values as well as the current value. If

partitioning a test creates two partitions, “partition one” and “partition two”, then this will decrease

the maximum temperature of partition one while keeping the maximum temperature of partition

two the same as long as the length of partition two is not exceptionally small. This is because

“past values” are removed from partition one and added to partition two. An example of this is

illustrated in Figure 7.2.

7.4 Experiment

To judge the effectiveness of the proposed partitioning method in 3D-ICs, it must be compared

against other partitioning methods. Although partitioning has been done in other studies, other

studies used simple methods such as partitioning arbitrarily, partitioning for equal-sized partitions,
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or partitioning only when absolutely required (running of a test by itself violates the given temper-

ature bound). This study implements both of these methods for comparison, as well as scheduling

without partitioning.

To fairly compare the proposed partitioning method and partitioning with an equal number

of equal-sized partitions, the number of partitions created with equal-sized partitions is set equal

to the number of partitions created by the proposed method. This is done because the number

of partitions can effect the quality of the schedule, and it would be an unfair comparison if one

partitioning method creates more partitions than the other.

To observe the effect the number of partitions has on the effectiveness of the the different

partitioning methods, partitioning for each benchmark is done twice: once with a fewer number

of partitions, and once with a greater number of partitions. As stated earlier, when temperature-

based partitioning is done, the number of partitions created for each test is recorded and equal-

sized partitioning is done with the number of partitions specified. In this study, it is done twice

by partitioning with partitioning temperature equal to 40◦ C (fewer partitions) and 30◦ C (larger

number of partitions). These two temperatures were chosen for TPART since as TPART increases,

the number of partitions created decreases. This is illustrated in Figure 7.3, which shows the

number of partitions created in the selected benchmarks described later.

Much like in Sections 4.5.1, 5.4, and 6.6, the study generates benchmarks from the ITC02

benchmarks. Also like in previous studies, specific benchmarks were chosen for the sake of run-

time constraints. Specific details of the benchmarks used are given in Table 7.1. Also, the specific

benchmark files are available through [43].

The MILP-based formulation proposed in Chapter 6 is used to schedule tests. This sched-

uler was chosen because of its deterministic nature (the same result will always be achieved) and

because of its performance. The scheduler is an optimistic scheduler, meaning it may produce a

schedule that may violate temperature constraints. Because of this, schedules are re-simulated after

they are produced to check validity. TBOUND for scheduling is set to 55◦ C, which is intentionally

set below the temperature bound for some benchmarks. This is done to show the requirement of

partitioning for scheduling tests for 3D-ICs. The CPU computation time is not measured in the
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Figure 7.3 Effect of TPART on the number of partitions.

experiment since the scheduling time is the same across all partitioning methods and the partition-

ing time is trivial for every proposed partitioning method (except minimal partitioning at TBOUND

only, which requires successive temperature simulations).

7.5 Results

Table 7.2 gives the results of partitioning with partitioning temperature equal to 40◦ C. The

table gives the schedule length, i.e. TAT (in ms), provided by the scheduler when no partitioning

is done, when minimal partitioning (partition only when TBOUND is violated) is done, when equal

partitioning is done, and when temperature-based partitioning is done.

The results from Table 7.2 show several trends that show the effect stacking dies has on

temperature-constrained test scheduling, and also show the proposed partitioning method perform-

ing well in conditions where temperature has a significant impact on test scheduling. For every

benchmark, the result for the proposed partitioning method is always better than or equal to with-

out partitioning. This is predictable, since the effect partitioning has on possible test schedules

has been explored. Also, some benchmarks fail to find a solution without partitioning. This is
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Table 7.1 Benchmark Details
Bench # 3D-IC Bench # Dies # Tests Highest Temperature

1 1-1-LLL 1 9 38.07
2 1-6-LML 1 4 39.25
3 1-7-LHL 1 4 48.66
4 1-9-MML 1 19 42.09
5 2-4-LML 2 12 35.21
6 2-6-MMM 2 23 42.30
7 2-8-MHM 2 35 66.76
8 2-9-HHM 2 63 62.04
9 2-10-MHH 2 38 68.98

10 3-2-MMM 3 33 46.39
11 3-3-LML 3 22 48.47
12 3-4-HMM 3 79 44.14
13 3-5-MHH 3 54 82.80

Table 7.2 Schedule results (TAT) for TPART = 40◦ C in ms
Bench # No Parts Min. Part. Equal Part. Temp. Part.

1 257.4 257.4 257.4 257.4
2 28.36 28.36 28.36 28.36
3 311.72 311.72 311.72 311.72
4 37.24 37.24 37.24 37.24
5 16.84 16.84 16.84 16.84
6 42.35 42.35 31.50 31.52
7 X 500.54 358.68 358.68
8 X 335.56 288.4 269.98
9 X 945.02 757.04 757.04

10 19.65 19.65 16.88 17.04
11 226.23 226.23 150.96 138.03
12 40.66 40.66 30.26 30.24
13 X 900.56 771.70 823.42

because these benchmarks have one or more tests which violates the temperature constraint. This

is more common as the number of dies in the 3D-IC increases, which is due to the heat-insulating

nature of 3D-ICs. For benchmarks which are not 3D-ICs but instead conventional one-die ICs, all

benchmarks have no difference between the partitioning methods. This is because the temperature

impact of the tests are minimal. When the number of dies increases, the difference between equal

and temperature-based partitioning increases, which is again due to the effect stacking dies has on
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Table 7.3 Schedule results (TAT) for TPART = 30◦ C in ms
Bench # No Parts Min. Part. Equal Part. Temp. Part.

1 257.4 257.4 257.4 257.4
2 28.36 28.36 28.36 28.36
3 311.72 311.72 311.72 311.72
4 37.24 37.24 37.24 37.24
5 16.84 16.84 16.84 16.84
6 42.35 42.35 35.84 35.84
7 X 500.54 416.60 373.58
8 X 335.56 289.62 274.68
9 X 945.02 759.12 709.98

10 19.65 19.65 17.32 17.32
11 226.23 226.23 192.46 190.72
12 40.66 40.66 32.38 32.26
13 X 900.56 771.70 792.96

temperature. Although temperature-based partitioning does not always yield the best result, it is

more likely to give a better result, which is shown in Figure 7.4.

Table 7.3 gives the results when the partitioning temperature is set to 30◦ C, which shows the

effect increasing the number of partitions has on the effectiveness of partitioning. The results of

this table show the same general trend as shown in Table 7.2: the partitioning gives better schedules

than not partitioning, and temperature-based partitioning is more likely to give superior schedules

than equal partitioning, especially when temperature plays a significant role.

Figure 7.4 gives the normalized TAT of all partitioning methods on relevant benchmarks, which

in turn gives insight into the effect increasing the number of partitions has on schedule quality.

The normalized TAT of the partitioning methods clearly show that more partitions generally lead

to a better schedule. This is so because more partitions create more opportunity for test overlap.

However, this is not always the case, like with benchmark numbers 4 and 13, since the quality of

a partition is dependent on more than just the number of partitions created. Figure 7.4 also shows

that the majority of the time temperature-based partitioning performs better than equal partitioning.

Again, this is not always the case, such as in benchmark number 13.
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Figure 7.4 Normalized schedule results of different partitioning methods.

7.6 Conclusion

The results of test scheduling under temperature constraints show the great effect stacking dies

has on the difficulty of scheduling under temperature constraints. The thermal insulating nature

of 3D-ICs has a significant impact during test, for the overheating of dies creates yield loss and

increases manufacturing costs. Special attention and techniques need to be applied to temperature

constraints while testing 3D-ICs, and the partitioning of tests shows a substantial improvement in

schedule quality.

The results have shown both the effect partitioning has on test schedule quality and the effec-

tiveness of partitioning with temperature in mind. Although partitioning has always been known

to crate higher quality test schedules, specific methods of partitioning were never evaluated. This

study has provided such a partitioning method and evaluated it against other methods, and has

shown the effect a specific partitioning method can have on the quality of a schedule, especially in

environments where temperature has a significant impact such as 3D-ICs.
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Chapter 8

Summary

This chapter summarizes the contributions of this dissertation. This chapter will also give

possible future directions that can be taken to further improve the quality of TAT for SoCs.

8.1 Conclusions

With the ever-decreasing feature sizes of silicon-based ICs, it is becoming a continuing chal-

lenge to keep IC manufacturing costs low. The manufacturing of silicon-based ICs is a far-from-

perfect process, and therefore faulty devices must be prevented form being released to the con-

sumer. To prevent the release of faulty devices, test plays a critical role in detected faulty/defective

ICs to prevent the faulty devices from being released. However, as more transistors are packed

onto a single die, the testing of all individual ICs is becoming a more difficult task. Not only is

the number of tests required is increasing, but also accessing individual transistors is becoming

more difficult. These issues are problematic, as an increase in test time directly corresponds to an

increase in manufacturing cost.

New design techniques, like SoCs, have not only assisted in faster development of new ICs, but

have also made the task of manufacturing such devices more cost-effective. Although SoCs were

introduced as a consequence of smaller design footprints and the desire to pack entire systems

onto a single die, they have also shown themselves as an efficient design technique for more cost-

effective IC development. The SoC design model is especially useful in incorporating 3rd party

designs for even faster development. Thankfully for the tester, the SoC design model has also
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made the task of applying tests to an IC simpler, so much so that using the SoC model exclusively

for applying tests has shown promise in significantly reducing TAT.

As new design technologies are introduced, such technology must be utilized to their fullest

extent during test to keep manufacturing costs down, especially as new design constraints are

being introduced. With decreasing IC feature sizes, new design issues are being introduced which

before were a design afterthought. One such issue, power density, has become such an issue that

power during test (and normal operation) must be limited in order to prevent device damage or

temporary device failure. For non-test purposes, DVFS was introduced for the sake of reducing

device power consumption when full device performance is not required, and has been shown to

be very effective. However, for testing purposes, such technology has not been fully utilized. This

dissertation has shown new methods of utilizing DVFS during test to achieve higher-quality test

schedules, especially under various hardware constraints.

As IC feature sizes continue to scale downwards and new design technologies are introduced,

new testing techniques must be utilized to keep manufacturing costs low. Just as power during test

(and normal operation) was once a design afterthought, so was temperature. However, the temper-

ature density of modern ICs has risen to the point where it can no longer be ignored, so much so

that ignoring temperature can damage a device. Temperature during test is especially problematic,

since the time-dependent nature of temperature is more difficult to model than power. Also, tem-

perature during test is higher than during normal operation due to the unique physical environment

of test. This dissertation has introduced a method of scheduling temperature-constrained test for

SoCs while accurately modeling temperature, and has also given methods for achieving shorter

TAT without increasing scheduling complexity through test partitioning.

8.2 Future Directions

Although this dissertation has greatly contributed to the reduction of TAT under various con-

straints and conditions, a further reduction in TAT is always desirable. As new IC technologies are

introduced, the SoC TAT reduction problem will become ever more complex, which will possibly

leave current methods incapable of reducing TAT. Also, new IC technologies may be introduced
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in the near future (e.g., MuGFET), new testing strategies will need to be developed to test such

devices while still keeping TAT low. This section introduces some possible future directions that

can be taken to continue the reduction of TAT for SoCs

8.2.1 Heuristic Benefit Analysis

All the SoC test scheduling methods presented in this dissertation have been of the form of

optimal scheduling formulations, which may be further improved (in terms of compute time to ob-

tain the solution) by using heuristics. Although optimal formulations have the benefit of providing

the best possible result given a series of constraints, heuristics have still been implemented many

times for SoC test scheduling [45, 46]. The first possible benefit of using heuristics over optimal

formulations is the computation time of heuristics is often much less than that of optimal formu-

lations. This can be especially beneficial for large problem instances (e.g., hundreds of cores), in

which case optimal formulations may not find a any result in a practical amount of time. Also,

heuristics can sacrifice optimality in exchange for allowing for “loosened” constraints, which in

turn can provide reduced TAT. For instance, formulations in this dissertation have presumed power

and temperature to be constant during test, but if they can change during test than new overlaps

of tests can be found. Although a heuristic is not guaranteed to find a better TAT than an optimal

formulation, the comparison of the two is a worthwhile effort.

8.2.2 DVFS Benefit Analysis

Although it has been shown that using DVFS for SoC test scheduling will definitely have a

positive impact on TAT, the significance of its impact is still in question. Results from Sections 5.5

and 6.6 clearly show that using DVFS for power-constrained test scheduling will never yield an

inferior test schedule, but instead will often give a far superior test schedule. However, a superior

test schedule will not always be obtained. There are many benchmarks seen in Sections 5.5 and

6.6 which yielded the same results both with and without DVFS being utilized. Also, there were

many instances in which the decrease in TAT was marginal.
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Although any decrease in TAT is welcome, such a decrease may not be desirable if the cost to

obtain it (through more complex hardware) is greater than the benefit. It is is true that decreasing

TAT will decrease the ATE resources required, and therefore reduce testing costs. However, it is

also true that implementing DVFS hardware can be costly, and it can also be costly to use existing

DVFS hardware for testing purposes. For instance, the cost to implement DVFS hardware can be

expressed as a constant in a manner similar to Equation 5.2. Therefore, if the decrease in TAT

is marginal (if there is any decrease at all), implementing the cost of test may actually increase

by utilizing DVFS hardware. Therefore, work should be done into the benefit of DVFS for SoC

test scheduling. More specifically, the environments in which DVFS can be beneficial to SoC test

scheduling should be found so that such environments can be utilized in the future.

Initial work was started on this subject with the goal being to determine the usefulness of

specific design types, but results thus far have been inconclusive. Correlating results in Chapters

4 and 5 to design layouts have shown improvements in TAT to be more common in designs that

can be characterized as “homogeneous”, i.e., designs in which no single core dominates the others.

On the other hand, an improvement in TAT was seen less often in “heterogeneous” designs, i.e.,

designs in which one core composes most of the design. Examples of such designs are illustrated

in Figure 8.1.

Work was started on an attempt to compare to the two design types with the goal being to

conclusively show homogeneous designs are superior (i.e., less TAT is achieved under a power

constraint). Results have shown that as a design is “divided” into smaller parts, smaller TAT can be

achieved, but such a result is predictable since dividing a design can only increase the scheduling

possibilities. Also, when comparing two different design types, the comparison of results was

found to be inadequate in determining the superiority of one design over the other, since although

there would be a clear “superior” design (shorter TAT under given constraints), never could it be

said that the two designs being compared were “equal” in any significant regard. To fairly compare

the two design types, a theory must be formulated as to when the two separate design types can be

fairly compared, and such a theory is left for future work.
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a) Homogeneous Design b) Heterogeneous Design

Figure 8.1 Examples of homogeneous and heterogeneous designs.

8.2.3 Power Reduction Hardware

Although this study focused on SoC test scheduling in order to reduce TAT under power

and temperature constraints, many other techniques exist, which when combined with SoC test

scheduling may reduce TAT even further. This dissertation has made references to scan chains

on multiple occasions, as scan chains have become an important method of applying tests. This

dissertation has also made reference to test-specific hardware (like scan chains) consuming extra

power during test, which in turn makes meeting power limits more difficult. Attempts have been

made in the past to reduce the power consumption of test-specific hardware [66, 67, 68], however,

few have effectively utilized DVFS. By utilizing DVFS with test-specific hardware, power reduc-

tion can be further optimized so as to reduce power by significant amounts, thereby allowing for

faster testing under power constraints.
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