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Abstract

Magnetic resonance imaging (MRI) plays an integral role in the study, diagnosis and

treatment of neurological diseases. Neuroimaging analyses involve high-dimensional, large-

scale data that contain rich spatial and temporal information about the dynamic and inte-

grated systems in the brain. Therefore, it has become increasingly imperative to develop and

optimize analytical approaches drawn from engineering and mathematics to more precisely

model these complex patterns and interactions, which will advance our understanding of

functional brain organization in health and disease.

Chapter 1 provides an overview and background of MRI, with a particular focus on

the use of resting-state functional magnetic resonance imaging (rs-fMRI) to capture and

characterize brain connectivity. Previous work of statistical methods developed and widely

used for analysis of fMRI are reviewed.

Chapter 2 presents an analysis of changes in functional connectivity and behavioral out-

comes in patients of stroke who undergo brain-computer interface (BCI) interventional ther-

apy. This work employs a widely used network-based inference method for fMRI analysis that

serves as motivation for subsequent work to overcome statistical challenges associated with

its use to more effectively model and characterize brain network dynamics and organization

in a robust manner.

Chapter 3 presents a novel application of differential covariance trajectory analysis as

promising framework for brain network modeling using rs-fMRI data. The proposed algo-
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rithm models functional connectivity as trajectories on the manifold and employs a local-

ization procedure to efficiently search over and identify subsets of first- and second-order

differences in brain connectivity features between patients with Temporal Lobe Epilepsy

(TLE) and healthy control subjects.

Chapter 4 extends the work presented in the previous chapter to apply the combined dif-

ferential covariance trajectory and scan statistics framework to characterize the Alzheimer’s

Disease (AD) connectome. We demonstrate the utility and robustness of this method to

study altered brain network organization in large-scale functional networks in a different

and older clinical population, which is notably of smaller sample size, where the statistical

signal may be weak.

Chapter 5 discusses conclusions and key takeaways of the work, along with potential

future avenues of research.
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Chapter 1

Introduction and Background
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1.1 Functional Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a non-invasive imaging modality that employs strong

magnetic fields in combination with radiofrequency waves to construct detailed three-dimensional

anatomical images. Specifically, MRI uses signals generated from proton dynamics in the

magnetic field to measure water content in different regions of the body, producing images

with rich soft tissue contrast resolution. Many diseases in soft tissues such as the brain

manifest as markedly increased water content either regionally or globally that result in

functional and structural abnormalities. Given these properties, the high resolution and

multiplanar capabilities MRI offers has made it a primary imaging modality in both the

clinic and research settings for diagnosis and treatment monitoring of neurological diseases.

Functional magnetic resonance imaging (fMRI) has revolutionized the fields of radiol-

ogy and neuroscience research by enabling us to capture time-varying changes in cerebral

metabolism to study brain function. During sensory or cognitive processes, neuronal activa-

tion elicits an increase in regional cerebral blood flow due to elevated metabolic activity and

results in an increased demand in oxygenated blood (Menon and Kim, 1999). Oxygenated

hemoglobin is diamagnetic and deoxygenated hemoglobin is paramagnetic, and fMRI lever-

ages these differences in magnetic properties in the blood to generate what is known as the

blood oxygenation level-dependent (BOLD) signal in MRI. Based on changes in blood-oxygen

levels, we can use fMRI to indirectly measure and infer neural activity in a non-invasive man-

ner to study the brain’s functional architecture.

In particular, resting-state functional magnetic resonance imaging (rs-fMRI) has become

a ubiquitous and powerful neuroimaging tool to probe and characterize brain connectivity

dynamics and their relationships to health and disease (Lee et al., 2013; Smitha et al., 2017).

Resting-state functional connectivity (rsFC), extracted from rs-fMRI, measures temporal

correlations between fluctuations in the spontaneous, low-frequency (0.01 – 0.1 Hz) BOLD

signal across spatially distributed, but functionally connected brain regions in the absence
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of an explicit task. Notably, the seminal work of Biswal et al. (1995) demonstrated an

established correspondence between neuronal activation patterns at rest and those elicited in

task settings across functional brain networks. These initial findings have been corroborated

by hundreds of subsequent studies, including Calhoun et al. (2008); Laird et al. (2011); Smith

et al. (2009), and enabled the development of various parcellation atlases that use functional

connectivity patterns to characterize and map the entire brain (Gordon et al., 2016; Ji et al.,

2019; Yeo et al., 2011). In addition, these works have supported the continued progress and

use of advanced rs-fMRI techniques and tools that can partly circumvent challenges with

task-fMRI studies and further our understanding of brain dynamics. The burgeoning field

of rs-fMRI continues to garner significant attention across multiple disciplines, including but

not limited to engineering, statistics and signal processing, and has resulted in a wide array

of analytical methods and tools to interrogate the complexities of intrinsic brain activity and

glean unique insights into functional network organization in health and disease.

1.2 Traditional analysis methods for fMRI

1.2.1 Static functional connectivity

In standard fMRI analyses, timeseries data are either extracted from P a priori regions of

interest (ROIs) from a brain atlas or decomposed into multiple networks using independent

component analysis (ICA). Then, a similarity metric, most often correlation, is calculated

between the timeseries of all pairs of ROIs or components over a full scan to generate a

subject-specific P×P correlation matrix as shown in Figure 1.1a. This approach of time-

averaged connectivity, or popularly known as static functional connectivity (sFC), previously

served as the basis for brain network modeling and afforded valuable insight into understand-

ing brain function and aberrant connectivity in disease at the macroscale level. There is,

however, substantial and increasing evidence that fluctuations in rsFC span several temporal

and spatial scales (Allen et al., 2014; Hutchison et al., 2013; Preti et al., 2017; Xu et al.,
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(a)

(b)

Figure 1.1: The general frameworks for sFC and dFC analyses. (a) Illustration of the sFC
method. Each (i, j) element is the Pearson correlation coefficient between the timeseries of
the ith and jth ROI over the full fMRI scan. (b) Illustration of the basic sliding window
method. Correlation matrices are calculated across successive, overlapping windows in the
timeseries to capture the dFC profile across brain regions and networks. Often times, a
temporal variability matrix is computed, where each (i, j) element is a summary measure of
variation in connectivity across temporal windows.

2021), challenging the implicit assumption of temporal stationarity in brain connectivity.

These and a growing number of similar works argue that, while sFC provides a convenient

framework for characterizing functional connectivity, it oversimplifies the nature of brain

network dynamics. The brain is comprised of a complex interplay of dynamic functional

interactions within and across networks that evolve over time, which is critical for normal

function. Therefore, sFC may be providing a limited view of brain connectivity that does

not capture the underlying spatiotemporal dynamics that are involved in the mechanisms

and manifestations of disease across clinical populations.
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1.2.2 Dynamic functional connectivity

Accordingly, there has been a significant shift toward developing dynamic functional con-

nectivity (dFC) methods to more precisely capture the spatiotemporal dynamics in rsFC.

The most widely used framework for modeling dFC is sliding window analysis. In its sim-

plest form, the sliding window method involves: (1) defining a window of fixed length W ,

(2) computing the correlation between the timeseries of all pairs of brain regions or derived

components from t = ti to t = W , (3) shifting the window by a pre-defined stride S and

recomputing correlation and (4) iteratively repeating the procedure for each successive time

window over the full timeseries as shown in Figure 1.1b. At the subject-level, this results

in a correlation, or connectivity, matrix for each time window w ∈ {1 . . .W}, where W =

Total TRs - W
S

+ 1. In conventional dFC studies, metrics such as standard deviation, coeffi-

cient of variation or variance are then computed element-wise across all correlation matrices

(Hutchison et al., 2013), yielding subject-specific P×P dFC (temporal variability) matrices

for group-level analyses.

More recently, there has been growing adoption of the “chronnectome” view of functional

brain organization (Calhoun et al., 2014) to model the dynamically evolving spatial and

temporal coupling among brain regions. Using a brain atlas or data-driven parcellation,

the sliding window technique has been combined with clustering approaches such as k-

means clustering (Allen et al., 2014; Menon and Kim, 1999; Shakil et al., 2016), temporal

ICA (Smith et al., 2012) and dictionary learning (Li et al., 2014) to identify transient dFC

patterns or ”brain states”. The conceptual framework of sliding window analysis has also

been used to develop dFC change point detection algorithms at both the subject- and group-

level (Betzel et al., 2016; Cribben et al., 2012, 2013; Xu and Lindquist, 2015). Alternative

approaches employ time-frequency analysis (Chang and Glover, 2010; Omidvarnia et al.,

2016; Yaesoubi et al., 2015) and window-less methods (Yaesoubi et al., 2018) to analyze

the time-varying patterns and dFC states. Leveraging the natural representation of brain
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networks in graphical form, other techniques have used graph theory (Chiang et al., 2016),

community detection methods (Betzel et al., 2016) and temporal graphical models (Schwab

et al., 2018) to characterize the topological organization and dynamics of brain networks.

For a systematic and full review of methodological frameworks and techniques for modeling

dFC, refer to Hutchison et al. (2013); Lurie et al. (2020); Preti et al. (2017).

1.3 Manifold learning

1.3.1 Riemannian geometry preliminaries

We briefly describe some basic concepts and notations in Riemannian geometry in the con-

text of fMRI analysis. Let M be a smooth manifold, or topological space, that resembles

Euclidean space locally and has a globally defined differential structure. A Riemannian man-

ifold is a differential manifold M with a smoothly varying inner product on each tangent

space TpM. P×P covariance or correlation (normalized form of covariance) matrices are

symmetric and positive definite (SPD), and the set of all SPD matrices lie on a Riemannian

manifold, or positive semidefinite cone. A matrix X ∈ RP×P is symmetric if it satisfies the

property X = XT and positive definite if its eigenvalues λ1, . . . , λn ≥ 0. Note that covari-

ance matrices estimated on real-world data may not always be positive definite, therefore,

we can project the estimated covariance matrix onto the SPD manifold and perform a simple

regularization procedure as described in Mehta et al. (2019) when needed to resolve this. A

mathematical proof of these properties in the context of functional connectivity analysis can

be found in Venkatesh et al. (2020). We can leverage these geometric characteristics in SPD

space and perform statistical analyses on the entire covariance matrices on the manifold.

If covariance matrices are represented on the manifold, the distance between them is no

longer in Euclidean space, but instead along the surface of the cone. Accordingly, this moti-

vates the use of mathematical operations that better align with the geometric characteristics

and conditions of the SPD space. This can be conceptualized as follows: in Euclidean space,
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Figure 1.2: Illustration of the difference between the Euclidean distance (blue) and geodesic
distance (orange) between two points X and Y on the SPD manifold.

we can simply use the Pythagorean Theorem to calculate the distance between two points.

In the manifold setting, however, this computation cannot be used to represent the distance

because a straight line connecting two points would go through or lie inside the manifold,

thereby not respecting the geometry of SPD space. In order to find the distance between

two points on the manifold, the path must lie on the manifold on which it is defined and

thus must be a curve.

Generalizing the notion of straight lines in Euclidean space to the Riemannian manifold,

the locally shortest (distance-minimizing) path between two points or covariance matrices

X and Y is the geodesic curve. The geodesic curve can be used to define the “trajectory”

of covariance matrices over time in SPD space. Unlike Euclidean space, multiple geodesic

curves may exist that connect two points on M. The length of the shortest geodesic curve

connecting two points on a Riemannian manifold is the geodesic distance. The difference

between Euclidean distance and geodesic distance on the manifold is shown in Figure 1.2. A

number of Riemannian metrics have been proposed to calculate the geodesic distance on the

SPD manifold, however, the two most widely used in the literature are the Affine Invariant

Riemannian Metric (AIRM) (Pennec et al., 2006) and Log-Euclidean metric (LEM) (Arsigny
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Figure 1.3: Projection of a point in the tangent space to the manifoldM via the exponential
map.

et al., 2006).

The exponential map, Exp(xi, ·) : TxiM → M, defines a geodesic curve from xi to

xj in the direction of the tangent vector v in the tangent space TxM to a point on the

manifold as shown in Figure 1.3. In other words, the exponential map is a projection from

Euclidean space onto the manifold. The inverse of the exponential map is the logarithmic

map, Log(xi, ·) : M → TxiM, which projects a given point on the manifold back to the

tangent vector. Using these mathematical operations, we can go back and forth between the

manifold space of the SPD matrices and the tangent space of covariate or predictor variables.

For additional details of preliminaries on Riemannian geometry and a brief overview of algo-

rithms on the manifold specific to fMRI analysis, see You and Park (2021). A comprehensive

review of Riemannian geometry can be found in Lee (2006).

1.3.2 Manifold-based methods for fMRI analysis

In the last decade, manifold learning methods have been successful in deriving clinically

meaningful representations from neuroimaging data that are not achievable with classical

models (Fletcher and Joshi, 2007; Kim et al., 2014; Xie et al., 2010). In the context of fMRI,

functional connectivity can be represented as symmetric positive definite (SPD) matrices

that form a Riemannian manifold, enabling us to leverage the geometric properties described
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above and perform statistical analyses on the manifold. Features of Riemannian metrics on

the SPD manifold have been used to detect inter-subject differences in functional connectivity

(Varoquaux et al., 2010) and hold predictive power for both classification and regression

(Wong et al., 2018) between healthy controls and various patient cohorts. Related work

have proposed using the geodesic distance to compare functional connectivity matrices for

participant identification instead of the traditional Pearson correlation (Venkatesh et al.,

2020) and to quantify similarity in functional brain networks (Yamin et al., 2019). Moreover,

Riemannian-based frameworks have been developed to characterize longitudinal rs-fMRI

trajectories (Zhao et al., 2018) and coupled with dimensionality reduction techniques for

applications in machine learning (Dai et al., 2019; Ng et al., 2015; Qiu et al., 2015; Zhang

et al., 2015). Although manifold-based frameworks and tools are a new and growing area

within the fMRI community, these existing works have shown them to be effective methods

for modeling the high-dimensional, multivariate nature of large-scale functional connectivity.

1.4 Motivation

Independent of the technique used to model functional connectivity, group-level analyses

largely rely on the use of univariate hypothesis testing (e.g. t-test) with a correction for

multiple comparisons, such as Bonferroni correction to control the family-wise error rate

(FWER) or the Benjamini–Hochberg procedure (Benjamini and Hochberg, 1995) to control

the false discovery rate (FDR). Connections that survive the significance threshold constitute

discriminative features that stratify groups. In comparisons between patient and control

cohorts, statistical differences in connectivity features are commonly considered biomarkers of

disease. This design choice of a hypothesis testing procedure implicitly treats connections as

statistically independent features, which poses several challenges in brain network analyses.

First, mass univariate analyses can often either overestimate the significance of group

differences or fail to identify differential effects due to poor effect sizes. This is particularly
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relevant in neuroimaging analyses, which commonly use high dimensional data from a lim-

ited sample size (typically a few hundred individuals at most). Second, interactions among

groups of connections that evolve over time, which are inherent in functional brain networks

(Calhoun et al., 2014), are not captured by this approximation. Given that (1) functional

brain organization comprises dynamic coordinated activity between groups of regions within

and across networks and (2) neurological diseases cause widespread disruptions in connectiv-

ity across multiple networks, principled approaches that jointly incorporate statistical and

temporal dependencies in a robust manner are necessary to probe the complex mechanisms

and effects of brain diseases.

Recent work by Mehta et al. (2019) proposed a parametric model for characterizing trends

in SPD matrices over time using temporal graphical models. In their original construction,

covariance trajectories were computed on a small number of imaging-derived features over

a few study visits to assess group differences in longitudinal patterns of brain changes. In

addition, graph scan statistics was adapted to search over and identify distinct combinations

of diffusion tensor imaging (DTI) and positron emission tomography (PET) features, along

with neuropsychological scores, that stratified individuals as low- or at-risk for disease. The

promising results and capabilities offered by the algorithm make it particularly well-suited to

address statistical limitations inherent to many existing fMRI methods and can be optimized

for use as a network-based tool to study functional brain dynamics and organization.

This dissertation aims to address the above statistical challenges for fMRI analysis and

present new algorithms and techniques that leverage the geometric properties of covariance

matrices in SPD space and utilize feature localization procedures that can be used as new

network inference models for functional brain connectivity analyses.

In chapter 2, we demonstrate the application of combining the traditional framework

for modeling functional connectivity and an extensively used network-based fMRI inference

method to determine the effects of brain-computer interface (BCI) intervention on resting-

state functional connectivity and motor outcomes in chronic-phase stroke patients. This
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analysis motivates the need to develop more effective models for brain network analysis that

rigorously account for the spatial and temporal dependencies that underpin brain function

and organization.

In chapter 3, we present a novel framework that builds upon the work in Mehta et al.

(2019) to rs-fMRI to identify brain networks affected in Temporal Lobe Epilepsy (TLE). Our

method optimizes the algorithm for rs-fMRI analysis to characterize dFC as “trajectories” on

the manifold using a Riemannian manifold regression scheme. In addition, we introduce new

algorithmic capabilities that overcome challenges of computational feasibility and numerical

instability that arise with a direct application of the original approach in order to effectively

model high-dimensional, large-scale rs-fMRI data. This model was applied to rs-fMRI data

from patients with Temporal Lobe Epilepsy (TLE) and healthy control subjects to character-

ize the Epilepsy connectome. Importantly, we show that our proposed framework provides

several unique advantages over using existing analysis methods for fMRI. First, it demon-

strates the utility of leveraging geometric properties of covariance matrices on the manifold

to capture the spatiotemporal patterns in dFC as covariance trajectories. Second, it offers

a principled approach to go beyond connection-level group differences and search over and

localize discriminative subsets of temporally covarying features associated with disease in an

efficient, statistically rigorous and interpretable manner. To the best of our knowledge, this

is the first application of scan statistics to fMRI analysis, which our results demonstrate is

a valuable tool for network analysis of functional connectivity dynamics.

In chapter 4, we extend the method developed in chapter 3 to detect differential effects

in functional connectivity patterns between patients with Alzheimer’s Disease and healthy

control individuals. This work validates the utility of the framework to identify relevant and

discriminative subsets of features between clinical populations where the statistical signal

may be weak due to a small sample size with a large number of features to account for.



12

Chapter 2

Determining the effects of BCI

therapy with FES on chronic stroke

patients using traditional statistical

methods for functional connectivity

analysis

A.M. Sinha, V.A. Nair, V. Prabhakaran. BCI Training with FES: Facilitating Changes in

Interhemispheric Functional Connectivity and Motor Outcomes Post-Stroke. Front. Hum.

Neurosci. 15.
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2.1 Introduction

Approximately 800,000 people experience a new or recurrent stroke in the United States

each year (Benjamin et al., 2017). An estimated 80% of survivors live with upper extremity

hemiparesis that significantly impacts their independence in performing daily activities and

overall quality of life (Brauer et al., 2013), constituting stroke as a leading cause of acquired

long-term disability. During the recovery phase of stroke, the primary standards of care

include physiotherapy and/or occupational therapy. Unfortunately, these treatment regimens

only provide patients with partial motor recovery, resulting in learned non-use of the affected

limb and eventual further loss of motor function (Ballester et al., 2016). To address and

solve this unmet need for more effective therapies, there is a concerted effort to develop

alternative approaches to restore upper limb motor function post-stroke. Several innovative

therapeutic strategies, such as transcranial direct current stimulation (Kang et al., 2016),

mirror therapy (Michielsen et al., 2011), robot-assisted training (Trujillo et al., 2017; Vahdat

et al., 2019) and constraint-induced movement therapy (Lang et al., 2013) have emerged

as promising techniques for stroke rehabilitation. Despite encouraging results shown by

these and other studies, there is large variability in reported changes of neuroplasticity

and recovery outcomes associated with these approaches. Therefore, it is crucial that we

more deeply further investigate the efficacy of these and other methods to determine which

rehabilitation approaches can offer maximal benefit for individuals recovering from stroke.

Recent advances in electroencephalography (EEG)-based brain-computer interface (BCI)

offer new and potentially effective rehabilitative approaches to induce neural plasticity and

restore motor function. These types of non-invasive BCI systems detect and translate a

user’s electrophysiological signals into meaningful outputs in real-time to control external

devices, such as computers or prosthetics. Importantly, these adaptive and personalized neu-

rofeedback systems provide an alternative means of communication for patients with motor

disabilities, as individuals can engage with the BCI system in a manner that is not contingent
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on peripheral motor control, effectively circumventing their impaired neuromuscular system.

To date, many studies have observed clinical improvements in both upper limb motor func-

tion (Ang et al., 2015; Bajaj et al., 2015; Bundy et al., 2017; Ramos-Murguialday et al.,

2019; Soekadar et al., 2015) and enhanced neural plasticity (Broetz et al., 2010; Mukaino

et al., 2014; Ono et al., 2014) associated with BCI training. A number of BCI systems have

been coupled with functional electrical stimulation (FES), a standard modality in stroke re-

habilitation protocols. Electrical current is applied over paralyzed muscles to activate nerves

and stimulate muscle contraction, with the goal to improve hand function and dexterity.

Previous studies have shown that these integrated BCI-FES systems can foster recovery of

both upper and lower limb function in the stroke survivor population (Biasiucci et al., 2018;

Cho et al., 2018; Daly et al., 2009; Do et al., 2012; Tsuchimoto et al., 2019).

Resting-state functional magnetic resonance imaging (rs-fMRI) has gained widespread

use as a powerful neuroimaging modality to probe and characterize brain connectivity with

high spatial resolution. Resting-state functional connectivity (rsFC) measures temporal cor-

relations between fluctuations in the spontaneous, low-frequency blood oxygenation level-

dependent (BOLD) signal across distributed brain regions in a task-free setting. With rsFC,

we can circumvent challenges with acquiring task fMRI data from patients with neurological

diseases and study coactivating patterns that are consistent with and resemble functional

networks active during tasks (Biswal et al., 1995). A large and growing number of studies

have demonstrated the promise and utility of rsFC to capture and monitor neural reorgani-

zation (Baker et al., 2014; Urbin et al., 2014), and yielded important clinical insights into

the underlying pathophysiological mechanisms and effects of disease, as well as response to

treatment (Du et al., 2018). With its demonstrated use to study intrinsic brain connec-

tivity dynamics, rsFC can serve as a means to monitor and evaluate the effects of stroke

rehabilitation strategies on functional motor recovery.

Recently, we have shown that task-based functional connectivity and diffusion tensor

imaging are useful in studying neural reorganization in patients with stroke who received



15

BCI neurorehabilitation (Song et al., 2015; Young et al., 2014b). Several other works have

reported beneficial effects in electrophysiological changes and functional motor recovery (Bi-

asiucci et al., 2018; Bundy et al., 2017; Pichiorri et al., 2015; Remsik et al., 2019) associated

with the use of BCI-controlled systems. Notably, in both spontaneous recovery and training-

mediated stroke rehabilitation, studies have observed increased activation in the contrale-

sional and ipsilesional hemispheres separately and restoration of interhemispheric balance

(Dodd et al., 2017)). However, these underlying neuroplastic changes in interhemispheric

and intrahemispheric rsFC in patients with stroke who undergo BCI intervention with FES

are not fully understood. Even further, our understanding of how changes in rsFC relate to

behavioral outcomes of motor ability with this form of BCI intervention is limited. Given that

coordinated interactions among groups of regions underpin brain function and the underly-

ing mechanisms of recovery processes, it is important to go beyond individual connections

and investigate how rsFC network patterns relate to observed behavioral changes. In the

stroke survivor population, there is considerable heterogeneity in stroke severity and degree

of motor impairment, which invariably affect recovery potential. Therefore, it is critical

that we have a detailed understanding of brain-behavior relationships associated with this

intervention to both evaluate its therapeutic utility and further optimize neuromodulatory

training to facilitate maximal motor recovery for patients after stroke.

2.1.1 Overview of study

This aim of this study was to assess changes in rsFC and motor outcomes in patients of stroke

with upper extremity motor deficits who completed EEG-based BCI intervention paired with

FES. In the BCI paradigm, participants modulated sensorimotor rhythms, Mu (8 – 12 Hz)

and Beta (18 – 25 Hz), using attempted hand movement to play a computer game while

receiving multimodal feedback. Here, we performed group-level analysis of (1) changes in

rsFC between brain regions involved in planning, initiating and executing motor commands

and (2) changes in behavioral outcome measures related to motor function after BCI inter-
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vention. Results were subsequently used to identify correlations between observable changes

in rsFC and behavioral improvements. Given previous findings of increased interhemispheric

connectivity in spontaneous recovery and after treatment that correlated with motor recov-

ery (Fan et al., 2015; Urbin et al., 2014; Varkuti et al., 2013), it was hypothesized that there

would be significant increases in interhemispheric rsFC and behavioral performance from

baseline to post-intervention following training with the BCI system In a similar vein, we

hypothesized that these changes in rsFC between time points would correlate with gains in

behavioral outcomes and have observable effects that persist one month after intervention.

2.2 Materials and methods

2.2.1 Participants

Participants were recruited as part of an ongoing stroke rehabilitation study that is inves-

tigating the effects of EEG-based BCI with FES intervention on upper extremity motor

recovery. The study was approved by Health Sciences Institutional Review Board of the

University of Wisconsin-Madison and is registered with ClinicalTrials.gov with the assigned

identifier, NCT02098265. Eligibility criteria were: (1) at least 18 years or older; (2) persis-

tent upper extremity motor impairment resulting from ischemic or hemorrhagic stroke; (3)

ability to provide written informed consent. Exclusion criteria were: (1) concomitant neu-

rodegenerative or other neurological disorders; (2) psychiatric disorders or cognitive deficits

that would preclude a subject’s ability to provide informed consent; (3) pregnant or likely

to become pregnant during the study; (4) allergies to electrode gel, metal and/or surgical

tape; (5) contraindications to MRI; (6) concurrent treatment for infectious disease. There

was no cut-off requirement related to upper extremity motor impairment to participate in

the BCI intervention. All subjects provided written informed consent prior to enrollment in

the study.

In this study, the subject cohort was limited to patients who were in the chronic stage
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Table 2.1: Demographic information of subjects.

Subject Age Range Gender Lesion Lesion Time since stroke
(years) side Location (months)

1 50-54 M L MCA 15
2 59-63 F L Frontal Lobe 6
3 64-68 M L MCA 24
4 71-75 F L MCA 16
6 57-61 M L MCA 28
7 43-47 F R MCA 99
8 69-73 F R MCA 26
9 78-82 M R Occipital lobe 21
10 41-45 M L MCA 168
11 62-66 F R Frontal lobe 13
12 69-73 M R MCA 26
13 73-77 F R Putamen 23
14 46-50 M R Pons 4
15 54-60 M L MCA 12
16 48-52 M R MCA 16
17 75-79 M L PVWM 22
18 67-71 M R Putamen 90
19 81-85 F L Cerebellar vermis 19
20 72-76 F R Prefrontal 6
21 40-44 F R Frontal parietal 87
22 55-59 F R Frontal lobe 19
23 45-49 M R ATL 15

Abbreviations: F, female; M, male; L, left; R, right; MCA, middle cerebral artery; PVWM,
periventricular white matter; ATL, anterior temporal lobe; ARAT, Action Research Arm
Test

(>4 months since stroke onset), completed at least 9 of the 15 BCI intervention sessions,

completed all 4 MRI scans and neuropsychological assessments and had neuroimaging data

obtained from 3T MRI scanners. Furthermore, subjects were excluded here if they presented

with bilateral lesions, as additional variables could be introduced that confound the analysis.

In total, 23 participants (age = 62 ± 12.8 years, 10 females) who completed BCI intervention

were included in the current analysis. The average time since stroke, defined as the duration

between date of stroke onset and the preliminary visit, for subjects in the cohort was 33 ± 40.5

months. Severity of upper extremity motor impairment was evaluated based on performance
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Figure 2.1: Study schedule for BCI intervention.

on the Action Research Arm Test (ARAT) (Carroll et al., 1965) at the preliminary visit and

classified as follows: mild = 40 – 57 (n = 7), moderate = 20 – 40 (n = 2), severe = 0 – 20

(n = 14). Post-stroke handedness was assessed using the Edinburgh Handedness Inventory

(Oldfield, 1971). 19 subjects were right-handed, 2 were left-handed and 2 were ambidextrous.

Demographic and clinical information about the participants are summarized in Table 2.1.

2.2.2 Study design

This ongoing study has employed a permuted block randomization scheme of which details

have been described previously (Mohanty et al., 2018). In the present work, we only report

results based on analysis of neuroimaging and behavioral data from all subjects during from

the intervention phase, which includes three distinct time points, pre-intervention, post-

intervention and one month post-intervention. The study schedule for the BCI intervention

is shown in Figure 2.1. This is line with the main focus of the current study, which was

based on a within-subjects design, where each subject serves as his/her own control based

on baseline scores, to monitor changes in functional connectivity and behavioral outcomes

over time associated with BCI intervention.

2.2.3 BCI intervention

All subjects received up to 15 two-hour EEG-based BCI sessions with visual feedback and

functional electrical stimulation (FES) that occurred two to three times per week. The BCI
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Figure 2.2: Electrode placement in 16-channel EEG cap used in BCI system (red – active
electrodes, yellow – ground electrode, blue – reference site on right ear lobe) adapted from
(Remsik et al., 2019). Signals from electrode channels C3 and C4 served as input into the
BCI classifier to control lateral cursor movement.

system and intervention procedure are consistent with those detailed in previous studies

(Wilson et al., 2009; Young et al., 2014a). Briefly, BCI interventions were administered on a

computer using BCI2000 software (Schalk et al., 2004) version 2. Modifications were made to

the system to incorporate tongue stimulation (Tongue Display Unit 0.130 Wicab Inc.) and

FES using an LG-7500 Digital Muscle Stimulator (LGMedSupply, Cherry Hill, NJ, USA;

Arduino 1.0.4). However, due to equipment-related issues, very few subjects in the overall

larger study received tongue stimulation and hence the analysis and results reported here

only pertain to BCI intervention with FES. EEG data were acquired using a g.GAMMA

cap and amplifier (Guger Technologies), with 16 active electrodes (F5, FC1, C5, C3, CP1,

P5, P3, Cz, Pz, F6, FC2, C4, C6, CP2, P4 and P6) and a reference site at the right ear

lobe as shown in Figure 2.2. The system was configured according to the standard 10-20

system of electrode placement. Within BCI2000, raw EEG signals were preprocessed using

a band-pass filter (0.1 – 100 Hz) and a notch filter to remove noise. The power spectrum

was estimated by fitting an autoregressive model, and extracted features in Mu (8 – 12 Hz)
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and Beta (18 – 25 Hz) from electrodes C3 and C4 during cued voluntary movement of the

left and right hand were used as input into a linear classifier to determine lateral cursor

movement.

BCI intervention sessions consisted of three parts: (1) an open-loop calibration task

without any feedback, (2) a closed-loop task with visual feedback and (3) a closed-loop task

with visual feedback, tongue stimulation and FES. During the open-loop calibration task,

subjects were prompted with visual and auditory cues to execute right/left hand movement,

imagine right/left hand movement or rest. Given that motor deficits related to grasping

and releasing objects are common in patients of stroke, subjects chose between either multi-

finger extension or flexion hand movement for the intervention. Calibration was performed

at the beginning of each session to account for slight variability in Mu and Beta rhythms

across individuals. During the calibration task, EEG activity were recorded from subjects as

they performed attempted left and right hand movement to identify activation patterns in

the sensorimotor cortex corresponding to voluntary movement of each hand. These patterns

were saved as the EEG-based control signals for the following closed-loop task. Subjects were

instructed to perform attempted movement during both the calibration and closed-loop tasks

to simulate real-world tasks that they would engage in on a daily basis.

Following the calibration task, subjects performed the closed-loop task, which consisted

of a cursor task game. The goal was to move a cursor (ball) toward a rectangular target that

was randomly positioned on either the left or right side of the computer screen in each trial.

Subjects were instructed to perform either multi-finger extension or flexion of their right

or left hand to elicit real-time EEG control signals identified during calibration to control

lateral cursor movement (left or right) towards the target. Here, cursor movement served

as continuous visual feedback to the subject. The closed-loop task with visual feedback

consisted of a minimum of 10 successful runs (8 – 12 trials per run), which subjects had to

complete with at least 70% accuracy. . If performance accuracy was less than 70% after these

runs, individuals completed additional trials until they consistently reached or exceeded the
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necessary level of proficiency before transitioning to the next task. In the present analysis,

all subjects achieved the required 70% accuracy within the first 10 runs of the closed-loop

task.

Following the runs with visual feedback alone, sensorimotor rhythm-triggered FES was

introduced into the closed-loop cursor task. The coupling of FES with BCI creates a direct

communication pathway between the brain and peripheral stimulation device, effectively

“closing the loop” between the brain and impaired muscles. Subjects also received inter-

mittent tongue stimulation throughout the trials as reported previously (Kaczmarek, 2011;

Wilson et al., 2012). FES was delivered through two 2” × 2” square electrodes that were

placed on either the flexor digitorum superficialis of the subject’s forearm stimulate multi-

finger flexion or the extensor digitorum communis to stimulate finger extension. The FES

pulse frequency was set to 60 Hz to generate tetanic contraction with a pulse width = 150

µs and could be adjusted in increments of 0.5 mA based on the subject’s comfort level.

During trials in which the target appeared on the side of the affected arm, if EEG signals

corresponding to multi-finger extension or flexion of the affected arm were detected, FES

was administered to the subject. Thus, in this construction, the BCI system links the mod-

ulation of brain activity to concurrent sensory feedback. Game settings, such as target size

and cursor speed, could be adjusted to vary task difficulty in order to keep subjects engaged

and motivated throughout the session.

2.2.4 Data acquisition: neuroimaging

MRI scans were acquired on GE 750 3T MRI scanners (GE Healthcare, Waukesha, WI)

with an 8-channel head coil. 5-minute T1-weighted anatomical scans were obtained using a

BRAVO FSPGR sequence: TR = 8.16 ms, TE = 3.18 ms, TI = 450 ms, FOV = 256 mm,

matrix size = 256 × 256, flip angle = 12°, number of slices = 156 and slice thickness = 1

mm. For rs-fMRI scans, subjects were instructed to remain relax and awake with their eyes

closed. 10-minute rs-fMRI data were acquired using a T2*-weighted gradient – echo planar
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imaging (EPI) pulse sequence: 231 volumes, TR = 2600 ms, TE = 22 ms, FOV = 224 mm,

matrix size = 64 × 64, flip angle = 60°, 40 axial slices and 3 × 3 × 3 mm3 voxels.

2.2.5 Data acquisition: behavioral outcome measures

To assess the behavioral effects of BCI intervention, a neuropsychological battery of objective

and subjective measures was administered to each participant at each time point. The

primary outcome measures were the ARAT (Carroll, 1965; Lang et al., 2006) and 9-Hole Peg

Test (9-HPT) (Chen et al., 2009). Scores on the ARAT, a widely used 19-measure metric

quantifying upper extremity motor function in stroke recovery, were reported as total points

scored out of 57 when the participant performed the task with his/her affected arm. In

ARAT, the minimal detectable change (MDC) and minimally clinically important difference

(MCID) were 3 points and 5.7 points, respectively (Van der Lee et al., 1999). 9-HPT is

a quantitative assessment that measures finger dexterity, and scores were calculated as the

average of two timed trials using the affected arm. Secondary outcome measures included the

Stroke Impact Scale (SIS) (Carod-Artal et al., 2008; Duncan et al., 1999) standard domains,

Strength, Activities of Daily Living (ADL), Mobility and Hand Function, and Barthel Index

(Mahoney and Barthel, 1965). Following standard SIS scoring practices, SIS domain scores

were scaled to adjust for the lowest possible individual raw score and raw score range.

2.2.6 Data preprocessing

Neuroimaging data were preprocessed using AFNI (Cox, 1996) and FSL (FMRIB Software

Library) (www.fmrib.ox.ac.uk/fsl). Preprocessing steps included removal of the first three

volumes of each scan, image despiking, slice time correction, alignment with anatomical scan,

spatial smoothing at 4 mm with a full width at half maximum Gaussian kernel, transfor-

mation into MNI space (3.5 mm isotropic), motion censoring (per TR motion > 1 mm or

1°), nuisance regression (regressing out the signal from white matter) and bandpass filtering
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(0.009 – 0.08 Hz). Given the ongoing controversy of global signal regression, it was not

included as a preprocessing step in this work. To account for heterogeneity in lesion loca-

tion among subjects, MRI scans of a left hemisphere stroke and motor impairment on the

contralateral side were mirrored along the midline to generate scans of a right hemisphere

stroke lesion. Thus, as a cohort, the stroke lesion was modeled in the right hemisphere, and

the motor impairment was in the left upper extremity. This additional preprocessing step

of mirroring MRI scans was based on the inherent assumption of symmetry in motor net-

work activity and organization and as such are comparable as performed in previous studies

(Stagg et al., 2012; Ward et al., 2003; Young et al., 2014b).

2.2.7 Functional connectivity analysis

Motor network regions of interest (ROIs) analyzed in this work are cortical and subcortical

regions that are activated during visually-paced hand movements and are based on previous

studies that investigated rsFC changes in participants with stroke (Grefkes et al., 2008; Nair

et al., 2015). The eight ROIs were: left primary motor cortex (L. M1) (MNI coordinates: -39,

-22, 57), right primary motor cortex (R. M1) ((MNI coordinates: 40, -23, 55), left premotor

cortex (L. PMC) (MNI coordinates: -48, 1, 36), right premotor cortex (R. PMC) (MNI

coordinates: 58, 1, 35), left supplementary motor area (L. SMA) (MNI coordinates: -6, -14,

53), right supplementary motor area (R. SMA) (MNI coordinates: 8, -14, 52), left thalamus

(L. Thal) (MNI coordinates: -8, -26, 12) and right thalamus (R. Thal) (MNI coordinates: 8,

-26, 12). Henceforth, ROIs located in the right hemisphere are denoted with the prefix “i”

for the ipsilesional hemisphere, and ROIs located in the left hemisphere are denoted with

the prefix “c” for the contralesional hemisphere. MNI coordinates for each ROI were used

to create 8-mm radius spherical seeds and generate a mask for each motor network region.

For each subject, fMRI BOLD timeseries data was extracted from the regions, and Pearson

correlation was computed between all pairs of ROIs to compute correlation connectivity ma-

trices. In total, there were (8× (8-1))/2 = 28 pairwise connections. Here, each (i, j) element
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of the correlation matrix represented the strength of association or connectivity between the

ith and jth ROI. Fisher’s r-to-z transform was applied to the correlation matrices to sta-

bilize variance in the data, generating subject-specific z-score matrices, which were used for

group-level analysis using the Network-Based Statistic (NBS) (Zalesky et al., 2010) toolbox.

2.2.8 Group-level analysis

With the aim to investigate the effects of BCI intervention on motor network functional con-

nectivity at the group-level, we combined NBS with generalized estimating equations (GEE)

(Hanley et al., 2003) to identify statistically significant connections at each time point and

assess how they changed over time. We briefly describe the procedure for performing group

comparisons of functional connectivity using NBS, a non-parametric approach that identifies

subnetworks of functionally connected ROIs. First, mass univariate t-tests are performed

on each pairwise connection to compute a corresponding t-statistic. NBS then generates

a sparse graph containing only connections that exceed a predefined t-statistic threshold,

termed suprathreshold connections, and uses a breadth-first search to identify connected

components within the subset identified. Permutation testing is performed on the compo-

nents to identify subnetworks that are that are statistically significant such that we can

reject the null hypothesis of a zero mean, and a family-wise error-corrected p-value is cal-

culated for each subnetwork of connections deemed significant. Full details of this method

can be found in Hanley et al. (2003). Here, we used NBS with one-sample t-tests (t-statistic

threshold = 2.0, p < 0.05, permutations = 5,000) run on the z-score matrices to identify

statistically significant connections at the group-level for each of the three time points. For

each subject, the mean z-score was calculated by averaging the strengths of the significant

connections identified at each time point. Similar to previous work that investigated global

changes in intrahemispheric and intrahemispheric functional connectivity after stroke (Lee

et al., 2018; Nair et al., 2015), connections were organized into intrahemispheric connectiv-

ity (connections within the same hemisphere), interhemispheric connectivity (connections
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between both hemispheres) and network connectivity (combined intrahemispheric and inter-

hemispheric connections) for each subject and time point for subsequent analysis.

Additional group-level analyses of rsFC and behavioral outcome measures were performed

using GEE with a significance threshold of p < 0.05. GEE, an extension of the generalized

linear model, is a semi-parametric approach for longitudinal analysis of correlated continuous

or categorical response variables, in which there are no underlying assumptions related to the

distribution of the data (i.e. normal, binomial, etc.). Unlike the mixed effects model, which

uses random effects to quantify correlation between repeated measures at the individual-level,

GEE uses changes in the mean group responses to generate population averaged models.

“Time since stroke” (months) and baseline scores for each assessment were included as

covariates. Changes in motor network rsFC were further analyzed to identify correlations

with changes in behavioral outcomes from pre-intervention to both post- and one-month

post-intervention. Subjects that had a change in rsFC ≥ two standard deviations away from

the mean and/or exhibited ceiling or floor effects were deemed outliers and excluded in the

group-level analyses.

2.3 Results

2.3.1 Functional connectivity in the motor network

At baseline, one-sample t-tests revealed that the top three significant connections identified

by NBS at the group level were: i.M1 – i.SMA (t-statistic = 8.12), i.M1 – c.SMA (t-statistic

= 8.14) and c.SMA – i.SMA (t-statistic = 10.48). At post-intervention, the three strongest

connections included: i.M1 – c.SMA (t-statistic = 9.06), i.M1 – i.SMA (t-statistic = 9.17)

and c.SMA – i.SMA (t-statistic = 10.30). At one-month post-intervention, the top three

significant connections identified were: i.M1 – c.SMA (t-statistic = 7.98), i.M1 – i.SMA

(t-statistic = 8.45) and c.SMA – i.SMA (t-statistic =10.77). NBS identified 15 significant

connections at each time point, which are grouped at the interhemispheric and intrahemi-



26

Table 2.2: Significant interhemispheric and intrahemispheric connections at each
time point identified using NBS (Zalesky et al. 2010) based on t-statistic (p < 0.05).

Pre- Post- One Month Post-

Interhemispheric connections

c.PMC - i.SMA 2.98 4.35 3.96
c.M1 - i.PMC 3.24 4.65 4.27
i.M1 - c.PMC 3.55 4.66 3.07
c.PMC - i.PMC 4.02 5.07 4.03
c.M1 - i.SMA 4.99 5.57 5.65
i.PMC - c.SMA 5.20 6.50 5.77
c.M1 - i.M1 5.30 6.15 6.06
i.M1 - c.SMA 8.14 9.06 7.98
c.SMA - i.SMA 10.48 10.30 10.77

Intrahemispheric connections

c.M1 - c.PMC 3.08 3.75 4.47
c.PMC - c.SMA 3.38 4.26 4.14
i.PMC - i.SMA 5.57 6.47 5.69
c.M1 - c.SMA 6.89 7.16 7.17
i.M1 - i.PMC 7.14 7.53 7.32
i.M1 - i.SMA 8.12 9.17 8.45

Abbreviations: i., ipsilesional; c., contralesional

spheric level in Table 2.2. To examine changes in rsFC in the motor network changed after

intervention, we investigated how the significance of connections changed from baseline to

post- and one-month post-intervention.

As some connections increased in strength while others decreased throughout and after

intervention, it is not surprising that paired t-tests of connections using permutation testing

from baseline to each time point did not reveal significance. However, GEE analysis revealed

significant group-level increases in rsFC from baseline to immediately post-intervention for

average network connectivity (p = 0.000000392), intrahemispheric connectivity (p = 0.01)

and interhemispheric connectivity (p = 0.026). Furthermore, there was a markedly significant

increase in average network connectivity strength that persisted from pre- to one month-
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Table 2.3: GEE analysis of behavioral outcome measures.*0.05 < p < 0.1.

Outcome Time N Improvement GEE
measure Mean (SD) p-value

Barthel Index Pre- to post- 23 2.3(2.2) 0.057*
Pre- to one month post- 23 5.7(7.8) 0.180

SIS Strength Pre- to post- 23 4.9(14.2) 0.097*
Pre- to one month post- 23 7.1(13.7) 0.013

SIS ADL Pre- to post- 23 4.6(10.9) 0.044
Pre- to one month post- 23 4.3(11.2) 0.062*

SIS Mobility Pre- to post- 23 5.2(12.2) 0.041
Pre- to one month post- 23 6.1(12.5) 0.019

SIS Hand Function Pre- to post- 23 2.0(11.5) 0.414
Pre- to one month post- 23 2.5(11.6) 0.303

ARAT (affected) Pre- to post- 19 1.6(5.2) 0.187
Pre- to one month post- 19 3.0(5.6) 0.012

9-HPT (affected) Pre- to post- 7 -0.16(16.1) 0.413
Pre- to one month post- 7 -2.6(8.7) 0.431

post-intervention (p = 0.000358), but not for intrahemispheric connectivity (p = 0.053) or

interhemispheric connectivity (p = 0.198).

2.3.2 Behavioral outcome analysis

Group-level analysis of behavioral measures using GEE revealed significant improvements

on SIS ADL (p = 0.044) and SIS Mobility (p = 0.041) from baseline to post-intervention.

Furthermore, there was a trend towards significance for improvement in Barthel Index (p =

0.057) from baseline to post-intervention. While 3 subjects improved by MDC (3 points)

or MCID (5.7 points) on ARAT from pre-intervention to post-intervention, there was not

a significant increase on ARAT as a group. However, from baseline to one month post-

intervention, participants significantly improved on ARAT using the affected arm (p= 0.023),
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Figure 2.3: From pre-intervention to post-intervention, significant correlations were identified
between changes in (A) SIS ADL and interhemispheric connectivity, (B) SIS Mobility and
interhemispheric connectivity and (C) SIS ADL and average network connectivity. (D) From
pre-intervention to one month post-intervention, changes in ARAT negatively correlated with
interhemispheric connectivity changes.

with 6 subjects improving by MDC or MCID. In addition, patients exhibited significant

increases in SIS Strength (p = 0.013) and SIS Mobility (p = 0.019) and a trend towards

significance on SIS ADL (p = 0.062) between time points. It should be noted that group

performance on ARAT was only analyzed from subjects that could perform the assessment

with the affected arm (n=19). Full results of group-level changes and improvement scores

in primary and secondary outcome measures from pre-intervention to post- and one month

post-intervention are presented in Table 2.3.

2.3.3 Associations between changes in functional connectivity and

behavioral outcome measures

Previous studies primarily focused on changes in interhemispheric functional connectivity

following stroke rehabilitation (Fan et al., 2015; Varkuti et al., 2013; Young et al., 2014b),
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Table 2.4: Correlations between change in average and interhemispheric rsFC and
behavior. *0.05 < p < 0.1.

N Pearson’s r p-value

Average network connectivity
Pre-intervention to post-intervention

SIS Strength 23 0.329 0.125
SIS ADL 23 0.571 0.004
SIS Mobility 23 0.243 0.263
SIS Hand Function 23 -0.021 0.924
ARAT (affected) 19 0.226 0.352
9-HPT (affected) 7 -0.508 0.224

Average network connectivity
Pre-intervention to one month post-intervention

SIS Strength 23 0.150 0.494
SIS ADL 23 -0.268 0.217
SIS Mobility 23 0.176 0.442
SIS Hand Function 23 -0.352 0.100
ARAT (affected) 19 -0.273 0.258
9-HPT (affected) 7 -0.259 0.575

Interhemispheric connectivity
Pre-intervention to post-intervention

SIS Strength 23 0.206
SIS ADL 23 0.716 0.0001
SIS Mobility 23 0.620 0.002
SIS Hand Function 23 0.301 0.163
ARAT (affected) 19 0.034 0.891
9-HPT (affected) 7 -0.695 0.083*

Interhemispheric connectivity
Pre-intervention to one month post-intervention

SIS Strength 23 0.072 0.743
SIS ADL 23 0.01 0.965
SIS Mobility 23 0.084 0.703
SIS Hand Function 23 -0.257 0.237
ARAT (affected) 19 -0.469 0.042
9-HPT (affected) 7 -0.398 0.377
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however, we explored network, intrahemispheric and interhemispheric dynamics for subse-

quent group-level correlation analysis with behavioral performance. From baseline, or pre-

intervention, to post-intervention, we identified positive correlations between improvements

in SIS ADL and increases in average network connectivity (r = 0.571, p = 0.004) and func-

tional gains in SIS ADL (r = 0.716, p = 0.0001) and SIS Mobility (r = 0.620, p = 0.002)

with changes in interhemispheric rsFC, which are shown in Figure 2.3. Moreover, there was

a trend towards significance in correlation between interhemispheric connectivity and 9-HPT

for the affected arm (r = -0.695, p = 0.083) to post-intervention. No correlations were identi-

fied between intrahemispheric connectivity and outcome measures from baseline to any time

point. From baseline to one month post-intervention, changes in interhemispheric connectiv-

ity negatively correlated with ARAT (r = -0.469, p = 0.042). Results of correlation analyses

of rsFC and behavioral changes after BCI intervention are listed in Table 2.4.

2.4 Discussion

The objective of this study was to evaluate the effects of EEG-based BCI intervention

with FES on intrinsic connectivity dynamics and upper limb motor recovery post-stroke.

We showed that from baseline to post-intervention, there were significant changes in net-

work, intrahemispheric and interhemispheric connectivity and improvements in objective

and patient-reported measures that persisted to one month post-intervention. Notably, from

baseline to post-intervention, changes in interhemispheric connectivity correlated with gains

in SIS ADL and Mobility. Furthermore, interhemispheric connectivity changes negatively

correlated with ARAT from baseline to one month after intervention.
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2.4.1 Functional connectivity changes associated with

intervention

We see BCI-training associated changes in rsFC at the connection level from baseline to

post- and one-month post-intervention, as indicated by strengthening and weakening of con-

nections based on increases and decreases in their t-statistics, respectively. In particular,

the contralesional and ipsilesional supplementary motor areas and primary motor cortex

showed significantly increased interhemispheric and intrahemispheric (within the ipsilesional

hemisphere) coupling of BOLD activity, which aligns with previous evidence of improve-

ment in upper-limb recovery following BCI intervention (Varkuti et al., 2013). In particular,

the ipsilesional primary motor cortex was identified in several significant connections across

time points, which is consistent with published studies that found it to be a main target

for stroke neurorehabilitation (Buetefisch, 2015; Tsuchimoto et al., 2019). Moreover, the

supplementary motor areas have been shown to play a functional role in both motor imagery

and motor planning (Min et al., 2020), therefore, increases in rsFC strength exhibited be-

tween the ipsilesional and contralesional supplementary motor areas after BCI training may

be a form of adaptive motor network reorganization. In addition, connectivity between the

ipsilesional and contralesional primary motor cortex strengthened after intervention, which

supports previous findings of increases in M1-M1 connectivity after rehabilitation that cor-

related with improved recovery outcomes (Fan et al., 2015; Min et al., 2020). Furthermore,

connectivity analysis revealed asymmetry in rsFC, with more significant connections identi-

fied in the contralesional hemisphere than in the ipsilesional hemisphere. This may indicate

a greater role of the contralesional hemisphere in neural plasticity related to motor recovery,

given the severity and extent of stroke-induced damage in the ipsilesional hemisphere.

As hypothesized, there were notable increases in network and interhemispheric func-

tional connectivity from baseline to post-intervention. These results are consistent with

recent findings demonstrating associations between decreased interhemispheric rsFC and
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motor impairment that significantly increase during post-stroke motor recovery. Therefore,

BCI intervention may be beneficial in strengthening functional connections to restore sen-

sorimotor control. Currently, there is no definitive consensus on how to optimally activate

or inhibit the contralesional or ipsilesional hemisphere for stroke recovery (Dodd et al.,

2017), however, these findings provide evidence to explore targeted interventions involving

interhemispheric connectivity to foster neuroplasticity for regaining motor function. Nev-

ertheless, future studies that assess rsFC interhemispheric and intrahemispheric dynamics

throughout intervention will more comprehensively elucidate the roles of the contralesional

and ipsilesional hemispheres in stroke recovery.

2.4.2 Improvements in behavioral outcomes associated with

intervention

Our results also showed significant group-level improvements in outcome measures, including

ARAT and SIS domains, that are preserved long-term after completing BCI intervention.

Notably, behavioral improvements in ARAT of MDC/MCID was observed in 3 subjects from

baseline to post-intervention and 6 subjects from baseline to one month post-intervention.

This suggests that BCI-mediated intervention may have therapeutic benefits for individu-

als with varying degrees of motor deficits that are quantifiable by standardized objective

measures. It is acknowledged that some individuals were unable to perform the primary

outcome measures due to severity of motor impairment or were excluded due to floor/ceiling

effects, which affected statistical power in group-level analyses. Furthermore, the observed

improvement in SIS domains is promising, as this may indicate that subjects believe that

they are regaining autonomy in daily activities and have improved quality of life after par-

ticipating in BCI interventions. These results should be further validated using additional

objective metrics, such as the Fugl-Meyer Assessment, that can more holistically evaluate

motor impairment and recovery after intervention.
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2.4.3 Relationship between changes in functional connectivity and

functional outcomes

We then aimed to identify brain-behavior correlations based on functional interactions in

the motor network responsible for planning and execution of hand movement at the net-

work and interhemispheric level. Notably, increases interhemispheric connectivity positively

correlated with gains in SIS ADL and Mobility from baseline to post-intervention, which

is line with previous work that demonstrated the predictive value of interhemispheric rsFC

for upper limb motor recovery after stroke (Min et al., 2020). Furthermore, disruptions in

coordinated interhemispheric connectivity has been shown to be associated with impaired

upper extremity motor function after stroke (Carter et al., 2010; Dimyan and Cohen, 2011;

Murase et al., 2004). Hence, the observed increases in rsFC may be indicative of neural

reorganization supporting post-stroke motor recovery. In addition, changes in interhemi-

spheric connectivity negatively correlated with improvements in ARAT from baseline to one

month post-intervention. This may suggest that sustained effects of intervention are evi-

dent in behavioral improvements, however, cortical reorganization is occurring again after

discontinuation of BCI intervention. Future studies should focus on disentangling this to de-

termine if more frequent or regular participation in BCI intervention are required to induce

sustained changes in both neuroplasticity and motor function. Interestingly, several severely

impaired patients were unable to perform the ARAT or 9-HPT, however, they exhibited

higher increases in interhemispheric and average network connectivity that correlated with

larger improvements in SIS domains relative to mild and moderate patients. It is possible

that the present objective measures may not be sufficient for assessing motor function across

all degrees of motor deficits, albeit these findings provide evidence that patients with se-

vere upper extremity impairments can receive some beneficial effects from BCI intervention

based on the measures evaluated here. In addition, the trend towards significance in cor-

relation between interhemispheric rsFC and 9-HPT from baseline to post-intervention may
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indicate that BCI training is beneficial for improving hand dexterity. However, the current

analysis was limited in statistical power due to the number of subjects able to complete

the task. It is worth noting that patients included in the analysis here were ≥4 months

post-stroke, therefore, it is unlikely that spontaneous neurobiological recovery confounded

any observed changes associated with the intervention. Overall, these results suggest that

linking BCI training with somatosensory feedback may be an effective restorative therapy

that can promote neuroplasticity and functional upper limb motor recovery after stroke.

It is important to emphasize that patient-reported measures are valuable in evaluating

the impact of stroke and treatment, as they can overcome the limitations of floor or ceiling

effects commonly observed with standard scales, such as ARAT, Barthel Index and Fugl-

Meyer Assessment. Moreover, these subjective measures can be sensitive to quantifying the

extent and impact of stroke and rehabilitation in patients with minimal or severe impairment

that may otherwise not be measurable with standard scales (Stewart and Cramer, 2013).

Furthermore, patient-reported measures provide important insights into disease effects across

domains of health that impact patients’ daily activities and afford a more comprehensive

understanding of patient perception of functional status and recovery progress (Katzan et al.,

2017; Richardson et al., 2016). Overall, the correlations between increased motor network

connectivity and outcome measures suggest that functional reorganization associated with

BCI intervention may reflect improvements in patient ability to participate in daily motor-

related tasks and enhanced quality of life. It is possible that in the current population

analyzed, these effects cannot be fully captured using clinical measures that require fine

motor control. Nonetheless, these findings suggest that interhemispheric interactions within

the motor network correlate with behavioral improvements and should be targeted for future

optimization of BCI training with FES to facilitate neurological and upper extremity motor

recovery for patients after stroke.
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2.4.4 Limitations

This study has a number of limitations that should be noted. The analysis was based on a

relatively small sample size with a heterogeneous patient population in terms of time since

stroke, stroke lesion location and degree of upper extremity impairment. In addition, several

subjects had severe motor impairments that precluded them from completing the objective

assessments, which reduced statistical power in group-level analyses. However, it is impor-

tant to note that challenges related to patient recruitment and retention for these longitudinal

studies invariably limits the sample size that can be assessed to discern therapeutic effects

on stroke recovery. Even so, the size of the patient cohort analyzed here is considerably

larger than similar studies in the literature. Nonetheless, these findings were robust enough

to show significant changes in rsFC and behavioral outcome measures after BCI interven-

tion, with a number of subjects exhibiting meaningful clinical improvements in functional

outcomes. This may suggest that subjects with varying degrees of motor impairment can

likely benefit from this form of BCI rehabilitation to regain autonomy in daily life. Future

studies should focus on a larger and more homogeneous population to both replicate and val-

idate the present results and delineate the effects of BCI intervention on different subgroups

within the stroke survivor population. This could inform who can optimally benefit from

BCI intervention and predict recovery potential based on chronicity and/or severity of motor

deficits. Another limitation to consider is that functional connectivity was investigated in

eight cortical regions involved in motor planning and execution. Other motor-related regions,

such as the sensorimotor cortex, middle temporal gyrus, middle frontal gyrus, putamen and

caudate, are likely involved in neuroplasticity changes underlying motor recovery and should

be included in future analyses. This would provide a deeper understanding of the underly-

ing neurophysiological mechanisms of rsFC changes that could elucidate both adaptive and

maladaptive brain and behavioral changes related to BCI training. Furthermore, because

the focus of this current analysis was to track changes in functional connectivity and be-
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havior over time within subjects, no control group was included. However, this could be

done in a future study when a sufficient number of control subjects have completed the BCI

intervention protocol. In addition, it is acknowledged that factors, such as motivation to

participate in research, practice effects, or repetitive use of the paretic arm in a supervised

setting may have led to some of the observed changes, rather than the neurofeedback in the

BCI intervention. Nonetheless, this work provides evidence that it is possible to improve

motor-related outcomes in patients with chronic phase stroke, and BCI intervention may be

beneficial in promoting that recovery. Taken together, the results presented here provide new

evidence that it is possible to promote neuroplasticity changes and improve motor-related

outcomes in patients of stroke in the chronic phase, and BCI intervention with FES may be

beneficial in facilitating functional motor recovery after stroke.

2.5 Conclusions

The current study provides new evidence that suggest that non-invasive EEG-based BCI

with FES intervention can facilitate changes in interhemispheric interactions and improve

behavioral outcomes for patients of stroke with upper extremity impairment. The present

findings are important as they indicate that patients may have functional capacity to restore

motor function in the chronic stage of stroke that can be fostered through BCI interven-

tion with somatosensory feedback, which could improve overall autonomy in daily life for

survivors. Findings also build on previous results and demonstrate a relationship between

changes in interhemispheric rsFC and motor improvements when evaluating BCI-mediated

effects on motor recovery after stroke. Overall, the results presented here open the door

to future avenues of research and customized optimization of the neuromodulatory training

to facilitate cortical reorganization and improve motor recovery outcomes in patients after

stroke.
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Chapter 3

Characterizing the Epilepsy

Connectome via Differential

Covariance Analysis, a new

mathematical network-based inference

framework for modeling functional

connectivity

A.M. Sinha, R. Mehta, V. Nair, G. Hwang, R. Birn, V. Singh, V. Prabhakaran. Characteri-

zation of the Epilepsy Connectome via Covariance Trajectory Analysis. Under revision.
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3.1 Introduction

Epilepsy is one of the most common neurological diseases today, affecting nearly 3.4 million

people in the United States and more than 50 million people across the globe (Birbeck, 2010).

Temporal lobe epilepsy (TLE) is the most prevalent form of epilepsy in adults, accounting

for approximately 60% of seizures in the patient population (Téllez-Zenteno and Hernández-

Ronquillo, 2012). Patients with TLE experience recurrent and spontaneous seizures that

originate in a localized area of the brain and propagate beyond the epileptogenic zone,

resulting in widespread abnormalities in functional connectivity (Pittau et al., 2014). There-

fore, a systems-level understanding of aberrant brain network dynamics is critical to fully

elucidate the underlying mechanisms and effects of TLE.

Resting-state functional magnetic resonance imaging (rs-fMRI) has emerged as a valuable

neuroimaging modality to investigate brain connectivity with high spatial resolution (Smith

et al., 2012). Resting-state functional connectivity (rsFC) measures temporal correlations

in the blood oxygenation level-dependent (BOLD) signal across spatially distributed brain

regions in a task-free setting. Using rsFC, we can capture networks of coactivating regions

that resemble functional networks active during tasks (Biswal et al., 1995; Smith et al.,

2009) to probe the complexities of intrinsic brain activity and study functional network

organization in health and disease.

Traditional rs-fMRI analysis methods assume stationarity in functional connectivity over

time. However, converging evidence indicates that rsFC fluctuates on the timescale of seconds

to minutes (Chang and Glover, 2010) within and across networks (Allen et al., 2014; Hutchi-

son et al., 2013), which has shifted the focus toward dynamic functional connectivity (dFC)

methods to capture these spatiotemporal patterns. The dominant method for estimating

dFC is the sliding window method, in which correlation connectivity matrices are computed

across consecutive, overlapping time windows. These classical methods rely on mass uni-

variate testing to resolve statistical differences between groups at the connection-level. This
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approach can pose several challenges in brain network analyses, as it does not account for

statistical dependencies between features, heavily depends upon significance thresholds and

may fail to identify group differences due to poor effect sizes.

Many network-based frameworks have emerged to characterize the dynamic and inter-

connected nature of the “chronnectome” (Calhoun et al., 2014). From a brain atlas or a

data-driven-based parcellation (Leonardi et al., 2013; Liu et al., 2017), the sliding window

method is often combined with clustering approaches to extract networks or “brain states”

(Damaraju et al., 2014; Klugah-Brown et al., 2019; Smith et al., 2012). However, the op-

timal number of components or clusters is not always clear (Celebi et al., 2013; You and

Park, 2021) and can yield different network or connectivity pattern representations, limiting

interpretability or comparability across studies (Hutchison et al., 2013; Zhou et al., 2019).

Alternative to mass univariate testing, graph theory (Chiang et al., 2016; Zhi et al., 2018)

and community detection algorithms (Betzel and Bassett, 2017; Garcia et al., 2018) are often

used to characterize the topology and modular structure of brain networks, albeit, summary

measures can be challenging to interpret clinically, and detected subnetworks strongly rely

on predefined heuristics or user-specified criteria, consequently limiting inference. Given that

functional brain organization comprises spatiotemporal dependencies in connectivity, these

features should be accounted for in a manner that requires minimal assumptions about the

data to enable generalizability and reproducibility across studies.

A naiv̈e approach to explore and identify discriminative sets of features that stratify

groups would require iterating over all possible subsets of connections. Unfortunately, this

would require a combinatorially large number of tests with a stringent multiple testing cor-

rection, and few if any feature subsets would survive the significance thresholds. What

is needed is an end-to-end procedure that can efficiently “scan” over candidate groups of

features and assess group differences in a statistically rigorous way. Localizing these dis-

criminative subsets of features could reveal larger scale disruptions, key networks involved in

disease and possibly be more stable and tied to behavior than individual connections (Finn
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et al., 2019). However, methods that can do this in a principled and robust manner remain

an open challenge.

Recent work by Mehta et al. (2019) adapted scan statistics to efficiently search over and

localize feature subsets that contribute to between-group differences with theoretical guar-

antees. They model the trajectories of covariance matrices comprised of a small number of

imaging-derived features over a few time points on the symmetric positive definite (SPD)

manifold. Unfortunately, a direct application of the original method for large-scale dFC

analysis is computationally infeasible, as high-dimensional covariance matrices comprising

thousands of features over multiple time points need to be considered. The intensive com-

putation of matrix inversions and decompositions necessary to both fit trajectories at that

scale and utilize scan statistics become numerically unstable.

In this study, we address the aforementioned limitations by building upon and extending

the above framework to rs-fMRI to identify brain networks affected in TLE. TLE is rec-

ognized as a network disorder affecting multiple brain systems, however, most work have

focused on altered connectivity within the well-defined epileptogenic network. Here, we use

scan statistics to localize subsets of temporally covarying connectivity features that exhibit

significant group differences, where dFC is represented as covariance trajectories on the man-

ifold. Experimental results demonstrate that, by incorporating both first and second-order

statistics, our proposed framework not only detects functional differences found using con-

ventional methods, but discovers novel brain network abnormalities associated with TLE.

Notably, to the best of our knowledge, this is the first application of scan statistics to fMRI,

with the other previous use in medical imaging analysis being in Mehta et al. (2019).

The main contributions of this work can be summarized as follows:

• We use scan statistics to localize differences in distinct subsets of first- and second-order

connectivity features that map to brain networks affected in TLE.

• We build upon and extend the method in Mehta et al. (2019) to model dFC as covari-
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Figure 3.1: Overview of the proposed framework. The full procedure involves: (1) pre-
processing fMRI data, (2) extracting timeseries from ROIs in parcellation, (3) computing
subject-specific covariance matrices across time windows, (4) selecting subset of features from
the input graph, (5) fitting linear and manifold regression of covariances for both groups (G1

and G2) and (6) computing likelihood ratio statistic and comparing against null distribution
via permutation testing.

ance trajectories on Riemannian manifolds.

• We introduce a fit-of-fits construction to efficiently fit and compare covariance trajec-

tories from high-dimensional rs-fMRI data.

The remainder of the paper is organized as follows. In section 3.2, we describe the

proposed framework, which is illustrated in Figure 3.1. In section 3.3, we introduce the ex-

periments and present the results. Discussion and conclusions are summarized in section 3.4.
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3.2 Methods

3.2.1 Scan statistics and an alternative testing correction

Given that brain diseases cause widespread disruptions in functional interactions across

networks, it is important to go beyond statistical differences in individual connections and

explore subsets of features that differentiate patient and healthy control populations. To

achieve this, we can employ scan statistics procedures developed for graphical models (Arias-

Castro et al., 2011) to search over and localize subsets of connectivity features that contribute

to group-level differences that would otherwise be unidentifiable with classical approaches.

We aim to answer a key question of interest in group difference hypothesis testing: are

models learned on two groups the same, or are they significantly different? This problem

can be formulated as a hypothesis test for each structured subset of features R of all subsets

in R that demonstrate a difference in any arbitrary model θ:

H0 : ∀R, θ1R = θ2R vs. HA : ∃R, θ1R 6= θ2R (3.1)

In its most basic form, scan statistics involves raster scanning a window over various

regions R in an image R and iteratively computing a local likelihood ratio statistic LR,

analogous to the response of a filter in a neural network convolutional layer. We can extend

this to the graphical setting and search over groups of connections between brain regions,

which serve as our features, and compute a corresponding LR as illustrated in Figure 3.2. The

maximum of the set of individually computed local statistics, L∗ = maxR∈R LR, constitutes

the scan statistic to test for group differences over R. Assuming a Gaussian random field,

we can construct a null hypothesis based on a threshold and identify significant between-

group differences in a given subset R by comparing the local statistic LR with the critical

value. Park et al. (2015); Wang et al. (2013) demonstrated the effectiveness of this type of

localization procedure for timeseries analysis.
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Figure 3.2: In graph scan statistics, a search procedure is iteratively performed across various
subsets of features in the input graph to compute the between-group difference for each subset
and obtain the local statistic.

The first step is to define each structured subset R on the graph, where R is a combination

of features of which we will test the hypotheses in Equation (3.1). We should note there may

not always exist a reference ground truth graph that explicitly defines subsets of features

based on common properties or functionalities. When there is no prior information of how

subsets of features are formed, testing each subset separately would require 2|R| number

of tests and a stringent multiple testing correction. Mehta et al. (2019) addresses this by

demonstrating that, with some mild assumptions of how groups of features are connected, it

is in fact only necessary to search over a polynomial number of these structured subgraphs

(subsets) of features. In neuroimaging analysis, however, we can use established brain atlases

that partition regions into networks based on anatomical location and function to define such

subsets of features.

Consider G := (V, E) to be a graph over all subsets of features R with a set of vertices

V and corresponding edges E . Each structured subset R ⊆ G is a fully connected subgraph.

We can define the input graph as an adjacency matrix, where:

G(i,j) =


1, if ith and jth ROI belong to the same network

0, otherwise

(3.2)
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Given that each subgraph represents a brain network with a varying number of connections,

we must account for relative subgraph size when computing LR. To achieve this, we imple-

ment a correction based on subgraph size to obtain the final likelihood ratio statistic for a

given subset R as:

L∗R =
LR − |E(R)|√
|E(R)|

(3.3)

Here, |E(R)| denotes the number of edges within the subgraph consisting of only subset R

(the number of connections within a given network).

With the size correction, L∗R is approximately normally distributed N (0,1), enabling

us to directly compare statistics between all subsets of features R, regardless of subgraph

size. In addition, the alternative correction at the group difference-level alleviates issues

with multiple comparisons and ensures that we identify features that are truly significant in

stratifying groups.

We then compute the alternative statistic for subset R as follows:

T ∗R = L∗R − 2

√
log

|E|
|E(R)|

, (3.4)

where |E| denotes the number of edges in the full graph (the total number of connections

across all networks). This formulation allows us to compare against a single null distribution

without requiring a multiple testing correction to control for the family-wise error rate, with

additional guarantees on Type II error (Mehta et al., 2019). T ∗R is tested against the α-level

quantile of T ∗R under the null hypothesis that there is no significant difference in the statistic

computed between the two groups.
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3.2.2 Likelihood Ratio Statistics

Our next step is to explicitly define a likelihood ratio statistic LR to test the hypotheses in

Equation (3.1). Henceforth, we drop the region R subscript for clarity. We can compute a

general likelihood ratio statistic for our data X as:

L =
P (X1|θ1)P (X2|θ2)

P (X|θ)
(3.5)

Two design choices remain: defining the distribution for any P (X|θ) and the model θ itself.

The t-statistic computed in classical approaches can be seen as analogous to the likeli-

hood ratio statistic in Equation (3.5), as it is defined over all features with a subsequent

multiple testing correction and assumes both statistical independence between features and

no changes in signal over time. Statistical dependencies between features is addressed using

scan statistics as described above. With strategic choices for P (X|θ) and θ, we can account

for dependencies over time.

For subjects i ∈ {1, . . . , N} that are assumed independent, we can decompose the likeli-

hood as a product for all subjects in a respective group (G1, G2):

L =

∏
i∈G1

P (Xi|θ1)
∏

i∈G2
P (Xi|θ2)∏n

i=1 P (Xi|θ)
(3.6)

We can then choose a model for θ that is dependent over time, θt and calculate our sample

likelihood per time point as follows:

P (X|θ) =
T∏
t=1

N∏
i=1

P (Xi,t|θt) (3.7)

A natural choice for θ above that provides a straightforward calculation of the likelihood

ratio statistic is a Gaussian model for each time point, θ := (µ,Σ). In the time-dependent
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setting, θt := (µt,Σt), and:

P (X|θ) =
T∏
t=1

N∏
i=1

P (Xi,t|µt,Σt) (3.8)

where our model is entirely defined by θ := {µt,Σt}Tt=1.

A number of methods could be employed to estimate the Gaussian parameters in the

above construction, the simplest of which is to slice the data by T and compute the em-

pirical means and covariances. This approach, however, does not fully address the inherent

dependence between time points. Instead, we could directly estimate all parameters concur-

rently to capture any underlying relationships of brain network interactions that may evolve

over time. Next, we describe one such estimation method for fitting these parameters.

3.2.3 Estimating µt,Σt via Regression

To address the above challenges, we can define our model parameters by a best fit regression.

If two separate linear models fit the data better than a single one with respect to the

likelihood ratio statistic, we can conclude that the group-level “trajectories” are different.

Let t ∈ {0, 1, . . . , T} be a given time point and Xi,t be subject i’s data at time t. We

can estimate our µt by solving the regression: Xi,t = β0 + β1t + ε using standard least

squares estimation with a Gaussian noise assumption on ε and calculate our final estimate

as µ̂t = β̂0 + β̂1t.

A näıve approach to estimate Σt in Equation (3.8) would be to fit a regression as above

for each connection in the covariance matrix over all subjects in a given group:

Σj,k,t = β0,j,k + β1,j,kt+ ε (3.9)

Here, samples for fitting this model are pairs of (t,Σj,k,t)), where (j, k) corresponds to an

individual element in the covariance matrix over all subjects at time t. We can again fit a
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group-specific model using a least squares estimation for each element (j, k) as follows:

β0,j,k, β1,j,k = min
β0,β1

∑
t

(Σj,k,t − (β0 + β1t))
2 (3.10)

While Equation (3.10) incorporates temporal dependencies between features, each connection

is still statistically independent. If we need to consider a large number of features, it becomes

computationally infeasible to account for all statistical interdependencies using the model

above. To overcome this, we can leverage the geometric properties of covariance matrices

and extend these methods directly to the ‘SPD space’ using Riemannian manifold regression.

Functional connectivity matrices can be represented as SPD matrices that form a Rieman-

nian manifold, allowing us to perform statistical analysis on the matrices on the manifold.

Next, we briefly discuss basic notions in Riemannian geometry. A Riemannian manifold is

a differential manifold M, equipped with a tangent space TyiM at a point yi ∈ M. Analo-

gous to straight lines in Euclidean space, the locally shortest path connecting two points on

a Riemannian manifold is the geodesic curve. This geodesic curve will define the temporal

trajectory of the functional connectivity covariance matrices in SPD space. The exponential

map, Exp(yi, ·) : TyiM→M, projects a tangent vector at base point yi to a point on the

manifold along the geodesic curve. Using these mathematical operations, we can go between

the manifold space of the SPD matrices and the tangent space of covariate or predictor

variables. Refer to You and Park (2021) for brief preliminaries of Riemannian geometry in

fMRI analysis and Lee (2006) for a complete review of Riemannian manifolds.

Consider again the sample pairs above, but rather than treating each (i, j) element sepa-

rately, now our outcome variable is the entire covariance matrix Σ. Here, our goal is to solve

for the parameters of the manifold regression, so we can rewrite Equation (3.10) as:

min
b∈M,∀j,V∈TbM

1

2

∑
t

d(Exp(b, V t),Σt)
2 (3.11)
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where d(·, ·) is the geodesic distance (length of shortest path) on the SPD manifold, and

Exp(·, ·) is the exponential map (moving from the tangent space to the manifold). The

parameters b,V are defined by the base point b ∈ M (intercept) and the tangent vector

V ∈ TbM (slope).

The objective in Equation (3.11) is often solved using gradient descent (Du et al., 2014;

Fletcher, 2013) or Markov Chain Monte Carlo methods (Cornea et al., 2017), although,

the computational cost of these algorithms often renders them prohibitive in practice. To

circumvent this issue, we follow the Log-Euclidean approach for the longitudinal covariance

general linear model (LCGLM) described in Kim et al. (2014); Mehta et al. (2019), in which

the only predictor variable is time. In addition, note that trajectories are not directly

comparable in Equation (3.11), as they are defined in different tangent spaces.

Over the last decade, geodesic regression problems have been extensively studied in the

context of medical imaging analysis (Banerjee et al., 2015; Du et al., 2014; Fletcher, 2013).

Any reasonable scheme for fitting covariances can be used as a drop-in replacement for the

schemes described here. The model fitting is a black-box with respect to our likelihood ratio

scan statistic. So, while we make a particular design choice due to the structure of our

problem, a practitioner could employ any number of covariance regression estimators.

3.2.4 Trajectories on high-dimensional covariance matrices

As discussed above, a direct application of the method in Mehta et al. (2019) is limited

by the computational cost and numerical instability associated with modeling covariance

trajectories comprising a large number of features, many time points and from a large number

of subjects. High-dimensional matrix inversions and eigendecompositions for fitting group-

level Karcher means and regressions become infeasible to compute in reasonable time, even

with modern computational resources. Convergence to good fits also becomes a challenge,

leading to group models with incomparably small likelihoods.

With these issues in mind, we introduce the following modifications. First, we define time
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points as windows of data, which is one to two orders of magnitude larger than the number

of study visits. Conceptually similar to Dai et al. (2019), we compute trajectories across

sufficiently sized time windows, where local stationarity is assumed within each window.

Second, we fit a trajectory for each subject and take appropriate aggregate statistics to

define a group-level trajectory from those fits, termed fit-of-fits. We define a model θi for

each subject, which provides Gaussian parameter estimates of the mean µ̂i,t and covariance

Σ̂i,t for each time point. For all subjects in a given group G, the estimate of µ̂t is computed

as the empirical mean of µ̂i,t over subjects, where µ̂i,t = β̂i,0 + β̂i,1t with β̂i,0, β̂i,1 using each

time point from subject i.

We can similarly modify the objective function in Equation (3.11) to fit a manifold

regression per subject and compute an estimate of Σ̂t as follows:

Σ̂t = arg min
y∈M

∑
i∈G

d(y, Σ̂i,t)
2 (3.12)

where Σ̂i,t is the estimated fit of covariance for a specific sample Σ̂i,t = Exp(b̂i, V̂it). Solving

Equation (3.12) is equivalent to computing the Karcher mean Karcher (1977) of elements on

the SPD manifold. Because fitting the Karcher mean is typically iterative and can become

computationally costly with a large number of subjects, we break down Equation (3.12) into

fits over “hyperwindows” and compute a full Karcher mean over the hyperwindows.

Importantly, the above fit-of-fits construction provides significant gains in runtime effi-

ciency for the outer hypothesis testing procedure. By estimating the null distribution of our

likelihood ratio statistic using permutation testing, we simply fit a model to each subject

separately and shuffle the subject fits to calculate the likelihood ratio statistic. We only

recompute µ̂t and Equation (3.12) in each iteration, avoiding costly manifold regressions “in

the loop”.
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Table 3.1: Brain networks from Glasser et al. (2016) and FreeSurfer subcortical network

Number of Number of
Color Brain Network regions Color Brain Network regions

Primary Visual Cortex 2 Medial Temporal Cortex 14
Early Visual Cortex 6 Lateral Temporal Cortex 18
Dorsal Stream 12 Temporal-Parietal-Occipital Junction 10
Ventral Stream 14 Superior Parietal and IPS Cortex 20
MT+ Complex and Neighbors 18 Inferior Parietal Cortex 20
Somatosensory and Motor Cortex 10 Posterior Cingulate Cortex 28
Insular and Frontal Opercular Cortex 26 Anterior Cingulate and Medial Prefrontal Cortex 30
Premotor Cortex 14 Orbital and Polar Frontal Cortex 22
Posterior Opercular Cortex 12 Inferior Frontal Cortex 16
Early Auditory Cortex 10 Dorsolateral Prefrontal Cortex 26
Auditory Association Cortex 16 Subcortical 19
Sensorimotor Associated Paracentral 16
and Mid Cingulate Cortex

(a) (b)

Figure 3.3: (a) 360 ROIs from the surface-based parcellation Glasser et al. (2016). (b)
Graphical representation of the input graph of the parcels in their respective network.

3.3 Experiments

The following experiments are designed to investigate whether and to what extent the pro-

posed framework can identify subsets of features that stratify patients and healthy controls.

We compare our method to several existing analysis methods for fMRI as baselines.

3.3.1 Data and preprocessing

MRI scans from 87 patients with TLE and 88 healthy control subjects were obtained from two

projects between the Medical College of Wisconsin and the University of Wisconsin-Madison:
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Table 3.2: Demographic information of subjects.

Group N Gender Age (years)
(Male/Female) (Mean ± Std)

TLE 87 36/51 39.9 ± 12.0
Healthy Controls 88 38/50 42.3 ± 16.1

(1) The Epilepsy Connectome Project and (2) the Alzheimer’s Disease Connectome Project.

There was no significant difference between groups in terms of age, gender and education (p

> 0.26). Demographic information is summarized in Table 3.2.

MRI data were collected on the same 3T GE 750 scanners with a Nova Medical 3T

32-channel head coil using identical imaging protocols. T1-weighted structural images were

acquired using a magnetization-prepared gradient-echo sequence: repetition time (TR) =

604 ms, echo time (TE) = 2.516 ms, inversion time (TI) = 1060 ms, flip angle = 8°, field of

view (FOV) = 25.6 cm, voxel size = 0.8 mm isotropic. Rs-fMRI data were acquired using

whole-brain simultaneous multi-slice imaging: 8 bands, 72 slices, matrix = 104×104, TR/TE

= 802 ms/33.5 ms, flip angle = 50°, FOV = 20.8 cm and voxel size = 2 mm isotropic.

Rs-fMRI data were preprocessed using the Human Connectome Project (HCP) minimal

processing pipelines version 3.4.0 (Glasser et al., 2013), which involves removal of spatial

distortions, correction for subject motion, alignment to the structural data, bias field correc-

tion, normalization of the 4D image to a global mean and masking the data with the final

brain mask. Additional preprocessing using AFNI (Cox, 1996) included motion regression

using 12 parameters, regression-based signal removal in white matter and cerebrospinal fluid

and band-pass filtering (0.01 - 0.1 Hz). In line with Cook et al. (2019); Hwang et al. (2019a),

subject head motion was quantified using the derivative of root-mean-square variance over

voxels (DVARS) metric (Power et al., 2012), and mean DVARS was computed across each

set of scans per subject and compared between groups using a two-sample t-test (p > 0.85).

The BOLD timeseries were extracted from 360 cortical parcels (Glasser et al., 2016) and

19 FreeSurfer subcortical parcels for a total of P = 379 parcels. Parcels, or ROIs, are grouped



52

into one of 23 networks, which are listed in Table 3.1 and depicted graphically in Figure 3.3.

Data from two 5-minute scans acquired during the same session were preprocessed separately,

scaled to zero-mean unit variance and concatenated, resulting in 10-minute scan data (720

TRs) from all subjects in both groups.

3.3.2 Baseline comparison methods

We aim to compare our proposed methods against established statistical methods commonly

used for group-level comparisons of functional connectivity. First, we perform conventional

static functional connectivity (sFC) and dFC analyses and assess group differences using

Network-based statistic (NBS) (Zalesky et al., 2010), a common method for network-based

inference for fMRI. For sFC, Pearson correlation is computed between the timeseries of each

pair of ROIs and converted to a subject-specific P × P z-score connectivity matrix for NBS.

We estimate dFC using the sliding window approach with fixed window length = 125 TRs

(∼100 s) and stride = 5 TRs, as Zalesky and Breakspear (2015) recommends an appropriate

window length of 1/fmin. We compute a covariance matrix over each time window to obtain

a P × P × W matrix for each subject, where the number of windows W = 121. As in

Chang and Glover (2010); Kucyi and Davis (2014), standard deviation is computed element-

wise across matrices to generate subject dFC matrices for NBS. Briefly, NBS employs a mass

univariate testing procedure and identifies components of connections that exhibit significant

differences between groups or over time that controls for family-wise error. We apply NBS

with a two-sample t-test for 5000 permutations and significance level of p < 0.05. Given that

there is no guideline for the optimal t-stat threshold, we perform analyses using thresholds

t = 1.66 and t = 2.0 to assess stability of NBS. It is not expected that every connection in

a network is altered in disease, therefore, a network is deemed significant if >50% of unique

regions in a network are identified in connections exhibiting significant group differences.

Second, we use a method introduced by You and Park (2021) that functions within the

geometric constraints on the SPD manifold to test for group-level differences in connectivity.



53

Here, we use the subject-specific sFC covariance matrices from the control group a1, . . . , am

and patient group b1, . . . , bn in the SPD space. For each permutation r ∈ {1, . . . , R}, we

(1) choose ã1, . . . , ãm and b̃1, . . . , b̃n without replacement, (2) compute the Frechet means for

each group, µa and µb, using 3.12 and (3) calculate Dab
(r) = |µãm − µb̃n|. We then obtain a

p-value for each (i, j) connection as follows:

p(i, j) =
#{z ∈ D1:R

ab (i, j) ≥ Dabz(i, j)}+ 1

R + 1
(3.13)

and use the Benjamini-Hochberg procedure to correct for multiple comparisons. We refer

the reader to You and Park (2021) for more details.

Third, we apply the scan statistics to covariance matrices estimated from the entire

timeseries for each subject across both groups. The purpose of this baseline is to determine if

scan statistics can identify discriminative sets of features based on time-averaged connectivity

consistent with previous findings of networks perturbed in TLE. Furthermore, comparisons

between this baseline and our proposed method will enable us to determine if the temporally

covarying sets of features identified from the proposed framework result in the emergence of

similar or different networks exhibiting significant group-level differences between patients

and healthy control subjects.

3.3.3 Experimental setup

In order to fit trajectories at the subject- and group-level for group comparisons, we need

to synchronize fMRI timeseries data across all subjects, while retaining individual variations

in connectivity. This ensures that trajectories are fit on subject data aligned in time and

space. To achieve this, we utilize the method in Akrami et al. (2019) to jointly find a set

of orthogonal transforms to temporally align rs-fMRI data from multiple subjects. Here, we

have timeseries data from each subject of size T ×P , where T is the number of TRs and P is

the number of ROIs, which serve as input in above method to synchronize timeseries data at
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the group-level. For subjects i ∈ {1, . . . , N}, we initialize the Oi’s with random orthogonal

transformations and find the optimal set of transforms as follows:

arg min
Oi,i∈{1,...,N}

N
N∑
i=1

‖(XiOi −G‖2

=
∑
j=1

N∑
i<j

‖(XiOi −XiOi)‖2 (3.14)

Each Oi minimizes the joint cost
∑N

i=1 ‖XiOi − G‖2, where G = (1/N)
∑

iXiOi, or the

computed group average from the aligned data. Equation (3.14) is solved by using an

alternating least-squares algorithm until convergence is reached. Given that the transforms

are invertible, the original timeseries data and overall connectivity structure for each subject

are preserved. See Akrami et al. (2019) for full details. We compute a synchronized group

average template from the healthy control subjects with convergence criterion = 1e-6 as in

Akrami et al. (2019) and align all subjects to the template.

The ground truth graph for testing between-group differences on subgraphs of features is

based on the Glasser cortical parcellation atlas (Glasser et al., 2016) and FreeSurfer’s sub-

cortical parcels. The graph comprises 23 fully-connected subgraphs, where each subgraph

corresponds to a network in the parcellation atlas and is undirected and unweighted. Using

window size = 125 TRs and stride = 5 TRs, covariance matrices are estimated from succes-

sive, overlapping windows in the timeseries from which we compute covariance trajectories

for each subject. For the fit-of-fits component, the hyperwindow size = 5.

We test individual subgraphs of features to identify group-level differences in functional

connectivity patterns. For each subgraph, we fit both a linear regression model for the

subject-specific means and manifold regression model for the subject-specific covariance ma-

trices over time in both groups. We then perform permutation testing by computing the

Karcher mean of the covariance trajectories for all subjects in a given group with 1,000 per-

mutations and α = 0.05. Experiments are conducted on a computing cluster, in which each
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Table 3.3: Networks exhibiting significant group differences from the baseline sFC and dFC
methods.

Functional Brain Network % Regions Found
Connectivity

t-stat threshold = 1.66 t-stat threshold = 2.0

sFC Inferior Parietal Cortex 95% 85%
Lateral Temporal Cortex 94% 67%
Dorsolateral Prefrontal Cortex 85% 54%
Anterior Cingulate and Medial Prefrontal Cortex 87% 80%
Orbital and Polar Frontal Cortex 82% 64%
Insular and Frontal Opercular Cortex 77% 50%
Posterior Cingulate Cortex 75% 50%
Inferior Frontal Cortex 68% 63%
Auditory Association Cortex 56% 44%

dFC Dorsolateral Prefrontal Cortex 65%
Anterior Cingulate and Medial Prefrontal Cortex 63% No
Orbital and Polar Frontal Cortex 63% Significant
Insular and Frontal Opercular Cortex 57% Regions
Inferior Frontal Cortex 68% Identified
Medial Temporal Cortex 57%

node consists of Intel Xeon CPU E5-2670 2.6 GHz processors with 32 cores and 256GB RAM.

Experiments using the proposed framework are implemented in MATLAB with parallel com-

puting and results are visualized using hcp-utils: https://github.com/rmldj/hcp-utils.

3.3.4 Altered connectivity findings from baseline experiments

Using sFC with t-stat threshold = 1.66, 9 networks and 6223 connections were found to be

significantly different between patients and healthy controls (p = 0.005). We see a consider-

able reduction in group differences identified with threshold = 2.0, with statistical differences

found in 3472 connections (p = 0.0028). This indicates that the primary threshold impacts

the sensitivity of NBS, given variable results with just two threshold choices. Overall, the

large number of group differences identified indicates that the effects of disease are exhibited

in distributed impairments within and across networks.

From sliding window analysis of dFC, we identify significant group-level differences in

connections across six brain networks (p = 0.0024), five of which are consistent with results

https://github.com/rmldj/hcp-utils
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Figure 3.4: Results from baseline scan statistics method with the corresponding estimated
null distribution and alternative statistic. (Left) Posterior Cingulate Cortex, (Right) Medial
Temporal Cortex. B - visualization from back.

from sFC. In accounting for temporal variability in connectivity, we observe fewer group

differences at the connection- and network-level as compared to sFC, suggesting that incor-

porating temporal dynamics allows for more sensitive assessment of aberrant spatiotemporal

patterns. In addition, group differences emerge in connectivity within the Medial Temporal

Cortex, which is part of the well-characterized epileptogenic network in TLE (Centeno and

Carmichael, 2014). However, we note that experiments run with a t-stat threshold = 2.0 re-

sult in no significant group differences identified. Nonetheless, these findings underscore the

importance of accounting for the temporal dynamics in connectivity, as it reveals alterations

that would otherwise be averaged out. Networks identified in both sets of experiments are

listed in Table 3.3.

In representing functional connectivity as SPD matrices on the manifold and comparing

pairwise connections, group differences emerge in 4,368 connections. However, after correct-

ing for multiple comparisons, no connections survive the significance threshold. This is not

surprising given the large number of multiple comparisons performed on thousands of brain

connectivity features. Even in using what is considered to be a more “liberal” multiple test

procedure relative to the Bonferroni correction, this approach does not yield any significant
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group-level differences.

As shown in Figure 3.4, scan statistics on the full covariance matrices yielded significant

group-level differences in two networks found in the baseline sFC and dFC methods. Recall

that scan statistics tests the network in its entirety when assessing group differences, whereas

NBS only tests sets of connected components that exceed a threshold. Here, we can con-

clude that when incorporating statistical dependencies between intra-network connections,

alterations in groups of functional interactions are evident in both the Posterior Cingulate

Cortex and Medial Temporal Cortex in TLE.

3.3.5 Networks identified using covariance trajectory analysis

We evaluate the proposed framework on rs-fMRI data from TLE patients and healthy con-

trols. As shown in Figure 3.5, our method identifies significant between-group differences in

the Insular Frontal Opercular Cortex, Inferior Frontal Cortex and Orbital and Polar Frontal

Cortex. These networks encompass areas in the default mode network, which has been

widely reported to exhibit abnormalities in TLE (McCormick et al., 2013; Zhang et al.,

2010a,b). In addition, they comprise regions involved in working memory, a critical function

that is known to be impaired in individuals with TLE (Stretton et al., 2014; Stretton and

Thompson, 2012). Importantly, our method identified the Subcortical network, which was

not discernible using any of the baselines. The Subcortical network includes the hippocam-

pus, thalamus and brainstem, regions commonly within the seizure onset zone or involved

in secondary seizure generalization (Morgan et al., 2015; Pittau et al., 2014). We conjec-

ture that these differential effects are appreciable when we go beyond summary measures of

correlation or variation and characterize the temporal trajectories of dFC and higher order

functional interactions in connectivity. In some cases, the distribution is bimodal with one of

the modes below zero, which could be due to a poor group fit from the random sampling of

permutations. However, even without these samples, the networks identified would still be

statistically significant. Taken together, these results suggest that our framework is capable
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Figure 3.5: Networks exhibiting significant first- and second-order group differences using
the proposed method with the corresponding estimated null distribution and alternative
statistic: (from left to right) Subcortical, Insular and Frontal Opercular Cortex, Inferior
Frontal Cortex, Orbital and Polar Frontal Cortex. S - saggital view, R - visualization from
the right, F - visualization from the front.

of identifying altered brain networks consistent with other methods, but also discovers novel

network-wide abnormalities in TLE.

3.4 Discussion and Conclusion

In this work, we present a new application of covariance trajectory analysis to rs-fMRI data

to identify brain networks affected in TLE. The proposed method jointly models temporal

and functional dependencies in dFC as covariance trajectories on the manifold. Compared to

existing brain network modeling frameworks, we show that our method provides a efficient

approach to search over and localize discriminative subsets of dFC interactions that stratify

TLE patients and controls in a statistically robust manner. As seen from the results, the

proposed method detects network-scale disruptions characteristic of TLE, demonstrating

the effectiveness of this framework for systems-level characterization of brain function and

organization in disease.

In fMRI-based studies, we often encounter high-dimensional, low sample size brain imag-

ing data, which inherently introduces a number of statistical challenges. We demonstrate
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that, in performing hypothesis testing on subsets of features rather than thousands of indi-

vidual connections, the proposed framework can identify statistical differences that do not

survive multiple comparison corrections or subjective thresholds common with many existing

approaches. In addition, it resolves issues of overestimating significant differences that in-

variably arise with limited sample sizes, improving sensitivity and generalizability of results.

These algorithmic capabilities are critical for exploratory analyses and to probe the manifes-

tations of brain disease on higher order functional interactions across distributed networks

in a statistically rigorous manner.

Moreover, Riemannian manifold-based frameworks provide the advantage to utilize the

full rsFC covariance matrices for statistical inference. Features in covariance matrices are

inherently inter-correlated both mathematically and in the context of functional network

organization, therefore, we should leverage these properties to fit more effective brain network

models. Few other works have characterized functional connectivity as trajectories on the

manifold (Dai et al., 2019; Zhao et al., 2018), however, this work provides a unique fit-of-

fits solution to perform group analysis on the trajectories that retains spatial and temporal

dependencies. This facilitates direct interpretation of discriminative functional interactions

between patients and controls that can be compared and validated with the literature.

Provided there exists a conditional independence graph, future work could extend this

framework to other neurological diseases or discern structural and functional connectivity as

multimodal neuroimaging biomarkers for diagnosis and treatment. In addition, data-driven

conditional independence graphs could be used to identify key sub-networks that are altered

in network disorders. The framework also offers flexibility to include covariates in a similar

construction as Kim et al. (2017), broadening the scope and utility of the proposed method.

Other extensions of this framework would be to assess functional brain network dynamics in a

longitudinal setting to investigate disease progression. Given the results and benefits offered

by our method, the proposed framework holds considerable promise as an fMRI network

inference model for investigating altered brain organization and dynamics in disease.
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Chapter 4

Characterizing the Alzheimer’s

Disease Connectome via Differential

Covariance Analysis

A.M. Sinha, R. Mehta, V. Nair, G. Hwang, R. Birn, V. Singh, V. Prabhakaran. Investigating

functional brain network abnormalities via differential covariance trajectory analysis and scan

statistics. Submitted to ISBI 2022.
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4.1 Introduction

Alzheimer’s Disease (AD) is a neurodegenerative disease known to be the most common

cause of dementia among older individuals, accounting for approximately 60-80% of the cases

overall (Alzheimer’s & Dementia, 2020). AD causes disruptions in connectivity dynamics

across distributed brain networks, and resting-state functional magnetic resonance imaging

(rs-fMRI) has shown considerable promise as a tool to capture the functional impairments

and discern biomarkers of disease. With the growing evidence of complex spatiotemporal

dynamics in dFC and integrated nature of systems in the brain, it is crucial that we account

for the temporal dynamics and coordinated interactions between regions when modeling and

characterizing functional connectivity in health and disease.

A large number of fMRI studies rely on mass univariate hypothesis testing to perform

group comparisons, resolving statistical differences at the connection-level. In the high-

dimensional low-sample size data setting that we often encounter in neuroimaging analyses,

this approach can be prone to overestimating significant differences or failing to detect dif-

ferences due to stringent multiple comparisons corrections and/or poor effect sizes. Further-

more, it does not account for functional interactions among groups of regions, or statistical

dependencies between connections (features), which underlie normal brain function and the

manifestations of disease.

In this paper, we present a pipeline shown in Figure 4.1 that (1) utilizes scan statistics to

efficiently search over various subsets of connectivity features, (2) models dFC as temporal

trajectories by fitting manifold regressions on the empirical covariance matrices for both

groups and (3) performs hypothesis testing to identify subsets of first- and second order

differences as biomarkers that distinguish individuals with AD from healthy control subjects.
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Figure 4.1: The pipeline involves: (1) selecting a subset of features, (2) fitting manifold
regressions on empirical covariances for both groups (green and purple) and (3) constructing
the likelihood ratio statistic and comparing it against the null distribution via permutation
testing.

4.2 Methods

4.2.1 Scan statistics: a multiple testing procedure

In the group difference hypothesis testing problem, we aim to answer the following: are

models fit on two groups are the same or significantly different? This can be formulated as

a hypothesis test for each structured subgroup R of all subgroups of features R, if any, that

specifically demonstrate this difference in model θ:

H0 : ∀R, θR1 = θR2 vs. HA : ∃R, θR1 6= θR2 (4.1)

In the absence of a priori knowledge of how subgroups of features are formed, testing each

subgroup individually would require 2|R| number of tests and a stringent multiple testing

correction, with likely few if any features surviving the correction. Recently, Mehta et al.

(2019) leveraged concepts from scan statistics to demonstrate that we in fact only need to

search over a polynomial number of structured subgroups of features. Furthermore, with a

specific likelihood ratio statistic and a suitable size correction, an alternative correction can

be made based on the subgroup size to circumvent the need for a correction to control the

family-wise error rate (FWER).

Consider a graph G := (V , E) with a set of vertices or nodes V and undirected and un-

weighted edges E . In the graph, we can define functional networks, which are our subgroups
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of features, as fully connected subgraphs. This is our input graph for hypothesis testing on

subgroups of features and can be represented as an adjacency matrix, where (i, j) = 1 if a

pair of ROIs belong to the same network, 0 otherwise.

For subjects i ∈ {1, . . . , N} in a given group (G1, G2), we can calculate a general likeli-

hood ratio statistic for a given R as:

LR =

∏
i∈G1

P (Xi|θ1)
∏

i∈G2
P (Xi|θ2)∏n

i=1 P (Xi|θ)
(4.2)

that incorporates dependence over time t, where:

P (Xi|θ) =
T∏
t=1

P (Xi,t|µt,Σt) (4.3)

We can then compute an alternative correction derived from scan statistics to test against a

single null distribution that controls the FWER:

TR = LR − 2

√
log

|E|
|E(R)|

(4.4)

where |E| is the number of edges (connections) in the full input graph over all networks, and

|E(R)| is the number of edges within the subgraph consisting of only subgroup R.

4.2.2 Modeling covariance trajectories

We can model the mean differences in the data µt in the above statistic in a straightforward

manner: a standard linear model is fit to the data over time t, and the mean µt is defined

as the predicted average value at each time point, µt = βt. With high-dimensional, low-

sample size data, it is often the case that an empirical covariance computed over all subjects

at time t, Σt = Σ̂t, may be rank-deficient. Calculating a multivariate Gaussian likelihood

would not be feasible, as it would require inverting the covariance matrix, which is singular.
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To resolve this, we can instead project the empirical covariance matrices to the symmetric

positive definite (SPD) manifold at each time point and fit a regression model to the empirical

covariances. As described in Kim et al. (2014); Mehta et al. (2019), we can find a base point b

and tangent vector V that best fits the empirical covariances σt to predict the most probable

true population covariance at each time point. We can do this by solving the following:

min
b,V

1

2

n∑
i=1

d(Exp(b, V t), σt)
2 (4.5)

where Exp(·, ·) represents the exponential map from the tangent space to the SPD manifold,

and d(·, ·) is the geodesic distance between the fit and the empirical covariance. This is

analogous to least squares regression for Euclidean models. The final estimator is then

Σt = Exp(b, V t).

4.2.3 Data and Experiments

MRI scans from 27 individuals with Alzheimer’s Disease (14 females, age = 73.7 ± 9.7)

and 31 healthy control subjects (15 females, age = 71.9 ± 6.1) were obtained from the

Alzheimer’s Disease Connectome Project (ADCP), a multi-site project between the Univer-

sity of Wisconsin-Madison and the Medical College of Wisconsin. Groups were matched

with respect to age, gender and education (p > 0.40).

MRI data were collected on a 3T GE 750 MRI scanner using a 32-channel head coil.

T1-weighted images were acquired using a magnetization prepared gradient echo sequence:

TR/TE = 604 ms/2.516 ms, TI = 1060 ms, flip angle = 8°, FOV = 25.6 cm, 0.8 mm isotropic.

Rs-fMRI data were acquired using whole-brain simultaneous multi-slice imaging: 8 bands,

72 slices, TR/TE = 802 ms/33.5 ms, flip angle = 50°, FOV = 20.8 cm, 2 mm isotropic voxels.

Data were preprocessed using the Human Connectome Project (HCP) minimal prepro-

cessing pipeline (Glasser et al., 2013) and AFNI (Cox, 1996) to remove spatial distortions,

realign volumes to compensate for subject motion, register fMRI to structural data, reduce
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Figure 4.2: 360 parcels in their respective functional brain network based on Ji et al. (2019).

the bias field, normalize the 4D image to a global mean, mask with a final brain mask,

perform motion regression using 12 parameters, regress out signal in white matter and cere-

brospinal fluid and band-pass filter (0.01 - 0.1 Hz). Two scans acquired with opposite phase

encoding directions in the same session were preprocessed separately, normalized and con-

catenated, resulting in 10 minutes and 40 seconds of scan data (800 TRs) for each subject.

The blood oxygen level-dependent (BOLD) timeseries were extracted from P = 360 corti-

cal parcels from HCP’s Glasser parcellation (Glasser et al., 2016). Parcels were grouped

into their respective functional brain network from the Cole-Anticevic Brain-wide Network

Partition (Ji et al., 2019), which comprises 12 networks illustrated in Figure 4.2.

We first employed the conventional static functional connectivity (sFC) and dFC mod-

eling frameworks to compare with our pipeline. We estimated sFC by computing a P × P

connectivity matrix for each subject, where each (i, j) corresponds to the Pearson correlation

coefficient between the average timeseries for each pair of parcels, which were transformed

into z-score matrices. We estimated dFC by computing correlation between the timeseries

of all parcels using the sliding window method with fixed window size = 125 TRs and

stride = 5 TRs. Temporal variability in connectivity was computed via standard deviation

element-wise across the set of matrices to generate a P × P dFC matrix for each subject.

Group comparisons of sFC and dFC were performed using Network-based statistic (NBS)

(Zalesky et al., 2010), a popular statistical method for network-level analysis in fMRI, using
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a t-statistic threshold = 1.66 and two-sample t-test (5000 permutations, p <0.05). We con-

sidered a network to be significantly different between groups if >50% of unique regions in a

network were identified in components of connections exhibiting statistical differences using

NBS.

For our pipeline, we utilized the BrainSync Alignment method (Akrami et al., 2019) to

temporally align timeseries data across individuals. This ensured that data were aligned in

space and time to fit covariance trajectories at the subject- and group-level in a manner

that preserves individual differences in connectivity. We computed a synchronized average

template from the healthy control subjects with convergence criterion = 1e-6 and aligned all

subjects to the template.

The input graph for hypothesis testing was based on the Cole-Anticevic Brain-wide Net-

work Partition (Ji et al., 2019) and consisted of 12 fully-connected subgraphs. We estimated

covariance matrices using the sliding window method with the same parameters as above

to fit covariance trajectories for each subject. For each subgraph, we fit a linear regression

model and manifold regression model for the subject-level means and covariance matrices,

respectively, over time in both groups. Permutation testing was performed by computing

the Karcher mean of the covariance trajectories for all subjects in a given group (1000 per-

mutations, α = 0.05).

4.3 Results

4.3.1 Altered connectivity findings from baseline experiments

In modeling sFC, significant group differences were detected in 4648 connections across 10

networks (p = 0.0192) with >80% regions involved in connections in the Orbito-affective,

Auditory, Default mode and Cingulo-opercular networks. Sliding window analysis of dFC

revealed 2508 connections exhibiting significant group-level differences (p = 0.0150) in AD as

compared with healthy controls, including the Frontoparietal, Language, Default mode and
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Table 4.1: Networks exhibiting significant group differences from sFC and dFC analyses.

Functional Brain network Total number of % Unique regions
connectivity regions found

sFC Somatomotor 39 51%
Dorsal-attention 23 65%
Visual1 6 67%
Visual2 54 69%
Frontoparietal 50 76%
Language 23 78%
Orbito-affective 6 83%
Auditory 15 87%
Default mode 77 99%
Cingulo-opercular 56 100%

dFC Frontoparietal 50 62%
Language 23 65%
Default mode 77 97%
Cingulo-opercular 56 98%

Cingulo-opercular networks. Given the consensus that rsFC fluctuates over time, this may

indicate going beyond time averaged connectivity to incorporate temporal variability can

uncover networks exhibiting pronounced dynamic brain changes. Functional networks com-

prising connections identified to be significantly different between AD and healthy controls

are summarized in Table 4.1.

4.3.2 Altered functional brain networks identified using new pipeline

Experiments using our pipeline yielded significant group differences in three functional net-

works as shown in Figure 4.3. The somatomotor network is involved in episodic memory,

action recognition and spatial navigation, and evidence from previous work have shown that

dysfunction of the network is an early sign of AD and worsens with disease progression

(Wang et al., 2015). We also identified the frontoparietal network, which plays a crucial role

in executive control functioning and has been reported to exhibit significant reductions in

within-network connectivity, as well as in interactions with the Default mode network (Zhao



68

Figure 4.3: Functional networks exhibiting significant first- and second-order group differ-
ences with the corresponding estimated null distribution and alternative statistic (red) using
our pipeline (brain visualization from right).

et al., 2019). Significant group differences were also identified in the Default mode network,

which comprises regions critical for cognitive processing. This is consistent with previous

findings of significantly reduced functional connectivity within the default mode network

in AD as compared with healthy aging (Damoiseaux et al., 2012), underscoring the clinical

value of hypoconnectivity in this network as an early biomarker of the disease Badhwar et al.

(2017). Recall that our pipeline identifies discriminative subgroups of temporally covarying

features. Therefore, these results may suggest that in AD, there are large-scale disruptions

in the temporal dynamics and coordinated interactions among sets of connections in these

three networks.

4.4 Discussion and conclusion

In this work, we presented a pipeline that combines a manifold regression scheme with

scan statistics to model and investigate alterations in connectivity dynamics in large-scale

functional networks. Our findings demonstrate the potential of this pipeline as an effective

method to model brain network dynamics and organization in health and disease and address
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common statistical challenges that arise with high dimensional functional brain imaging data

on small/medium sample sizes. Future work will focus on exploring discriminative subsets

of connectivity features that span multiple brain systems to identify key subnetworks in

disease.
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Chapter 5

Summary and Future Work



71

5.0.1 Summary

The work presented in this dissertation aimed to identify key areas for methodological im-

provements in existing methods for functional connectivity analysis and develop new math-

ematical frameworks that can enable a more rigorous study of neurological diseases. The

methods and their applications demonstrate advances in the field of neuroimaging, with a

specific focus on rs-fMRI, and provide tangible ways to improve the applicability and ro-

bustness of quantitative tools and methods for modeling brain network dynamics.

In Chapter 2, a traditional modeling framework for functional connectivity analysis was

combined with a network-based inference method to determine how an alternative form of

neurorehabilitation that uses BCI technology affects larger scale brain changes in motor

network patterns and functional outcomes in chronic stroke patients. This work enabled us

to glean new and critical insights into the therapeutic utility of BCI intervention and how to

optimize the neuromodulatory training to facilitate maximal functional motor recovery for

patients in the chronic stage of stroke. Importantly, this study also highlighted key statistical

challenges inherent to many brain network modeling frameworks that remain an active and

ongoing area of research and laid the foundation for subsequent work.

In chapter 3, a new mathematical framework was developed that combines a manifold

regression model with graphical scan statistics to model the spatiotemporal patterns of

functional connectivity as trajectories on the manifold and localize first- and second-order

differences in brain networks affected in TLE. Although manifold-based approaches for fMRI

remain a nascent area within the field of fMRI, this work underscored the advantages of

performing functional connectivity analysis on the SPD manifold. Furthermore, a fit-of-

fits construction was implemented to efficiently fit and compare trajectories at both the

subject- and group-level to facilitate analysis on high-dimensional rs-fMRI data with respect

to sample size, number of features to account for and number of time points. Notably,

experimental results demonstrated the effectiveness of scan statistics as a search localization
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procedure that can overcome challenges commonly encountered with hypothesis testing in

fMRI studies in a statistically rigorous manner with clear interpretability. Moreover, its

algorithmic capabilities are particularly useful for exploratory analysis and can enable deeper

investigation of brain network organization and the complex mechanisms and widespread

impact of disease.

Chapter 4 described the application of the framework developed in the previous chap-

ter to characterize large-scale functional brain network abnormalities in AD. For modeling

frameworks to be useful and reliable for studying brain diseases, they must generalize well

across age groups, clinical populations and sample sizes. Therefore, the method was evalu-

ated on a much older clinical population, disease process in which there is no lateralization

and considerably smaller sample size as compared to previous work. This work added to

the growing evidence that scan statistics has considerable potential as a valuable tool for

group-level analyses of functional network dynamics to study brain disorders, as it can go be-

yond individual connections and localize distinct subsets of features, or groups of functional

interactions, that exhibit differential signal and may be promising biomarkers of disease.

Results showed that the new framework is capable of identifying temporally covarying sets

of connectivity features in functional brain networks altered in AD. These findings further

suggest that the framework is particularly well suited for neuroimaging studies, which com-

monly involve data where the sample size is small to medium and comprises high dimensional

features with spatial and temporal dependencies.

5.0.2 Future work

In this dissertation, we identified and addressed many methodological and statistical chal-

lenges in brain network analysis frameworks to systematically model the spatiotemporal

patterns underlying functional network organization. Moreover, we demonstrated the ef-

fectiveness of new mathematical frameworks and tools to improve generalizability and re-

producibility in functional neuroimaging studies. The work presented here provides new
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opportunities to build upon and refine these methodologies to further our understanding of

brain connectivity dynamics and organization in health and disease.

In order to further validate the utility of the methods developed here, future work could

directly extend these frameworks to other clinical populations and across varying sample

sizes. Given that scan statistics has been shown to be an effective tool for group difference

testing in settings where the effect size may be poor, it would be of particular importance to

determine if it can identify subtle differential effects across the clinical spectrum of a disease.

This would provide valuable insight into early signs or biomarkers prior to the early onset

of symptoms, as well as elucidate brain changes associated with varying stages of a disease.

Moreover, the work presented here specifically focused on employing the joint manifold

regression and scan statistics framework for localizing group differences in intra-network

connectivity. A natural extension of the methodology would be to explore and localize dis-

criminative subsets of functional interactions between brain networks, or subnetworks, that

could be indicative of underlying brain changes or compensatory mechanisms in healthy

brain functioning or disease (Bahrami et al., 2019; Zhu et al., 2019). Furthermore, the

mathematical framework developed to model connectivity patterns as temporal trajecto-

ries on the manifold characterized large-scale dFC trajectories within the typical rs-fMRI

frequency bandwidth. Another potential extension would be to apply the framework to

characterize trajectories in narrower fMRI frequency bands, such as slow-5 (0.01–0.027 Hz)

and slow-4 (0.027–0.073 Hz) (Buzsáki and Draguhn, 2004), which have been posited to reflect

changes in the hemodynamic signals from the gray matter (Zuo et al., 2010). Previous work

demonstrated that functional integration among brain regions at ”rest” occurs across mul-

tiple frequency bands (Gohel and Biswal, 2015) and that features from the lower frequency

ranges can elucidate differential patterns in connectivity dynamics (Zhang et al., 2020) and

improve classification performance of traditional machine learning models (Hwang et al.,

2019b). Therefore, characterizing the temporal trajectories of connectivity patterns in the

Slow-5 and Slow-4 bands could uncover functional brain abnormalities in localized subsets
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of regions and networks that may only be discernible at lower frequencies.

Most existing fMRI-based studies have used the term ”trajectory” to model longitudinal

changes in functional connectivity over time. This framework could be extended to inves-

tigate changes in functional brain network dynamics in a longitudinal setting to monitor

the ”trajectory” or progression of disease. Moreover, coupling fMRI data with structural

modalities could yield critical insights into the evolving structure-function abnormalities re-

lated to disease processes (Sui et al., 2014). Given the benefits offered by scan statistics

to efficiently search over and assess group differences on a large number of features, along

with the MRI data, demographic characteristics and neuropsychological measures could be

incorporated into a multimodal pipeline to facilitate longitudinal analysis in a comprehensive

manner. This integrative approach would afford the ability to pinpoint changes in distinct

interactions between clinical and neuroimaging features that could explain neurological and

cognitive impairments associated with disease.

As a final consideration, it would be important to evaluate the effects of data post-

processing on the temporal trajectories of dFC and resulting group differences identified. In

capturing the dynamics of functional connectivity, there has been considerable work done to

investigate the stability of functional connectivity with respect to scan length (Birn et al.,

2013). For example, the effect of varying lengths of fMRI timecourses has been previously

investigated in the context of fMRI fingerprinting (Chen et al., 2009). Therefore, it would

be of interest to investigate how scan length may affect the stability of group differences

identified based on the temporal trajectories of the covariance matrices. In addition, given

that temporal alignment was applied to rs-fMRI using an ”average healthy controls” template

to align subjects in space and time, it would be of interest to determine if and how the subject-

level timeseries data and group differences identified are affected if an average template was

computed from all subjects in the cohort and subsequent alignment was performed. When

temporal ordering is necessary to account for in characterizing the underlying dynamics in

rs-fMRI, this will enable us to better understand which dataset should be used as a reference
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for alignment of the timeseries data.

In conclusion, the work presented in this dissertation opens to the door to a wide array

of future extensions and refinements to build upon the applications and methodologies de-

scribed here. As the field continues to grow and advance with interdisciplinary efforts across

engineering, mathematics and neuroscience, we can continue to develop new and more robust

statistical methods, models and tools for rs-fMRI analysis to interrogate and characterize

the complex mechanisms and organization of brain function and disease.
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