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Abstract 

As a gateway of troposphere-to-stratosphere transport, the tropical tropopause layer (TTL) plays a 

key role in determining the concentration and distribution of water vapor in the upper troposphere 

and lower stratosphere (UTLS). This dissertation presents three studies on the dynamical and 

radiative processes that influence the TTL and also the Brewer-Dobson circulation (BDC) in the 

global UTLS. 

Water vapor in the tropical lower stratosphere is strongly correlated with TTL temperatures, 

which are closely associated with latent heating (LH) in tropical convection. The first study 

examines the role of latent heating (LH) vertical distribution in TTL cooling and upper-

tropospheric warming associated with equatorial wave responses. Using cross-spectral analysis on 

time series of LH and UTLS temperature, we show that heating above 6 km was found to have the 

highest coherence with the equatorial wave cooling and warming pattern in the mean temperature 

profile. We distinguish the effects of convective and stratiform LH, whose heating altitudes differ. 

Stratiform LH exhibits higher coherence with temperature throughout the UTLS, especially in the 

equatorial Rossby wave response as seen in the cross-spectral analysis. Highest coherences occur 

mostly at time scales of the Madden-Julian Oscillation (MJO), suggesting the importance of MJO 

convection in TTL cooling and subsequent dehydration processes. 

 The second study explores the relationship of TTL cirrus clouds to gravity and Kelvin 

waves. Motivated by the recent interest in understanding how the vertical gradient of temperature 

anomalies (dT'/dz) from waves influence clouds, we collocate lidar observations of TTL clouds 

and wave temperature anomalies from radio occultation to understand how cloud occurrence 

relates to wave anomalies. Throughout the TTL, 57% of clouds were found in the wave phases 

where both the temperature anomaly (T') and dT'/dz were negative. In contrast, 24% of clouds 
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were in the phase of negative T' but positive dT'/dz, suggesting that regions of negative dT'/dz 

significantly promote the formation and/or maintenance of clouds. We show that larger (smaller) 

values T' are associated with a lower (higher) probability of cloud occurrence, demonstrating 

connection of wave amplitude to TTL cloud formation. 

 The BDC is a balance between wave-mean-flow interaction and radiative heating rates in 

the middle atmosphere. Since clouds modulate the amount of upwelling radiation, they can also 

influence the radiative heating in the UTLS. Using the CloudSat/CALIPSO 2B-FLXHR-LIDAR 

data set and the MERRA-2 reanalysis, the final study evaluates cloud effects on the BDC by 

comparing the mass circulation diagnosed from clear-sky and all-sky radiative heating rates. Cloud 

effects are strongest during boreal winter when the vertical and meridional components of the BDC 

below 80 hPa exhibit differences on the order of 0.1 mm/s and 10 cm/s, respectively. These 

magnitudes are comparable to the BDC itself, illustrating that cloud effects on radiative heating 

rates can have a significant influence on the strength of tropical upwelling and meridional mixing. 

TTL cirrus, which tends to impose weak heating in the TTL, were found to enhance the tropical 

upwelling and also the poleward transport, while the aggregate effect of all other cloud types was 

to weaken them instead.  
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Chapter 1 

Background 

 
This dissertation presents research on dynamical and radiative processes that modulate the 

tropical tropopause layer (TTL). As the TTL is the main gateway of troposphere-to-stratosphere 

transport, conditions of the TTL, such as tropopause temperature, radiative heating rates, 

formation of cirrus clouds, and wave perturbations, among others, influence the composition and 

rate of air entering the stratosphere. This chapter begins with an overview of the Brewer-Dobson 

circulation (BDC), stratospheric water vapor, and the role of BDC in troposphere-stratosphere 

transport. Characteristics of the TTL and its role in the BDC are then described, followed by a 

discussion of cirrus clouds in the TTL. A short overview of radio occultation is then presented. 

This chapter concludes with the motivation for studying each of the topics in this dissertation and 

how they contribute to our understanding of troposphere-stratosphere transport and stratospheric 

water vapor. 

 

1.1  Stratospheric water vapor and the Brewer-Dobson circulation  

Compared to the troposphere, the stratosphere is much drier, containing water vapor 

concentrations on the order of a few parts per million by volume. Figure 1.1 shows climatologies 

of zonal mean water vapor from the Aura Microwave Limb sounder, temperature  zonal winds 

from the ERA-Interim reanalysis, and  lapse-rate tropopause height from radio occultation for 

January and July. During boreal winter, a minimum of water vapor concentration is observed in 

the deep tropics near the tropopause, and above 20 km water vapor tends to increase with height 
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due to methane oxidation. The boreal summer climatology shows a similar contour pattern 

although water vapor concentrations near the tropical tropopause are higher. It is generally 

accepted that this pattern is correlated to the Brewer-Dobson circulation (BDC), a large-scale 

circulation that extends from the upper troposphere to the mesosphere, as shown in the schematic  

 

 

Figure 1.1 (Left column) Climatology of upper-tropospheric and stratospheric water vapor (Aura 
MLS) for January (top) and July (bottom). Black contours are zonal-mean zonal wind from the 
ERA-Interim reanalysis. Red dashed lines are the zonal-mean lapse-rate tropopause 
(FORMOSAT-3/COSMIC). (Right column) Climatology of temperature (ERA-Interim). 
Contours are identical to the left column. All values were calculated using data in 2007-2013.  
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by Dunkerton (1978) (Figure 1.2). The existence of this circulation was put forth by Dobson 

(1929) as a possible explanation of high ozone concentration at the poles and low concentration 

in the tropics. To explain the dryness of the stratosphere, Brewer (1949) hypothesized a 

circulation (Figure 1.2) with upwelling through the tropical tropopause, poleward motion in the 

midlatitudes, and descent at high latitudes. He posited that the low temperatures at the tropical 

tropopause cause ice formation and retain water in the troposphere.  

 

	

Figure 1.2 Schematic of the Brewer-Dobson circulation by Dunkerton (1978) (left) and by 
Brewer (1949) (right).  

	

Mote et al. (1996) presented observational evidence of tropical upwelling using satellite 

retrievals of water vapor concentration from the Halogen Occultation Experiment (HALOE) and 

the Microwave Limb Sounder (MLS). As shown in Figure 1.3, the mean equatorial water vapor 

concentration is typically low near the beginning of each year, and the dry signature is observed 

to migrate upward into the lower stratosphere over the course of several months. A similar 

upward trend is observed for the wet signature occurring in boreal summer. The pattern in Figure 

1.3, showing the imprinting of tropopause-level signals onto the higher altitudes, is referred to as 
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the “tape recorder” effect. The signal decreases with height due to a number of factors such as 

horizontal and vertical diffusion/mixing and the production of water vapor through methane 

oxidation. This finding simultaneously presented evidence of tropical upwelling as well as an 

estimate of the upwelling velocity. 

 

	

Figure 1.3 Time-height section of mean water vapor mixing ratio between between 12°N/S from 
the (a) Microwave Limb Sounder and (b) the Halogen Occultation Experiment (HALOE). (Mote 
et al., 1996) 

 

General circulation models are also able to produce circulations qualitatively consistent 

with Dunkerton’s schematic. Figure 1.4 shows the mean age of air and residual 

vertical/meridional velocities from the Goddard Earth Observing System Chemistry-Climate 

Model (GEOSCCM). The age-of-air contours show that the youngest air originate from the 

tropics. Contour shapes here resemble those of water vapor in Figure 1.1, suggesting that the 

distribution of stratospheric water vapor is dependent on the BDC. The vertical and meridional 

velocities are similar to the proposed circulation by Dunkerton (1978) based on theoretical 
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considerations, with a deep vertical extension of equatorial upwelling throughout  and significant 

meridional velocities in the upper stratosphere and mesosphere. More relevant to the research 

presented herein is the “shallow branch” of the BDC, which comprises upwelling near the 

tropical tropopause (~100 hPa) and an associated meridional circulation at similar altitudes 

around the subtropics.  

 

	

Figure 1.4 (a) Mean age of air during year 2000 (contours) and the difference of mean age 
between 2080 and 2000 (colors). (b) Residual vertical velocity (similar to vertical velocity of 
BDC) during 2000-2019 (contours) and difference between 2080-2099 and 2000-2019. (c) 
Same as (b) except for residual meridional velocity. (Li et al., 2012)  

	

Figure 1.5 illustrates the key mechanism responsible for the BDC. Breaking of planetary 

and gravity waves in the extratropical stratosphere and mesosphere induces a westward force on 

the flow and tends to drive air poleward (Holton et al., 1995). This results in a “suction pump” 

mechanism, which causes ascent near the equator and descent at the poles. In the winter 

hemisphere, the polar night creates a strong meridional temperature gradient and therefore strong 

zonal winds. This tends to favor a stronger BDC since westerly winds are required for the 

upward propagation of planetary waves (Charney and Drazin, 1961). Because of topography, the 
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northern hemisphere has more waves than the southern hemisphere, and as a result the BDC is 

strongest during boreal winter. The tropical ascent causes cooling, so the seasonal variation of 

BDC strength is reflected in equatorial tropopause temperatures. As Figure 1.1 shows, tropical 

tropopause temperatures are significantly colder in boreal winter than in austral winter.  

 

	

Figure 1.5	 Schematic of the BDC and pathways of stratosphere-troposphere exchange. Wave 
breaking in the midlatitude stratosphere causes poleward flow, resulting in descent in the poles 
and ascent in the tropics. In the subtropical and midlatitude upper troposphere, exchange can 
occur on short timescales through tropopause folding and wave breaking of the subtropical jet. 
(Holton et al., 1995) 
 

Stratospheric water vapor is an important factor in the radiative cooling of the 

stratosphere in response to climate change. Its increase is found to warm global surface 

temperatures (Rind and Lonergan, 1995) and plays a role in the removal of ozone by polar 

stratospheric clouds (Solomon et al., 1986). Figure 1.6 shows lower stratospheric water vapor 

measured by balloon soundings and satellite retrievals. Relative to levels between 1980 and 

2000, there was a considerably sharp drop of water vapor concentration during 2000. Solomon et 
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al. (2010) showed that this imposed a 25% reduction in the rate of global surface temperature 

increase due to greenhouse gases. There is also a possible climate feedback associated with 

stratospheric water vapor, as Dessler et al. (2013) found a feedback of + 0.3 W/m2 K. On the 

contrary, Huang et al. (2016) finds only a minor feedback of 0.02 W/m2 K, so the existence of 

any feedback remains debatable. Despite these uncertainties, the role of stratospheric water vapor 

in influencing the climate through various pathways is demonstrated in the literature. 

 

																							 	

Figure 1.6 Water vapor measured from balloons (black) at Boulder, Colorado (40°N, 
105.25°W), and from satellite measurements centered on 82 hPa averaged over 35°-45° N (Aura 
MLS, light blue; HALOE, blue; SAGE-II, red). (Solomon et al., 2010) 

	

Determining the long-term trend of stratospheric water vapor is an active subject of 

research. While tropospheric water vapor has an identifiable increasing trend over the past 

several decades (Chen and Liu, 2016), stratospheric water vapor on the other hand has a trend, if 

any, that is very subtle and hard to detect. Rosenlof et al. (2001) suggests there is a 1% increase 

in stratospheric water vapor from 1954 and 2000 based on in-situ aircraft and balloon data as 

well as satellite estimates. However, after 2000 there are alternating periods of increasing or 

decreasing trends in lower and middle stratospheric water vapor (Hurst et al., 2011). Climate 
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models simulate a 0.5-1 ppmv per century trend in lower stratospheric water vapor in response 

to a ~1 K increase in the cold-point tropopause (Gettelman et al., 2010). It is therefore important 

to understand processes near the tropopause that modulate temperature and in turn water vapor 

concentration. 

Lower stratospheric water vapor is closely connected to TTL temperatures (Randel et al. 

2019), and the influence of QBO and ENSO on it can partially be explained based on these 

oscillations’ effects on tropopause temperatures. For instance, when the easterly zonal wind of 

the QBO descends down to tropopause levels, the negative wind shear causes a cold anomaly, 

and this is found to be responsible for decreased lower stratospheric water vapor (Kawatani et 

al., 2014). Since TTL conditions are strongly correlated with lower stratospheric water vapor, it 

is necessary to understand TTL processes in order accurately assess how stratospheric water 

vapor will change in the future. 

 

1.2  Tropical tropopause layer 

The TTL is a transition layer from tropospheric to stratospheric conditions and acts as a gateway 

of troposphere-to-stratosphere transport (Fueglistaler et al., 2009). It is necessary to separate the 

TTL from the rest of the troposphere because the influence of convection lessens as altitude 

increases. At these higher altitudes the vertical mixing is eddy-driven and more similar to the 

stratosphere. TTL air possesses characteristics of stratospheric air such as elevated 

concentrations of ozone (relative to tropospheric air), while its composition, thermodynamics, 

and circulation is still influenced by convection. Since the transition from tropospheric to 

stratospheric conditions is gradual, there is no clearly defined upper and lower boundary for the 

TTL. Fueglistaler et al. (2009) propose synthetic bounds of 150 hPa and 70 hPa, which roughly 
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corresponds to 14 km to 18.5 km above mean sea level. Likewise, there are no clear horizontal  

bounds but as shown in Figure 1.1 the tropical tropopause varies very little with latitude within 

the region encompassed by the subtropical jets. The meridional positions of these jets can be 

seen as the north and south boundaries, since at these latitudes and beyond the stratosphere-

troposphere exchange is no longer determined mostly by the BDC but through mixing via wave 

breaking and tropopause folding. 

 Climatological temperature, water vapor, and winds at 70, 100, and 150 hPa are shown in 

Figure 1.7 and 1.8, for January and July, respectively. Outgoing longwave radiation (OLR) at 

and below 220 W/m2 are contoured to demonstrate the connection between convection and TTL 

conditions. In January, temperatures at 150 hPa are quite uniform zonally. There are small spots 

of cold over equatorial Africa and Indonesia both of which have frequent intense convection. 

The influence of the Southern Pacific Convergence Zone (SPCZ) is also arguably visible since 

the temperature contours over the central Pacific also has a southeastward tilt. At this altitude, 

high concentrations of water vapor are found over areas of low OLR, showing that the air 

composition is strongly modulated by detrainment from convection. Qualitatively similar 

features are found in July, when high water vapor concentrations and low temperatures are found 

over convection associated with the South Asian Monsoon and North American Monsoon. Water 

vapor concentrations at this altitude are similar between January and July. 

At 100 hPa, which is close to the tropical tropopause, the relationship between 

convection and water vapor is reversed. Low water vapor concentrations are observed near areas 

of low OLR and this is most evident over the west and central Pacific. Temperatures at this level 

exhibit two cold regions, one over South American and another over the Western Pacific. The 

cold region over the latter area possesses a distinct shape similar to a horseshoe. This is 
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Figure 1.7 (Left column) January average of temperature from the ERA-Interim reanalysis at 70 
hPa (top), 100 hPa (middle), and 150 hPa (bottom). Arrows represent the mean horizontal winds 
from ERA-Interim. White contours represent outgoing longwave radiation; highest contoured 
value is 220 W/m2 and contour intervals are 20 W/m2. (Right column) January average of water 
vapor from the Aura MLS at approximately the same pressure levels. Green contours denote the 
temperature departure from the mean at intervals of 3 K. Negative contours are dashed. 

	

	

Figure 1.8 Same as Figure 1.7 except for July. 
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attributable to stationary equatorial waves in response to latent heating from convection 

(Matsuno 1966; Gill 1980). Latent heating centered on the equator induces a Kelvin wave 

response (as indicated through the easterly winds and cold temperatures east of convection) to 

the east of the heating and Rossby waves (indicated by the “tails” of the horseshoe which have 

anticyclonic winds and low temperatures) to the west. This is the subject matter of Chapter 2, 

which investigates how variations in the vertical distribution of latent heating affect this 

dynamical response. In July, a cold zone of similar shape is observed within 120°W and 0°, 

although the shape is not as symmetric since the majority of latent heating is from off-equatorial 

convection due to the South Asian Monsoon. Unlike at 150 hPa, the water vapor distribution is 

lower during January than July. The South Asian Monsoon is known to inject moist air into the 

lower stratosphere that become trapped in the monsoonal anticyclone over Asia (Park et al., 

2007). As a result, water vapor mixing ratios larger than 6 ppmv are observed over Asia in July.  

Water vapor at 70 hPa is much more zonally homogeneous compared to lower heights 

due to the uniformity of zonal winds in the lower stratosphere. This altitude is drier in July 

because we are actually observing the air originating from 100 hPa from the preceding winter. 

The temperature and wind patterns at 100 hPa, such as the cold horseshoe and the Asian 

monsoonal anticyclone, are also observed at 70 hPa, suggesting that the large-scale effects of 

convection can penetrate through the TTL into the lower stratosphere (Dunkerton 1995).  

Vertical profiles of radiative heating rates estimated using tropical soundings are shown in 

Figure 1.9. Above 15 km, the positive heating rates balance the adiabatic cooling due to the 

large-scale upwelling forced by the BDC. For this reason, radiative heating rates in the TTL are 

related to the upwelling velocity in this region. In fact, it is standard practice for trajectories 

studies focusing on the TTL (e.g. Schiller et al., 2009) to use radiative heating as a proxy for 
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vertical motion in lieu of the vertical velocity from reanalyses. Although the radiative heating 

rates are important for diagnosing vertical motions in the TTL, there are large differences in 

radiative heating rates among reanalysis data sets (Randel et al., 2013). Variability of radiative 

heating is connected to variations in ozone, water vapor, temperature, and clouds. In particular, 

clouds are found to have a significant effect on the radiative balance of the TTL (Corti et al., 

2005; Fueglistaler and Fu, 2006). This serves as motivation for the research presented in Chapter 

4, which uses satellite data sets and reanalysis to investigate the effects of clouds on TTL 

radiative balance and the BDC. 

 

	

Figure 1.9 Radiative heating rates based on soundings at Galapagos Islands, estimated using 
various radiative transfer models. (Gettelman et al., 2004) 
	

1.3  Cirrus clouds in the tropical tropopause layer 

Low temperatures in the TTL facilitate ice formation and are responsible for the frequent 

occurrence of cirrus clouds. Figure 1.10 shows a global map and a height-latitude cross-section 

of cirrus cloud occurrence based on one year of observations from the Cloud-Aerosol Lidar and 

Infrared Pathfinder Satellite Observations (CALIPSO) satellite mission. The tropical belt has the 
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highest frequency of cirrus occurrence, and the vertical cross-section shows that a large amount 

of these clouds form in the tropical upper troposphere and near the tropopause. The global map 

shows three hot spots of cirrus occurrence: South Africa, Western Pacific, and South America, 

all of which have frequent convection as seen previously in Figure 1.7. For the latter two regions, 

the location and shape of the high cirrus frequency has good resemblance to the cold regions in 

Figure 1.7, indicating that the large-scale cooling of convection is associated with enhanced 

cirrus formation. On the other hand, over Africa there is no obvious cold region, so it may be 

likely that the cirrus clouds there are more associated with convective detrainment.  

                    

Figure 1.10 (Top) annual mean of cirrus occurrence based on one year of data from CALIPSO. 
(Bottom) Zonal mean cloud occurrence from the same data and time period. (Sassen et al., 2008) 
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A large portion of TTL cirrus clouds are optically very thin and are classified as 

“subvisual” when their optical depths are below 0.03. As this term suggests, these clouds are 

hard to detect with passive sensors such as radiometers and was not widely observed until lidar 

observations were available to confirm their pervasive presence throughout the tropics. The large 

horizontal scale of these clouds, as shown in Figure 1.11, indicates that the dehydration via cirrus 

formation can take place over a large area in the tropics (Luo et al., 2003).  

Aside from the large-scale cooling due to the BDC and tropical convection, cold 

anomalies of gravity and Kelvin waves have also been found to facilitate cirrus formation. In 

Figure 1.12, cirrus clouds detected from ground-based lidar were often inside cold temperature 

anomalies due to Kelvin waves. Similarly, Boehm and Verlinde (2000) found that a majority of 

cirrus clouds observed during the Nauru99 Field Experiment (deployed by the Department of 

Energy) were found inside cold anomalies associated with Kelvin waves. Schoeberl et al. (2015) 

suggests that the rapid cooling due to gravity waves increases ice crystal concentration and 

enhances the dehydration caused by cloud formation. As such, wave-induced cirrus may be an 

important part of the TTL dehydration process. In addition, the importance of gravity waves in 

climate modeling is also demonstrated by Maloney et al. (2019), who added random temperature 

perturbations in the Community Atmosphere Model 5 (CAM5) to simulate the effects of wave 

temperature perturbations in the TTL. They found that adding these perturbations increased the 

amount of clouds with low extinction and improved the agreement between the model and 

aircraft observations.  

 Recently, Kim et al. (2016b) and Podglajen et al. (2018) presented relatively novel 

findings indicating that the vertical gradient of wave temperature perturbations plays an 

important role in the occurrence of TTL clouds.  In Chapter 3 we further explore this topic using 
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satellite observations to understand how temperature perturbations from Kelvin and gravity 

waves influence TTL cirrus clouds.  

 

	

Figure 1.11 Cirrus with large horizontal scale observed by the Lidar In-space Technology 
Experiment (LITE). (Winker and Trepte, 1998) 

	

		 	

Figure 1.12 (a) Temperature anomalies observed at 8.0°S, 80.5°E. Purple dots indicate the 
location of the cold-point tropopause. (b) <7-day filtered temperature anomalies (colored) and 
wind velocities (contours and shading at intervals of 1.5 m/s). (c) Temperature anomalies 
(colored) overlaid by 1064 nm lidar attenuated backscatter coefficient (green dots for all cirrus 
and black dots for subvisual cirrus). Red circles indicate regions where observed cirrus clouds 
coincided with cold wave anomalies. (Suzuki et al., 2013) 
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1.4  Radio occultation 

A brief overview of radio occultation (RO) is given here because RO data sets are used 

extensively in this dissertation. The RO technique is based on using low-earth-orbiting (LEO) 

satellites to receive radio signals from the Global Positioning System (GPS) or the Global 

Navigation Satellite System (GNSS). As depicted in Figure 1.13, the LEO satellite orbits the 

Earth, and the radio signal it receives from GPS satellites may pass through the atmosphere. 

Based on the atmosphere’s thermodynamic state, the radio wave is bent and deviates from a 

straight path. This bending causes the received radio signal to have a slight shift in phase, 

compared to the scenario in which the radio signal is not attenuated at all. The observed phase 

shift can then be used to invert for the bending angle of the ray, the refractivity of the 

atmosphere, and subsequently atmospheric profiles of temperature and moisture. As the LEO 

satellite moves along its orbit, the radio wave passes the atmosphere at different altitudes, 

allowing vertical profiles of temperature and moisture to be obtained.  

 The feasibility of this technique for atmospheric observation was first demonstrated by 

the Global Positioning System/Meteorology (GPS/MET) mission (Rocken et al., 1997) 

conducted by the University Corporation of Atmospheric Research (UCAR). RO proved be a 

high-accuracy and high-precision source of temperature in the upper troposphere and 

stratosphere. The vertical resolution of ~1 km near the tropopause  (Kursinski et al., 1997) is also 

finer than other satellite techniques offering temperature retrievals. The main limitation of RO is 

its coarse horizontal resolution of around 200 to 300 km (Kursinski et al., 1997). In addition, 

strong small-scale gradients of moisture or temperature along the path of the ray will cause 

significant bias in the retrieval (Healy, 2001). This primarily happens in the tropical lower 

troposphere where moisture can have large spatial variations.  
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Figure 1.13 Diagram of the radio occultation technique. GPS/GNSS satellites send radio signals 
that penetrate the atmosphere and then are received by the LEO satellite. The amount of radio 
signal bending caused by the atmosphere can then be retrieved and used to infer the atmospheric 
state. As the LEO satellite moves from position A to C, the radio signal passes through the 
atmosphere at different altitudes, enabling the profiling of atmospheric thermodynamic 
conditions. 

	

	

Figure 1.14 Distribution of RO profiles obtained by COSMIC in one day (green dots). Red dots 
denote stations deploying radiosondes.  
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Currently the largest data record of RO-derived profiles is from the FORMOSAT-

3/Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) 

(Anthes et al., 2008) launched in April 2006. This US/Taiwan joint satellite mission comprises 

six LEO satellite providing up to 2500 profiles per day when all satellites were fully operational. 

Figure 1.14 shows a typical distribution of RO observation in one day. RO observations are 

distributed pseudo-randomly in time and space, since the occultations are based on the positions 

of GPS and LEO satellites. One of the unique features of the RO technique is that it does not 

suffer from inter-satellite calibration effects (Foelsche et al., 2011), and profiles from different 

RO satellite missions can be used together as long as they are processed with the same algorithm. 

 

1.5 Outline of thesis and relevance of research 

As mentioned in Section 1.1, tropopause temperature variability is imprinted onto lower 

stratospheric water vapor concentrations through the tape recorder effect. Understanding the 

processes responsible for these variabilities can improve our ability to predict future water vapor 

trends and also improve the representation of these processes in climate models. With this as a 

fundamental motivation, this thesis focuses on three distinct TTL processes that all influence the 

moisture budget of the lower stratosphere. Chapter 2, 3, and 4 present results from three separate 

research topics. A short overview of each is given below. 

 Chapter 2 investigates the relationship between tropical latent heating and temperatures 

in the tropical upper troposphere and lower stratosphere (UTLS). As mentioned in Section 1.2, 

TTL temperature variability is associated with equatorial waves due to latent heating. With the 

intent of understanding how variations in the vertical distribution of latent heating change the 

response of TTL temperatures, we analyze satellite-based estimates of latent heating and 
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temperature to assess the dependence of UTLS cooling and warming towards the altitude of 

latent heating.  

 Chapter 3 is focused on TTL cirrus clouds and is motivated by the results of Kim et al. 

(2016) who showed that the vertical gradient of gravity wave temperature perturbations is 

correlated with cirrus occurrence. We seek to further understand this connection between gravity 

waves and cirrus clouds and find whether their aircraft-based results are applicable to satellite 

observations and to the entire tropics.  

 Aside from temperature and clouds in the TTL, the rate of vertical transport also 

influences troposphere-to-stratosphere transport. Chapter 4 examines how clouds modify the 

radiative heating rate in the global UTLS, and how the radiative effect of clouds influences the 

BDC. We study this through a combination of satellite data sets as well as reanalysis.  

 The dissertation concludes with a summary of the results, discussions on the implication 

of our findings, and suggestions for future work. The appendix documents a study on the 

information content of the Atmospheric InfraRed Sounder (AIRS) towards tropical ice clouds, 

which may provide a useful framework for improving the retrieval of ice cloud properties using 

passive sensors. 
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Chapter 2 

Role of latent heating vertical distribution in the 

formation of the boreal winter tropical cold trap 

 
2.1 Introduction 

TTL conditions near the Maritime Continent (MC) are particularly important since this region is 

a major pathway of troposphere-to-stratosphere transport (Fueglistaler, 2005). During boreal 

winter, a cold trap or temperature minimum resembling a horseshoe forms over the MC region, 

as seen in the climatological temperature distribution (Figure 2.1). It is clear that this cold pattern 

coincides with low water vapor concentration and high cirrus frequency, indicative of the 

dehydration process via cirrus formation (Jensen et al., 1996). The distributions of temperature, 

water vapor, and clouds are also dependent on the phase of ENSO, with the horseshoe shape 

shifted westward closer to the MC during La Niña phases. This dependence on ENSO phase 

depicts the influence of tropospheric circulation on the formation of the horseshoe cold region. 

The horseshoe-shape morphology results from the Matsuno-Gill response to tropospheric 

diabatic heating (Highwood and Hoskins, 1998), which excites a stationary Kelvin wave (KW) 

to the east of the heating, and stationary equatorial Rossby wave (ERW) to the west of the 

heating (Figure 2.2 and 2.3) (Matsuno, 1966; Gill 1980). The cold region associated with the 

KW response is centered on the equator, while the ERW cooling responses are off the equator 

into each hemisphere, forming the tail of the horseshoe. Studies have demonstrated that 

intraseasonal variability of TTL temperature, especially in the MC region, is strongly modulated 

by ERW and KW associated with convective activity, for instance, through analysis of outgoing 



	 21 

longwave radiation (Zhou and Holton, 2002; Nishimoto and Shiotani, 2012) and cloud top height 

(Paulik and Birner, 2012; Kim et al., 2018a). Both are proxies of convective strength, but neither 

can resolve the vertical distribution of heating. Modeling studies (e.g. Ryu et al., 2008) imposing 

a heating source on atmospheric flow also show that planetary waves cause significant 

temperature perturbations in the MC region, but the role of variations in the heating vertical 

distribution has not been quantitatively assessed. Since the stationary planetary waves are caused 

by diabatic heating (Gill 1980) and mass flux into the layer (Matsuno 1966), physically it is 

plausible to expect that the horseshoe-shape cold region depends somewhat on the vertical 

distribution of heating. However, it remains poorly understood whether properties of these waves 

are related to the specific vertical configuration of heating. 

	

	

Figure 2.1 December-January-February (DJF) climatology of 82 hPa temperature (top row),  
water vapor mixing ratio retrieved by the Aura MLS (middle row), and frequency of cirrus 
clouds with cloud base above 15 km (bottom row) based on the CALIPSO 5-km cloud layer 
product. The left column shows composites on DJF periods with the Oceanic Niño Index < −0.5 
(2008, 2009, 2011, and 2012), and those on the right correspond to DJF periods with Oceanic 
Niño Index > 0.5 (2007 and 2010). 
	

Since tropospheric diabatic heating is dominated by latent heating from precipitation, it is 

reasonable to anticipate that the shape and intensity of the cold trap is linked to mesoscale 

convective systems (MCS), which contribute to more than half of tropical rainfall (Nesbitt et al., 
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2006). Convective precipitation forms during the early stage of storm development, and as the 

MCS matures, a large area of outflow forms and in it the weak updrafts cause significant 

amounts of stratiform precipitation (Houze, 2004). The mean profiles of convective and 

stratiform LH over the MC region (Figure 2.4) show the typical vertical distribution of LH from 

these two precipitation regimes. While the LH from convective precipitation is positive 

throughout the atmosphere and peaks in the lower troposphere, stratiform precipitation forms 

higher in the troposphere, resulting in higher LH peaks. In addition to the heating aloft, 

stratiform LH is characterized by cooling below the melting layer due to evaporation. The 

combination of radar measurements and cloud-resolving models make it possible to separate the 

two components of heating (Tao et al., 2010), and we take advantage of this capability to 

investigate whether these two types of LH induce different temperature responses in the upper 

troposphere. Together with the high vertical resolution of temperature profiles from RO 

observations (Kursinski et al., 1997), these data sets also give insight into the vertical structure of 

the temperature responses. 

To understand how the variability of tropical UTLS temperatures relate to the height of 

tropical LH, we study the time series of convective and stratiform LH extracted from the 

Tropical Rainfall Measurement Mission (TRMM) Spectral Latent Heating (SLH) product and 

temperature derived from RO observations. Cross-spectral analysis (CSA) is employed to 

analyze the coherence and time-lag relationship between LH and UTLS temperatures. Section 

2.2 gives an overview of the data utilized in this chapter, and Section 2.3 describes the 

construction of LH and temperature time series, processing of the time series, the CSA, and 

significance testing. We present the results of the analysis in Section 2.4 and give a summary of 

this study in Section 2.5. 
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Figure 2.2 Lower tropospheric wind and pressure response of a resting atmosphere to latent 
heating centered at (0,0). The units of the x and y-axis are non-dimensional and roughly 
correspond to 10° per unit. (Gill 1980) 

	

	

Figure 2.3 Schematic of circulation and temperature anomaly induced by tropospheric heating at 
the location indicated by the bold gray arrow in a resting atmosphere. High- and low-pressure 
anomalies are indicated by H and L, respectively, while cold and warm anomalies are indicated 
by blue C and orange W letters. The lower tropospheric response would be identical to Figure 
2.2, while the upper tropospheric response would have the same pattern but opposing signs. 
Adapted from Highwood and Hoskins (1998). 

0 5-5-10 10 15
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Figure 2.4	 Mean convective (red), stratiform (blue), and total (black) latent heating profiles 
within a box over the Maritime Continent (10°N/S and 110–150°E), calculated using the TRMM 
SLH product over years 2006–2014. 

 

2.2 Data sets 

2.2.1 The wetPrf radio occultation data set 

This study uses the reprocessed RO data sets processed by the Cosmic Data Analysis and 

Archive Center (CDAAC), which include occultations from the following satellite missions: 

Constellation Observation System for Meteorology, Ionosphere, and Climate (Anthes et al., 

2008), Meteorological Operational Polar Satellite A/Global Navigation Satellite System Receiver 

for Atmospheric Sounding (Von Engeln et al., 2009), Meteorological Operational Polar Satellite 

B/Global Navigation Satellite System Receiver for Atmospheric Sounding, and the Challenging 

Minisatellite Payload (Wickert et al., 2001). Because the RO technique does not suffer from 
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inter-satellite calibration effects (Foelsche et al., 2011), profiles from different RO satellite 

missions can be used together as long as they are processed with the same algorithm. 

Temperatures from 500 to 70 hPa are extracted from the level 2 wetPrf products of the above 

missions. Although wetPrf profiles provide temperature every 100 m, the effective vertical 

resolution of the RO technique is around 1 km near the tropopause (Kursinski et al., 1997). 

Precision of temperature from RO is approximately 0.5 K within altitudes of 8 to 20 km (Anthes 

et al., 2008). Figure 2.5 show the daily count of wetPrf profiles available within 25° of the 

equator. 

 

	

Figure 2.5 Daily count of wetPrf profiles within 25°N/S from each RO mission. Dashed lines 
indicate the beginning and end of the period used in this study. COSMIC = Constellation 
Observation System for Meteorology, Ionosphere, and Climate; Metop = Meteorological 
Operational Polar Satellite; CHAMP = Challenging Minisatellite Payload. 
 

2.2.2 TRMM spectral latent heating 

TRMM was launched in 1997 to improve our understanding of tropical precipitation and LH 

(Kummerow et al., 1998; Simpson et al., 1988). Its Precipitation Radar (PR) observes the vertical 

structure of clouds and enables the retrieval of vertically resolved LH in clouds. This study uses 
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the SLH product (Shige et al., 2004, 2007, 2008, 2009) within the time period of 2006 to 2014 

when there was an abundance of RO observations.  

The SLH algorithm employs a lookup table approach to retrieve LH. Lookup tables were 

generated with the Goddard Cumulus Ensemble model (Tao and Simpson, 1993) by simulating 

the LH structures based on observations of the Tropical Ocean and Global Atmosphere Coupled 

Ocean-Atmosphere Response Experiment (Shige et al., 2004). Global applicability of these 

lookup tables was evaluated with observations from various other campaigns (Shige et al., 2007). 

Simulated scenes are categorized as convective, shallow stratiform, or deep stratiform (anvil) 

based on precipitation rate, cloud water, and updraft velocity of the model grid point as well as 

surrounding grid points; details of the separation method are given in Section 3a of Shige et al. 

(2004). Inputs for the lookup table include precipitation-top height, precipitation rate, and 

precipitation type (convective or stratiform). To retrieve the LH of TRMM PR observations, the 

precipitation-top height and precipitation rates from the 2A25 product (Iguchi et al., 2000) and 

precipitation type from the 2A23 product (Awaka et al., 2002; Schumacher and Houze, 2003) 

were used. Identification of the precipitation type using the PR is based on the identification of 

the bright band from the melting layer and the vertical distribution of radar reflectivity. 

Hagos et al. (2010) conducted a comparison of LH among reanalyses, various TRMM 

algorithms (including SLH), and sounding-based estimates. They show that the structure of the 

deep modes is similar across data sets, while the shallow modes differ significantly. Tao et al. 

(2016) show that the SLH better resolves shallow convection (see their Figure 2-4) compared to 

the Goddard Convective-Stratiform Heating (CSH) algorithm (Tao et al., 1993). Total heating 

estimates from existing TRMM LH algorithms generally compare well with sounding-based 

estimates (Figure 2-5 and 2-7 of Tao et al. (2016)), with some differences in amplitude and 
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vertical structure. However, we note that the reliability of the separate convective and stratiform 

components are not well documented, since validations using soundings have generally been 

focused on total heating. 

SLH provides estimates of pure LH as well as !" − !$ , the difference between the 

apparent heating !" (Yanai et al., 1973) and the radiative heating !$, which we will refer to as 

!"$ . The !"  is the sum of LH, radiative heating, and vertical convergence of vertical eddy 

transport of heat flux. Since the last two terms are typically much smaller relative to LH, !"$ is 

very close to LH (Shige et al., 2004). Since there are no !$  estimates based on TRMM that 

covers the entirety of 2006-2014, in this study we use !"$ in the main analysis and !$ is treated 

separately as described below. In the following discussions we use the term LH in reference to 

!"$. 

 

2.2.3 Radiative heating from CERES and its consistency with TRMM 

Estimates 

To estimate !$, we use the Clouds and the Earth's Radiant Energy System (CERES) SYN1deg 

daily product (Doelling et al., 2016) which provides shortwave and longwave fluxes at 1000, 

850, 500, 200, 70 hPa, and top-of-atmosphere. !$ at layers between 1000 and 850 hPa, 850 and 

500 hPa, 500 and 200 hPa, and 200 and 70 hPa are calculated from these fluxes. Cloud 

information in the SYN1deg algorithm comes from a combination of observations from the 

Moderate Resolution Imaging Spectroradiometer (MODIS) and geostationary satellites. 

Estimates of radiative heating from TRMM are also available from the Hydrologic Cycle and 

Earth's Radiation Budget (HERB) data set (L'Ecuyer and Mcgarragh, 2010) for the period 1998 

to 2010. However, this overlaps with only about half of the COSMIC data record (2007–2014). 
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For this reason, we use HERB only to check the consistency of !$ estimates between CERES 

and TRMM, as discussed below. 

 

	

Figure 2.6 Scatterplot of vertically integrated %& inside the Indian Ocean Center box (Figure 
2.8) estimated from the CERES SYN1deg and TRMM HERB product. Each dot represents daily 
mean values inside the box. Top row shows values in physical units (W/m2), with the mean 
value of each data set denoted in the legend. The bottom row is in standardized space, with the 
correlation coefficient r denoted.  

	

!$ is vertically integrated in the layers 1000–850, 850–500, 500–200, and 200–70 hPa 

for both the CERES SYN1deg and TRMM HERB data sets. Following Yanai et al. (1973), the 

vertically integrated heating of the i-th layer, !'()), is calculated as 

!'()) =
1
-
. !(/)0/
12345
(6)

1789
(6)

 (2.1) 

where - is the gravitational acceleration, !(/) is the LH profile as a function of pressure /, and 

/:;1
())  and /<=>?

())  are the pressure of the top and bottom of the i-th layer.	 Figures 2.6 and 2.7 show 
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comparisons of integrated !$ over the Indian Ocean (IO) and Maritime Continent (MC) region. 

Aside from the 200–70 hPa layer, correlation coefficients between the two data sets are high 

(0.795 or greater), showing the consistency of !$ between CERES and TRMM estimates. The 

low correlation in the 200–70 hPa layer may be due to the effects of high clouds. 

 

	

Figure 2.7 Same as Figure 2.6 except for the Maritime Continent Center box. 
	

2.3 Time series processing and cross-spectral analysis 

2.3.1  Construction and preprocessing of time series 

Time series of daily mean temperature and LH from 1 November 2006 to 30 April 2014 are 

constructed in the boxes shown in Figure 2.8. We designate two areas of study, one over the 

Indian Ocean (IO) and another over the Maritime Continent (MC). In each area, one box 

centered on the equator is used to construct the LH time series, and the North, South, East, and 

Center boxes are used to construct time series of temperature. The locations of the North and 

South boxes coincide with the locations of the ERW response, while the East boxes coincides 
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with the KW response. Note that, as shown in Figure 2.3, the anticyclones are slight westward of 

heating. This is the pattern of the stationary ERW in a resting atmosphere, while Jin and Hoskins 

(1995) showed that in realistic atmospheric flow the anticyclones almost flank the heating 

directly north and south. For this reason, the North and South boxes are placed directly north and 

south of the heating boxes. The relationship between the temperature time series inside the 

(IO,MC) North, South, East, and Center boxes and the LH time series in the (IO,MC) Center 

boxes is analyzed through cross-spectral analysis. 

Time series of temperature are made at 500, 400, 350, 300, 250, 200, 170 hPa and every 

10 hPa between 150 and 70 hPa. For LH, we split the atmosphere into the following layers: 0–3, 

3–6, 6–9, 9–12, and 12–15 km, and !"$  is integrated in these layers using equation (2.1) to 

represent the vertically integrated LH. 

 

	

Figure 2.8 Boxes in which temperature and LH time series were constructed. LH time series are 
constructed inside the IO/MC Center boxes labeled in red, while temperature time series were 
constructed in the IO/MC North, South, East, and Center boxes. Contours at intervals of 15 
W/m2 are mean outgoing longwave radiation through 2006 –2014 derived from the National 
Oceanic and Atmospheric Administration Interpolated Outgoing Longwave Radiation daily data 
set. IO = Indian Ocean; MC = Maritime Continent. 

	

Heating above 15 km is negligible (as seen in Figure 2.4) and is omitted. The same 

integrated quantity is calculated for convective, stratiform, and total (sum of convective and 
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stratiform) LH. All time series are first deseasonalized by removing the sinusoidal variations 

from the first three harmonics of the annual cycle and then standardized prior to performing the 

CSA. 

 Time series of !$  based on CERES SYN1deg are constructed in the same manner as 

above, in the vertical layers 1000–850, 850–500, 500–200, and 200–70 hPa instead of the 3-km 

layers. Due to the differences in vertical resolution and spatial sampling between TRMM and 

CERES, !$ is not added to the !"$ term, and CSA is performed separately on !$  and !"$. 

 

2.3.2  Cross-spectral analysis 

CSA is used to examine the relationship between two time series in the frequency domain. The 

coherence spectrum is analogous to the correlation coefficient and gives a measure of how 

closely two time series are varying together at a frequency @, while the phase spectrum tells 

whether one time series is leading or lagging the other at @. Given two time series A and B, their 

power spectral densities CDD(@) and CEE(@), and the cross-spectral density CDE(@), the coherence 

(or coherence-squared) spectrum is 

FGℎI(@) = |KDE(@)|I =
|CDE(@)|I

CDD(@)CEE(@)
 (2.2) 

and the phase spectrum is 

LDE(@) = MNO P
QR(KDE)
ST(KDE)

U. (2.3) 

The coherence falls between 0 and 1, where a value of 1 indicates that at @ the amplitudes of the 

two time series are linearly related.  

Cross-spectral densities are estimated using Welch's average periodogram method 

(Welch, 1967). Estimates of effective degree of freedom (eDOF) and the choice of window 
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length for the spectral density estimation follows Biltoft and Pardyjak (2009). The eDOF is 

calculated as (8 3⁄ )Z/nfft	where 	Z  is the length of the time series and nfft  is the width of 

window used to calculate the power densities. Although the length of each time series is Z =

2738 days, each day cannot be seen as independent. The number of independent samples is 

calculated by (Bretherton et al., 1999) 

Z∗ = Z P
1 − KDKE
1 + KDKE

U (2.4) 

where KD  and KE  are the lag-one autocorrelation of A  and B . Biltoft and Pardyjak (2009) 

recommends that the eDOF fall within 10 to 100 for reliable significance testing. By using values 

nfft = 128 and an overlap of 64, most of the eDOFs fall within 40 to 60, which is in the 

recommended range. 

Significance testing of coherence also follows Biltoft and Pardyjak (2009). A coherence 

value is statistically significant at the (1 − /) × 100%  level if it is greater than the value 

calculated from 

g"h1 =
2i1

eDOF − 2 − 2i1
 (2.5) 

where i1 is the value of the F(2, eDOF − 2) distribution at 1 − /. All significant levels shown in 

the results are calculated with / = 0.01 (99% significance). 

 

2.4     Coherence and time-lag between latent heating and UTLS temperature 

Figure 2.9 shows the coherence spectra between 100 hPa average temperature in IO South and 

convective, stratiform, or total LH inside the IO heating box in the five layers as defined in 

Section 2.3.1. Since Figure 2.9 shows only one altitude of temperature over one location (IO 

South), this plot serves simply as an example of the coherence and phase spectrum. The results 
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below are obtained by analyzing the gross features of the coherences and phases from all levels 

of temperature and all locations. 

                   

Figure 2.9 Coherence spectra between 100-hPa mean temperature inside Indian Ocean South 
box (see Figure 2.8) and stratiform (left column), convective (middle column), or total (right 
column) heating inside Indian Ocean Center in the five vertical layers defined in section 2.3.1. 
Dashed lines indicate 99% significance level. Phases for coherences above this level are plotted 
as stars. The max coherence in each case and the corresponding period and phase are 
summarized in the legends. 
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Although we evaluate the LH components separately, the atmosphere responds not to the 

individual components but rather to the total heating. As shown in Figure 2.10, the profile of 

maximum coherence from total heating tends to increase with altitude, with the exception of MC 

South and MC East for 100-hPa temperature. This suggests that, in general, both the warming 

(250 hPa) and cooling (100 hPa) signatures are more associated with heating aloft in the middle 

and upper troposphere. This implies that the temperature responses depend on the vertical 

distribution of heating, if the high coherences do, in fact, depict the temperature responses due to 

the stationary KW/ERW signature. In the following discussion, we show that the vertical 

structure of coherences and time lags agrees well with those of KW/ERW responses found in 

previous studies. 

The phases corresponding to the statistically significant coherences from total LH are 

shown in the left panel of Figure 2.11. Note that the phase plots are largely the same for total LH 

in the three layers above 6 km, while the lower two layers have typically low coherence (Figure 

2.10). Hence, we show the phases from total LH inside 9–12 km since they are representative of 

the phase distribution in general. One common feature across all boxes in both regions is the 

shift from phases between 0° to 90° below ∼150 hPa to phases larger than 180° above ∼150 hPa. 

A 180° phase difference indicates that when the LH time series reaches a maximum in amplitude 

(in the given frequency f), the temperature reaches a minimum. Phases slightly larger than 180° 

indicate that the temperature reaches a minimum shortly after a peak in LH. For this reason, we 

interpret the phases distributed around 180° as the cooling response. Likewise, phases within 0° 

to 90° are interpreted to be the warming response. The vertical structure of the phases indicates 

that the variability of LH tends to be associated with cooling above 150 hPa and warming below, 

physically consistent with the equatorial planetary wave structure as found by Dima and Wallace 
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(2007) who found that the largest geopotential height and wind anomalies due to equatorial 

planetary waves occur near 150 hPa. 

 

                                    
Figure 2.10 Maximum coherence between total heating at each of the five layers (y-axis) and 
temperature at 250 hPa (top) or 100 hPa (bottom). The maximum coherence represents the 
highest value of the coherence spectrum (see Figure 2.9) out of all frequencies. IO = Indian 
Ocean; MC = Maritime Continent. 
 

The right panel of Figure 2.11 shows the time lag in days derived from the phase. 

Following the reasoning above, the lags above 150 hPa are calculated by assuming that day 0 is 

located at a phase of 180° in order to estimate the time lag of the cooling response, and below 

150 hPa, the 0◦ phase is taken as day 0. In general, inside the North, South, and East boxes, the 
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lags fall within 0 to 12 days. Jin and Hoskins (1995) showed that in a model with prescribed 

heating, the ERW/KW response starts around day 3 after the onset of heating and ceases to 

change past 14 days. The lags found here are roughly consistent with this time range. In the 

North/South cases, the lags within 500-150 hPa are slightly larger than those above 150 hPa, 

suggesting that the upper-tropospheric warming response may be slightly slower than the TTL 

cooling response inside 150-80 hPa. Also, in IO North/South and MC South, the lags in the TTL 

clearly increase with height, although this feature is not present in MC North. This increase of 

lag with height may depict the upward propagation of the cold anomaly, which starts near 150 

hPa where the geopotential anomalies occur. 

 The phases in the East boxes show signals of TTL cooling likely associated with KW, 

similar to the results of Zhou and Holton (2002) who concluded that intraseasonal cold 

temperature anomalies in these regions are likely due to KW excited by convection located west 

of cold anomalies. Due to the eastward movement of MJO convection together with the eastward 

tilt of KW, it is expected that the phase of TTL cooling descends with time. This is seen in the 

phases of IO East which has a downward trend of phase in the cooling response. The IO Center 

has in addition a downward propagation of warming response in 70-100 hPa. This vertical 

structure is consistent with the KW associated with MJO convection (Figure 4 of Virts and 

Wallace, 2014), where the warming phase of the KW lies above the cooling phase. On the other 

hand, the downward propagation in MC Center is not very evident, and the phases in MC East 

show no signs of downward phase propagation. 

Although the range of time lags found here are consistent with the response times found 

by Jin and Hoskins (1995), the positive time lags could also be due to the effects of MJO 

convection moving eastward rather than representing the response times of the atmosphere to the 
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Figure 2.11 (Left) Phases corresponding to statistically significant coherences between 9–12 km 
total latent heating (LH) and temperature at the altitude indicated by the y-axis. Stars indicate 
that the time scale of the phase falls within 20–90 days, while the X marks phases outside this 
time scale. Positive phases indicate that the temperature lags LH. (Right) The lag in days, 
calculated from the phases in the left column. Positive lag indicates that temperature lags LH. 
Above 150 hPa, the 180° phase is assumed to be day 0 to estimate the lag of the cooling response 
(see text for explanation). 
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LH. The fact that anomalies associated with the MJO have a “swallowtail” shape (Zhang and 

Ling, 2011) means that the eastward movement of this anomaly may cause perturbations in the 

North/South boxes to lag that of the Center box. The East box would obviously be affected by 

eastward moving convection as well, as discussed above. Despite this possibility, the vertical 

structure of the warming and cooling is largely consistent with the known structure of equatorial 

waves, so the relationship between temperature and LH depicted in this study is most likely 

physical and still valuable for understanding which LH components are more highly associated 

with UTLS temperatures. 

 With this in mind, the distributions of these statistically significant coherences in all 

boxes are plotted in altitude and frequency space, as shown in Figure 2.12 for the IO region and 

Figure 2.13 for MC. In both regions, most statistically significant coherences fall within the time 

scales between 20 and 64 days, with many of the larger coherences (≥0.6) falling near 43 days. 

The maxima of coherences peak at time scales of∼43 days and, vertically, lie between 500 and 

200 hPa. There is also a group of high coherences between 150 and 80 hPa, especially over IO. 

Most of the highest coherences therefore occur on time scales consistent with the MJO (20 to 90 

days), so the observed coupling between temperature and LH is largely associated with the MJO. 

The importance of MJO on the intraseasonal time scale has been shown by Mote et al. (2000) 

who found that MJO dominates the water vapor signal within 200 to 100 hPa and by Kim et al. 

(2018a) who showed, through compositing water vapor fields with respect to MJO and non-MJO 

convection, that the dehydration signal is much stronger from convection associated with MJO. 

The results presented here further link UTLS variability to LH linked to the MJO, since most 

statistically significant coherences occurs at MJO time scales. The collective results of this and 
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previous studies suggest that MJO-associated convection has properties that set it apart from 

other convection in its ability to affect the UTLS through the planetary wave pattern. 

 

	

Figure 2.12 Highest coherence at each pressure level (ordinate) and frequency (absicca) for 
convective (first row), stratiform (second row), total heating (third row), and radiative heating 
(fourth row) for the IO North, South, East, and Center boxes. The ordinate axis denotes the 
altitude of the temperature time series. White spaces indicate pressures and frequencies at which 
no coherences passed the significance testing. IO = Indian Ocean. 
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Figure 2.13 Same as Figure 2.12 except for the MC boxes. MC = Maritime Continent. 
 

 Figure 2.14 contrasts the vertical profiles of coherence between temperature at each 

pressure level and convective/stratiform LH. At each pressure level, the temperature time series 

is paired with the LH time series from each of the five layers, and the maximum coherence (out 

of the five possible pairings) is plotted. The vertical distribution of coherences of convective and 

stratiform LH is very similar, since the two are highly correlated; stratiform precipitation 
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typically comes after convection. In the North and South boxes, the stratiform LH varies more 

coherently with temperatures throughout most of the TTL and upper troposphere. Near the 

tropopause (∼100 hPa), the coherence from stratiform LH is higher than that of convective LH in 

all the North/South cases. This indicates that the TTL cooling is more closely related to 

stratiform LH. Similarly, in the upper troposphere (500 to 150 hPa), the higher coherences from 

stratiform LH shows a closer relationship between upper-tropospheric warming and stratiform 

LH. Coherences over IO North is lower, possibly due to the strong influences of off-equator 

heating from the Asian Monsoon during boreal summer. Over the East boxes, coherences in the 

TTL are very close over IO, while over MC the convective LH coherences are slightly larger. 

Stratiform coherences are larger at most altitudes below 150 hPa over the East boxes. These 

 

	

Figure 2.14 Profile of maximum coherence between temperature and latent heating for the North 
(left), South (middle), and East (right) boxes. The temperature time series from each pressure 
level (indicated by the ordinate axis) is paired with the latent heating time series from each of the 
five layers, and the coherence value plotted at each pressure represents the maximum coherence 
of the five possible pairings. Solid and dashed lines represent the Maritime Continent and Indian 
Ocean regions, respectively, while the colors distinguish the type of heating. 
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results show that upper-tropospheric warming has higher association with stratiform heating, and 

the same statement applies for TTL cooling, except for the MC East case. 

In summary, results in this section show that (1) the upper-tropospheric warming and 

TTL cooling signal exhibit a dependence on heating altitude and (2) stratiform LH shares high 

coherences with TTL and upper-tropospheric temperature at MJO time scales.  

  

2.5  Empirical orthogonal functions of latent heating and cross-spectral      

analysis of principal component time series 

Empirical orthogonal functions (EOF) analysis (Wilks, 2011) is applied to the LH time series to 

find the dominant modes of variability. Figure 2.15 shows the first three EOFs of LH in the 

IO/MC Center boxes and the percentage of variance explained by the first five EOFs. In both IO 

and MC regions, the first EOF is a deep heating mode that peaks near 7.5 km. Compared to the 

mean convective heating profile in Figure 2.4 that peaks near 3.5 km, this EOF represents a 

much deeper heating mode. The second EOF is similar to the stratiform heating shown in Figure 

2.4. Over IO, the first three EOFs explain 88.2%, 10.2%, and 1.2% of the total variance, while 

over MC the percentages are 87.5%, 11.0%, and 1.2%. The first two EOFs explain a large 

fraction of variability.  

To evaluate how these EOFs relate to UTLS temperature, a similar CSA procedure is 

conducted here. In Section 2.4, the time series of LH at each of the five vertical layers are used to 

conduct CSA. Here we use the time series of principle components (PC) in place of the LH time 

series. The temperature time series are identical to those used in Section 2.4. Figure 2.16 shows 

the phase lags between UTLS temperatures and the PC time series of the first EOF (EOF1). The 
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time lags of EOF1 show high resemblance to Figure 2.11, indicating that the responses depicted 

in Figure 2.11 is mostly associated with the deep heating of EOF1. 

 

 

Figure 2.15 The first three EOFs of latent heating the IO and MC box (left), and the variance 
explained by the first five EOFs (right). 
 

On the other hand, the time lags of EOF2 (Figure 2.17) exhibit several differences with 

those of the EOF1. The cooling responses in the North and South boxes still exist, although the 

time lags in these boxes are shifted closer to day 0. In the East boxes, the cooling response in the 

TTL is less apparent since there are much fewer blue markers between 150-70 hPa compared to 

Figure 2.11. In the Center box, instead of having primarily heating below 150 hPa, there are lags 

associated with cooling. This most likely indicates the lower-level evaporative cooling of the 

stratiform heating profile. The existence of TTL cooling in the North/South boxes but the lack 

thereof in the East box indicates that EOF2 is linked to the ERW response but less so to the KW 

response. 
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Figure 2.16 Same as Figure 2.11 except for the first EOF. 
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Figure 2.17 Same as Figure 2.11 except for the second EOF. 
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Figure 2.18 (Top row) Coherence between the first EOF and time series of temperature at each 
pressure level. (Bottom row) Same as top row except for the second EOF. 

 

Figure 2.19 Same as Figure 2.18 except for the MC boxes. 
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 The distribution and magnitude of coherences are shown in Figure 2.18 and 2.19, for IO 

and MC, respectively. Over IO, the first EOF generally has larger coherences with temperature. 

Over MC, the coherence values are comparable between the first and second EOF. The structure 

of the coherences is similar to those in Figure 2.12 and 2.13; significant coherences mostly fall 

near the MJO timescale, and vertically there are statistically significant coherences between 70-

120 hPa and 150-500 hPa. 

The results in Section 2.4 demonstrate that (1) the upper-tropospheric warming and TTL 

cooling signal exhibit a dependence on heating altitude and (2) stratiform LH shares high 

coherences with UTLS temperatures. Results in this section are arguably consistent with first 

point. Based on Figure 2.10 we suggested that heating needs to reach above 6 km before it has 

strong association with UTLS temperatures. The EOF1 peaks at 7.5 km and is therefore 

representative of heating from deep convection. The similarity between Figure 2.16 and 2.11 

suggests that variability of deep heating is sufficient to capture the temperature variability 

associated with the Matsuno-Gill pattern. However, this seems to be at odds with the finding that 

stratiform LH shares high coherences with UTLS temperatures. Here we give a possible 

explanation. If the deep heating mode represented by EOF1 is primarily responsible for the 

planetary wave pattern, then this may reconcile the results in this section and the previous 

section. Since stratiform precipitation only forms after deep convection (and not shallow 

convection), Figure 2.14 shows higher coherence between stratiform LH and UTLS temperatures 

because deep convective heating always precedes stratiform precipitation. This interpretation is 

consistent with most results in the chapter, so it may be that the deep heating mode of EOF1 is 

the primary driver of the Matsuno-Gill pattern. However, this interpretation is not perfect as it 

does not directly explain why EOF2 is not associated with cooling in the East box. Since 
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stratiform heating and the deep mode both have high heating altitudes and are closely related to 

each other, we suggest that future research is necessary to delineate the role of these two LH 

sources in modulating tropical UTLS temperatures. 

 

2.6     Chapter summary 

This study examines the coupling between UTLS temperatures to equatorial LH over the Indian 

Ocean and Maritime Continent. With the goal of understanding whether the temperature 

perturbations depend on the vertical distribution of diabatic heating, we analyzed time series of 

LH spanning from 0 to 15 km in altitude and time series of temperature from 500 to 70 hPa. The 

spectral coherence and phase, derived from cross-spectral analysis, were studied to understand 

the role of heating altitude and the contribution of convective/stratiform heating to UTLS 

temperature variations. Statistically significant coherences between total heating and temperature 

are generally higher when total heating occurred above 6 km, signifying that the TTL cooling 

and upper-tropospheric warming are related to the heating altitude. Analysis of the phase and lag 

between temperature and LH shows that the vertical structure and time scale of the lags between 

LH and temperature agree well with previous studies of equatorial waves, suggesting that the 

coherence observed between LH and UTLS temperatures likely depict the coupling through 

planetary waves. The coherence between temperatures and total LH increases with the altitude of 

LH. This increase of coherence magnitude with height suggests that LH occurring at higher 

altitudes may favor the formation of the horseshoe cold trap over the MC, or that the UTLS 

temperature perturbations are coupled to circulations that form stratiform precipitation. 

 Stratiform LH, which is characterized by a higher heating peak altitude, was found to 

have higher coherences overall with UTLS temperatures. In all the studied cases, the stratiform 
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LH coherences associated with the TTL cooling in the tail region (North/South boxes) of the 

horseshoe are higher than those of convective LH. On the other hand, the coherences associated 

with the KW cooling showed negligible difference between convective and stratiform LH. EOF 

analysis suggests that UTLS cooling and warming are mostly associated with the deep 

convective heating mode. A plausible interpretation is that stratiform LH has higher coherences 

than the shallow convective LH because stratiform LH is preceded by deep convective heating.  

In the frequency domain, most statistically significant coherences between UTLS 

temperature and LH fall within the time scale of 20 to 64 days, which corresponds roughly to the 

MJO time scale of 20 to 90 days. The fact that most high coherence values occurred at MJO time 

scales, together with the findings of Kim et al. (2018a) indicating that MJO convection causes 

more pronounced dehydration than non-MJO convection, suggests that MCS in the MJO exert 

strong influence on TTL cooling and subsequent dehydration processes. This study provides 

additional evidence that the mechanism behind these effects is linked to the vertical structure of 

diabatic heating in the MJO. A distinct feature of MJO convection is its top-heavy heating profile 

as found in campaign observations (Lin et al., 2004; Kim et al., 2018b) and cloud-permitting 

simulations (Wang et al., 2015). Based on our results, we suggest that the top-heaviness of 

heating in the MJO at least partially plays a role in its prominent signal in TTL and upper-

tropospheric water vapor and temperature found here and in previous studies. 

Aspects of the problem unaddressed with our approach include the dependence of the 

atmosphere's response on background flow varying with season. Since this study uses fixed box 

locations, it is unable to account for possible shifts in the position or vertical/horizontal tilt of the 

temperature perturbations. In addition, the coexistence of MJO and MCS makes it hard to 

separate the effects of moving convection and the dynamical response to diabatic heating, 
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complicating the interpretation of the results. Our results show a significant statistical 

relationship between LH and UTLS temperatures but cannot confirm whether this connection is 

causal.  

Finally, based on the analysis presented here it is difficult to evaluate whether it is deep 

convective heating (EOF1) or stratiform heating that is most responsible for the temperature 

perturbations. It would be valuable to impose stratiform or deep convective heating in an 

idealized model simulation to evaluate how the atmospheric responses differ. 
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Chapter 3  

Influence of gravity wave temperature anomalies on 

cirrus clouds in the tropical tropopause layer 
 

3.1    Introduction 

Cirrus formation by cold temperatures in the TTL is regarded as the primary mechanism 

dehydrating air entering the stratosphere (Holton et al., 1995). Studies have shown that cirrus 

cloud occurrence strongly relates to Kelvin waves (Immler et al., 2007; Fujiwara et al., 2009) 

and gravity waves (Suzuki et al., 2013; Kim et al., 2016b), and that these waves can enhance the 

dehydration occurring inside the TTL (Schoeberl et al., 2015).  

 Previous studies on waves and cirrus clouds generally show that enhanced cirrus cloud 

occurrence tend to coincide with the gravity wave phases having negative temperature 

anomalies. Through aircraft observations of the NASA Airborne Tropical TRopopause 

EXperiment (ATTREX) campaign (Jensen et al., 2013), Kim et al. (2016b) (K16 hereafter) show 

that ice was found most frequently where the temperature anomaly (T') and vertical slope of 

temperature anomaly (dT'/dz) were both negative, bringing the latter quantity into attention as a 

possible control on cirrus formation. Since K16 showed that the occurrence of convectively-

coupled cirrus clouds had no preference towards the sign of T' or dT'/dz, the tendency of TTL 

clouds to occur in negative T' and dT'/dz likely depicts a connection between clouds and gravity 

wave perturbations. They suggest that the negative rate of change in temperature (positive 

cooling rate) inside where dT'/dz < 0, due to the downward phase propagation of gravity waves, 

may facilitate cloud formation and explain the abundance of clouds in the phase with T' < 0	 and 
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dT'/dz < 0. Another explanation of high cloud frequency in this phase is given by Podglajen et al. 

(2018) (P18 hereafter) who used a simplified set of equations to model the interaction between 

ice crystal growth, sedimentation, and gravity wave perturbations of temperature and vertical 

motion. P18 argues that in this phase the upward vertical motion acts in concert with the 

sedimentation rate of crystals with certain sizes, suspending crystals inside this wave phase as it 

descends with the downward phase propagation of the wave. Motivated by these studies, we aim 

to further explore this connection between gravity waves anomalies and cirrus clouds through 

satellite data sets. 

 This chapter utilizes temperature profiles from the RO technique which has been widely 

used to study gravity and Kelvin waves (Randel et al., 2005; Alexander et al., 2008; Scherllin-

Pirscher et al., 2017). We collocate RO profiles to cirrus cloud observations from the Cloud-

Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) (Winker et al., 2010) to 

study the relationship between gravity/Kelvin wave phases and cirrus occurrence. Especially 

within 2006 to 2014, there is a high spatial and temporal density of RO soundings from 

COSMIC, allowing a large number of collocations between RO profiles and cirrus cloud 

retrievals. 

 Collocations that are temporally close in time are used to evaluate wave perturbations 

T'	and dT'/dz in relation to cloud occurrence and properties. In addition, since the sampling of 

RO is pseudo-random in both space and time, it is possible to obtain RO profiles that are 

spatially close to CALIPSO footprints but precede or accede the time of the footprint. Using 

collocations of various time separations, we build composite time series of wave anomalies and 

cloud frequency to understand how waves are influencing TTL clouds. Finally, we use the Aura 

Microwave Limb Sounder (MLS) water vapor retrievals (Read et al., 2007) and cloud effective 
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radius (K?)  retrievals from the CloudSat/CALIPSO 2C-ICE product (Deng et al., 2013) to 

evaluate whether relative humidity and K? have connections to gravity waves as shown by P18. 

 

3.2 Data sets 

As mentioned in Section 1.4, RO data from multiple satellite missions can be used together as 

long as they are processed by the same algorithm. Here we use the re-processed atmPrf data set 

processed by the CDAAC. We use occultations from the following satellite missions: COSMIC 

(Anthes et al., 2008), Meteorological Operational Polar Satellite A/Global Navigation Satellite 

System Receiver for Atmospheric Sounding (Metop-A/GRAS) (Von Engeln et al., 2009), 

Metop-B/GRAS, and the Challenging Minisatellite Payload (CHAMP) (Wickert et al., 2001). 

The level 2 atmPrf data set provides “dry” profiles of atmospheric temperature derived by 

neglecting moisture, which is appropriate for TTL altitudes. The atmPrf provides temperature 

estimates at 30-meter vertical spacing, but the effective resolution of RO is around 200 meters in 

the tropical tropopause layer (Zeng et al., 2019). The precision of temperature is approximately 

0.5 K within 8 to 20 km (Anthes et al., 2008). 

 CALIPSO is a sun-synchronous, polar-orbiting satellite along the NASA A-Train 

formation, overpassing the equator at 0130 and 1330 local solar time. Its main instrument, the 

Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP), is a dual-wavelength lidar capable 

of detecting thin clouds with optical depths less than 0.01. We use the Level 2 V4.10 5-km Cloud 

Layer product for estimates of cloud top and base altitude and the V4.10 5-km Cloud Profile 

product for detection of clouds in 60-meter vertical bins. The CAD Score in these products is a 

measure of confidence that the detected feature is correctly classified as cloud. To ensure high 

confidence that all analyzed features are clouds, our analysis only includes CALIPSO layers and 
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bins with CAD score at or above 80 (where 100 means complete confidence in the feature being 

a cloud). Corresponding to the dates when RO data were available, we use nighttime CALIPSO 

data between 2006 and 2014. Daytime CALIPSO data were excluded due to the lower lidar 

signal-to-noise ratio of daytime CALIOP observations. 

 Estimates of K? come from the 2C-ICE product (Deng et al., 2013, 2015) which is derived 

jointly using the CloudSat radar and CALIPSO lidar observations. This product provides K? 

retrievals at 1-km footprints in 250-m vertical bins. The K? estimates from 2C-ICE compare well 

to in-situ flight measurements with a retrieval-to-flight ratio of 1.05 (Deng et al., 2013). For 

quality control, we only use K? with uncertainty (given by the re_uncertainty variable) less than 

20%. Due to a battery failure, CloudSat left the A-Train formation in 2011. After that it only 

operated in daytime and its footprint was no longer collocated to CALIPSO. For this reason, we 

limit our analysis using 2C-ICE to 2007-2010 when nighttime data was available. 

 The Aura MLS H2O product provides retrievals of water vapor mixing ratio at pressures 

at and above 316 hPa with a precision of ~0.2-0.3 ppmv (4-9%) in the stratosphere (Lambert et 

al., 2007). We use the water vapor mixing ratio to estimate relative humidity with respect to ice 

(RHi) using collocated RO temperature. Criteria for data screening follows all recommendations 

in section 3.9 of the product documentation (Livesey et al., 2017). Although Aura was launched 

in 2004, the scan of MLS did not align with that of CALIOP until May 2008. For this reason, all 

analysis involving this product uses data from 2008 to 2014. 

 

3.3 Methodology 

3.3.1  Extraction of gravity wave temperature anomalies 
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Our method for obtaining temperature perturbations (T') due to gravity waves is based on 

Alexander et al., 2008. Mean temperature profiles are calculated on grid boxes of 20° longitude 

× 5° latitude × 7 days centered on each day of year. Mean maps are made for each day between 1 

Nov 2006 and 30 April 2014. For an arbitrary RO temperature profile, the mean map centered on 

the same day as the RO profile is used to derive the corresponding mean-state profile through 

bilinear interpolation of the four grid boxes surrounding the location of the RO profile. T' is then 

obtained by removing the mean-state from the temperature profile. Since we use a 7-day mean as 

background, the resulting T' can be thought of as representing variability on timescales less than 

seven days. After T' is obtained, its vertical gradient is calculated to get dT'⁄dz. Figure 3.1 shows 

one example of temperature profile, its corresponding mean-state, and the resulting anomalies T' 

and dT'⁄dz. 

 

																																	 	

Figure 3.1 (Left) Temperature profile (solid line) from COSMIC at 155° 43' W, 18° 16' N on 1 
Jan 2007 and its corresponding mean-state (dashed). (Right) T' of the given profile and its four 
phases based on the sign of T' and dT'/dz. 
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3.3.2  Collocation of CALIPSO observations to RO profiles 

The primary goal of this work is to study cirrus occurrence and properties in relation to the four 

gravity wave phases defined in Figure 3.1 To accomplish this we collocate CALIPSO cloud 

observations to RO temperature profiles. The horizontal weighting of RO retrievals is mostly 

centered within 200 to 300 km of the perigee (tangent) point (Kursinski et al., 1997) where the 

ray experiences most bending. For this reason, we use the spatial location of the perigee point as 

basis for collocation. Since our interest lies strictly inside the TTL and the perigee point of each 

occultation ray changes with height, we determine the perigee point at the middle of the TTL by  

 

																																									 	

Figure 3.2 Schematic of collocation between RO profile and CALIPSO footprints. The perigee 
points of the RO profile throughout all altitudes are shown in the red dashed line, while the 
position of the perigee point in the middle of the TTL (17.25 km) is denoted by the red X. The 
CALIPSO 5-km product provides estimates of cloud properties at 5-km footprints, and all 
footprints within 100 km of the red X are collocated to the RO profile, as indicated by the black 
dots. Gray dots are CALIPSO footprints considered too far from the RO profile and not 
collocated. The shown RO profile was taken at approximately 0120UTC 2 Jan 2009. 
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interpolating the longitude and latitude of RO profiles to 17.25 km (middle of TTL defined as the 

average of 14.5 km and 20 km). Any CALIPSO observations within 100 km of this point are 

collocated to the RO profile for analysis. Figure 3.2 gives an example of one RO profile, its 

perigee point at 17.25 km, and the collocated CALIPSO 5-km footprints.  

We collocate RO profiles to 2C-ICE cloud retrievals in a similar manner. Unlike the 

CALIPSO 5-km products, 2C-ICE provides cloud properties at 1-km footprints and vertical bins 

of approximately 250 m. Other than this difference, the collocation method is identical to that of 

CALIPSO and RO. In May 2008 the Aura MLS was aligned to within ±10 km of CALIOP. For 

analysis involving RHi, for each CALIPSO footprint with a RO collocation, we find the closest 

MLS footprint to that CALIPSO footprint to calculate RHi. 

	

3.4    Population of clouds in wave phases 

All results below were derived from data within 20° of the equator. For convenience we will 

refer to the four gravity wave phases as follows. Phase 1: T'<0 and dT'/dz<0, Phase 2: T'<0 and 

dT'/dz>0, Phase 3: T'>0 and dT'/dz<0, and Phase 4: T'>0 and dT'/dz>0. Cold and warm phases 

refer to where T'<0 and T'>0, respectively. For the analysis presented in this section, the 

temporal requirement for collocation is that all the collocated data must be within two hours of 

each other.  

As previously mentioned, K16 (their Figure 5) found that a majority of TTL clouds in the 

ATTREX data were observed in the cold phase and that in the 2014 flight legs over the Western 

Pacific there was a higher frequency of ice inside dT'/dz<0 than in dT'/dz>0. Figure 3.3 shows 

the population of CALIPSO Cloud Profile vertical bins detected as clouds in each wave phase 
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extracted from collocated RO profiles. Throughout the entire TTL, over 50% of clouds were 

found in Phase 1. When the cloud population is examined in 1-km vertical layers (14.5 – 15.5 

km, 15.5 – 16.5 km, etc.), there is no obvious change with height and most clouds are found in 

Phase 1 followed by Phase 2 at all heights. Above 16.5 km there is a smaller fraction of clouds in 

the warm phase. A possible explanation for this may be that there are less convectively detrained 

clouds as altitude increases, increasing the likelihood of clouds having been formed by gravity 

waves. In addition, the population in Phase 2 tends to increase with height, with 38% of clouds 

above 17.5 km in Phase 2. For comparison, using K16's Figure 5 one can infer that for clouds 

above 16.5 km the cloud fraction in Phase 1, 2, 3, and 4 are 56.25%, 31.25%, 9.375%, and 

3.125% (calculated as the percentage in that phase divided by the sum all four phases), and for 

clouds below 16 km the percentages are 49.3%, 28.17%, 14.08%, and 8.45%. These ratios are 

similar to our findings, though we find less clouds in Phase 2 below 16 km. 

 

																		 	

Figure 3.3 Population of CALIPSO Cloud Profile cloud bins inside each wave phase from 1 
November 2006 to 30 April 2014. Plot (a) shows the cloud fraction for all of TTL (14.5 to 20 
km), while (b)–(e) show the population in four different 1-km layers. The percentage in 
parenthesis denote the portion of clouds found in that vertical layer relative to all TTL clouds. 
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 Cloud fractions in each phase are separated into six longitudinal belts in Figure 3.4. 

During December-January-February (DJF), the 120E-180E belt, which covers the Maritime 

Continent and Western Pacific, has the lowest cloud population in Phase 1 (52%) as well as the 

most clouds inside the warm phase (24%). Although this region is known for very low 

tropopause temperatures and high TTL cirrus frequency during boreal winter (Highwood and 

Hoskins, 1998; Sassen et al., 2009), there is also frequent deep convection (Ramage, 1968) 

which may generate clouds unrelated to gravity waves. This could partly explain the higher 

cloud population in warm phases. The influence of convection could also explain the high warm 

phase population during June-July-August (JJA) in 60E-120E where the Asian Monsoon occurs. 

In this period and region, 28% of clouds are in the warm phase and 47% is in Phase 1. 

Over 180W-120W, which approximately covers the Eastern Pacific, 56% (25%) of 

clouds fall in Phase 1 (Phase 2) during DJF. This is at odds with K16 who found that in the 2011 

and 2013 ATTREX flight legs over the Eastern Pacific there were more clouds in Phase 2 than in 

Phase 1. The 2011 flights were conducted in October and November while the 2013 flights were 

in February and March. Plots similar to Figure 3.4 made from data in Oct-Nov yielded Phase 1/2 

populations of 63%/24% while Feb-Mar yielded 58%/20%. Over this region we were not able to 

find Phase 2 having more clouds as K16 did. It is not clear what causes this difference. Their T' 

were calculated as the difference between aircraft in-situ temperature and 30-day mean 

temperature derived from RO. Since the vertical resolution of in-situ temperature measurements 

is different than that of RO, this may be one cause of the contrasting findings. Their choice of 

30-day instead of the 7-day mean implemented here may also cause differences. 

Using the cloud top and base heights from the CALIPSO Cloud Layer product 

we calculate the vertical cloud fraction in each wave phase, defined as the amount of vertical 
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Figure 3.4 Same as Figure 3.3(a) except for different longitudinal belts. Top six plots are for 
December-January-February and bottom six plots are for June-July-August. 

	

overlap between the cloud boundaries and the temperature profile segments in Figure 3.1 

corresponding to each phase. The distributions of vertical cloud fraction are shown in Figure 3.5. 

In this figure we only consider clouds with base above 14.5 km and wave phase segments whose 
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base height lie within 14.5 and 18.5 km. In phases of positive dT'/dz, the number of samples tend 

to decrease as cloud fraction increases. This trend doesn't apply for negative dT'/dz, and in Phase 

1 there is a clear increase of samples with increasing cloud fraction. The difference in trend is 

rather large since the ordinate is in log-scale. It is interesting that even in the warm phase, 

regions of negative dT'/dz are more likely to take on larger values of cloud fraction compared to 

regions of positive dT'/dz, though in comparison the role of dT'/dz seems to be stronger in the 

cold phase. Overall, Phase 1 is most distinct as it has most samples with cloud fractions of unity 

and it significantly favors higher values of vertical cloud fraction. 

 

																											 	

Figure 3.5 Distribution of vertical cloud fraction in each gravity wave phase. Note that the 
ordinate is in log-scale. Blue and red colored lines indicate the cold and warm phase, 
respectively, while the solid and dashed lines represent dT'/dz>0 and dT'/dz<0. 
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3.5 Composite time evolution of wave anomalies and cirrus 

occurrence 

Since COSMIC observations are pseudo-random in time and space, it is possible to collocate 

CALIPSO observations with RO soundings close by but having varying offsets in time. By 

binning the temperature profiles according to the time offsets, we can make a composite of T' 

showing the mean time evolution of wave anomalies relative to the cloud observation. Such an 

approach of creating composite time series has been used to study the thermodynamic budget 

before and after tropical convection (Masunaga, 2012; Masunaga and L’Ecuyer, 2014) and 

temperature anomalies associated with tropical deep convection (Paulik and Birner, 2012). 

Unlike Section 3.4, where we require that the collocated RO and CALIPSO observations 

be within two hours of each other, in this section the time difference between the two can be up 

to 35 hours. We bin RO profiles in time bins of -35 – -33, ..., -1 – 1, ... 33 – 35 hours relative to 

the CALIPSO observations, where a negative value indicates that the collocated RO profiles 

precede the CALIPSO overpass. Composites of T', dT'/dz, and buoyancy frequency (N2) 

anomaly for all collocations in 2006 to 2014 are shown in Figure 3.6. In making these 

composites we only include clouds with base above 14.5 km. Also, for statistical testing, we 

need the RO profiles used in each time bin to be unique. For this reason, only the CALIPSO 

footprint closest to the RO profile is used so that there is a one-to-one pairing between the cloud 

and RO profile. If this is not done, then the same RO profile may be reused several times due to 

the multiple collocated CALIPSO footprints as shown in Figure 3.2.   

In the T' composite of Figure 3.6, the strongest cold anomaly is found close to the cloud 

top and is coldest near hour 0. The cold anomaly contour with value below -0.6 K lasts 

approximately from -15 to +6 hours and migrates downward with time, consistent with the 
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Figure 3.6 Composite of T' (top left), dT'/dz (top right), and buoyancy frequency (N2) anomaly 
(bottom right) in height coordinate relative to cloud top. Colored contours in these three plots are 
at or above the 95% significance level according to the Student's t-test. Solid (dashed) contours 
represent positive (negative) anomalies and are at the same intervals as the colored contours. The 
abscissa denotes the time offset between the CALIPSO observation and RO sounding. The 
bottom left plot shows the number of unique RO profiles in each 2-hour time bin used to 
calculate the composites. 

	

property of gravity and Kelvin waves with upward group velocity. The alternating cold-warm 

anomaly at heights of 2 to 6 km should be due to the diurnal tide (Zeng et al., 2008; Pirscher et 

al., 2010) since we are compositing only on nighttime data from CALIPSO which always 

overpasses the equatorial region at similar local times. The number of samples in each time bin 

has a 12-hour periodicity mainly due to Metop-A/B. When only using COSMIC observations to 

make Figure 3.6 the anomaly patterns are largely the same, so the periodicity does not affect the 

composites. 
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It is noteworthy that the mean cold anomaly is centered on cloud top and not inside the 

cloud. This leads to a dipole structure in dT'/dz and buoyancy frequency anomalies with positive 

anomalies just above the cloud top and negative anomalies below. This structure shows that the 

inside of clouds (below cloud top) is likely to have negative dT'/dz, corollary to the finding by 

K16 and Figure 3.3 that a majority of clouds are found in Phase 1. Although this structure 

implies weakened stability (negative N2 anomaly) inside the cloud, it is unclear whether this 

decreased stability has connections to cloud formation or maintenance. Since negative dT'/dz 

also corresponds to upward vertical motion anomalies (assuming that these anomalies are from 

gravity waves), further study is required to separate the role of vertical motion and stability in 

how gravity and Kelvin waves influence TTL clouds. 

 

	

Figure 3.7 Same as Figure 3.6, except the composites are evaluated with respect to height above 
mean sea level instead of cloud top. Colored contours are at or above the 95% significance level 
according to the Student's t-test. Contour levels are identical to Figure 3.6. 

 

Figure 3.7 is similar to Figure 3.6 except the anomalies are not composited relative to 

cloud top but rather on height above mean sea level. In this composite, there are cold anomalies 

within 16 to 18 km, but the magnitude is weaker than that of Figure 3.6. This leads to weak 

anomalies in dT'/dz and N2. We conclude that gravity wave anomalies in Figure 3.6 are 

physically significant and have a close association with the vertical position of TTL cloud tops. 
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According to the relationship between vertical velocity and temperature anomalies based 

on linear wave theory, dT'/dz<0 corresponds to where the vertical velocity anomaly is positive. 

P18 argues that the upward vertical velocity in Phase 1 slows down the descent of ice crystal and 

suspends them inside Phase 1. Since Figure 3.6 depicts a downward propagation of wave 

anomalies, it is of interest to investigate whether the phase propagation of gravity waves also 

“carries'” clouds downward. We can explore this possibility through a similar compositing 

technique employed above. Instead of centering on the CALIPSO footprint, we centered on the 

time of RO sounding, and use the CALIPSO cloud product to calculate the cloud frequency in 

each 2-hour time bin. And instead of compositing relative to cloud top height, we composite on 

the altitude of the local minima or maxima of T'. A schematic of this compositing approach is 

given in Figure 3.8. 

In the example shown in Figure 3.8(a), at day i there is a collocated RO sounding that 

occurred within 100 km of the CALIPSO footprint but ∆M) hours after. The position of the cloud 

top and base is evaluated relative to a local T’ minimum, as shown by the magenta lines. Since 

the CALIPSO overpass occurred before this RO profile, in the compositing (shown in Figure 

3.9(b)) the observed cloud position is used to calculate the cloud fraction at ∆M) hours before the 

RO sounding. The cloud fractions are calculated on a grid of 50-m height and 2-hour time bins. 

For the collocation pair in Figure 3.8(a), the cloud fraction in the time bin corresponding to M =

−∆M) is calculated according to how much each vertical bin overlaps with the interval [ℎ)
(<), ℎ)

(:)]. 

If the collocated CALIPSO footprint has no clouds with base above 14.5 km, cloud fractions of 

zero are still tabulated in the appropriate time bin at all heights. Since any RO profile most likely 

has multiple local minima, the tabulation of cloud fraction is repeated for each local minimum in 

a T' profile. The exact same procedure is also conducted for local maxima to create a separate 
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cloud frequency composite. To focus on TTL clouds we only include clouds with base at or 

above 14.5 km. Also, we only consider local T' extrema within 14.5 to 18.5 km since a majority 

of TTL clouds are inside this height range. 

 

																		 	

Figure 3.8 Schematic for creating the composite temporal evolution of cloud frequency with 
respect to T' minima. In this example, as shown in (a), during day i there is a collocated pair of 
CALIPSO and RO observations. The RO observation occurs ∆st hours after that of CALIPSO, 
and the vertical distance between the height of local T' minimum (dashed horizontal line) and the 
cloud top (base) is depicted by the dashed (solid) magenta lines with length ut

(s) (ut
(v)). For the 

temporal compositing (b), inside the time bin corresponding to ∆st hours before observing T', the 
cloud fraction is calculated according to how much each vertical bin overlaps with the interval 
[ut

(v), ut
(s)]. The same procedure is carried out for the collocated pair at day j. Also see text for 

explanation. 
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Figure 3.9 Composite of cloud frequency with respect to local minima (first row) or maxima 
(second row) of T'. The columns correspond to composites made from subsets of T' extrema with 
magnitudes greater or equal to 0.5 K (left column), 1.0 K(middle), and 1.5 K (right). Dashed 
horizontal indicates the position of the local T' extrema. The third row shows the background 
frequency (see text for explanation). The fourth and fifth rows are the cloud frequencies 
anomalies associated with cold or warm anomalies, calculated as the difference between the 
cloud frequency composites and the background cloud frequency. Contours in the bottom two 
rows are at intervals of 1% (dashed negative), matching the filled color contours which show 
values at or above the 95% significance level. 
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The composites of cloud frequency made this way, shown in the top two rows of Figure 

3.9, can be interpreted as the likelihood of finding clouds in the vicinity of local T' extrema. The 

plotted values represent the mean cloud fraction in each time-height bin.  The first and second 

row are the cloud frequencies relative to min(T') and max(T') (local minima and maxima), 

respectively, and each column is produced from a different subset of T' extrema based on 

magnitude (|T'| > 0.5, 1.0, or 1.5). Beneath the vertical position of min(T') minima we find a lobe 

of enhanced cloud frequency and this becomes more evident as min(T') decreases. Likewise, in 

the vicinity of max(T') the cloud frequency is reduced, and this reduction also shows dependence 

on the magnitude of max(T'). Both the increased and decreased cloud frequencies have a 

downward trend consistent with the expectation that wave phases propagate downward with 

time. However, it is hard to quantitatively know which parts of these plots are true anomalies. 

For this reason, we devise a way for extracting the anomalies in these patterns and for statistical 

testing, as described below. 

 The cloud frequency composites in the top two rows of Figure 3.9 are made using the 

altitude of the T' extrema as the zero height. To generate a composite where the vertical position 

of T' extrema has no relationship with the cloud top/base height, for each T' extremum we 

generate a random altitude using uniform distribution unif(14.5,18.5) and make a separate cloud 

frequency time-height section with the random altitude as zero height, shown in the third row of 

Figure 3.9. These plots can be interpreted as the cloud frequency distribution one would expect if 

the vertical position of T' extrema has no connection to cloud top/base height. Then the 

statistically significant differences between the first/second row and the third row may signify a 

connection between wave anomalies and cloud occurrence. The distribution of cloud fraction in 

each time-height bin is similar to those shown in Figure 3.5 and therefore is not Gaussian, so the 
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Student's t-test cannot be used here. We use the two-sided two-sample Kolmogorov-Smirnov test 

(K-S test) (Hollander et al., 2015) which does not make any assumptions about the data 

distributions. This test can be used to evaluate whether two continuous or discrete probability 

distributions differ from each other. The K-S test is employed to compare the discrete cloud 

fraction distribution in each time-height bin of the first/second row to the same bin in the third 

row. The null hypothesis is that the first/second row is not different than the randomly generated 

cloud frequency pattern in the third row. 

 The fourth row of Figure 3.9 is the first row minus the third row, depicting the anomalies 

associated with min(T'), and similarly the fifth row shows the anomalies associated with max(T'). 

Colored portions of the contour denote regions with p<0.05 (95% confidence) as estimated from 

the K-S test. In these anomaly patterns it is confirmed that there is enhanced cloud occurrence 

below min(T'), and, in addition, a weak reduction of cloud occurrence above it. For the subset of 

min(T')<0.5, the positive cloud frequency anomaly peaks at 3% whereas for min(T')<1.5 it peaks 

at 6%. The anomaly patterns due to max(T') also exhibit a dipole structure with negative 

anomalies centered on the altitude of max(T') and a weak positive anomaly below. The negative 

anomalies associated with max(T') show dependence on the magnitude of max(T'), although the 

variation is not as large compared to that of min(T'). Both positive/negative anomalies associated 

with min(T')/max(T') tend to migrate downward in time, although this trend is slightly more 

apparent in the enhanced cloud occurrence of min(T'). 

 A notable difference between min(T') and max(T') is that the positive anomalies in 

min(T') occur below the altitude of min(T') while the negative anomalies in max(T') are centered 

on it. Despite Figure 3.5 suggesting that positive dT'/dz may favor clouds even in the warm 

phase, such an effect is not apparent in these composites and the eroded cloud frequency due to 
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the warm phase appears more or less symmetric about max(T'). In the cold phase, Phase 1 

statistically dominates the signal in the increased likelihood of finding TTL clouds. Although the 

predictions of P18 suggests that it may be more likely to find clouds in Phase 2 under low 

background RHi, this global analysis suggests that on average the role of Phase 1 in facilitating 

TTL clouds is dominant. 

 

3.6    Comparing satellite-observed features to theoretical 

predictions 

We want to evaluate whether P18's theoretical predictions are consistent with satellite 

observations. P18 suggests that (1) ice crystals within a confined range of K?  are suspended 

mostly in Phase 1 and partially in Phase 2, and (2) background relative humidity with respect to 

ice (RHic) influences the phase at which ice crystals are suspended. These two features are 

depicted in their Figure 2. We examine K?  and RHic in observations to see whether these 

quantities exhibit any connections to gravity waves. Although here we present analysis 

motivated by P18, we note that their study assumes no background wind in their derivations and 

simulations. 

 Figure 3.10 shows normalized K? distributions in the four wave phases as well as their 

mean and standard deviation. The collocated K? and temperature data are within two hours of 

each other. In making this plot we only use nighttime 2C-ICE data, since the information toward 

thin cirrus are mostly from lidar backscatter. Clouds above 17.5 km were omitted in this plot due 

to the low samples (~0.6% of all TTL clouds). The distributions for all phases are very similar 

regardless of height. At 14.5-15.5 km and 15.5-16.5 km, the K? distribution of Phase 1 has a 

higher peak near 16 µm. Above 16.5 km this peak is not evident, but the Phase 1 distribution has 
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higher values around 15 µm and lower values between 20 to 25 µm, slightly differentiating 

Phase 1 from the other phases. The mean K? of Phase 1 is lower than all other three phases at all 

vertical layers, but the differences are small. In summary, characteristics of K? found here are 

qualitatively consistent with P18's findings, as Phase 1 tends to have a relatively larger number 

of ice particles localized around a certain K? value (~16 µm in this case). However, we note that 

retrieving K? of thin cirrus is difficult and more research is needed to explore the K? distribution in 

gravity waves phases using a variety of observations. 

																							 	

Figure 3.10 Normalized density function of &w in each gravity wave phase for all of TTL (top 
left) and 1-km vertical layers (top right and bottom row). The mean and standard deviation (SD) 
are given in the legend. 
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As discussed in Section 3.4, K16 found that in the 2011 and 2013 ATTREX flight legs 

over the Eastern Pacific there were slightly more clouds in Phase 2 than Phase 1, whereas in the 

2014 flights over the Western Pacific Phase 1 contained the majority of clouds. P18 argues that 

this may be due to the relatively low RHic of the TTL over the Eastern Pacific. P18 solved a 

simplified set of equations describing the interaction of gravity wave perturbations and ice 

particle growth/sedimentation. Comparison of the solution using values of RHic=0.85 or 0.64 (to 

represent Western and Eastern Pacific, respectively) showed that the former results in the ice 

crystals being suspended in Phase 1 where in the latter ice particles were situated closer to the T' 

minimum which may result in a portion of particles to be inside Phase 2. Motivated by these 

results we collocate the MLS water vapor retrieval to CALISPO and RO data to evaluate 

whether observations suggest a similar dependence on RHic. 

 For each CALIPSO Cloud Profile vertical bin identified as cloud, the water vapor mixing 

ratio from the Aura MLS product is log-interpolated (as suggested by the product 

documentation) to the height of the cloud bin. To evaluate the background saturation mixing 

ratio, we interpolate the 7-day mean temperature to the cloud height since we are interested in 

the RHic instead of the actual RHi (which would include wave influence). The Goff-Gratch 

equation (Goff and Gratch, 1946) is used to get the saturation vapor pressure, and subsequently 

the saturation mixing ratio and then RHic. Figure 3.11 shows the cloud population in each phase 

partitioned by RHic values.  The subsets with RHic below 60%, 60% -80%, and above 180% tend 

to have less clouds in Phase 1 compared to the other RHic categories. The intermediate values of 

RHic (between 80% to 140%) yielded the highest fraction in Phase 1. Qualitatively, this is 

somewhat consistent with P18 since there are more clouds in Phase 2 for the lowest two RHic 

categories, but the dependence on RHic has no clear trend. We conclude that our analyses on K? 
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and RHic has some qualitative consistency with P18 but does not prove or disprove P18's 

assertions. 

 

	

Figure 3.11 Fraction of TTL clouds inside each wave phase categorized by background relative 
humidity with respect to ice (RHic). 

 

3.7    Chapter summary 

This study uses multiple satellite data sets to evaluate the influence of gravity wave perturbations 

on TTL cirrus clouds. With a focus on understanding the role of dT'/dz, the vertical gradient of 

the gravity wave temperature perturbation T', we extract T' and dT'/dz from RO observations and 

collocate them to clouds observed by CALIPSO to evaluate cloud occurrence relative to wave 

anomalies. Similar to the results of K16, we find that the phase where T’ and dT’/dz are both 

negative (Phase 1) is most frequently occupied by TTL clouds. The second most populous phase 

is where T’<0 and dT’/dz>0 (Phase 2), followed by where T’>0 and dT’/dz<0 (Phase 3) and then 
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T’>0 and dT’/dz>0 (Phase 4). We show that this relation among the four phases is more or less 

invariant with height or longitude. 

 A mean view of the temporal evolution of wave anomalies with respect to clouds is 

constructed by taking advantage of RO’s pseudo-random distribution in time and space. We 

collocate CALIPSO cloud observations to RO soundings that occur before and after the 

CALIPSO observation, and by averaging a large number of observations with different time 

separations, a composite time series of wave anomalies is presented. These composites illustrate 

that, on average, the strongest cold anomaly due to gravity waves tends to be centered on the 

height of cloud top, and this cold anomaly descends with time consistent with the downward 

phase propagation of gravity and Kelvin waves having upward group velocity. 

 In the cloud frequency composites made with respect to local T’ minima or maxima, we 

find that the decrease of cloud likelihood in the warm phase does not show clear dependence on 

the sign of dT’/dz. This is distinct from the cold phase, where cloud likelihood is increased 

mainly below min(T’) where dT’/dz is negative. In terms of wave vertical velocity anomalies 

(w’), this portion has positive w’ and is just above where the w’ is at a maximum. Together with 

existing studies, this result adds support to the idea that Phase 1 facilitates cloud formation 

and/or maintenance. Although the downward migration of the increased cloud frequency may be 

due to ice sedimentation, this cannot be the case for the decreased cloud frequency associated 

with the warm phase. Hence the downward migration of increased/decreased cloud frequency in 

the temporal composites is most likely due to waves with downward phase propagation. We also 

show that the positive or negative cloud frequency anomalies strengthen with increasing 

magnitude of T’ minima or maxima, giving evidence on a global scale that the wave amplitude is 

connected to the probability of cloud occurrence. 
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Finally, an assessment of the theoretical predictions by P18 is attempted here using 

satellite estimates of K? from 2C-ICE and RHic based on the Aura MLS H2O product. Among all 

phases, K? are distributed similarly but the distribution of Phase 1 had a slightly sharper peak than 

the other three phases and also a slightly smaller mean K?. The partitioning of cloud population 

among the four phases showed some variation with different values of RHic, with Phase 1 having 

less clouds at very low or very high RHic, but no clear trend is identified. In summary, our 

satellite-based analysis has some qualitative consistency with the results of P18 but is 

insufficient for verifying their conclusions. 

 This study adds to previous findings showing that Phase 1 has a distinct connection to 

TTL clouds. The results of K16, based on aircraft data limited to specific regions and time span, 

have been extended by our study which shows that the large amount of clouds in Phase 1 is a 

general characteristic of the TTL. Based on our composite analysis, the connection between 

wave anomalies and cloud occurrence is evident: cold anomalies are associated with the position 

of cloud top, and the amplitude of T' influences the increase or decrease in cloud frequency. The 

purpose of constructing a composite temporal evolution by piecing together collocated 

temperature and cloud observations is an attempt to study processes occurring on a timescale 

typically unobserved by satellites. Although the resulting composites are not true time series, the 

anomalies patterns depict signatures consistent with wave propagation and enhances our 

understanding of how waves are connected to TTL clouds. 

 Due to the spatial and vertical resolution of the RO technique, the waves analyzed here 

have relatively large wavelengths and low frequencies. It remains to be explored whether the 

Phase 1 of high-frequency waves are also distinct from other phases. Also, possible explanations 

for Phase 1 favoring clouds remain an open question. Since negative dT'/dz corresponds to a 
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positive cooling rate (due to downward phase propagation as explained by K16), weakened 

stability, as well as upward vertical motion wave anomalies (according to the polarization 

relationships), whether one has a stronger role in favoring clouds needs to be better understood. 
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Chapter 4 

Influence of clouds on the radiative heating and 

residual circulation of the upper troposphere and 

lower stratosphere 

 
4.1 Introduction 

Wave breaking in the midlatitude middle atmosphere leads to a “suction pump” effect that causes 

ascent in the tropics and descent in the polar regions. Since the resulting tropical ascent is 

adiabatic, air cannot cross isentropes purely due to this process. However, upward transport 

through the TTL is evident in the “tape recorder” of water vapor demonstrated by Mote et al                       

(1996) (Figure 1.3). This is possible because radiative heating in the tropical lower stratosphere 

balances the ascent due to the Brewer-Dobson circulation (BDC). The relationship between 

radiative heating and vertical motion of the BDC can be seen in Figure 4.1. The spatial pattern of 

heating is very similar to that of the BDC vertical velocity. At both 70 hPa and 100 hPa there is a 

belt of upwelling centered on the tropics, representing the upwelling portion of the BDC. The 

location and seasonal cycle of the upwelling belt correspond well to the region of positive 

radiative heating. The rate of radiative heating or cooling is determined by the local air 

composition, temperature, and also by the presence of clouds in the atmospheric column. This 

chapter focuses on the effects of clouds on the UTLS radiative heating and how these effects 

may imprint onto the shallow branch of the BDC, which consists of the tropical upwelling and 

meridional transport in the lower stratosphere (as seen in Figure 1.4). 
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Figure 4.1 (Top row) Mean radiative heating rates at 70 hPa (left) and 100 hPa (right) in 
2007-2010 calculated using 2B-FLXHR-LIDAR. (Bottom row) Vertical velocity of the Brewer 
Dobson circulation diagnosed using ERA-Interim data in 1989-2009 (Seviour et al., 2012); 
contours are in mm/s, dashed negative. 
 

4.2 Data sets 

4.2.1  2B-CLDCLASS-LIDAR and 2B-FLXHR-LIDAR  

CloudSat (Stephens et al., 2008) flies along the NASA A-Train satellite formation and profiles 

clouds using its 94-GHz Cloud Profiling Radar (CPR) with a minimum sensitivity of -30 dBZ. 

From 2007 to 2010, CloudSat and CALIPSO footprints were collocated, observing the same 

locations within 15 seconds of each other. While CALIPSO is able to detect thin clouds, its lidar 

signal cannot penetrate cloud layers with optical thickness greater than ~3. On the other hand, 

CloudSat cannot observe very thin clouds but can completely profile very thick clouds such as 

deep convective clouds. Multiple retrieval data sets take advantage of this synergy to 

characterize the atmospheric column. Due to a battery failure CloudSat left the A-Train 
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formation in early 2011. After that it only operated in daytime and its footprints were no longer 

collocated to CALIPSO. For this reason, in all chapters we limit the usage of 

CloudSat/CALIPSO to the period of 2007–2010. Also, due to the orbit of the A-Train, 

CloudSat/CALIPSO do not obtain observations above 82°N/S.  

The 2B-CLDCLASS-LIDAR algorithm (Sassen et al., 2008; Sassen et al., 2009) 

classifies cloud scenes into eight types: cirrus, altostratus, altocumulus, stratus, stratocumulus, 

cumulus, nimbostratus, and deep convective clouds. The classification is based on a fuzzy-logic 

approach taking in account the cloud altitude, temperature, optical properties, as well as the 

clouds’ horizontal and vertical morphology.  

 

											 	

Figure 4.2 Height-latitude sections of 2B-CLDCLASS-LIDAR cloud classification (top), 2C-
ICE ice cloud optical depth (middle), and 2B-FLXHR-LIDAR radiative heating rates. 
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The 2B-FLXHR-LIDAR (Henderson et al., 2013) product provides estimates of 

vertically-resolved radiative heating in 250-meter vertical bins as well as radiative fluxes at the 

top-of-atmosphere and surface. This algorithm ingests cloud properties derived from CPR and 

CALIOP and meteorological variables from ECMWF analysis to perform radiative transfer 

calculations with the BugsRad model. Figure 4.2 shows an example of radiative heating rates 

from 2B-FLXHR-LIDAR and the corresponding cloud types from 2B-CLDCLASS-LIDAR and 

cloud optical depth from 2C-ICE. 

 

4.2.2  Radio occultation temperature profiles 

Solving for the residual circulation through radiative heating rates requires the global distribution 

of potential temperature. In this chapter, the level 2 atmPrf RO temperature profiles are used to 

obtain the potential temperature in the UTLS. A description of RO can be found in Section 1.5. 

Corresponding to the CloudSat/CALIPSO data, RO profiles from 2007 to 2010 are used here. 

 

4.2.3  MERRA-2 reanalysis 

The Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2) is 

generated from the NASA Goddard Earth Observing System (GEOS) version 5 and is available 

for all dates between 1 January 1980 and the current date. The model-level fields of MERRA-2 

are available on 72 vertical layers between 0.01 hPa and the surface, and the native horizontal 

resolution is 0.5° ´ 0.625°. We use the radiative diagnostics tavg3_3d_rad_Nv for air 

temperature tendencies due to shortwave and longwave radiation. In addition, we use the daily 

average of model-level pressure, temperature, and winds, which are available from the 
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inst3_3d_asm_Nv data collection. To match the 2B-FLXHR-LIDAR data set we use MERRA-2 

reanalysis from 2007 to 2010. 

4.3 Effect of clouds on TTL radiative heating rates 

Gettelman et al. (2004) has shown that clouds tend to reduce the upwelling longwave radiation, 

resulting in a weaker radiative heating rate in the TTL. Although the high shortwave albedo of 

clouds also increases the upwelling shortwave and in turn increases the UTLS shortwave 

radiative heating rate, this effect can only partially compensate for the longwave cooling 

(Fueglistaler and Fu, 2006). Figure 4.3 and 4.4 show the mean radiative heating rates as a 

functions of cloud top height for various cloud types. The effect of clouds on radiative heating, 

calculated as the difference between cloudy and clear-sky radiative heating rates, is shown in the 

right column of Figure 4.3 and 4.4. These figures are calculated using the radiative heating 

profiles from 2B-FLXHR-LIDAR when the labeled cloud type from 2B-CLDCLASS-LIDAR is 

within the CloudSat footprint. Only footprints within 20° N/S were used in making these two 

figures. Generally, the presence of clouds tends to reduce the radiative heating rate at altitudes 

above cloud tops. This reduction is more apparent for altostratus, nimbostratus and deep 

convective clouds. For these three cloud types, the cooling effect at TTL altitudes is apparent 

when the cloud top height reaches 15 km or higher. On the other hand, cumulus, stratocumulus, 

and altocumulus are observed to have a weak effect at these heights. Cirrus clouds also has a 

weak effect when their cloud tops are below TTL altitudes. However, as summarized in Chapter 

1, most tropical cirrus occur within the TTL, and they tend to increase the local radiative heating 

rate.  

 One parameter of interest is the level of net zero radiative heating (LZRH). As Figure 1.9 

shows, in the middle and upper troposphere there is negative radiative heating, and at around 15 
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km the signs of radiative heating transitions from negative to positive. This level marks the 

LZRH. The LZRH is a quantity of interest since above this level, the positive heating rate 

implies slow ascent. In Figure 4.3 and 4.4 the mean clear-sky LZRH is marked by the dotted line 

while the LZRH in the presence of clouds is denoted by the solid lines. For altostratus, 

nimbostratus, and deep convection, the separation between cloudy and clear-sky LZRH becomes 

larger as cloud top height increases. When the cloud top reaches 14 km, the separation is close to 

1 km. The reduction of heating rate due to the presence of these clouds tends to elevate the 

LZRH. 

Clouds at low altitudes, such as cumulus, stratocumulus and altocumulus, have a minute 

effect on the LZRH, and in general they impose a very slight reduction on UTLS heating rates. 

On the other hand, the effects of cirrus clouds on the LZRH is harder to interpret. Since they are 

optically thin, cirrus clouds have little influence on the LZRH when their cloud top height is 

below it. When the cloud top height reaches 15 km and above, cirrus clouds locally impose 

additional radiative heating on the order of 1 K/day, and in the vertical structure of mean 

radiative heating rates there is a transition from radiative cooling to heating at around 14 km 

(indicated by the green solid line). This indicates that, in the presence of TTL cirrus clouds, the 

mean LZRH lie below the cirrus clouds and tend to be below the mean clear-sky LZH. In 

summary, the effects of cirrus clouds below the TTL on the LZRH is negligible, while cirrus 

situated at TTL altitudes tend to lower the LZRH significantly due to its radiative heating effect. 

In the latter case, the LZRH could be depressed to heights lower than the TTL base (~14.5 km), 

implying mean upwelling throughout all TTL altitudes.  
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Figure 4.3 (Left column) Mean radiative heating rates calculated from 2B-FLXHR-LIDAR 
footprints containing the labeled cloud type. Horizontal dotted lines indicate the level of mean 
clear-sky LZRH, solid lines denote the mean cloudy-sky LZRH, and the dashed line is where the 
y-axis height is equal to the cloud top height. Calculated from data with 20° of the equator. 
(Right column) Difference between cloudy-sky and clear-sky radiative heating rates. Positive 
values mean that the presence of clouds increase the radiative heating rate. 
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Figure 4.4 Same as Figure 4.3 except for cirrus, altostratus, and altocumulus clouds. In the left 
plot for cirrus, the green line indicates the mean LZH when cirrus clouds are inside the TTL. 

	

4.4 Global UTLS radiative heating rates under clear-sky and all-

sky conditions 

Hereafter the all-sky radiative heating rate will be referred to as Q, and the clear-sky and cloudy-

sky radiative heating rates will be Qclear and Qcloud, respectively. For 2B-FLXHR-LIDAR, Qclear is 

calculated by averaging the radiative heating rates from clear-sky CloudSat footprints, Qcloud uses 

only cloudy footprints, and Q uses all footprints. In MERRA-2, at every grid point the reanalysis 
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provides both Q and Qclear where the latter is calculated through radiative calculations assuming 

no clouds in the column. The abbreviation FLXHR will be used to refer to 2B-FLXHR-LIDAR. 

The monthly average radiative heating rates are calculated using FLXHR by binning the 

data onto 5° ´ 5° bins. The resulting zonal averages are shown in Figure 4.5. The MERRA-2 

zonal averages (Figure 4.6) are calculated by first interpolating the values onto the pressure 

levels of interest, and then averaged on the reanalysis native horizontal resolution. At 70 hPa, 

approximately the top of the TTL, there is a belt of positive radiative heating centered on the 

equator. In all the 70 hPa distributions, there is a lobe of maximum centered near 20°N from 

February to May. Inside the belt of heating, the clear-sky heating rates are higher than those of 

all-sky or cloudy-sky. This is the case in both MERRA-2 and FLXHR. The Q and Qclear from 

these two data sets are qualitative similar and exhibit similar seasonal cycles. The equatorial 

radiative heating belt in MERRA-2 is positive throughout the year, while in FLXHR Q there is 

weak cooling during August near 0°. Outside the tropics, MERRA-2 exhibits heating around 

80°N during May and June, while this heating is not present in FLXHR. 

At 100 hPa, the equatorial belt of heating is narrower than at 70 hPa. In FLXHR Q and 

Qcloud, from November to May there is a region of enhanced heating centered on the equator. 

This region is not present in Qclear. It is also not in MERRA-2. Unlike FLXHR, the Qclear 

equatorial heating of MERRA-2 is stronger than its Q, indicating that in MERRA-2 clouds tend 

to weaken the heating in the TTL. The belt of heating is also significantly wider in MERRA-2. 

At middle and high latitudes, FLXHR has stronger cooling in both the southern and northern 

hemisphere. 

The heating anomalies due to clouds, calculated as Q - Qclear, are shown in Figure 4.7. At  

70 hPa, FLXHR and MERRA-2 show a similar cloud effect at low latitudes — there is a strip of 
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Figure 4.5 2B-FLXHR-LIDAR monthly zonal averages of radiative heating rate at 70 hPa (top 
row) and 100 hPa (bottom row) through 2007–2010. Q refers to all-sky radiative heating rates, 
while Qclear and Qcloud are the clear-sky and cloudy-sky heating rates. Contours intervals are 0.1 
K/day. 

	

reduced heating around 0° to 20°N. In MERRA-2 this reduction peaks at -0.16 K/day around 

August and September, while in FLXHR it peaks at -0.14 K/day around June and July. During 

these two months there is also reduced heating from 20°N to 40°N in FLXHR but not in 

MERRA-2. The high-latitude clouds in FLXHR increases the 70 hPa heating rates, whereas 

clouds in MERRA-2 have no such effect. At 100 hPa, these two data sets exhibit significant 

differences in their cloud effects. Tropical clouds in FLXHR significantly increase the radiative 

heating at 100 hPa, peaking at +0.10 K/day. This heating is not present in MERRA-2. For 

MERRA-2, the patterns of cloud effects are quite similar between 70 and 100 hPa, with the 

former having stronger reductions in heating rates. On the other hand, the patterns at these two 
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levels are quite different in FLXHR especially inside the tropics and subtropics. At the poles, 

FLXHR has a similar pattern and magnitude of increased heating at both pressure levels. 

 

													 	

Figure 4.6 Same as Figure 4.5 except for MERRA-2. 
	

Vertical cross-sections of zonal-mean heating rates during January and July are shown in 

Figure 4.8 and 4.9 for FLXHR and MERRA-2. Overall, MERRA-2 has higher heating rates in 

the equatorial UTLS, and the belt of positive heating is wider at most heights when compared to 

FLXHR. This is true during both January and July. The polar cooling in MERRA-2 exhibits a 
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stronger seasonal cycle with winter hemisphere having stronger cooling. During July, FLXHR Q 

shows weak cooling between 50 and 60 hPa centered on the equator. This region of cooling is 

small in Qclear but large in Qcloud, illustrating the cooling effect of clouds. This is similar to the 

findings of Fueglistaer and Fu (2006) who found that thick clouds can cause cooling in the lower 

stratosphere. In comparison, both Q and Qclear of MERRA-2 is positive throughout 110-40 hPa 

within 20°S to 20°N. 

 

										 	

Figure 4.7 Difference between the all-sky (Q) and clear-sky radiative heating rate (Qclear) for 
FLXHR (left column) and MERRA-2 (right column) at 70 (top row) and 100 hPa (bottom row). 
Contour intervals are  0.02 K/Day. 
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 The cloud effects (Figure 4.10) in July is similar between FLXHR and MERRA-2. Like 

Figure 4.7, there is a region of reduced heating between 0° to 20°N. However, in FLXHR this 

region extends downward both towards the equator as well as towards ~40°N. In MERRA-2 the 

reduced heating is localized between 0° to 20°N. In the northern hemisphere, there is a positive 

cloud effect at high latitudes in both FLXHR and MERRA-2, although the former exhibits 

increased heating at around 60°N while the latter is at 80°N. In January, FLXHR has increased 

heating at and below 90 hPa. Based on Figure 4.4 it can be inferred that TTL cirrus clouds are 

responsible for the increased heating rate near the tropopause. Above 90 hPa, both MERRA-2 

and FLXHR suggest that clouds on average enhance the cooling rate of the tropical lower 

stratosphere. This cooling is positioned roughly within 20°S-0° during January and 0°-20°N in 

July. Outside the tropics, the main difference between MERRA-2 and FLXHR is that in the latter 

clouds increase the north pole radiative heating rate while the former has increased cooling 

around 60°S.  
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Figure 4.8 Height-latitude cross-section of monthly mean all-sky (Q, top row), clear-sky (Qclear, 
middle row), and cloudy-sky (Qclear, bottom row) radiative heating rates from 2B-FLXHR-
LIDAR. Left column is for January and right column is for July. Contour intervals are 0.1 K/day. 



	 91 

	

Figure 4.9 Same as Figure 4.8 except for MERRA-2. 
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Figure 4.10 Difference between the all-sky (Q) and clear-sky radiative heating rate (Qclear) from 
FLXHR (top row) and MERRA-2 (bottom row). Left column is for January and right column is 
for July. Contour intervals are 0.025 K/Day. 
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4.5 Residual velocities diagnosed from satellite data sets and 

MERRA-2 

After the Brewer (1949) proposed the BDC, subsequent studies found that the mean circulation 

in the stratosphere and mesosphere did not agree with the schematic shown in Figure 1.2. It was 

suggested by Andrews and McIntyre (1976) and others that the transport of tracers follows 

Lagrangian motions. Andrews and McIntyre (1976,1978) proposed the transformed Eulerian-

mean (TEM) framework which approximates the Lagrangian circulation in the latitude-height 

plane. In log-pressure coordinates, the TEM thermodynamic equation is 
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where the overbars indicate zonally averaged quantities, L is potential temperature, { is latitude, 

! is total diabatic heating, N is the Earth radius, �Ä = �>exp	(− ~ Ü⁄ ), and	z̅∗  and |}∗  are the 

mean residual meridional and vertical velocities under the TEM framework. The residual 

velocities are defined as 
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and the mass continuity equation is  
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In Equation (4.1), the last term on the right-hand side is small under quasi-geostrophic 

scaling. Also, for heights at and above the tropopause, diabatic heating is approximately equal to 

radiative heating. Hence Equation (4.1) is usually well approximated by  
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where !'$ = (xé' xM⁄ )$  is the zonally-averaged radiative heating rate. Since the satellite and 

reanalyses data sets used in this chapter provide radiative heating rates of air temperature 

(instead of potential temperature), !'$ needs to be multiplied by the factor (/> /⁄ )ç where è =

2/7, /> = 1000 hPa is the reference pressure, and / is pressure,. Using Equation (4.3), it can be 

shown that  

z̅∗({)âGä{ − z̅∗({Ä)âGä{Ä = −
1
�Ä
.

x
x~
(�Ä|}∗)NâGä{à0{à.

ê

êë

 (4.5) 

From fields of radiative heating rates and potential temperature, z̅∗ and |}∗ can be solved 

for by iterating Equation (4.4) and (4.5). First, as in Hitchman and Leovy (1986), we smooth 

xL̅ x{⁄  in latitude using a 1-2-1 weighting. We assume z̅∗ = 0 everywhere and use (4.4) to solve 

for |}∗. Since the total vertical mass flux across a pressure surface between the northmost and 

southmost latitude must be zero, a uniform correction is applied to |}∗ according to Shine (1989) 

to satisfy this constraint. The corrected |}∗  is then used in (4.5) is used to solve for z̅∗  by 

assuming z̅∗(−í 2)⁄ = 0 (zero meridional velocity at the south pole).  A correction to z̅∗ based 

on Murgatroyd and Singleton (1961) is applied so that the meridional velocities at the poles are 

zero. The resulting z̅∗ is then smoothed in latitude using 1-2-1 weighting and used in (4.4) again 

to solve for new estimates of |}∗. We found that convergence is quick, and five iterations is 

sufficient to obtain a solution.  

The residual mean velocities can also be calculated directly using the definitions in 

equation (4.2). We will refer to the velocities derived from equation (4.4) and (4.5) as radiative 

z̅∗ and |}∗, and velocities from (4.2) as dynamic z̅∗ and |}∗. 

Model-level MERRA-2 fields are first interpolated onto every 1 hPa between 1 and 10 

hPa, every 5 hPa between 10 and 60 hPa, and every 10 hPa between 60 and 110 hPa. The 
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dynamic residual circulation is calculating with Equation (4.2) using daily fields of winds and 

temperature from MERRA-2. The xL̅ x~⁄  term is evaluated with one-sided finite difference at 1 

hPa and 110 hPa, and with central finite difference at the interior vertical levels.  The radiative 

residual circulation of MERRA-2 is calculated by iterating Equation (4.4) and (4.5) using daily 

fields of radiative heating rates and potential temperature. The xL̅ xM⁄  term is calculated using 

central finite difference on the daily fields. Monthly averages of the residual circulations are then 

calculated by averaging the daily circulation in each month. Since our focus in this dissertation is 

on the UTLS, in the subsequent discussions we show the solutions between 110 and 40 hPa. The 

solutions at all heights are available at the end of this chapter for reference (Figure 4.20 and 

4.21). 

To obtain the radiative residual circulation using FLXHR, the zonal-mean radiative 

heating rates are calculated in 5° latitude bins for each month. Potential temperature calculated 

from the RO atmPrf temperature profiles are also binned the same way. Both radiative heating 

and potential temperature are interpolated to every 10 hPa between 40 and 110 hPa. Then the 

radiative residual circulation is solved for by iterating equation (4.4) and (4.5). The xL̅ xM⁄  term 

is calculated using central finite difference on the monthly fields. 

Figure 4.11 shows the dynamic and radiative residual velocities at 70 and 100 hPa from 

MERRA-2. Two different solutions of radiative residual velocities are shown: one obtained 

using Q and another using Qclear. At 70 hPa, the dynamic  |}∗ and z̅∗ are in good agreement with 

the radiative |}∗  and z̅∗ . In the dynamic |}∗  there are two belts of upwelling, one in each 

hemisphere. This feature is also visible in the radiative |}∗ although it is not as obvious. From 

November to March, near 20°N the dynamic z̅∗ has a maximum of 20 cm/s while the radiative 

z̅∗ maximum is around 30 cm/s. Similarly, from April to June there is a southward z̅∗ of about -
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20 cm/s in the dynamic z̅∗  and -30 cm/s in the radiative z̅∗ . These subtropical z̅∗  maxima 

represent the meridional component of the shallow BDC. Above 60°N/S, the dynamic and 

radiative |}∗ have similar amplitudes and seasonal cycles. The dynamic and radiative circulation 

overall are consistent with each other at 70 hPa. At 100 hPa however the difference is more 

apparent. The equatorial belt of upwelling is narrower in the dynamic field, and the magnitude of 

dynamic |}∗ is weaker at most latitudes and months except for at the north pole during boreal 

winter. The poleward z̅∗ in the subtropics is more confined near the equator compared to the 

radiative z̅∗ where the maxima are higher in latitude. Although the position of the z̅∗ maxima are 

				 	

Figure 4.11 (Left column) MERRA-2 dynamic residual vertical and meridional velocities (ì}∗ 
and î}∗), (middle column) radiative ì}∗ and î}∗ solved using all-sky radiative heating Q, and (right 
column) radiative ì}∗ and î}∗ solved using clear-sky radiative heating Qclear. Colored contours are 
for ì}∗  at intervals of 0.1 mm/s. Black contours are for î}∗  at intervals of 20 cm/s; dashed 
negative. 
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different, the magnitude of z̅∗ between dynamic and radiative calculations are consistent. Despite 

some differences, comparison between the dynamic and radiative circulations shows that the 

radiative solution is consistent with the dynamic counterpart. 

The solutions from Q and Qclear are very similar at 70 hPa, suggesting that at this level the 

cloud effect on the BDC is minor. The ascent in the tropics and descent at the poles are similar in 

magnitude, as are the positions and magnitudes of the subtropical z̅∗ maxima. At 100 hPa the 

differences between |}∗  derived from Q and Qclear are more apparent, indicating the stronger 

influence of clouds at this level. Above 50°N/S, these two solutions are similar. The main 

differences lie near the equator, where the |}∗ from Q has a wider belt of equatorial upwelling 

especially from October to May. Despite the wider |}∗, the magnitude is similar between the 

solutions of Q and Qclear. 

The corresponding residual velocities derived from FLXHR are shown in Figure 4.12. 

The subtropical z̅∗ maxima at 70 hPa has similar magnitudes to those of MERRA-2, and the 

latitude of these maxima are also similar. At 100 hPa the z̅∗ maxima are weaker than MERRA-2, 

and the latitude and timing of the maxima are also different. Comparing the solutions from 

FLXHR Q and Qclear, we find that, similar to MERRA-2, the cloud effect at 70 hPa is minor. The 

solution from Qclear has stronger subtropical z̅∗ maxima but its |}∗ is very similar in value and 

distribution to the Q solution. The discrepancy between Q and Qclear solutions is apparent at 100 

hPa. Unlike MERRA-2, the presence of clouds significantly increases the upwelling strength and 

the poleward z̅∗ flanking the upwelling belt. Especially in the northern hemisphere, the regions 

of subtropical z̅∗ maxima are much more diffuse in the Qclear solution. Comparison of Figure 

4.11 and 4.12 suggests that the clouds observed by CloudSat/CALIPSO has a significantly 

different effect on UTLS heating rates and BDC than the clouds in MERRA-2. 
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Figure 4.12 2B-FLXHR-LIDAR radiative ì}∗ and î}∗ calculated using Q (left column) and Qclear 
(right column) at 70 (top) and 100 hPa (bottom). Colored contours are for ì}∗ at intervals of 0.1 
mm/s. Black contours are for î}∗ at intervals of 10 cm/s; dashed negative. 

	

The difference between solutions from Q and Qclear is shown in Figure 4.13. We interpret 

this difference as the radiative cloud effect on z̅∗ and |}∗. At 70 hPa, the plots derived from 

MERRA-2 and FLXHR both indicate that the cloud effect on v* is on the order of 1 cm/s and the 

effect on |}∗ is on the order of 0.1 mm/s. At the north and south poles both MERRA-2 and 

FLXHR show an increased |}∗  which implies that clouds in both data sets tend to slightly 

dampen the polar descent of the BDC. This effect is also visible at 100 hPa, with FLXHR having 
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a higher amplitude. At low latitudes, the cloud effects at 70 hPa on |}∗ are similar in that both 

data sets have an enhanced upwelling centered around 20°S from June to August. 

 

										 	

Figure 4.13 The difference between ì}∗/î}∗ solved using Q and Qclear at 70 (top row) and 100 hPa 
(bottom). Left column is for FLXHR and right column is for MERRA-2. Colored contours are 
for ì}∗; note that the top and bottom rows have the same contour intervals (0.05 mm/s) but 
different color scales. Black contours are for î}∗ at intervals of 2 cm/s for the top row and 10 cm/s 
for the bottom row; dashed negative. 

 

The cloud effects at 100 hPa are larger in magnitude and significantly different between 

MERRA-2 and FLXHR. In FLXHR, clouds increase the upwelling near 0° and reduce the 

upwelling at the north and south flanks of the upwelling belt from November to May. This effect 
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narrows the equatorial upwelling belt while enhancing the upwelling rate in the center of the belt. 

The associated residual meridional motions are also increased due to the presence of clouds. On 

the other hand, MERRA-2 exhibits a very different cloud effect in the tropics and subtropics. 

Instead of increasing upwelling centered on the equator, there is a weak reduction of upwelling 

around 0° and two narrow belts of increased upwelling at 20°N/S. Throughout the year, z̅∗ 

anomalies are towards the equator in both the tropical northern hemisphere and tropical southern 

hemisphere. In comparison, the cloud effect in FLXHR on tropical and subtropical z̅∗ is minor 

from August to October. Tracing back to the cloud radiative heating rate anomalies in Figure 4.7, 

it could be said that this discrepancy between FLXHR and MERRA-2 can be attributed to the 

enhanced radiative heating near the equator in FLXHR. Since the source of this heating is most 

likely TTL cirrus, these results suggest that the radiative heating effect of TTL cirrus, combined 

with the radiative cooling effect of subtropical clouds, tends to increase the strength of equatorial 

ascent through the tropopause, narrow the belt of upwelling, and also increase the meridional 

residual poleward transport in the shallow branch of the BDC. 

	 Figure 4.14 and 4.15 show the vertical cross-sections of |}∗ and z̅∗ from MERRA-2 and 

FLXHR, respectively. The dynamic and radiative residual velocities from MERRA-2 have 

reasonable agreement, although below 100 hPa there are significant differences. One possible 

cause of the discrepancy is that below 100 hPa latent heating still contributes to total diabatic 

heating, so the approximation in Equation (4.4) is not appropriate at lower levels. At and above 

100 hPa, |}∗ and z̅∗ are similar in direction and magnitude though the location of the subtropical 

z̅∗  maxima is farther from the equator in the radiative solution. The equatorial upwelling in 

January is also stronger and narrower in the dynamic |}∗ , as seen earlier in Figure 4.11. 

Compared to the MERRA-2 Q solution, the subtropical z̅∗ maxima from FLXHR Q is slightly 
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higher in altitude in both January and July. The vertical depth of the subtropical z̅∗ maxima in 

FLXHR is also larger. 

																		 	

Figure 4.14 MERRA-2 January (left column) and July (right column) mean residual circulation 
calculated from dynamical fields (top), Q (middle), and Qclear (bottom). Colored contours are for 
ì}∗ at intervals of 0.1 mm/s. Black contours in units of cm/s are for î}∗ at intervals of 20 cm/s; 
dashed negative. 
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Figure 4.15 FLXHR January (left column) and July (right column) mean residual circulation 
calculated from Q (top row) and Qclear (bottom). Colored contours are for ì}∗ at intervals of 0.1 
mm/s. Black contours in units of cm/s are for î}∗ at intervals of 10 cm/s; dashed negative. 

	

 The vertical cross-sections of cloud effects on z̅∗ and |}∗ are presented in Figure 4.16. As 

discussed previously, in January the cloud effect of MERRA-2 and FLXHR are almost opposite 

in sign at tropopause altitudes (~100 hPa). Significant cloud effects are mostly found below 80 

hPa. At the north pole, FLXHR suggests that clouds increase |}∗, but MERRA-2 only exhibits a 

very weak increase. There is also a discrepancy at 60°S where an increase in |}∗  during January 

and October is found in MERRA-2 but not FLXHR. The cloud effect in April is qualitatively 
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Figure 4.16	 Differences between ì}∗/î}∗ solved using Q and Qclear for January (top row), April 
(second row), July (third row), and October (bottom row). Left column is for FLXHR and right 
column is for MERRA-2. Colored contours are for ì}∗ at intervals of 0.05 mm/s. Black contours 
are for î}∗ at intervals of 10 cm/s for the top two rows and 5 cm/s for the bottom two rows; 
dashed negative. 
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similar to January. In July and October, the cloud effect in FLXHR is weak compared to January 

and April. MERRA-2, in contrast, has stronger cloud effects on z̅∗ during July and October. 

 

4.6 Radiative influence of cirrus on the residual circulation 

Figure 4.17 shows the cloud fraction at 100 hPa derived from the 2B-CLDCLASS-LIDAR and 

MERRA-2. Apparently, in CLDCLASS there is a higher occurrence of clouds from November to 

March near the equator, most likely due to TTL cirrus clouds. In this chapter, we show that the 

tropopause level cloud effect on z̅∗ and |}∗ is due to the lack of TTL cirrus clouds in MERRA-2. 

Although outside the scope of this chapter, a high occurrence of clouds at the south pole around 

July to September is found in MERRA-2. During these months there is a high probability of 

finding polar stratospheric clouds over Antarctica (Poole and Pitts, 1994). However, these clouds 

seem to have no obvious signature in the cloud effect on radiative heating rates (Figure 4.7). 

 

 
Figure 4.17	 Cloud fraction at 100 hPa from 2B-CLDCLASS-LIDAR (left) and MERRA-2 
(right) in 2007-2010. 
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In Section 4.6, the FLXHR all-sky solutions came from Q calculated using CloudSat 

footprints containing all types of clouds as well as clear-sky footprints. Alternatively, we can 

construct Q while excluding certain cloud types. By solving Q made this way, it is possible to 

examine how specific cloud types radiatively influence the BDC. Using the cloud type 

identification from 2B-CLDCLASS-LIDAR, in this section we calculate Q without footprints 

that contain cirrus; this field will be referred to as Qnoci. It is then used to solve for the residual 

circulation in the same manner as Section 4.5. 

 Previously we have demonstrated that clouds tend to increase the tropical upwelling near 

the tropopause (in FLXHR) and suggested that the radiative heating from cirrus clouds plays a 

vital role in the enhanced upwelling. Figure 4.18 and 4.19 show the difference in radiative 

heating between Qnoci and Qclear, as well as the difference between the residual velocities 

obtained from them. Without cirrus clouds the tropopause-level heating is no longer present. At 

100 hPa, the radiative heating anomaly due to all clouds but cirrus (left column of Figure 4.18) 

now resemble the heating anomaly of MERRA-2 (Figure 4.7). The cloud effects on z̅∗ and |}∗ 

are now more similar to those of MERRA-2 (Figure 4.13), with a narrow belt of reduced |}∗ near 

the equator and equatorward z̅∗ anomalies. The vertical cross-sections of cloud effects on z̅∗ and 

|}∗, shown in Figure 4.19, also more closely resemble those of MERRA-2, especially in January. 

Without cirrus clouds, the bulk radiative effect of clouds on the BDC in boreal winter is to 

weaken the equatorial upwelling and also weaken the poleward z̅∗ in the shallow branch of the 

BDC. In contrast, TTL cirrus clouds have the opposite effect on the residual circulation in the 

UTLS. 
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Figure 4.18 (Left column) Difference in mean radiative heating rates calculated from cloudy 
CloudSat footprints without cirrus (Qnoci) and from only clear-sky footprints (Qclear). Contour 
intervals are 0.02 K/Day. (Right column) Difference between solutions of ì}∗/î}∗ using Qnoci and 
Qclear. Contour intervals are 0.05 mm/s. 
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Figure 4.19 (Left column) Vertical cross sections of the difference in mean radiative heating 
rates calculated from cloudy CloudSat footprints without cirrus (Qnoci) and from only clear-sky 
footprints (Qclear). (Right column) Difference between solutions of ì}∗/î}∗ using Qnoci and Qclear. 
Contour intervals are 0.05 mm/s. 
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4.7 Chapter summary 

In this study we utilize satellite data sets and reanalysis to assess the effect of clouds on global 

UTLS heating rates and on the shallow branch of the BDC. Similar to previous studies, we found 

that at middle and low latitudes most clouds tend to reduce the radiative heating rates of the 

UTLS. In the tropics, TTL cirrus increase the radiative heating rates within the cirrus layer. We 

found that near the poles, clouds tend to increase the UTLS radiative heating. This may be 

explained by the inversion of temperature near the surface, which imply that cloud top 

temperatures may be warmer than the surface temperature. The increased longwave upwelling 

would then explain why the polar UTLS heating rates are increased. The radiative heating 

anomalies due to clouds as represented by MERRA-2 and FLXHR were similar at the lower 

stratosphere (70 hPa) but not at 100 hPa where FLXHR contains significant positive heating 

anomalies near the equator. 

 The fields of radiative heating rates from MERRA-2 and FLXHR were used to diagnose 

the BDC by calculating the mean residual velocities under the TEM framework. The method of 

calculation was validated through the good agreement of residual velocities derived from the 

dynamical field (winds) and from radiative heating rates. By solving for the residual velocities 

using all-sky and clear-sky radiative heating, we examined the features of the BDC circulation in 

the global UTLS and how clouds radiatively influence the circulation. In both the residual 

velocities derived from FLXHR and MERRA-2, we showed that the influence of clouds is 

strongest during boreal winter where the |}∗  and z̅∗  below 80 hPa exhibit differences on the 

order of 0.1 mm/s and 10 cm/s, respectively. At higher heights, the radiative influence of clouds 

on |}∗ is slightly weaker in magnitude, and significantly weaker on z̅∗ (on the order of 1 cm/s). 

While, on average, the cloud effects represented by FLXHR is to increase the tropical upwelling 
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and also increase the poleward motion in the shallow branch of the BDC, we found the cloud 

effects in MERRA-2 to have an opposite effect. By solving for |}∗  and z̅∗  using FLXHR 

footprints without cirrus clouds, the cloud effects become similar to that of MERRA-2. This 

finding suggests that clouds other than cirrus tend to weaken the shallow BDC. However, the 

effect of TTL cirrus heating is strong and more than compensates for the weakening due to other 

cloud types. At the poles, both MERRA-2 and FLXHR showed that clouds increase |}∗ , 

implying that the polar descent of the BDC may be weakened by the increased UTLS radiative 

warming due to clouds. 

 A possible direction of future work is to account for the feedback effect of cloud radiative 

heating on atmospheric temperature. Since changes in cloud radiative heating will change the 

distribution of temperature, the meridional temperature gradients will be modified and there may 

be significant changes to the BDC. The method in this study cannot account for this, so our 

results can only be interpreted as the “radiative” influence of clouds on the BDC and not the total 

influence. Studies such as Li et al. (2017, 2019) have investigated the role of cloud radiative 

effects on midlatitude jets shifts and the tropospheric circulation by rendering clouds radiatively 

transparent in climate models. A study using this method to evaluate the interaction between 

cloud radiative effects and the BDC would be valuable, and results from our study can serve as a 

useful complement in decoupling the mechanisms through which clouds can contribute to the 

large-scale middle atmosphere circulation. 
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Figure 4.20 Same as Figure 4.14 except for 100 to 0.1 hPa. Colored contours are for ì}∗ at 
intervals of 1 mm/s. Black contours in units of cm/s are for î}∗at intervals of 40 cm/s; dashed 
negative. 

	

Figure 4.21 Difference between ì}∗/î}∗ solved from Q and Qclear, calculated from MERRA-2. 
Colored contours are for ì}∗ at intervals of 0.05 mm/s, and black contours are for î}∗ at intervals 
of 2 cm/s. 
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Chapter 5 

Summary 

 
The distribution of trace gases in the UTLS is determined largely by the BDC, which contains 

descending branches at the poles, poleward motion in the midlatitudes, and an upwelling branch 

through the TTL. Because of this, the TTL is a vital pathway of troposphere-to-stratosphere 

transport. Its temperature variability modulates the moisture of upwelling air, and cloud 

formation in the TTL is a requisite process in the dehydration of air prior to entering the 

stratosphere. The tracer transport in the TTL, and also in the global UTLS, is balanced by the 

distribution of radiative heating at these altitudes. This dissertation investigates dynamical and 

radiative processes related to the TTL and UTLS through a combination of remote sensing and 

reanalysis data sets. 

 Moisture in the tropical lower stratosphere is strongly correlated to temperatures at the 

tropical tropopause. Since a significant portion of irreversible troposphere-to-stratosphere 

transport occurs over the Maritime Continent and Western Pacific region, tropopause 

temperatures in this region play a key role in determining the amount of water vapor entering the 

stratosphere. During boreal winter, there is a large temperature minimum over this region that 

resembles the shape of a horseshoe, attributable to the stationary Rossby and Kelvin waves 

generated from tropical latent heating. Chapter 2 discusses these wave responses to tropical 

latent heating and how they may relate to the vertical distribution of latent heating and to the 

convective and stratiform components of latent heating. Using temperature and latent heating 
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retrievals from satellite observations, we show that latent heating below 6 km has weak influence 

on temperatures in the tropical UTLS. Also, we found that the stratiform component of latent 

heating has higher association with UTLS temperatures. A possible explanation for this may be 

that stratiform latent heating has a higher heating peak and therefore is more effective at 

perturbing the UTLS. However, the PCA analysis suggested that a large amount of variability is 

associated with the deep convective mode of heating. As an alternative explanation, it is possible 

that the stratiform latent heating is highly correlated with UTLS temperatures not because it 

causes the UTLS temperature anomalies through its own latent heating but because it precedes 

deep convective heating that is strong and deep enough to cause the stationary wave patterns. 

 The main contribution of this study, in our view, is demonstrating through observations 

that variations in latent heating altitude will also change the response of the TTL temperatures. 

However, it is difficult to disentangle the exact roles of stratiform or deep convective heating. As 

future work, experiments using idealized model would be valuable for studying the atmospheric 

response to heating of different depths and also different modes (i.e. convective, stratiform, and 

deep convective). In addition, our study focuses on equatorial heating. Examining the 

characteristics of off-equatorial heating from sources such as the Southern Pacific Convergence 

Zone or the Asian Monsoon, would provide useful insight for further understanding the 

processes that connect latent heating to UTLS temperature variability. 

 Cirrus formation in the TTL is an active field of research and is difficult to represent 

accurately in climate models. Gravity and Kelvin wave cause temperature perturbations (T') that 

facilitate cloud formation through cooling and increasing the relative humidity with respect to 

ice. A recent study found that, in addition to T', the vertical gradient of wave temperature 

perturbations (dT'/dz) may be important for cirrus formation and maintenance. We explore the 
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connection of TTL cirrus clouds to T' and dT'/dz in Chapter 3 using lidar observations of TTL 

cirrus and temperature soundings from RO. Clouds detected by CALIPSO were collocated to 

temperature profiles from RO to analyze the altitude of clouds in relation to wave anomalies. 

Four phases of waves were defined according to the sign of T' and dT'/dz. We found that 57% of 

all TTL clouds were observed within the phase where T'<0 and dT'/dz<0. In contrast, 24% of 

TTL clouds were within where T'<0 and dT'/dz>0. Evidently, there is a strong association of 

cloud occurrence to dT'/dz. Our work suggests that the results of Kim et al. (2016b), who showed 

through in-situ aircraft observations that a large fraction of clouds over the Pacific were found in 

T'<0 and dT'/dz<0, is a general feature of the TTL, and the role of dT'/dz is significant 

throughout the tropics and in all seasons. Aside from confirming the importance of dT'/dz, one of 

the main contributions of this work is demonstrating that the amplitude of T' is related to cloud 

occurrence. Regions with higher (lower) values of T' is associated with a lower (higher) 

probability of finding clouds.  

 Due to the vertical resolution of RO, the waves included in this study have relatively long 

wavelengths and low frequencies. It is possible that, due to the different time scales of the wave 

cooling, fast and slow waves facilitate cloud formation and maintenance in different ways. As 

such, it is currently unclear whether dT'/dz is also important for fast gravity waves. Also, how 

dT'/dz<0 is favorable for clouds remains an active subject of research. A possible approach to 

separate the roles of vertical velocity and temperature perturbations could be to impose two 

variations of gravity wave fluctuations in a numerical model. One would have the full gravity 

wave perturbation including temperature and winds, while the other would only have the 

temperature perturbations. Through this experimental setup, the behavior of the modeled cirrus 
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cloud could yield insight on whether the importance of dT'/dz comes from the vertical wind 

perturbations or from dT'/dz itself, or possibly from other factors. 

Clouds absorb, emit, and scatter radiation, and as a result contribute to the radiative 

heating and cooling of the atmosphere. Although the effects of clouds on radiative heating are 

typically strongest near or within the cloud, they can also modify the radiative heating at greater 

heights by increasing or decreasing upwelling radiation. The final study in this dissertation 

examines how clouds influence the radiative heating rates in the UTLS and in turn the shallow 

branch of the BDC. Using radiative heating rates from the CloudSat/CALIPSO 2B-FLXHR-

LIDAR algorithm and potential temperature fields from RO, we diagnose the shallow branch of 

the BDC at UTLS altitudes by solving for the residual meridional and vertical velocities under 

the TEM framework. The same method was applied to MERRA-2 radiative heating. Residual 

velocities obtained from clear-sky and cloudy-sky radiative heating rates were compared to 

assess the influence of clouds on the BDC. In 2B-FLXHR-LIDAR, enhanced radiative heating 

due to TTL cirrus was found to enhance the tropical upwelling strength and also the poleward 

velocities in the subtropics. In contrast, MERRA-2 lacks the increased heating from TTL cirrus 

and as a result the effect of clouds were to reduce the tropical upwelling and weaken the 

subtropical poleward transport. Both 2B-FLXHR-LIDAR and MERRA-2 suggests that clouds 

near the poles slightly slow the descent of the BDC. Below 80 hPa, differences of the residual 

velocities solved from clear-sky and cloudy-sky radiative heating rates are on the order of 0.1 

mm/s (vertical velocity) and 10 cm/s (meridional velocity), which are comparable to the 

magnitude of the residual velocities. Results from this study illustrate that the modulation of 

radiative heating rates by clouds can have a significant influence in the upward mass transport 

through the TTL and meridional mixing of tracers in the lower stratosphere. 
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Appendix  

Information Content of Visible and Mid-Infrared 

Radiances for Retrieving Tropical Ice Cloud 

Properties 

 
A.1   Introduction 

Clouds regulate the Earth's climate or energy balance through interactions with solar and 

terrestrial radiation (Liou, 1986). Cirrus on average cover 16.7% of the globe, and about 35% of 

cirrus clouds are found in the tropics within 15° of the equator (Sassen et al., 2008, 2009). In 

addition to radiatively influencing the climate, tropical cirrus is also linked to the amount of 

water vapor entering the stratosphere (Brewer, 1949; Jensen et al., 1996). Accurate 

representations of ice clouds are, therefore, necessary to accurately constrain climate processes in 

models. Furthermore, the manner in which clouds interact with the radiation field depends on 

their macrophysical and microphysical properties, including water path, particle size, geometric 

thickness, and height. These properties define the cloud's shortwave albedo, longwave emissivity 

and optical thickness which are fundamental to its radiative impacts. For this reason, much effort 

has been devoted to retrieving these parameters from a variety of satellite remote sensors, as well 

as surface-based observations and aircraft in-situ sampling. 

	 Passive sensors such as the Atmospheric InfraRed Sounder (AIRS) (Aumann et al., 2003) 

and the Moderate Resolution Imaging Spectroradiometer (MODIS) (Barnes et al., 1998) have 

accumulated over a decade-long record of observations that is particularly valuable for 
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evaluating clouds in the context of climate processes and inter-annual variations. Several 

retrieval techniques have been developed to make use of these observations for estimating cloud 

properties. For example, the split-window technique (Inoue, 1985) retrieves cloud optical 

thickness and effective size by a lookup-table approach using brightness temperatures in the 

window region. For optically thicker clouds, the Nakajima-King approach (Nakajima and King, 

1990) also retrieves optical thickness and effective particle size using a non-absorbing channel in 

the visible band and an absorbing channel in the near-infrared (NIR) region. For retrieving cloud 

top temperature, the CO2 slicing method (Smith and Platt, 1978) utilizes channels within 13-15 

µm to vertically position the cloud and is effective particularly for optically thin clouds. More 

recently, a number of approaches have also been developed for retrieving cloud macrophysical 

and microphysical properties simultaneously. One technique that is often adopted for this 

purpose is optimal estimation (OE) (Rodgers, 1976), which obtains an estimate that maximizes 

the a posteriori probability of the joint probability distribution between a priori estimates and the 

observations. OE has been effectively applied to global cloud retrievals using independent 

observations from MODIS (Cooper et al., 2007; Wang et al., 2016b), and AIRS (Kahn et al., 

2014). 

Maximizing the value of combining MODIS and AIRS observations requires careful 

consideration of the synergies between these instruments to improve and refine the state of 

passive retrieval techniques. In principle, OE provides a framework for optimally combining 

information from multiple instruments since it allows for any number of observations, or 

bands/channels, given that one can appropriately model the observations, their Jacobians, and the 

associated uncertainties. However, in practice, modeling the satellite-observed radiances and 

their Jacobians can be computationally expensive. As such, it is desirable to restrict the retrieval 
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to use only the channels most sensitive to the desired atmospheric state. Such channel selection is 

particularly important for hyperspectral sensors like AIRS, due to the large number of channels 

(2378), additional computational expense to calculating radiances at finer resolution (~1 cm-1), 

and the varying influence of other parameters such as atmospheric temperature and humidity on 

each channel. There is, therefore, a need for objectively selecting optimal channel sets for cloud 

retrievals that maximize information while minimizing computation time. An objective way of 

determining the most crucial channels is through quantifying changes in information content 

(IC). 

 IC can be understood by recognizing that the problem of retrieving cloud properties is an 

inverse problem in which the range of possible states is characterized by a probability 

distribution. Upon obtaining a measurement, the range of probable states is generally reduced. 

Assuming the probability density of the states are Gaussian, the IC represents the magnitude of 

such reduction. More specifically, given a set of Jacobians that represent the sensitivity of the 

observations (radiances) to the retrieval variable, and the observation errors (noise, bias, etc.), IC 

represents the capability of an observation to reduce the width of the a priori PDF of possible 

states. Applied to spectral channels of spectrometers, this quantity naturally represents the impact 

of each channel on the retrieval. For this reason, IC plays a central role in channel selection 

methodologies (Rodgers, 1996). Sofieva (2003) demonstrated an IC channel selection approach 

on measurements from the GOMOS stellar occultation instrument for finding optimal channel 

combinations to retrieve atmospheric optical thickness. The selections of optimal MODIS 

channels for the retrieval of liquid or ice clouds, respectively, were reported in L’Ecuyer et al., 

(2006) and Cooper et al. (2006). Sourdeval et al. (2015) utilized IC to analyze the feasibility of 

retrieving cloud properties in multi-layer cloud configurations. An IC channel analysis was 
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employed by Wang et al. (2016a, 2016b) to diagnose MODIS channels in an optimal estimation 

retrieval. 

 Several sensitivity studies have examined the effectiveness of infrared radiances for 

retrieving ice cloud properties. Chung et al. (2000) analyzed the sensitivity of high-resolution 

mid-infrared IR radiances to ice cloud particle size, ice water path, cloud top position and 

thickness by varying these cloud properties in radiative transfer simulations, while Huang et al. 

(2004) adopted a similar approach to examine the sensitivity of IR radiances towards cloud 

optical thickness and particle size. Kahn et al. (2004) employed a statistical approach using 

empirical orthogonal function (EOF) analysis to examine the variance of mid-infrared radiances 

due to varying ice crystal shape, effective radius, ice water path, as well cloud height and 

thickness. Similar to such approaches, IC analysis also considers the channel sensitivities 

through the Jacobian but has the added advantage of including multiple error sources, especially 

those associated with forward modeling. In addition, IC analysis is especially compatible with 

optimal estimation, as it considers the error covariances of the a priori estimates. 

In this study we apply an IC-based channel selection to identify the optimal set of AIRS 

channels for cloud property retrievals under three scenarios: a stand-alone AIRS algorithm, a 

combined AIRS-MODIS algorithm, and a combined active/passive retrieval that further utilizes 

cloud boundary information from CloudSat and CALIPSO. AIRS is a hyperspectral infrared 

spectrometer onboard the Aqua satellite with 2378 channels over wavelengths of 3.74–4.61 µm, 

6.20–8.22 µm and 8.8–15.4 µm (Aumann et al., 2003). Its spatial resolution is 13.5 km by 13.5 

km at nadir and 41 km by 21.4 km at the scan extremes. The AIRS version 6 ice cloud retrieval 

product is derived from an OE algorithm, providing estimates of the cloud thermodynamic 

phase, effective diameter (De), cloud optical thickness (COT), and cloud top temperature (Tc) at 
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the AIRS footprint resolution (Kahn et al., 2014). The OE algorithm is applied to the 27% of 

AIRS FOVs that are identified as containing an ice cloud thermodynamic phase (Jin and Nasiri, 

2014; Kahn et al., 2015). This algorithm uses 59 channels located within 8–15 µm, selected to 

include three spectral regions: CO2 slicing channels within 13.2–14.5 µm, and the window 

regions between 10–12 µm and 8.8–9.15 µm, manually picked by avoiding strong absorption 

lines and noisy channels. Although these spectral regions have been shown to have sensitivity to 

the aforementioned cloud properties (Huang et al., 2004), the channels were not optimized 

through a rigorous objective channel selection methodology. Also, it is known that some 

channels are specifically useful for certain types of clouds. For instance, the 13–15 µm region is 

effective for obtaining cloud top temperature of optically thin clouds (Smith and Platt, 1978), 

whereas for optically thick clouds, such as anvil tops, the 11 µm brightness temperature is often 

used as a proxy for its physical temperature. 

Here we apply a formal channel selection process to a variety of ice clouds objectively 

extracted using a clustering algorithm on a database of cloud retrievals from observations of 

ground radar/lidars deployed by the U. S. Department of Energy Atmospheric Radiation 

Measurement (ARM) program (Ackerman and Stokes, 2003). This diverse collection of cloud 

states spans a wide range of optical and geometrical thicknesses, particle size distributions, and 

heights, allowing optimal channels to be selected for a range of scenes appropriate for retrievals 

over the tropics. Satellite viewing geometry is considered through simulations at seven different 

viewing angles. Ocean, vegetation, and bare soil surfaces are examined separately to quantify the 

difference in optimal channel configuration over distinct land and ocean surfaces. Through 

considerations of the above factors and appropriate representations of forward model 

uncertainties, it is anticipated that the resulting AIRS channel set will be optimal for ice cloud 
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retrievals in most scenarios. In addition to AIRS, IC channel selection is also applied to MODIS, 

to gain insight into how the two instruments can be jointly used for ice cloud retrievals. 

While the wide swaths of AIRS and MODIS provide important sampling, it has been 

demonstrated that passive cloud retrievals can benefit from the more precise delineation of cloud 

boundaries afforded by active sensors. Cooper et al. (2003) for example showed that having 

accurate cloud boundary information (cloud top temperature or height) can reduce the error in 

retrieved particle size and COT. Conversely, the lack of accurate boundary information can 

cause large errors. Thus, in addition to exploring an optimized AIRS channel selection, this study 

also explores the scenario where passive retrievals may further leverage cloud boundary 

information from active radar/lidar measurements.  Both AIRS and MODIS fly aboard the Aqua 

satellite in the A-Train constellation, which includes CloudSat and CALIPSO. These sensors 

have obtained multiple years of collocated observations valuable for extracting high quality 

estimates of cloud properties. In this study, we examine the impacts of having CloudSat cloud 

top boundary on the optimal passive channels for ice cloud retrievals. 

 

A.2   Ice cloud database construction 

To account for the dynamic range of ice cloud properties found in the tropics, the IC of all AIRS 

and MODIS channels must be evaluated over a wide range of ice cloud types. The ARM 

program has deployed active ground-based sensors at multiple stationary sites in the tropical 

western pacific (TWP), Lamont, Oklahoma, and in Barrow, Alaska. For the three TWP sites, the 

"Cloud Properties and Radiative Heating Rates for TWP" (CPRHR henceforth) data set 

(Comstock et al., 2013) provides cloud microphysical properties and heating rate profiles 

retrieved from ground-based measurements by the millimeter wavelength cloud radar (Moran et 
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al., 1998) and the micropulse lidar (Spinhirne, 1993). This study uses vertical profiles of 

generalized effective ice particle size (Dge) (Fu, 1996), ice water content (IWC), and cloud phase 

provided in CPRHR. The retrieval method used by CPRHR to determine cloud microphysical 

properties depends on which of the two instruments detect clouds (radar, lidar, or both). If only 

radar detects clouds, an empirical relation based on Hogan et al. (2006) is used to obtain IWC 

and Dge from the radar reflectivity. If only lidar detects clouds, the retrieval follows the method 

outlined by Heymsfield et al., 2005. If both instruments detect clouds, the retrieval algorithm of 

Wang and Sassen (2002) is used. Uncertainties in the CPRHR data set are evaluated in Comstock 

et al. 2013 but it is noted that the analysis conducted here is not sensitive to the accuracy of this 

input data set. It merely serves to provide a realistic distribution of cloud scenes that spans the 

range of regimes expected in the tropics. 

For the TWP site at Darwin, Australia, the CPRHR covers approximately six years from 

2005 to 2011. Performing IC analysis on all clouds available is not feasible and redundant, as 

many clouds may have similar features. To reduce redundancy and provide a tractable set of 

unique cloud types that span the range of clouds observed in nature, we use the k-means 

clustering algorithm, which partitions the data into k (user-specified) clusters. The k-means 

algorithm initializes k centroids, assigns each data point to the closest centroid, and then perturbs 

the centroid positions to minimize the sum of Euclidean distance between all data points and 

their respective centroids (Wilks, 2011). For clustering the cloud profiles, we define five features 

that describe each cloud: mean De, mean IWC, cloud top height, Tc, and cloud geometric 

thickness. The clustering analysis is limited to single-layer ice clouds whose Tc is below 253.15 

K; clouds not meeting these criteria are excluded. 
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The choice of k is based on the criterion that the intra-cluster spread of COT should be 

small, so that all clouds in the cluster are well-represented by the cluster center. This is to ensure 

that the channels selected for each cloud type can be associated with its occurrence frequency in  

	

Figure A.1 Distribution of cluster center COTs from k = 50, 100, 200, 400 and 700 clusters. 
Error bars represent the intra-cluster standard deviation. Gray dots indicate clusters deemed 
unusable, due to its standard deviation being greater than the center value. 

	

the channel selection process. As a simple quantitative test of this requirement, we require that 

the standard deviation of COT be less than the center value. Figure A.1 shows the application of 

this criterion onto clusters resulting from various choices of k. With relatively smaller numbers 
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of clusters (k=50, 100, 200), many clusters have a large standard deviation, and are therefore too 

broad for our analysis. Furthermore, choosing a smaller k leaves very few thin cloud clusters, 

which are among the most populous and important ice cloud types. Even at k=400, clusters with 

narrow COT ranges remain quite sparse. Through experimentation it was determined that k=700 

adequately represents the spectrum of ice clouds in the composite ARM TWP data set. 

 

																								 	

Figure A.2 Top row: Density plots of all data before clustering, for geometric thickness versus 
mean De (top left), and Tc versus mean IWC (top right). Bottom row: Scatter plot of cluster 
centers; gray stars indicate clusters not used in the simulations due to particle size being outside 
the valid range of the ice crystal scattering properties. Cluster used in the IC analysis are 
represented as stars colored by COT. 

	

Figure A.2 compares the raw data (before clustering) to the clustering result. Before 

clustering, there were approximately 4.14*105 single-layer clouds of ice phase with temperatures 
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below 253.15 K. After clustering using k=700, the resulting cluster centers span the complete 

range of cloud properties present in the raw data set. Due to the limitations of the ice crystal 

scattering property data set (Baum et al., 2014), which is limited to De between 10 and 120 µm, 

348 out of the 700 clusters were usable (shown as colored stars in the bottom row of Figure A.2). 

The number of clouds included by the 348 clusters is approximately 2.19*105. Scatter plots of 

cluster centers show that the centers cover a dynamic range comparable to the raw data set in 

every cloud property aside from particle size. 

 

A.3 Channel selection using information content 

A.3.1 Radiative transfer model 

A model based on the Vector Linearized Discrete Ordinate Radiative Transfer model 

(VLIDORT) (Spurr, 2006) is used to simulate radiances and Jacobians. The High-Resolution 

Transmission Molecular Absorption (HITRAN; Rothman et al., 2009) database was used for gas 

attenuation, and the treatment of Rayleigh scattering follows the methodology of Bodhaine et al. 

1999. Line-by-line radiances and Jacobians simulated with this model were convolved with 

AIRS and Aqua MODIS spectral response functions (SRF) in order to simulate the satellite-

observed radiances. It is assumed that all simulated AIRS and MODIS radiances are overcast 

(100% cloud fraction), and that AIRS and MODIS pixel sizes are the same. 

 Time-collocated temperature and humidity profiles for the CPRHR data set are obtained 

from the Merged Sounding (MERGESONDE) product (Troyan, 2012) also available from ARM. 

Trace gas profiles come from two sources: Air Force Geophysics Laboratory atmospheric 

constituent profiles (Anderson et al., 1986), and the Monitoring Atmospheric Composition and 

Climate (MACC) reanalysis (Inness et al., 2013). The vertical resolution of input profiles for 
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each simulation was approximately 250 m inside clouds, and 1 km outside of clouds for pressure 

levels below 50 hPa; above 50 hPa, levels are specified at 30, 20, 10, and 1 hPa. 

 Radiances and Jacobians were simulated over three surface types: ocean, vegetation, and 

bare soil. The former uses ocean spectral emissivities derived from Hale and Querry (1973) and 

Sidran (1981), while the vegetation and bare soil are represented by grass and loamy sand 

spectral emissivities from the Advanced Spaceborne Thermal Emission Reflection Radiometer 

(ASTER) spectral library (Baldridge et al., 2009). Spectral emissivities of these three surface 

types are shown in Figure A.3. All simulations assume daytime conditions with a solar zenith 

angle of 20°, at seven different viewing angles ±45°, ±30°, ±15°, and 0°, where negative angles 

indicate that the sensor is on the same side of the sun. 

 

	

Figure A.3 Spectral emissivities of ocean, vegetation (grass), and bare soil (loamy sand). 

A.3.2 Information content 

The information content analysis conducted here is rooted in the concept of Shannon entropy 

introduced by Shannon and Weaver (1949): 
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ï(C) = −ñC(A))óG-IòC(A))ô.
)

 (A1) 

The Shannon entropy (SE) is related to the number of possible states of any random variable. 

Specifically, the SE in bits is the number of binary digits required to represent the possible range 

of outcomes. For example, the outcome of a coin can be represented by one bit since there are 

only two possible outcomes (heads or tails). In this case, the SE would be 1. With two coins, the 

SE increases to 2, and so on. The concept of SE has been frequently used in remote sensing to 

quantify the extent to which measurements reduce the SE, or, equivalently, the possible solution 

space of a retrieved variable. This represents a reduction of uncertainty or increased knowledge 

of the variable so it is desirable to find measurements that can offer the greatest reduction in SE, 

i.e. the most IC. One implied assumption here is that the retrieved variables follow Gaussian 

distributions. Otherwise, the Shannon entropy may not be an appropriate measure of information 

(Petty, 2018). 

Let the probability density function (PDF) of the cloud property, x, to be retrieved be 

P0(x) and P1(x) before and after making a measurement, respectively. The IC of the measurement 

H can be formally defined as the difference in entropy S of the two PDFs: 

Ü = ï(CÄ) − ï(C"). (A2) 

Rodgers (2000) has shown that the multivariate Gaussian distribution for a vector of retrieved 

variables is 

ïòC(A)ô = â +
1
2
ln	 |õú| (A3) 

where c is a constant and õú is the error covariance matrix of the retrieved variables. It follows 

that the IC of a measurement can be expressed as 
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(A4) 

where õù and õü are the prior and posterior error covariance matrices of the retrieved variables, 

respectively. In our analysis, õù is obtained from the climatological standard deviation of the 

retrieved cloud properties in the ARM TWP data set. Given the Jacobian ° of the measurement 

with respect to the retrieved variables and the total error covariance of the measurements, õ¢, õü 

can be expressed as 

õü = (°£õ¢h"° + õùh")h" (A5) 

which is used in Equation A4 to calculate the IC of the measurements. We define the Jacobian ° 

as  
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 (A6) 

where Qß6 is the radiance of channel i at wavelength z), COT is cloud optical thickness, De is 

effective diameter, Tc is cloud top temperature, and N is the total number of channels.  

 To apply equation A4 to a single channel, we take the row of ° corresponding to the 

channel number i, ≥t , and assume the observation error covariance is diagonal, so that each 

channel has an associated error variance ¥)hI. Then the IC of a single channel can be written as 

Ü =
1
2
lnûõùò≥t

£¥)
hI≥t + õùh†ôû (A7) 
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=
1
2
lnû¥)

hIõù≥t
£≥t + µû. 

We use a sequential selection procedure similar to that described by Sofieva (2003) to 

identify the optimal set of channels for retrieving the properties of each cluster at all seven 

viewing angles over three surface types. Figure A4 depicts the process graphically. To begin, 

Equation A7 is used to calculate the IC of each channel (shown as the magenta line in Figure 

A4). When the IC of all channels are determined, we select the channel with highest IC (shown 

as the magenta star). After this first selection, the selected channel is "added" to the a priori error 

covariance matrix by 

õù,∂∑∏ = (≥t
£¥)

hI≥t + õùh†)h" (A8) 

 

	

Figure A.4 Demonstration of channel selection using IC: AIRS Information spectrum before 
channel selection (magenta), after adding the 936.78 cm-1 channel to the a priori error covariance 
matrix (teal), and after adding both 936.78 cm-1 and 2616.38 cm-1 channels (maroon). Stars 
indicate the channel with highest IC during each step. 
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We can now calculate the IC of every channel again (teal line in Figure A4) with respect to the 

updated a priori error covariance matrix. From the new IC spectrum we can select a channel that 

yields the most complimentary information to the first. This process is then repeated to select the 

desired number of channels. 

The number of channels to select may be determined from the degree of freedom for 

signal (DOF), which can be calculated as 

0> = MK([°π£°π + µ]h"°π£°π) (A9) 

where °π = õ¢
h
®
≠°õù

®
≠ . The DOF cannot be larger than the number of retrieved variables, which is 

three in our case (COT, De, Tc). We found that the DOF of most clusters were typically slightly 

above 2. Since more than two channels are needed to take advantage of a DOF above 2, for each 

cluster we make three channel selections. 

	

A.3.3 Uncertainty sources 

Channel selection depends on the uncertainties of each channel (L’Ecuyer et al., 2006), as 

described by the total error covariance õ¢ . This matrix includes the measurement error 

covariance matrix, which characterizes the uncertainty in the observed radiances, as well as 

systematic forward modeling uncertainties, i.e. uncertainties in the simulated radiances caused by 

inherent errors in the parameters used in the forward model. For instance, atmospheric 

thermodynamic profiles taken from any source, whether they derive from radiosondes, 

reanalyses, or satellite retrievals, all have associated errors. Radiances forward-modeled using 

these profiles will unavoidably deviate from the actual observations. Uncertainties of this type 

can be estimated for each input source by randomly perturbing the input profiles and using the 
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resulting radiances to estimate the error covariance matrix. The resulting magnitudes of each 

forward model uncertainty are summarized as a percentage relative to the mean radiances in 

Figure A.5. Other error sources, such as spatial inhomogeneity and three-dimensional effects, are 

much harder to estimate and are not treated in this study. 

 The separate error covariance matrices can by combined as a sum if we assume all 

sources are uncorrelated with each other. The total error covariance matrix, which contains all 

uncertainties, is 

õ¢ = õ∫ + õª + õ∏º + õΩæø¿¡ + õæ∑¬√ƒ√≈ (A10) 

where õ∫  is the instrument error covariance matrix, õª  represents the uncertainty due to  

temperature, õ∏º  due to humidity, õΩæø¿¡  due to ice crystal assumptions, and õæ∑¬√ƒ√≈  due to 

aerosols. 

											 	

Figure A.5 Uncertainty due to the specified source for AIRS (left column) and MODIS (right 
column) channels. Percentages indicate the magnitude of the error standard deviation relative to 
the mean radiance of the simulations used to generate each uncertainty. 
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To generate the uncertainties due to temperature, we assume that for every temperature 

profile, the temperature at each layer is a Gaussian-distributed random variable with an 

associated standard deviation. It is also assumed that errors in different layers are uncorrelated. 

We assume that the temperature error standard deviation at each layer is 1.5 K, consistent with 

documented errors in AIRS temperature profile retrievals at 1-kilometer resolution (Divakarla et 

al., 2006). A temperature profile from the MERGESONDE data set at Darwin, Australia was 

used to generate 600 profiles by randomly sampling temperatures at each layer from the 

appropriate Gaussian distributions. A set of AIRS and MODIS radiances was generated for each 

of these profiles and the covariance matrix of the resulting radiances was then used as the error 

covariance matrix due to temperature profile errors. The error covariance matrix includes off-

diagonal elements that represent covariances between errors in different channels. 

Figures A.5a and A.5b show the diagonal elements of this error covariance matrix that 

represents the uncertainty due to temperature profile errors. Uncertainties due to temperature are 

typically less than 3% of the mean radiance for most AIRS channels. Temperature uncertainties 

are highest around 2200–2400 cm−1 (4.5–4.2 μm), approaching almost 7% at around 2300 cm−1 

(4.35 μm). Uncertainties across all MODIS bands are less than 2% with the highest values 

reaching 1.5% at 4.5 and 6.7 μm (2200 and 1492 cm−1). 

The temperature error covariance matrices, together with the others that have off-

diagonal elements, are visualized in Figure A.6. For ease of interpretation, the matrices are 

plotted in terms of percentages relative to the mean radiances. Each element is calculated as 
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								¥),∆ < Õ

 (A11) 

where â),∆ is the plotted value, ¥),∆ is the (i, j) element in the covariance matrix, and Q)̅, Q∆̅ are the 

mean radiances of channel i and j. Plotted this way, the diagonals will have identical values to 

Figure A.5. For the temperature error covariance matrices, covariances are strongest between the 

region near 2300 cm−1 (4.3 μm) and 650 cm−1 (15.4 μm). 

 The diagonals of the error covariance matrix due to uncertainty in the assumed humidity 

profile were constructed using water vapor Jacobians from the RTM. Given the specific humidity 

weighting functions xQß xln	 œ(~))⁄  at each wavelength z  the standard deviation can be 

calculated using 

¥–,ß = ñ
xQß

xœ(~))
—
UNC(~))
100%

œ(~))‘

’≈æ∫∑¬

t

 

= ñ
xQß

x ln œ(~))
ã
UNC(~))
100%

å

’≈æ∫∑¬

t

 

(A12) 

where UNC(~))  is the uncertainty in specific humidity in percentage relative to the specific 

humidity at height ~). Based on Divakarla et al. (2006), the uncertainty in specific humidity was 

assumed to be 20% at the surface and linearly increases to 50% at 250 hPa. At all altitudes above 

250 hPa, the uncertainty was assumed to be 50%. The standard deviations at all wavelengths, 

calculated by equation A12, make up the diagonal of the error covariance matrix. To obtain the 

off diagonals, a method similar to the temperature uncertainty is used, where 600 profiles were 

generated by randomly sampling humidity at each layer using the appropriate standard deviation. 



	134 

The correlation matrix of the radiances was then used to construct the off-diagonal elements of 

the error covariance matrix. 

																								 	

Figure A.6 Visualization of (top row) AIRS and (bottom row) MODIS error covariance matrices 
for temperature, humidity, and assumptions in the ice crystal habit and particle size distribution, 
calculated using equation (11). In the top row, the white gaps are regions where AIRS does not 
have channels. 

The relative magnitudes of humidity uncertainties are shown in Figures A.5c and A.5d. 

As expected, humidity errors induce the largest uncertainty in AIRS channels within the water 

vapor absorption regions between 1200 and 1600 cm−1 (8.3 and 6.3 μm), peaking at around 10%. 

In the same spectral region, MODIS uncertainties increase to 8%, but the maximum is 16% at 

0.9 μm where water vapor has low transmission (Eldridge, 1967). Covariances among channels 

are localized in the water vapor absorption bands, for example, within 1200 and 1600 cm−1 for 

AIRS (Figure A.6). In MODIS channels, these wavelengths have high covariances as well, 

although the magnitudes are higher in the near-infrared water vapor absorption bands, such as 

1.38, 0.94, and 0.91 μm. 
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Another source of uncertainty is the assumption of ice crystal habit and particle size 

distribution (PSD). To estimate these uncertainties, 30 different clouds ranging from optically 

thin (0.009) to thick (7.4) from the clustering analysis were used to simulate radiances. For each 

cluster, nine different habit and PSD combinations were assumed, as listed in Table A.1. The 

first three habit/PSD types were adopted from Baum et al. (2014), where the PSD was based on a 

collection of in situ campaigns. For the last six types, whose scattering properties are described 

by Yang et al. (2013), an exponential distribution and two different gamma distributions were 

specified. The gamma distributions are based on equation (2.56) of Hansen and Travis (1974): 

O(K) = OÄK
"h÷<
÷ T

$
<$5 (A13) 

where b is a unitless factor controlling the shape of the distribution. To obtain the covariance 

matrix, the intracluster mean was first removed from the simulated radiances for every cluster.  

 

	

Table A.1  List of Habit and PSD Combinations for Obtaining the Habit/PSD Uncertainties. 
	

The resulting radiances can be then interpreted as the perturbations about the mean due to the 

assumed habit and PSD, resulting in 270 sets of radiance perturbations that define the uncertainty 

covariance matrix.	
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 As shown in Figures A.5e and A.5f, uncertainties are under 2% for AIRS channels within 

650 cm−1 to 1630 cm−1 (15.4 to 6.1 μm). Above 2200 cm−1 (4.55 μm), the uncertainty becomes 

significantly higher in many channels, notably at 2390 cm−1 (4.2 μm) where the uncertainty 

peaks at 10%. MODIS channels in the NIR and visible suffer more notably from this type of 

uncertainty. Below 4 μm, all uncertainties are above 5%, exceeding 10% in many of the visible 

bands, with the highest value being 30% at 1.375 μm. The magnitude of these uncertainties is 

mostly consistent with Cooper et al. (2006) who reported that uncertainties of this type are 

typically less than 5% in the infrared and grow to around 20–30% in the visible. By comparing 

the habit/PSD error covariance matrices of AIRS and MODIS (Figure A.6), it is apparent that 

habit/PSD errors covariances are more significant in MODIS visible and near-infrared channels. 

 Since visible and NIR channels are sensitive to aerosols, the presence of aerosols in 

cloudy scenes should also be considered a source of uncertainty. We estimated this uncertainty 

by extracting the mean aerosol optical thickness (AOT) in the tropics (20°N–20°S) during 2007 

from the MACC reanalysis for four different aerosol types: sea salt, organic carbon, soot, and 

sulfate. The sum of these four average AOTs was around 0.14. These AOTs were distributed 

vertically by assuming an exponential distribution with an e-folding height of 3 km. The mean 

radiance perturbation due to aerosols over all clusters were assumed to be the standard deviations 

for the diagonal of the aerosol error covariance matrix. Aerosol uncertainties in AIRS channels 

are less than 0.5% in all channels. Aerosols have a much more prominent effect on MODIS 

radiances, peaking at around 4.5% at the 0.74 μm band. One source of aerosol that we have not 

included is dust, which can be a major source of aerosols in North Africa and the Middle East. 

However, the AOT value used here (0.14) should be representative of the mean AOT in the 

tropics outside of these areas (Hsu et al., 2012). As such, the aerosol uncertainty used in this 
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study should be adequate for most scenarios, and the addition of dust is unlikely to significantly 

impact the magnitude and spectral characteristics of aerosol uncertainty. 

 The instrument uncertainty matrix õ∫ is assumed to be diagonal. The error variances of 

MODIS solar reflective bands were derived using the instrument signal-to-noise ratio provided 

by Xiong et al. (2003a), and the error variances of MODIS thermal bands were derived from 

nedT values from Xiong et al. (2003b). Error variances of AIRS channels were derived using the 

nedT values provided in the channel property files available at 

https://disc.gsfc.nasa.gov/AIRS/documentation/v6_docs/v6releasedocs-1/v6-chan-prop-files.zip. 

 

A.4   Optimal channels for ice cloud retrievals 

Using the IC approach, we select optimal channels for retrieving COT, De, and, Tc. All three 

parameters are fundamental to the radiative characteristics, as COT and De controls the scattering 

and absorption characteristics of the cloud, and Tc is an indicator of outgoing longwave 

radiation. The channel selection process described in the previous section was carried out for 

every cluster, over all viewing angles, over three surfaces types: ocean, vegetation, and bare soil. 

 

A.4.1 Stand-alone AIRS retrievals 

Results from simulations over ocean are presented as a baseline, since retrievals over ocean are 

less problematic than over land surfaces. Figure A.7 shows the number of times that AIRS 

channels in each 5 cm−1 spectral bin are selected from all retrieval simulations over an oceanic 

surface. The results clearly identify a small sub-set of preferred spectral ranges for AIRS ice 

cloud retrievals around 930, 2400, and 2630 cm−1 (10.75, 4.17, and 3.80 μm). These regions 

contain the most information overall, independent of COT, but some channels around 700 cm−1 
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(14.3 μm) become important for retrieving thinner clouds. The IC selections favored CO2 slicing 

channels near 2400 cm−1 (4.2 μm) in the shortwave infrared (SWIR) over the midinfrared 

channels around 700 cm−1. Although in the SWIR region (2380 to 2600 cm−1) the uncertainties 

due to habit/PSD are higher than those at other wavelengths, there is less absorption from other 

gases that could increase uncertainties at longer wavelengths causing retrievals to favor the 

SWIR. 

	

Figure A.7 (Top) Number of AIRS channel selections within each 5 cm−1 bin for ocean surface 
simulations, over all clusters and all viewing angles, categorized by COT. (Bottom) Total 
number of AIRS channel selections within each 5 cm−1 bin. 

	

	 It is known that the usage of SWIR radiances includes some complications, such as solar 

contamination and non-LTE effects. However, the AIRS version 6 temperature retrieval has 

experienced improvement in temperature retrievals over version 5 after including and 

appropriately preprocessing SWIR channels (Susskind et al., 2014). Given that temperature 

sounding retrievals have benefited from the addition of SWIR channels, it is plausible that these 

channels can potentially improve cloud temperature retrievals as well. 
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 The order in which the channels were selected is also shown in Figure A.7, indicating the 

relative importance of each spectral region. CO2 slicing channels were rarely selected first; most 

of the first selections occurred in the 2600 and 930 cm−1 (3.8 and 10.8 μm) regions, which 

suggests that overall the AIRS measurements carry more information for COT and De than Tc. 

To verify this, a singular value decomposition (SVD) is applied to °π , revealing why each 

channel is selected. 

 Analysis of °π  is valuable because it determines the effective rank of the problem 

(Rodgers, 2000). SVD is similar to eigenvalue decomposition but can also be applied to non-

square matrices such as °π . SVD decomposes a matrix into a set of singular values and singular 

vectors. In this application, the singular values give a relative estimate of precision, while the 

singular vectors indicate which retrieved variables are being measured. Also, since the singular 

vectors are orthogonal, SVD can show whether retrieved variables can be measured 

independently. For this reason, using SVD to decompose °π  reveals what spectral regions were 

most impactful toward retrieving COT, De,or Tc. In conjunction with the IC channel selection, 

SVD gives insight into why the channels were selected and which variables the select channels 

help retrieve. Singular value decomposition of the matrix °π  can be expressed as 

°π = ◊ÿŸ£. (A14) 

Each column vector of ◊ is the basis in the measurement space and can be interpreted to be 

“measuring” the retrieved variables as indicated by the corresponding singular vectors (column 

vectors of Ÿ). The singular values in ÿ  represent the weighting of the corresponding basis 

(Rodgers, 2000). Figure A.8 shows an example of SVD applied to a cloud with COT of about 

1.36. The highest weighted singular vector (first column of Ÿ) shows highest magnitudes for 

COT and then De, indicating that the corresponding measurement basis contributes most to these 
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two variables, while its contribution to Tc is much smaller. It is expected that the channels with 

highest values in the most heavily weighted basis were the ones picked first in the channel 

selection process. 

 In most cases, the singular vectors do not point to just one retrieval variable, making it 

hard to interpret which channels impact each variable. However, since the singular vectors are 

orthogonal, it is possible to apply transformations so that the singular vectors point to one 

retrieval variable only. Let v"¤¤¤⃑ , vI¤¤¤⃑ , v÷¤¤¤⃑   be the column vectors of Ÿ so that Ÿ = [v"¤¤¤⃑ , vI¤¤¤⃑ , v÷¤¤¤⃑ ]. We 

would like to find coefficients â⃑ = [â", âI, â÷] such that 

â"v"¤¤¤⃑ + âIvI¤¤¤⃑ + â÷v÷¤¤¤⃑ = ›
1
0
0
fi 	or	 ›

0
1
0
fi 	or	 ›

0
0
1
fi (A15) 

where the vector [1 0 0]· represents a singular vector with a nonzero component only in the 

direction of COT, [0 1 0]·one with nonzero component only for De, and so on. Equivalently, 

Ÿâ⃑ = ›
1
0
0
fi 	or	 ›

0
1
0
fi 	or	 ›

0
0
1
fi. (A16) 

Then â⃑ can be solved by 

â⃑ = Ÿh† ∗ —›
1
0
0
fi 	or	 ›

0
1
0
fi 	or	 ›

0
0
1
fi‘. (A17) 

By multiplying â⃑ onto ◊, we get ‚′¤¤¤⃑ = ◊â⃑, where ‚′¤¤¤⃑  is a measurement basis that corresponds to a 

singular vector of [1 0 0]· or [0 1 0]· or [0 0 1]·. The measurement basis ‚′¤¤¤⃑  isolates 

each individual retrieval variable. The weightings (singular values) of each transformed basis 

may be also calculated by 

„à = |â"|„" + |âI|„I + |â÷|„÷ (A18) 
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where „" , „I , and „÷  are the singular values (diagonal elements of Ÿ) corresponding to the 

untransformed bases. Figure A.9 shows the result of applying the transformation onto the vectors 

of Figure A.8. After this transformation, it is now seen that, for this particular cloud, channels 

near 2600 cm−1 (3.85 μm) primarily constrain COT. Also, the transformed basis corresponding to 

COT and De have higher weights relative to that of Tc, indicating that the channel constraining Tc 

is likely to have been selected last. 

 

																	 	

Figure A.8 (Left column) Singular vectors and (right column) their corresponding basis in 
measurement space for a cloud with a COT of 1.36. The singular vectors indicate which 
retrieved variables the measurement bases help constrain. In the top row, for instance, since the 
singular vector value for Tc is near zero, the measurement basis on the right does not help 
retrieve Tc but rather contribute most to COT and then, to a lesser magnitude, to De. The values 
shown on the top part are the singular value from ÿ of equation (A14). 
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Figure A.9 (Left column) Transformed singular vectors and (right column) their corresponding 
measurement basis after applying the transformation of equation (A17) onto the same cloud as 
used in Figure A.8. After the transformation, the singular vectors point only to one retrieval 
variable, and the measurement basis can be interpreted to be contributing to one variable only. 

Using the weights calculated from equation (A18), the weighted average of measurement 

bases over all clusters and viewing angles were calculated, as shown in Figure A.10. The average 

bases of AIRS for De and Tc both have high magnitudes in the SWIR, explaining the tendency of 

IC to select channels in this spectral region. In particular, the peak near 2640 cm−1 (3.79 μm) 

coincides with the most selected channel in Figure A.7. Highest values in the average AIRS basis 

for COT occur in the window region near 1000 cm−1 (10 μm). In the AIRS basis for De, channels 

throughout the 800–1000 cm−1 (12.5-10 μm) have peak magnitudes of around 0.02, while the 

largest magnitude (−0.07) occurs around 2640 cm−1 (3.79 μm). This indicates that although the 

window channels are potent for retrieving De, the SWIR channels may be a better alternative. 

Another feature of the AIRS De basis is that the thin cloud basis overall has larger magnitudes 

than the thick cloud basis, implying that most AIRS channels perform better for retrieving De of 
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thinner clouds. The average AIRS basis for temperature has peaks at 700, 1000, 2200, 2245, 

2380, 2630, and 2660 cm−1 (14.3, 10, 4.55, 4.45, 4.2, 3.80, and 3.76 μm). The spectral regions 

near 700, 2200, 2245, and 2380 cm−1 corresponds to the frequent third channel selections in 

Figure A.7, which confirms that these channels were selected for their sensitivity to temperature.  

Differences between thin and thick clouds are also evident in the bases. The AIRS 

temperature basis for thin clouds has larger magnitudes near 700 and 2400 cm−1, while the thick 

clouds basis has peaks at 1000 and 2600 cm−1 which are windows channels. 

																									 

   
Figure A.10 Weighted average of (left column) AIRS and (right column) MODIS measurement 
bases corresponding to (top row) COT, (middle row) De, and (bottom row) Tc, for thin clouds 
(cyan), thick clouds (magenta), and all clouds (black). 
 

A.4.2 Stand-alone MODIS retrievals 

MODIS selections were also performed over ocean, as shown in Figure A.11. In contrast with 

AIRS results, the selected MODIS channels exhibit clear dependence on COT. For instance, the 

0.65 μm channel is increasingly favored as COT increases; the 1.38 μm channel is selected only 
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for very thin clouds; the 13.9 μm (720 cm−1) channel was most selected for optically thin clouds 

while the 11.0 μm (909 cm−1) is selected more as COT increases. The most frequently selected 

MODIS channel, 3.96 μm (2525.3 cm−1), however, is independent of COT, like the most selected 

AIRS channels. Note that MODIS has two channels, channels 21 and 22, centered at 3.96 μm. 

Since the latter obtained more selections, all subsequent mentions of the 3.96 μm channel is 

meant to refer to channel 22. The second most popular MODIS channel, 12 μm (833 cm−1) is 

generally selected for clouds with a COT between 0.1 and 3. These results generally agree with 

the current understanding on sensitivity of these bands to cloud properties. For instance, 1.38 μm 

has been used for cirrus detection (Gao et al., 1993), the 1.64 and 3.96 μm channels have been 

shown to be sensitive to particle size (Lensky and Rosenfeld, 2008), and the 0.65 μm is a 

nonconservative band often used in Nakajima-King-type retrievals (Nakajima and King, 1990). 

 

	

Figure A.11 (Top) Number of MODIS band selections for ocean surface simulations, over all 
clusters and all viewing angles, categorized by COT. (Bottom) Total number of MODIS band 
selections. Note that MODIS has two channels, channels 21 and 22, with center wavelengths at 
3.96 μm. 
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Revisiting the SVD results in Figure A.10, the average bases of MODIS also explain the 

channel selections made in Figure A.11. The three most selected MODIS channels, which are 

3.96, 12, and 11 μm, have large values in the average SVD basis for COT and De. The 3.96 μm 

channel contributes to both COT and De, while 11 μm channel contributes mostly to COT and 12 

μm channel mostly to De. In the basis for De, 1.64 μm also stands out, indicating the band’s 

utility for retrieving particle size. Finally, the average basis for Tc, having high values at 4.5 and 

13.3 μm, peaks near 4.5 μm, showing why IC analysis favors SWIR channels for temperature 

retrieval, a result similar to the AIRS selections. Also, similar to the AIRS selections, we found 

that temperature retrieval channels were rarely selected in the first iteration (Figure A.11). 

 

A.4.3 Surface and viewing angle dependence 

Equivalent results for both AIRS and MODIS retrievals over a grass surface are presented in 

Figures A.12 and A.13. Overall, the differences between selections over grass and ocean are very 

subtle, suggesting that the spectral reflectance differences between these two surface types did 

not alter the IC significantly. Differences in the AIRS selections between the two surfaces were 

negligible, while for MODIS, the only notable change is that over vegetation there are fewer 

selections at 0.65 and 1.64 μm, and more frequent selections at 4.52 μm. The loss of 1.64 μm 

channels may be due to the stronger reflectivity of grass in this region (Figure A.3). Overall, as 

both AIRS and MODIS analyses over vegetation were largely similar to the ocean case, we 

conclude that there is no need to consider separate channel sets over these two surfaces.  

 Simulations over bare soil, however, results in some notable differences relative to ocean 

and vegetation. For AIRS (Figure A.14), the 2620 cm−1 (3.82 μm) channel is almost always 
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selected first over bare soil as opposed to over grass and ocean where the window region near 

1000 cm−1 (10 μm) is preferred. Second, while selections over grass and ocean favored channels 

near 2640 cm−1 (3.79 μm), retrievals over bare soil favor slightly longer wavelengths at 2620 

cm−1 (3.82 μm) and channels near 2640 cm−1 were selected mostly for thicker clouds. Despite 

these differences in the selection process, the spectral distribution of the optimal AIRS channels 

remains largely similar to the two previous surfaces.  

In the case of MODIS (Figure A.15), IC analysis over bare soil yielded results similar to the 

grass simulations, where 0.65 and 1.64 μm have fewer selections compared to over ocean, and 

infrared channels such as 4.52 μm were favored slightly more. Again, no new channels appeared 

in the bare soil selections, implying that one set of channels is suitable for both AIRS and 

MODIS retrievals over most of the tropical region. 

 

	

Figure A12. Same as Figure A.7, except over grass. 
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Figure A.13 Same as Figure A.11, except over grass. 

 

	

Figure A.14 Same as Figure A.7, except over bare soil. 

 



	148 

 

Figure A.15 Same as Figure A.11, except over bare soil. 

Finally, we found that differences due to varying viewing angles were largely negligible 

in both AIRS and MODIS selections. The only notable difference is that in MODIS selections 

over bare soil, the 0.65 μm channel is selected more frequently at the expense of the 4.52 μm 

channel when viewed at 45	° off nadir. 

 

A.4.4 Combined AIRS+MODIS retrievals 

By virtue of their distinct spectral coverage and spectral resolution, there is good reason to 

expect that AIRS and MODIS may provide complementary information for improved cloud 

property retrievals. Since these sensors are both on board the Aqua satellite, their spatially and 

temporally colocated observations are suitable for a joint retrieval. Here we perform channel 

selection assuming that both AIRS and MODIS channels are available to retrieve an observed 

cloud. In practice, such a retrieval will be complicated by differences in the AIRS and MODIS 
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fields of view, but for simplicity here we assume that the observed cloud is spatially 

homogeneous to facilitate the IC analysis.  

Optimal channels for combined AIRS+MODIS ice cloud retrievals over ocean are shown 

in Figure A.16. Both AIRS and MODIS channels were selected, the latter being selected first 

more often, especially at 11 and 12 μm (909 and 833 cm−1). MODIS longwave window channels 

were favored over the equivalent AIRS channels, but the AIRS SWIR channels near 2640 cm−1 

(3.79 μm) outnumber those of MODIS. Of the channels that were previously found to contribute 

to Tc in Figure A.10, which are the 4.47 and 4.52 μm (2237 and 2212 cm−1) MODIS channels 

and the AIRS channels near 2200 and 2400 cm−1 (4.6 and 4.2 μm), AIRS are selected more 

			 	

Figure A.16 Number of channel selections when simultaneously selecting from AIRS and 
MODIS for ocean surface simulations. (top plot) The number of AIRS selections in 5 cm−1 bins 
and (bottom plot) the number of selections for each MODIS channel. Note that the wave number 
axis of the top plot has been reversed to facilitate comparison between AIRS and MODIS. 



	150 

often. This is expected as the finer resolution of AIRS channels can vertically locate the cloud 

more accurately. Finally, among the visible and NIR MODIS channels, the 0.65 and 1.64 μm are 

chosen for combined retrievals with the former being selected frequently for thick clouds. From 

these results and the previous SVD analysis, it can be concluded that in a combined retrieval, 

most of the COT and De information will come from MODIS, while Tc will almost exclusively 

be constrained by AIRS. 

 

A.4.5 Combined active+passive retrievals 

As suggested by Cooper et al. (2003), there is incentive to combine active and passive 

observations for cloud retrievals because large cloud boundary uncertainties can induce large 

biases in COT and De retrievals particularly for thin clouds. Active sensors provide the capability 

to significantly reduce the uncertainty in cloud top heights. The CloudSat Cloud Profiling Radar 

(CPR) (Stephens et al., 2008) has a vertical resolution of 240 m, which roughly corresponds to a 

Tc retrieval error of 2 K. To assess IC channel selection while having accurate cloud top 

boundary, we adopt the methodology of Cooper et al. (2006), where the Tc error standard 

deviation is reduced to simulate the presence of accurate cloud boundary information. We 

assume the a priori error standard deviation in Tc to be 2 K instead of the 16.2 K (derived from 

the ARM data set) assumed in the previous analyses and perform the channel selection process 

as outlined in Section A.3. 

 Having accurate a priori cloud boundary significantly influences the channel selection, as 

can be seen in Figures A.17 and A.18. All channels sensitive to cloud height, such as the CO2 

slicing channels, are now scarcely selected. Instead, channels previously not selected, such as the 

AIRS channels near 920 cm−1 (10.9 μm) and 2640 cm−1 (3.8 μm) now frequently become the 
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Figure A.17 AIRS channel selection over ocean assuming a temperature a priori standard 
deviation of 2K. 

	

	

	

Figure A.18 MODIS channel selection over ocean assuming a temperature a priori standard 
deviation of 2K. 
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third channel, with the latter primarily selected for thicker clouds. No new MODIS channels are 

selected, and most temperature-related channels shift to the 3.96 channel as the third selection. 

This shows that more accurate a priori cloud boundary can help extract additional COT and De 

information from extra channels especially for AIRS. 

 

A.5 Conclusion 

This study applied an objective channel selection methodology utilizing IC to iteratively select 

optimal channels with the most IC, for tropical ice cloud retrievals under a range of conditions. 

The complete range of ice cloud types sampled in multiple years at the ARM TWP site is used to 

extract a set of cloud clusters expected to represent the full dynamic range of optical thickness, 

effective diameter, cloud top height, and geometric thickness in the tropics. This ensures that the 

selected channels will be appropriate for most ice clouds found in the tropics. While issues due 

to cloud inhomogeneity are important in actual retrievals, for this study the simulated radiances 

were assumed to be overcast through a plane-parallel RTM, and pixel sizes of AIRS and MODIS 

are assumed to be the same. Analysis of stand-alone AIRS retrievals favors SWIR channels, 

which were shown to be sensitive to COT and Tc through SVD analysis. AIRS SWIR and long- 

wave CO2 slicing channels are selected with comparable weight. Because of this, it is suggested 

that one should favor the longwave CO2 slicing channels, in order to avoid non-LTE effects 

around 4.3 μm. However, it has been shown that the inclusion of SWIR CO2 slicing channels aid 

AIRS temperature retrievals, which suggests that it might be worthwhile to include these 
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channels for cloud temperature retrievals, provided that the proper correction for non-LTE 

effects are applied. 

	 In the AIRS-only, MODIS-only, as well as AIRS+MODIS channel selections, the 

channel with highest IC rarely corresponds to cloud temperature information, echoing the finding 

of Cooper et al. (2003) which suggests that large errors in cloud boundaries will lead to 

significant uncertainties in other retrieved variables. Adding accurate cloud top boundary 

information from active sensors allows additional channels to be selected to improve COT and 

De retrievals. The results suggest that channel choices in presence of accurate cloud boundaries 

may not be as simple as taking away temperature retrieval channels but rather may allow new 

channels to contribute to COT and De retrievals owing to reduce uncertainty in cloud placement. 

 Having considered various permutations of satellite retrieval scenarios through varying 

surface type, viewing geometry, and cloud type, it is worthwhile to compile an optimal channel 

set from these IC analyses. Since the purpose of this study is to find the optimal channels for the 

most frequent cloud scenes, it is desirable to pick channels that contain the greatest information 

for clouds with larger populations, i.e., that are more common. Clustering analysis gives the 

occurrence frequency of each cloud type, which is used as weighting for the channel selection. 

Each cloud cluster center (used to represent a cloud type) has an associated population Nk 

representing the number of cloud profiles belonging to cluster k. We weight each channel by the 

number of clouds in each cluster, 

Wß =ñZÂ@ß(Ê)

ç

Â

 (A20) 

where 
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			@ß(Ê) = Á	 1					if	channel	z	is	selected	for	cluster	k
	0		if	channel	z	is	not	selected	for	cluster	k

 (A21) 

Wß is the weighting of the channel at wavelength z, and K is the number of cloud types obtained 

from the clustering analysis. Such a weighting scheme gives preference to channels useful for 

clouds that occur more frequently. By using this weighting in conjunction with the channels 

selected objectively through IC analysis, we propose a recommended set of channels based on 

the IC channel selection. 

 The list of channels most heavily weighted for ice clouds retrievals is shown in Table 

A.2, for three different retrieval scenarios, and Figure A.19, categorized by COT. We find that 

for clouds with COT greater than 3, the CO2 slicing channels around 700 and 2200 cm−1 (14.3 

and 4.55 μm) have less weight than that of thinner clouds, indicating that these channels are 

useful mostly for thinner clouds. Conversely, within the window regions between 900 to 1000 

cm−1 (11.1 to 10 μm) have larger weights for COT > 3. Aside from these differences, the spectral 

distribution of weighting is largely the same between the two COT categories. Based on this 

weighting, Table A.2 provides a succinct channel set that is applicable to ice cloud retrievals 

over a wide range of scenes. Relative to the 59 channels used in the AIRS version 6 ice cloud 

retrieval (Kahn et al., 2014), the channel set presented in Table A.2 could potentially reduce 

computational expense, provided that retrieval experiments show that these channels can retrieve 

ice cloud properties with comparable accuracy to the retrievals done using the version 6 channel 

set. 

 This study employs the use of Shannon entropy reduction as a measure of information 

content, which has been shown to be inappropriate for non-Gaussian variables. Petty (2018) has 

shown that Shannon entropy can remain constant or increase in situations where an observation 

provides benefit to the retrieval. As an example, the effective radii of cloud droplets or ice 
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crystals tend to follow Gamma distributions, and the information content as evaluated using 

Shannon entropy may not be representative of how observations may give improved knowledge 

regarding the variable. A alternative approach is to instead use the Kullback-Leibler divergence 

as a measure of information, a method that could yield new insight regarding the retrieval of 

cloud properties whose distributions vary widely and are generally not well understood. 

 

																									 	

Figure A.19 Relative weight of AIRS channels for (a) all clouds, (b) clouds with optical 
thickness less than 1, and (c) clouds with optical thickness larger than 3. 

 

In summary, this study has incorporated a large collection of observed ice cloud 

morphologies, together with varying satellite geometry and surface types, to obtain optimal 

channel sets for tropical ice cloud retrievals under three scenarios: a stand-alone AIRS algorithm, 

a combined AIRS-MODIS algorithm, and a combined active/passive retrieval that further utilizes  
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Table A.2 Channel sets obtained from IC channel selection, weighted by cloud cluster 
populations. Leftmost column denotes channel selection and weights for stand-alone AIRS 
retrievals; middle column denotes selection and weights for combined AIRS-MODIS retrievals; 
rightmost column is for retrievals combining active sensors and AIRS. The weights are relative 
to the highest weighted channel in each category, so that the channel with highest weight has a 
relative weight of unity. Only the first 15 highest weighted channels are shown. Channels 
colored green indicate weights favoring thin clouds (COT < 1), blue indicates those favoring 
clouds with 1 < COT < 3, and orange indicates those favoring thick clouds (COT >3). 

cloud boundary information from CloudSat and CALIPSO. Although this paper has 

demonstrated the utility of IC for channel selection and analysis, one of the drawbacks of IC 

channel selection is the difficulty of properly representing uncertainties. While some 

uncertainties, such as ones due to temperature and humidity, are relatively straightforward to 

model, other error sources, such as non-LTE (Strow et al., 2006), spatial inhomogeneity (Kahn et 

al., 2015), and 3-D effects (Fauchez et al., 2015) present significant challenges. Despite this 

drawback, IC channel selection provides a more robust assessment of optimal retrieval channels 

than simpler sensitivity analyses because it considers multiple sources of forward model 
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uncertainties and prior knowledge of retrieved variables. The channel sets we have presented can 

serve as a guideline for optimal estimation ice cloud retrievals and will soon be tested in the 

AIRS version 6 algorithm. 
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