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LEARNING FROM IMPERFECT DATA: NOISY LABELS, TRUNCATION,
AND COARSENING

Vasilis Kontonis

Under the supervision of Professor Christos Tzamos
At the University of Wisconsin-Madison

The datasets used in machine learning and statistics are huge and often imperfect,
e.g., they contain corrupted data, examples with wrong labels, or hidden biases.
Most existing approaches (i) produce unreliable results when the datasets are
corrupted, (ii) are computationally inefficient, or (iii) come without any theoreti-
cal/provable performance guarantees. In this thesis, we design learning algorithms
that are computationally efficient and at the same time provably reliable, even
when used on imperfect datasets.

We first focus on supervised learning settings with noisy labels. We present
efficient and optimal learners under the semi-random noise models of Massart
and Tsybakov — where the true label of each example is flipped with probability
at most 50% — and an efficient approximate learner under adversarial label noise —
where a small but arbitrary fraction of labels is flipped — under structured feature
distributions. Apart from classification, we extend our results to noisy label-
ranking.

In truncated statistics, the learner does not observe a representative set of
samples from the whole population, but only truncated samples, i.e., samples from
a potentially small subset of the support of the population distribution. We give
the first efficient algorithms for learning Gaussian distributions with unknown
truncation sets and initiate the study of non-parametric truncated statistics. Closely
related to truncation is data coarsening, where instead of observing the class of an
example, the learner receives a set of potential classes, one of which is guaranteed
to be the correct class. We initiate the theoretical study of the problem, and present

the first efficient learning algorithms for learning from coarse data.

Christos Tzamos



1 OVERVIEW

Here we summarize the results of this thesis and provide an overview of its
structure. We first briefly present the contents of each chapter and then provide a

more detailed summary of the novel contributions included in each one.

Chapter2 We present the first polynomial time algorithm for learning Massart
halfspaces with respect to a broad class of structured distributions. Based on
Diakonikolas et al. (2020c) that was published in the Conference on Learning
Theory (COLT).

Chapter 3 We present a quasi-polynomial time algorithm for learning Tsybakov
halfspaces under structured distributions. This work introduced a novel and
general new learning framework based on certifying non-optimality of hypotheses.
Based on Diakonikolas et al. (2021b) that was published in the Symposium on
Theory of Computing (STOC) (merged with Diakonikolas et al. (2021a)).

Chapter4 We improve upon the quasi-polynomial algorithm of Chapter 3 and
provide a polynomial-time algorithm for Tsybakov halfspaces under structured
marginals. Based on Diakonikolas et al. (2021a) that was published in the Sympo-
sium on Theory of Computing (STOC) (merged with Diakonikolas et al. (2021b)).

Chapter 5 We provide the first efficient algorithms for noisy linear label ranking.
Based on Fotakis et al. (2022) that was published in the Conference on Learning
Theory (COLT).

Chapter 6 We provide the first efficient algorithm for learning Gaussian distribu-
tions with unknown truncation sets. Our method only requires that the (Gaussian)
surface area of the uknown truncation set is bounded. Based on Kontonis et al.
(2019) that was published in Foundations of Computer Science (FOCS).



Chapter7 We initiate the study of non-parametric truncated statistics and provide
the first efficient algorithms for recovering truncated smooth densities. Based on
Daskalakis et al. (2021) that was published in the Conference on Learning Theory
(COLT).

Chapter 8 We initiate the theoretical study of inference from coarse labels and
establish a connection with Statistical Query learning algorithms. Based on Fotakis
et al. (2021a) that was published in the Conference on Learning Theory (COLT).

1.1 Learning Halfspaces with Massart Noise

The algorithmic problem of learning an unknown halfspace from random labeled
examples has been extensively investigated since the 1950s — starting with Rosen-
blatt’s Perceptron algorithm (Rosenblatt, 1958) — and has arguably been one of the
most influential problems in the field of machine learning. In the realizable case,
i.e., when all the labels are consistent with the target halfspace, this learning prob-
lem amounts to linear programming, hence can be solved in polynomial time (see,
e.g., Maass and Turan (1994); Shawe-Taylor and Cristianini (2000)). The problem
turns out to be much more challenging algorithmically in the presence of noisy
labels, and its computational complexity crucially depends on the noise model.

We study the problem of distribution-specific PAC learning of halfspaces in the
presence of Massart noise (Massart and Nedelec, 2006). In the Massart noise model,
an adversary can flip each label independently with probability at most n < 1/2,
and the goal of the learner is to reconstruct the target halfspace to arbitrarily high
accuracy. More formally, we have:

Definition 1.1 (Distribution-specific PAC Learning with Massart Noise). Let C be
a concept class of Boolean functions over X = R?, F be a known family of structured
distributions on X, 0 < n < 1/2,and 0 < € < 1. Let f be an unknown target
function in C. A noisy example oracle, EXM3(f, F, 1), works as follows: Each time
EXM3S(f, F, 1) is invoked, it returns a labeled example (x,y), such that: (a) x ~ Dy,



where Dy is a fixed distribution in F, and (b) y = f(x) with probability 1 — n(x) and
y = —f(x) with probability y(x), for an unknown parameter y(x) < y. Let D denote
the joint distribution on (x,vy) generated by the above oracle. A learning algorithm is
given i.i.d. samples from D and its goal is to output a hypothesis h such that with high
probability h is e-close to f, i.e., it holds Pty..p,[h(x) # f(x)] <e.

Massart noise is a realistic model of random noise that has attracted significant
attention in recent years (see Section 1.1 for a summary of prior work). This noise
model goes back to the 80s, when it was studied by Rivest and Sloan (Sloan, 1988;
Rivest and Sloan, 1994a) under the name “malicious misclassification noise”, and a
very similar asymmetric noise model was considered even earlier by Vapnik (Vap-
nik, 1982). The Massart noise condition lies in between the Random Classification
Noise (RCN) (Angluin and Laird, 1988) — where each label is flipped independently
with probability exactly 7 < 1/2 — and the agnostic model (Haussler, 1992; Kearns
et al., 1994a) — where an adversary can flip any small constant fraction of the labels.

The sample complexity of PAC learning with Massart noise is well-understood.
Specifically, if C is the class of d-dimensional halfspaces, it is well-known (Massart
and Nedelec, 2006) that O(d/ (e - (1 — 27)?)) samples information-theoretically
suffice to determine a hypothesis / that is e-close to the target halfspace f with
high probability (and this sample upper bound is best possible). The question is
whether a computationally efficient algorithm exists.

The algorithmic question of efficiently computing an accurate hypothesis in
the distribution-specific PAC setting with Massart noise was initiated in Awasthi
et al. (2015), and subsequently studied in a sequence of works (Awasthi et al.,
2016a; Zhang et al., 2017b; Yan and Zhang, 2017a; Mangoubi and Vishnoi, 2019a).
This line of work has given polynomial-time algorithms for learning halfspaces
with Massart noise, when the underlying marginal distribution Dy, is the uniform
distribution on the unit sphere (i.e., the family F in Definition 1.1 is a singleton).

The question of designing a computationally efficient learning algorithm for this
problem that succeeds under more general distributional assumptions remained

open, and has been posed as an open problem in a number of places (Awasthi et al.,



2016a; Awasthi, 2018; Balcan and Haghtalab, 2020a). Specifically, Awasthi et al.
(2016a) asked whether there exists a polynomial-time algorithm for all log-concave
distributions, and the same question was more recently highlighted in Balcan
and Haghtalab (2020a). In more detail, Awasthi et al. (2016a) gave an algorithm
that succeeds under any log-concave distribution, but has sample complexity and
running time ez, poly(e), i.e., doubly exponential in 1/(1 — 27). Balcan
and Haghtalab (2020a) asked whether a poly(d,1/¢,1/(1 — 27)) time algorithm
exists for log-concave marginals. As a corollary of our main algorithmic result
(Theorem 2.3), we answer this question in the affirmative. Perhaps surprisingly, our
algorithm is extremely simple (performing SGD on a natural non-convex surrogate)
and succeeds for a broader family of structured distributions, satisfying certain

(anti)-anti-concentration and tail bound properties.

Main Results and Techniques

Our main result is the first polynomial-time algorithm for learning halfspaces with
Massart noise with respect to a broad class of well-behaved distributions. Before
we formally state our algorithmic result, we define the family of distributions F
for which our algorithm succeeds:

Definition 1.2 (Well-Behaved Distributions). For L, R, U, B > 0 a distribution Dy
on R? is called (L, R, U, B)-well-behaved if for any projection (Dy)v of Dy on a subspace
V of RY of dimension at most 3, the corresponding pdf vy on V satisfies the following
properties:

1. yy(x) < U forall x € V (anti-concentration).
2. yy(x) > L, forall x € V with ||x||, < R (anti-anti-concentration).
3. Pty (py), [l*ll2 > t] < exp(1 —t/pB) (sub-exponential concentration).

When the parameters L, R, U, B are all universal constants (independent from any other
parameter of the problem) we will simply say that the distribution is well-behaved without
specifying the constants explicitly.



We remark that the above class contains many distributions previously con-
sidered in the literature, such as the standard normal and isotropic log-concave
distributions. In particular, the corresponding constants in Definition 1.2 for the
standard normal and isotropic log-concave distributions the definition is satisfied
with the corresponding parameters L, R, U, B being universal constants. Our al-
gorithm for Massart Noise succeeds under more general assumptions (namely it
does not require the sub-exponential concentration, see Definition 2.2) for a more
precise definition.

Our main result for learning with Massart noise is the following.

Theorem 1.3 (Informal — Learning Halfspaces with Massart Noise). There is a
computationally efficient algorithm that learns halfspaces in the presence of Massart noise
with respect to any well-behaved distribution on RY. Specifically, the algorithm draws
m = poly (1/(1 —2n)) - O(d/e*) samples from a noisy example oracle at rate 7 < 1/2,
runs in sample-polynomial time, and outputs a hypothesis halfspace h that is e-close to the
target with probability at least 9/10.

See Theorem 2.3 for a more detailed statement. Theorem 1.3 provides the first
polynomial-time algorithm for learning halfspaces with Massart noise under a
fairly broad family of well-behaved distributions. Specifically, our algorithm runs
inpoly(d,1/€,1/(1 —2y)) time, as long as the parameters R, U are bounded above
by some poly(d), and the function t(e) is bounded above by some poly(d/e€).
These conditions do not require a specific parametric or nonparametric form for the
underlying density and are satisfied for several reasonable continuous distribution
families.

As we mentioned earlier, is not hard to show that the class of isotropic log-
concave distributions is (U, R, L, B)-bounded, for U, L, R, = ©(1) (see Fact A.5).
Similar implications hold for a broader class of distributions, known as s-concave
distributions. (See Appendix A.1.) Therefore, we immediately obtain the following

corollary:

Corollary 1.4 (Learning Halfspaces with Massart Noise Under Log-concave Distri-
butions). There exists a polynomial-time algorithm that learns halfspaces with Massart



noise under any isotropic log-concave distribution. The algorithm has sample complexity
m = O(d/e*) - poly(1/ (1 — 21)) and runs in sample-polynomial time.

Corollary 1.4 gives the first polynomial-time algorithm for this problem, an-
swering an open question of Awasthi et al. (2016a); Awasthi (2018); Balcan and
Haghtalab (2020a). We obtain similar implications for s-concave distributions. (See
Appendix A.1 for more details.)

While the preceding discussion focused on polynomial learnability, our algo-
rithm establishing Theorem 1.3 is extremely simple and can potentially be practical.
Specifically, our algorithm simply performs SGD (with projection on the unit ball)
on a natural non-convex surrogate loss, namely an appropriately smoothed version
of the misclassification error function, err} ; (w) = Pr(y)~plsign(x - w) # y]. We
also note that the sample complexity of our algorithm for log-concave marginals is
optimal as a function of the dimension d, within constant factors.

Our approach for establishing Theorem 1.3 is fairly robust and immediately
extends to a slightly stronger noise model, considered in Zhang et al. (2017b),
which we term strong Massart noise. In this model, the flipping probability can
be arbitrarily close to 1/2 for points that are very close to the true separating
hyperplane. These implications are stated and proved in Section 2.5.

Prior and Related Work

We start with a summary of prior work on distribution-specific PAC learning of
halfspaces with Massart noise. The study of this learning problem was initiated
in Awasthi et al. (2015). That work gave the first polynomial-time algorithm for the
problem that succeeds under the uniform distribution on the unit sphere, assuming
the upper bound on the noise rate 7 is smaller than a sufficiently small constant
(=~ 107%). Subsequently, Awasthi et al. (2016a) gave a learning algorithm with

poly(1/(1-2y

sample and computational complexity d? 7y poly(e) that succeeds for any
noise rate # < 1/2 under any log-concave distribution.
The approach in Awasthi et al. (2015, 2016a) uses an iterative localization-based

method. These algorithms operate in a sequence of phases and it is shown that



they make progress in each phase. To achieve this, Awasthi et al. (2015, 2016a)
leverage a distribution-specific agnostic learner for halfspaces (Kalai et al., 2008)
and develop sophisticated tools to control the trajectory of their algorithm.

Inspired by the localization approach, Yan and Zhang (2017a) gave a perceptron-
like algorithm (with sample complexity linear in d) for learning halfspaces with
Massart noise under the uniform distribution on the sphere. Their algorithm again
proceeds in phases and crucially exploits the symmetry of the uniform distribution
to show that the angle between the current hypothesis @(") and the target halfspace
w* decreases in every phase. Zhang et al. (2017b) also gave a polynomial-time al-
gorithm for learning halfspaces with Massart noise under the uniform distribution
on the unit sphere. Their algorithm works in the strong Massart noise model and
is based on the Stochastic Gradient Langevin Dynamics (SGLD) algorithm applied
to a smoothed version of the empirical 0 — 1 loss. Their method leads to sample
complexity Q, (d*/e*) and its running time involves Q, (d'%°/€®) inner product
evaluations. More recently, Mangoubi and Vishnoi (2019a) improved these bounds
to 0, (d%2 /€M) inner product evaluations via a similar approach. Our method
is much simpler in comparison, running SGD directly on the population loss and
using one sample per iteration with a significantly improved sample complexity
and running time.

Furthermore, in contrast to the aforementioned approaches, we study a more
general setting (in the sense that our method works for a broad family of distribu-
tions), and our approach is not tied to the iterations of any particular algorithm.
Our structural lemma (Lemma 2.6) shows that any approximate stationary point
of our non-convex surrogate loss suffices. As a consequence, one can apply any
first-order method that converges to stationarity (and in particular vanilla SGD
with projection on the unit sphere works). The upshot is that we do not need to
establish guarantees for the trajectory of the method used to reach such a stationary
point. The only thing that matters is the endpoint of the algorithm. Intriguingly,
for a generic distribution in the class we consider, it is unclear if it is possible to
establish a monotonicity property for a first-order method reaching a stationary
point.



We note that the d-dependence in the sample complexity of our algorithm
is information-theoretically optimal, even under Gaussian marginals. The e-
dependence seems tight for our approach, given recent lower bounds for the con-
vergence of SGD (Drori and Shamir, 2019), or any stochastic first-order method (Ar-
jevani et al., 2019), to stationary points of smooth non-convex functions.

Finally, we comment on the relation to a recent work on distribution-independent
PAC learning of halfspaces with Massart noise (Diakonikolas et al., 2019a). Di-
akonikolas et al. (2019a) gave a distribution-independent PAC learner for halfspaces
with Massart noise that approximates the target halfspace within misclassification
error ~ 1], i.e., it does not yield an arbitrarily close approximation to the true
function. In contrast, the aforementioned distribution-specific algorithms achieve
information-theoretically optimal misclassification error, which implies that the
output hypothesis can be arbitrarily close to the true target halfspace. As a result,
the results of this work are not subsumed by Diakonikolas et al. (2019a).

Comparison to RCN and Agnostic Settings It is instructive to compare the com-
plexity of learning halfspaces in the Massart model with two related noise models.
In the RCN model, a polynomial-time algorithm is known in the distribution-
independent PAC model (Blum et al., 1996, 1997). In sharp contrast, even weak
agnostic learning is hard in the distribution-independent setting (Guruswami and
Raghavendra, 2006; Feldman et al., 2006a; Daniely, 2016a). Moreover, obtaining
information-theoretically optimal error guarantees remains computationally hard
in the agnostic model, even when the marginal distribution is the standard Gaus-
sian (Klivans and Kothari, 2014) (assuming the hardness of noisy parity). On
the other hand, recent work (Awasthi et al., 2017; Diakonikolas et al., 2018b) has
given efficient algorithms (for Gaussian and log-concave marginals) with error

O(opt) + €, where opt is the misclassification error of the optimal halfspace.



1.2 Learning with Tsybakov Noise

We study the algorithmic problem of learning halfspaces under a well-known
generalization of the Massart Noise model: the Tsybakov noise condition Tsybakov
(2004). The Tsybakov noise model is a challenging noise model that has been
extensively studied in the statistics and machine learning communities. While the
information-theoretic aspects of learning with Tsybakov noise have been largely
characterized, prior to this work, the computational aspects of this broad problem
had remained wide open.

The Tsybakov noise condition prescribes that the label of each example is
independently flipped with some probability which is controlled by an adversary.
Importantly, this noise condition allows the flipping probabilities to be arbitrarily
close to 1/2 for a fraction of the examples. More formally, we have the following

definition:

Definition 1.5 (PAC Learning with Tsybakov Noise). Let C be a concept class of
Boolean-valued functions over X = RY, F be a family of distributions on X,0 < € < 1
be the error parameter, and 0 < o < 1, A > 0 be parameters of the noise model. Let
f be an unknown target function in C. A Tsybakov example oracle, EX™?(f, F),
works as follows: Each time EX™YP (£, F) is invoked, it returns a labeled example (x,y),
such that: (a) x ~ Dy, where Dy is a fixed distribution in F, and (b) y = f(x) with
probability 1 — n(x) and y = — f(x) with probability n(x). Here n(x) is an unknown
function that satisfies the Tsybakov noise condition with parameters («, A). That is, for
any 0 < t < 1/2, y(x) satisfies the condition Pry.p_[n(x) > 1/2 —t] < AtT=,

Let D denote the joint distribution on (x,y) generated by the above oracle. A learning
algorithm is given i.i.d. samples from D and its goal is to output a hypothesis function h :
X — {=£1} such that with high probability h is e-close to f, i.e., it holds Pry.p_ [h(x) #

f(x)] <e

Motivation for Tsybakov Noise Model The bounded (Massart) noise assumption,
i.e., that the probability that labels are flipped is globally bounded away from
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1/2, fails to accurately capture a number of practically relevant noise sources,
including the human annotator noise Klebanov and Beigman (2010, 2009); Beigman
and Klebanov (2009); Chhikara and McKeon (1984). In particular, the humans
responsible for labeling the training data are much more prone to incorrectly
classify points closer to the decision boundary (where “cats" and “dogs" look almost
the same), than points far from the boundary. For example, it was empirically
shown in Klebanov and Beigman (2010) that when non-expert annotators (Amazon
Mechanical Turk) were used to annotate the RTE-1 dataset Dagan et al. (2005),
roughly 20% of the datapoints were classified almost at random, i.e., had 7 (x) ~
1/2. More broadly, a long line of research (both applied and theoretical) Castro
and Nowak (2008); Frénay and Verleysen (2013); Zhang et al. (2017b); Menon et al.
(2018); Hopkins et al. (2020); Diakonikolas et al. (2020c) focuses on noise models
that do not restrict the flipping probability globally, but allow it to be arbitrarily
close to 1/2 near the decision boundary. On the other hand, since datapoints
from low-density regions are also likely to be classified almost randomly (see, e.g.,
Frénay and Verleysen (2013) and references therein), assuming that high noise
rates occur only close to the decision boundary does not sufficiently capture these
situations.

The Tsybakov noise model Mammen and Tsybakov (1999) provides a unified
framework that significantly extends the Massart noise condition to capture the
above scenarios: it prescribes that the label of each example is independently
flipped with some probability which is controlled by an adversary, but is not
uniformly bounded by a constant less than 1/2. In particular, it allows the flipping
probabilities to be arbitrarily close to 1/2 for a fraction of the examples. Importantly,
it makes no geometric assumptions about the noise, e.g., that it is only potentially
large close to the decision boundary.

The noise model of Definition 1.5 was first proposed in Mammen and Tsybakov
(1999) and subsequently refined in Tsybakov (2004). Since these initial works, a
long line of research in statistics and learning theory has focused on understanding
a range of statistical aspects of the model in various settings (see, e.g., Tsybakov
(2004); Boucheron et al. (2005); Bartlett et al. (2006); Balcan et al. (2007); Hanneke
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(2011); Hanneke and Yang (2015) and references therein). Ignoring computational
considerations, it is known that the class of halfspaces is learnable in this model
with poly(d, 1/€'/%) samples, where d is the dimension and ¢ is the error to the
target halfspace.

On the other hand, the algorithmic question has remained poorly understood.
Roughly speaking, the only known algorithms in this noise model (for any non-
trivial concept class in high dimension) are the ones that follow via the naive
reduction to agnostic learning.

Main Results and Techniques

As explained in the above discussion, obtaining computationally efficient learning
algorithms in the presence of Tsybakov noise in any non-trivial setting — that is,
for any natural concept class and under any distributional assumptions — has
been a long-standing open problem in learning theory. Our main algorithmic result
resolves the complexity of learning halfspaces in this model.

We first present our result for learning under the well-behaved class of distribu-

tions defined in Definition 1.2.

Theorem 1.6 (Informal — Learning Tsybakov Halfspaces under Well-Behaved Dis-
tributions). Let D be a well-behaved isotropic distribution on R? x {41} that satis-
fies the (a, A)-Tsybakov noise condition with respect to an unknown halfspace f(x) =
sign(w* - x). There exists an algorithm that draws N = O ,(d/€)°/*) samples from
D, runs in poly(N, d) time, and computes a vector w such that, with high probability we
have that errgjl(h@,f) <e.

See Theorem 4.39 for a more detailed statement. We remark that for the spe-
cial case of isotropic log-concave densities we are able to obtain a more efficient
algorithm with sample complexity and runtime poly(d) O(A/e)°(1/ **), see The-
orem 4.40. Since the sample complexity of the problem is poly(d,1/€!/%), the

algorithm of Theorem 4.3 is qualitatively close to best possible.
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The Certificate Framework The main technical novelty of our works for learning
with Tsybakov noise is the development of the certificate framework. The certifi-
cate framework was introduced in our work Diakonikolas et al. (2021b) where a
quasipolynomial time algorithm for learning with Tsybakov noise was given. In
the follow-up work Diakonikolas et al. (2021a), we improved the runtime of the
certificate algorithm to polynomial which yielded Theorem 1.6.

At a high-level, this framework allows us to efficiently reduce the problem
of finding a near-optimal halfspace to the (easier) problem of certifying whether
a candidate halfspace hy(x) = sign(w - x) is “far” from the optimal halfspace
f(x) = sign(w* - x). The idea is to use a certificate algorithm (as a black-box) and
combine it with an online convex optimization routine. Roughly speaking, starting
from an initial guess wy for w*, a judicious combination of these two ingredients
allows us to efficiently compute a near-optimal halfspace w, i.e., one that the
certifying algorithm cannot reject. We note that a similar approach has been used
in Chen et al. (2020a) for converting non-proper learners to proper learners in the
Massart noise model.

The key idea to design a certificate in the Tsybakov noise model is the following
simple but crucial observation: If w* is the normal vector to true halfspace, then
for any non-negative function T(x), it holds that E(, ;) .p[T(x)y w* - x| > 0. On
the other hand, for any w # w* there exists a non-negative function T'(x) such that
E(y,)~p[T(x) yw - x] < 0. In other words, there exists a reweighting of the space that
makes the expectation of yw - x negative (Fact 3.3). Note that we can always use
as T(x) the indicator of the disagreement region between the candidate halfspace
hw(x) and the optimal halfspace f(x) = hy (x).

Of course, since optimizing over the space of non-negative functions is in-
tractable, we need to restrict our search space to a “simple” parametric family of

functions.

Certificates via Low-Degree Polynomials Diakonikolas et al. (2021b) We start
by showing that given a candidate hypothesis w that is “far" from being optimal,

that is the angle 6(w, w*) is bounded away from zero, we can construct a low
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complexity certificate F that will satisty E(, ) .p[F(x)w - xy] < 0. In particular, we
construct a certificate that is the product of a square of a low degree non-negative

polynomial and an indicator function that depends on the hypothesis w.

Proposition 1.7 (Informal — Low Degree Certificate). Let D be a distribution on
RY x {41} that satisfies the Tsybakov noise condition with parameters (x, A) and the
marginal Dy on RY well-behaved. Let w* € S?~1 be the normal vector to the optimal
halfspace and @ € S“~1 be such that the dissagreement probability of its corresponding
halfspace hypothesis hg with the optimal halfpsace f is at least €: err(?j1 (ha, f) > €. There
exists polynomial p : R — R of degree k = O, 4(log*(1/¢€)) satisfying ||p||3 < dO®)
such that

E [p(x)?1{0<w-x<0O(e)} yw-x| < -0(e).
(xy)~D

We show that we can efficiently compute our polynomial certificate given
labeled examples from the target distribution. The crucial property that enables
efficient computation of our polynomial certificate is that it is a square of some
low-degree polynomial. Therefore, we can solve the following relaxation using
Sum-of-Squares (S0S) optimization (for which efficient algorithms based on Semi-

definite programming exist, see, e.g., Fleming et al. (2019)):

! E 1 :
S0 deg(p) <k ()~ D [p(x) Lp(x)w - xy]

For more details, we refer to Section 3.4.

Certificates via Intersections of Halfspaces Diakonikolas et al. (2021a) The
previous approach relying on low-degree polynomials is inherently limited to
quasi-polynomial time (see also Section 4.3) and new ideas are needed to obtain a
polynomial time algorithm.

In the work Diakonikolas et al. (2021a), we considered certifying functions of
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the form:

T(x;0,09,02,t1,t2) =
X

]l{algw-xg(TZ,—tlgv-projwl §—t2}

w-x w-x

that are parameterized by a vector v and scalar thresholds oy, 02, t1, tp > 0. Here
proj,,. denotes the orthogonal projection on the subspace orthogonal to w.

We observe that, in contrast with the 4P°Y(108(1/€)) parameters needed to specify
a polynomial of degree poly(log(1/¢€)) in d dimensions, the above function class
can be specified by O(d) parameters. Of course, it may not be a priori clear why
functions of this form can be used as certifying functions in our setting. The
intuition behind choosing functions of this simple form is given in Section 4.3.
In particular, in Claim 4.6, we show that for any incorrect guess w there exists a
certifying vector v that makes the expectation E(, ) .p[T(x) y w - x| negative. In fact,
the vector v = proj,,. w*/ ||proj,,. w*||, := (w*)*w suffices for this purpose.

The key challenge is in finding such a certifying vector v algorithmically. We
note that our algorithm in general does not find (w*)+=. But it does find a vector v
with similar behavior, in the sense of making the E(, ,).p[T(x) y w - x] sufficiently
negative. To achieve this goal, we take a two-step approach: The first step involves
computing an initialization vector vy that has non-trivial correlation with (w*)w.
In our second step, we give a perceptron-like update rule that iteratively improves
the initial guess until it converges to a certifying vector v. While this algorithm is
relatively simple, its correctness relies on a win-win analysis (Lemma 4.14) whose
proof is quite elaborate. In more detail, we show that for any non-certifying vector v
that is sufficiently correlated with (w*)®, we can efficiently compute a direction
that improves its correlation to (w*)+=. We then argue (Lemma 4.19) that by
choosing an appropriate step size this iteration converges to a certifying vector
within a small number of steps. We show the next result:

Theorem 1.8 (Informal — Efficiently Certifying Non-Optimality). Let D be a distri-
bution on R x {1} that satisfies the Tsybakov noise condition with parameters (x, A)
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and the marginal D, on R? well-behaved. Let f be the optimal halfspace and @ € S~ be
such that the dissagreement probability of its corresponding halfspace hypothesis hg with
the optimal halfpsace f is at least €: errgjl(hﬁ,, f) > e. There is an algorithm that, given

O(1/x)
N = ((A) -(d/ e)) ’ samples from D, runs in sample polynomial time, and with

high probability returns parameters v € R%, 1,05, t1, to such that

O(1/a
e> (1/a) (1.1)

. x < — [
(x,y])END [T(x;0,01,00,t1, 1) yw - x] < (Ad

For more details, we refer to Chapter 4.

1.3 Noisy Label Ranking

Label Ranking (LR) is the problem of learning a hypothesis that maps features to
rankings over a finite set of labels. Given a feature vector x € RY a sorting function
o(-) maps it to a ranking of k alternatives, i.e., o(x) is an element of the symmetric
group with k elements, 5;. Assuming access to a training dataset of features labeled
with their corresponding rankings, i.e., pairs of the form (x, 1) € R? x Sy, the goal
of the learner is to find a sorting function /(x) that generalizes well over a fresh
sample. LR has received significant attention over the years Dekel et al. (2003);
Shalev-Shwartz (2007); Hiillermeier et al. (2008); Cheng and Hiillermeier (2008);
Fiirnkranz et al. (2008) due to the large number of applications. For example, ad
targeting Djuric et al. (2014) is an LR instance where for each user we want to use
their feature vector to predict a ranking over ad categories and present them with
the most relevant. The practical significance of LR has lead to the development
of many techniques based on probabilistic models and instance-based methods
Cheng and Hiillermeier (2008); Cheng et al. (2010), Grbovic et al. (2012); Zhou et al.
(2014a), decision trees Cheng et al. (2009), entropy-based ranking trees Rebelo de
S4 et al. (2015), bagging Aledo et al. (2017), and random forests de S4 et al. (2017);
Zhou and Qiu (2018). However, almost all of these works come without provable

guarantees and/or fail to learn in the presence of noise in the observed rankings.
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Linear Sorting Functions (LSFs). In this work, we focus on the fundamental
concept class of Linear Sorting functions Har-Peled et al. (2003). A linear sorting
function parameterized by a matrix W € R¥*? with k rows Wy, ..., W; takes a
feature x € RY, maps it to Wx = (W; - x,..., Wi - x) € RF and then outputs an
ordering (iy, ..., i) of the k alternatives such that W;, -x > W, -x > ... > W, - x.
In other words, a linear sorting function ranks the k alternatives (corresponding to
rows of W) with respect to how well they correlate with the feature x. We denote a
linear sorting function with parameter W € R**? by o (x) £ argsort(Wx) where
argsort : R — Sy takes as input a vector (vy,...,v) € ]Rk, sorts it in decreasing

order to obtain v;, > v;, > ... > v; and returns the ordering (iy, ..., if).

Noisy Ranking Distributions Learning LSFs in the noiseless setting can be done
efficiently by using linear programming. However, the common assumption both
in theoretical and in applied works is that the observed rankings are noisy in the
sense that they do not always correspond to the ground-truth ranking. We assume
that the probability that the order of two elements i, j in the observed ranking 7 is
different than their order in the ground-truth ranking ¢ is at most y < 1/2.

Definition 1.9 (Noisy Ranking Distribution). Fix # € [0,1/2). An y-noisy ranking
distribution M (0*) with ground-truth ranking o € Sy is a probability measure over Sy
that, for any i,j € [k], with i # j, satisfies Pt pq(o)[i <m j | i>=o j] <71

Note that, when 17 = 0, we always observe the ground-truth permutation and, in
the case of 7 = 1/2, we may observe a uniformly random permutation. We remark
that most natural ranking distributions satisfy this bounded noise property, e.g., (i)
the Mallows model, which is probably the most fundamental ranking distribution
(see, e.g., Braverman and Mossel (2009); Lu and Boutilier (2011); Caragiannis et al.
(2013); Awasthi et al. (2014); Busa-Fekete et al. (2019); Fotakis et al. (2021c); De
et al. (2018); Liu and Moitra (2018); Mao and Wu (2020); Liu and Moitra (2021)
for a small sample of this line of research) and (ii) the Bradley-Terry-Mallows

1We use i = j (resp. i < j) to denote that the element i is ranked higher (resp. lower) than j
according to the ranking 7.
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model Mallows (1957), which corresponds to the ranking distribution analogue
of the Bradley-Terry-Luce model Bradley and Terry (1952); Luce (2012) (the most
studied pairwise comparisons model; see, e.g., Hunter (2004); Negahban et al.
(2017); Agarwal et al. (2018) and the references therein). For more details, see
Appendix D.5. Appendix D.5.

We consider the fundamental setting where the feature vector x € R? is gener-
ated by a standard normal distribution and the ground-truth ranking for each sam-
ple x is given by the LSF o+ (x) for some unknown parameter matrix W* € R4,
For a fixed x, the ranking that we observe comes from an #-noisy ranking distribu-

tion with ground-truth ranking oy« (x).

Definition 1.10 (Noisy Linear Label Ranking Distribution). Fix 7 € [0,1/2) and
some ground-truth parameter matrix W* € R**?. We assume that the y-noisy linear
label ranking distribution D over R? x Sy satisfies the following:

1. The x-marginal of D is the d-dimensional standard normal distribution.

2. For any (x, v) ~ D, the distribution of 1t conditional on x is an y-noisy ranking
distribution with ground-truth ranking ow-(x).

At first sight, the assumption that the underlying x-marginal is the standard nor-
mal may look too strong. However, for k = 2, Definition 1.10 captures the problem
of learning linear threshold functions with Massart noise. Without assumptions
for the x-marginal, it is known Chen et al. (2020b); Diakonikolas and Kane (2020);
Nasser and Tiegel (2022) that optimal learning of halfspaces under Massart noise
requires super-polynomial time (in the Statistical Query model of Kearns (1998)).
On the other hand, a lot of recent works Balcan and Zhang (2017b); Mangoubi and
Vishnoi (2019b); Diakonikolas et al. (2020e); Zhang et al. (2020b); Zhang and Li
(2021) have obtained efficient algorithms for learning Massart halfspaces under
Gaussian marginals. The goal of this work is to provide efficient algorithms for
the more general problem of learning LSFs with bounded noise under Gaussian

marginals.
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Main Results and Techniques

Our main contributions are the first efficient algorithms for learning LSFs with
bounded noise with respect to Kendall’s Tau distance and top-r disagreement loss.

Learning in Kendall’s Tau Distance. The most standard metric in rankings
Shalev-Shwartz and Ben-David (2014b) is Kendall’s Tau (KT) distance which, for
two rankings 7, T € Sy, measures the fraction of pairs (7, j) on which they disagree.
Thatis, Akr(7T, T) = Yig 1{i == j}/ (’g) Our first result is an efficient learning
algorithm that, given samples from an y#-noisy linear label ranking distribution D,
computes a parameter matrix W that ranks the alternatives almost optimally with

respect to the KT distance from the ground-truth ranking ow-(-).

Theorem 1.11 (Informal — Learning LSFs in KT Distance). Fix y € [0,1/2) and
€ € (0,1). Let D be an y-noisy linear label ranking distribution satisfying the assumptions
of Definition 1.10 with ground-truth LSF ow-(-). There exists an algorithm that draws

N = poly(1/(1 —2#y)) O(dlogk/e) samples from D, runs in sample-polynomial time,
and computes a matrix W € R**9 such that, with high probability,

xNENd[AKT(Uw(x)IUW*(x))] <e.

Theorem 5.1 gives the first efficient algorithm with provable guarantees for the
supervised problem of learning noisy linear rankings. We remark that the sample
complexity of our learning algorithm is qualitatively optimal (up to logarithmic
factors) since, for k = 2, our problem subsumes learning a linear classifier with
Massart noise 2 for which ()(d/€) are known to be information theoretically nec-
essary Massart and Nédélec (2006). Moreover, our learning algorithm is proper in
the sense that it computes a linear sorting function ow (-). As opposed to improper
learners (see also Section 5.2), a proper learning algorithm gives us a compact rep-

resentation (storing W requires O (kd) memory) of the sorting function that allows

ZNotice that in this case Kendall’s Tau distance is simply the standard 0-1 binary loss.
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us to efficiently compute (with runtime O(kd + klogk)) the ranking corresponding
to a fresh datapoint x € R,

Learning in top-r Disagreement We next present our learning algorithm for the
top-r metric formally defined as Awp—+(77, T) = 1{m1., # T1.,}, where by 71,
we denote the ordering on the first r elements of the permutation 7r. The top-r
metric is a disagreement metric in the sense that it takes binary values and for
r = 1 captures the standard (multiclass) top-1 classification loss. We remark that, in
contrast with the top-r classification loss, which only requires the predicted label to
be in the top-r predictions of the model, the top-r ranking metric that we consider
here requires that the model puts the same elements in the same order as the ground
truth in the top-r positions. The top-r ranking is well-motivated as, for example,
in ad targeting (discussed in Section 5.1) we want to be accurate on the top-r ad
categories for a user so that we can diversify the content that they receive.

Theorem 1.12 (Informal — Learning LSFs in top-r Disagreement). Fix y € [0,1/2),
r € [k] and e. Let D be an n-noisy linear label ranking distribution satisfying the
assumptions of Definition 1.10 with ground-truth LSF owx(-). There exists an algorithm

that draws N = poly(1/(1—2n)) O(dkr/€) samples from D, runs in sample-polynomial
time and computes a matrix W € R¥*? such that, with high probability,

B [Bupr(ow (%), o (4))] <.

As a direct corollary of our result, we obtain a proper algorithm for learning
the top-1 element with respect to the standard 0-1 loss that uses O(kd) samples. In
fact, for small values of r, i.e., r = O(1), our sample complexity is essentially tight.
It is known that © (kd) samples are information theoretically necessary Natarajan
(1989) for top-1 classification. 3 For the case r = k, i.e., when we want to learn

3Strictly speaking, those lower bounds do not directly apply in our setting because our labels
are whole rankings instead of just the top classes but, in the Appendix D.4, we show that we can
adapt the lower bound technique of Daniely et al. (2011) to obtain the same sample complexity
lower bound for our ranking setting.
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the whole ranking with respect to the 0-1 loss, our sample complexity is O(k?d).
However, using arguments similar to Daniely et al. (2011), one can show that in
fact O(dk) ranking samples are sufficient in order to learn the whole ranking with
respect to the 0-1 loss. In this case, it is unclear whether a better sample complexity
can be achieved with an efficient algorithm and we leave this as an interesting

open question for future work.

1.4 Truncated Statistics with Unknown Truncation

A classical challenge in Statistics is estimation from truncated samples. Trunca-
tion occurs when samples falling outside of some subset S of the support of the
distribution are not observed. Truncation of samples has myriad manifestations
in business, economics, engineering, social sciences, and all areas of the physical
sciences.

Statistical estimation under truncated samples has had a long history in Statis-
tics, going back to at least the work of Galton Galton (1897) who analyzed truncated
samples corresponding to speeds of American trotting horses. Following Galton’s
work, Pearson and Lee Pearson (1902); Pearson and Lee (1908); Lee (1914) used
the method of moments in order to estimate the mean and standard deviation of a
truncated univariate normal distribution and later Fisher Fisher (1931) used the
maximum likelihood method for the same estimation problem. Since then, there
has been a large volume of research devoted to estimating the truncated normal
distribution; see e.g. Schneider (1986); Cohen (2016); Balakrishnan and Cramer
(2014). Nevertheless, the first algorithm that is provably computationally and
statistically efficient was only recently developed by Daskalakis et al. Daskalakis
et al. (2018), under the assumption that the truncation set S is known.

In virtually all these works the question of estimation under unknown trun-
cation set is raised. Our work resolves this question by providing tight sample
complexity guarantees and an efficient algorithm for recovering the underlying
Gaussian distribution. Although this estimation problem has clear and important
practical and theoretical motivation too little was known prior to our work even
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in the asymptotic regime. In the early work of Shah and Jaiswal Shah and Jaiswal
(1966) it was proven that the method of moments can be used to estimate a single
dimensional Gaussian distribution when the truncation set is unknown but it is
assumed to be an interval. In the other extreme where the set is allowed to be
arbitrarily complex, Daskalakis et al. Daskalakis et al. (2018) showed that it is
information theoretically impossible to recover the parameters. We provide the
tirst complete analysis of the number of samples needed for recovery taking into
account the complexity of the underlying set.

Main Results and Techniques

Our work studies the estimation task when the truncation set belongs in a family C
of “low complexity”. We use two different notions for quantifying the complexity
of sets: the VC-dimension and the Gaussian Surface Area.

Our first result is that for any set family with VC-dimension VC(C), the mean

and covariance of the true d-dimensional Gaussian Distribution can be recovered
VC(C)

d2
- T 6—2> truncated samples.

up to accuracy € using only O (

Theorem 1.13 (Informal — Identifiaility via VC-Dimension). Let C be a class of sets
with VC-dimension VC(C) and let N = O <%(C) + ‘i—i) Given N samples from a
d-dimensional Gaussian N (u, ¥¥) with unknown mean y and covariance r¥, truncated
onaset S € C with mass at least , it is possible to find an estimate (fi, ¥Z) such that

drv(N (u,7Z), N (1, 12)) < e.

The estimation method computes the set of smallest mass that maximizes
the likelihood of the data observed and learns the truncated distribution within
error O(¢€) in total variation distance. To translate this error in total variation to
parameter distance, we prove a general result showing that it is impossible to
create a set (no matter the complexity) so that two Gaussians whose parameters
are far have similar truncated distributions (see Lemma 6.10).

A simple but not successful approach would be to first try to learn an approxi-
mation of the truncation set with symmetric difference roughly €?/d? with the true
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set and then run the algorithm of Daskalakis et al. (2018) using the approximate
oracle. This approach would lead to a VC(S)d?/e* sample complexity that is worse

than what we get. More importantly, doing empirical risk minimization*

using
truncated samples does not guarantee that we will find a set of small symmetric
difference with the true and it is not clear how one could achieve that.

Our result bounds the sample complexity of identifying the underlying Gaus-
sian distribution in terms of the VC-dimension of the set but does not yield a
computationally efficient method for recovery. Obtaining a computationally ef-
ficient algorithm seems unlikely, unless one restricts attention to simple specific
set families, such as axis aligned rectangles. One would hope that exploiting the
fact that samples are drawn from a “tame” distribution, such as a Gaussian, can
lead to general computationally efficient algorithms and even improved sample
complexity.

Indeed, our main result is an algorithm that is both computationally and sta-
tistically efficient for estimating the parameters of a spherical Gaussian and uses
only dO(©)) samples, where T'(C) is the Gaussian Surface Area of the class C, an

alternative complexity measure introduced by Klivans et al. Klivans et al. (2008):

Theorem 1.14 (Informal — Efficient Estimation of Truncated Gaussians). Let C be a
class of sets with Gaussian surface area at most T(C) and let k = poly(1/a,1/€)T(C)>.
Given N = d* samples from a spherical d-dimensional Gaussian N (u,o?rI), truncated
onaset S € C with mass at least o,in time poly(m), we can find an estimate i, 6 such
that

dry (N (u, c?rD), N (1, 6%r1)) < e.

The notion of Gaussian surface area can lead to better sample complexity
bounds even when the VC dimension is infinite. An example of such a case is
when C is the class of all convex sets. Table 1.1 summarizes the known bounds
for the Gaussian surface area of different concept classes and the implied sample

complexity in our setting when combined with our main theorem.

4That is finding a set of the family that contains all the observed samples.
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Concept Class Gaussian Surface Area
Polynomial threshold functions of degree k O(k) Kane (2011)
Intersections of k halfspaces O(y/logk) Klivans et al. (2008)
General convex sets O(d'/*) Ball (1993)

Table 1.1: Summary of known results for Gaussian Surface Area. The last column gives
the sample complexity we obtain for our setting.

Beyond spherical Gaussians, our main result extends to Gaussians with ar-
bitrary diagonal covariance matrices. In addition, we provide an information
theoretic result showing that the case with general covariance matrices can also
be estimated using the same sample complexity bound by finding a Gaussian and
a set that matches the moments of the true distribution. We remark our main
algorithmic result Theorem 1.15 uses Gaussian Surface Area whereas our sample
complexity result Theorem 1.14 uses VC-dimension. We discuss the differences of

the two approaches in Section 6.6.

Theorem 1.15 (Informal — Identifiability via GSA). Let C be a class of sets with
Gaussian surface area at most T'(C) and let k = poly(1/a,1/€)T(C)?. Any truncated
Gaussian with N'(fi, ¥, S) with S € C that approximately matches the moments up
to degree k of a truncated d-dimensional Gaussian N (u,v%,S) with S € C, satisfies
drv(N (u,7Z), N (f1,7L)) < €. The number of samples to estimate the moments within
the required accuracy is at most d°(K).

This shows that the first few moments are sufficient to identify the parameters.
Analyzing the guarantees of moment matching methods is notoriously challenging
as it involves bounding the error of a system of many polynomial equations. Even
for a single-dimensional Gaussian with truncation in an interval, where closed form
solutions of the moments exist, it is highly non-trivial to bound these errors Shah
and Jaiswal (1966). In contrast, our analysis using Hermite polynomials allows
us to easily obtain bounds for arbitrary truncation sets in high dimensions, even

though no closed form expression for the moments exists.
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We conclude by showing that the dependence of our sample complexity bounds
both on the VC-dimension and the Gaussian Surface Area is tight up to polynomial
factors. In particular, we construct a family in d dimensions with VC dimension 2%
and Gaussian surface area O(d) for which it is not possible to learn the mean of the

underlying Gaussian within 1 standard deviation using 0(2%/2) samples.

Theorem 1.16 (Informal). There exists a family of sets S with T'(S) = O(d) and
VC-dimension 2% such that any algorithm that draws N samples from N (u,v1,S) and
computes an estimate fi with ||fi — p||, < 1 must have N = Q(29/2).

Our techniques and relation to prior work The work of Klivans et al. Klivans
et al. (2008) provides a computationally and sample efficient algorithm for learning
geometric concepts from labeled examples drawn from a Gaussian distribution.
On the other hand, the recent work of Daskalakis et al. Daskalakis et al. (2018)
provides efficient estimators for truncated statistics with known sets. One could
hope to combine these two approaches for our setting, by first learning the set
and then using the algorithm of Daskalakis et al. (2018) to learn the parameters of
the Gaussian. This approach, however, fails for two reasons. First, the results of
Klivans et al. Klivans et al. (2008) apply in the supervised learning setting where
one has access to both positive and negative samples, while our problem can be
thought of as observing only positive examples (those falling inside the set). In
addition, any direct approach that extends their result to work with positive only
examples requires that the underlying Gaussian distribution is known in advance.

One of our key technical contributions is to extend the techniques of Klivans
et al. Klivans et al. (2008) to work with positive only examples from an unknown
Gaussian distribution, which is the major case of interest in truncated statistics.
To perform the set estimation Klivans et al. Klivans et al. (2008), rely on a fam-
ily of orthogonal polynomials with respect to the Gaussian distribution, namely
the Hermite polynomials and show that the indicator function of the set is well
approximated by its low degree Hermite expansion. While we cannot learn this
function directly in our setting, we are able to recover an alternative function, that

contains “entangled” information of both the true Gaussian parameters and the
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underlying set. After learning the function, we formulate an optimization problem
whose solution enables us to decouple these two quantities and retrieve both the
Gaussian parameters and the underlying set. We describe our estimation method
in more detail in Section 6.3. As a corollary of our approach, we obtain the first
efficient algorithm for learning geometric concepts from positive examples drawn

from an unknown spherical Gaussian distribution.

1.5 Non-Parametric Truncated Statistics: Learning

Smooth-Densities

Non-parametric density estimation is a well-developed field in Statistics and Ma-
chine Learning Wasserman (2006); Tsybakov (2008) with applications to many
scientific ares including economics Ahamada and Flachaire (2010); Li and Racine
(2007), and survival analysis Woodroofe et al. (1985). A central challenge in this
field is estimating a probability density function D(x) from samples, without
making strong parametric assumptions about the density. Of course, this is quite
challenging as D may exhibit very rich behavior which might be difficult or infor-
mation theoretically impossible to discern given a finite number of samples. Thus,
to make the task feasible at all, some constraints are placed on D, typically in the
form of smoothness, which allows estimators to interpolate among the observed
samples. Indeed, a prominent method for non-parametric density estimation is
based on kernels Wand and Jones (1994); Botev et al. (2010); Simonoff (2012); Scott
(2015), whose usual interpolating estimate takes the form D(x) = 1 Y | k(x;; x),
for some kernel function k(-; -), where x1, ..., x, are the observations from D. In
some settings is also preferable to use kernels to estimate the log-density function
Canu and Smola (2006). Even with smoothness assumptions, the problem is chal-
lenging enough information theoretically, that the achievable error takes the form
n—O/(r+d)) under various norms, where d is the dimension and 7 is the assumed
order of smoothness of D McDonald (2017); Li and Racine (2007). Similar results

can be obtained using histograms density estimation Barron et al. (1992).
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Despite the fact that both kernel based and histogram based estimators achieve
the information theoretic optimal consistency rates, the resulting estimator does
not have a form that is appealing for other statistical uses after estimation. For
example, if the estimation is then used to solve some hypothesis testing problems
then it would be helpful if the estimated distribution is represented as a member of
an exponential family Neyman (1937); Good (1963). A parallel line of research has
hence devoted in exponential series estimators of non-parametric densities, starting
with the celebrated work of Barron and Sheu Barron and Sheu (1991) which was
later extended to multidimensional settings as well Wu (2010). Our work follows
this line of research and the estimators that we compute are always members of
some exponential family distributions.

Our goal is to extend this literature from the traditional interpolating regime to
the much more challenging extrapolating regime. In particular, we consider settings
wherein we are constrained to observe samples of D in a subset of its support, yet
we want to procure estimates D that approximate D over its entire support. This
question problem is motivated by truncated statistics, another well-developed field
in Statistics and Econometrics Cohen (1991); Heckman (1976); Maddala (1987);
Borsch-Supan and Hajivassiliou (1993), which targets statistical estimation in set-
tings where the samples are truncated depending on their membership in some
set. Truncation may occur for several reasons, ranging from measurement device
saturation effects to data collection practices, bad experimental design, ethical or
privacy considerations that disallow the use of some data, etc.

Non-parametric density estimation from truncated samples is well-studied
problem in statistics with many applications in economics and survival analysis
Padgett and McNichols (1984); Woodroofe et al. (1985); Lai and Ying (1991); Stute
et al. (1993); Gajek et al. (1988); Lai and Ying (1991). However, due to the very
challenging nature of this problem, all the previous works on this topic consider
only a soft truncation model that does not completely hide some part of the
support but only decreases the probability of observing something that lies in
the truncation set. In particular, each sample x; from D also samples a truncation
set S; which then determines whether this sample is truncated or not. As a result,



27

samples from the entire support are ultimately collected, thus the unknown density
can be interpolated, with some appropriate re-weighting, from those samples
covering the entire support. Additionally the existing work only targets single-
dimensional densities despite the importance of non-parametric estimation in
multiple dimensions as we discussed above.

In this work we target in solving the seemingly impossible problem of estimat-
ing a non-parametric density, even in parts of the support that we don’t observe
any sample! More precisely, we consider the more standard, in truncated statistics,
hard truncation model, wherein there is a fixed set S that determines whether
each and every sample from D is truncated. We solve this problem under slightly
stronger but similar assumptions to the ones used in the vanilla non-parametric
density estimation problems. At the same time, we extend the non-parametric den-
sity estimation from truncated samples to the multi-dimensional settings, which is
a significant generalization of the existing work.

Our main theorems, summarized below, can be interpreted as a statistical
version of Taylor’s theorem, which allows us to use truncated samples from some
sufficiently smooth density D and extrapolate from these samples an estimate D
which approximates D on its entire support. The statistical rates achieved by our
theorems are slightly worse but comparable to those known in non-parametric
density estimation under untruncated samples, i.e., in the interpolating regime. It is
an interesting open problem whether we can improve the novel extrapolation rates
that we provide in this work, to match exactly the interpolation rates of the vanilla
non-parametric density estimation.

From a technical point of view, a central challenge that we face is to bound
the extrapolation error of multivariate polynomial approximation, which is a chal-
lenging problem that is a subject of active area of research. Our main technical
contribution is to show a novel way to prove strong bounds on the extrapolation
error of our algorithms invoking only well-studied anti-concentration theorems,
which is of independent interest and we believe that it will have applications
beyond truncated statistics. More precisely, one of our main technical results is a
“Distortion of Conditioning” lemma (Lemma 7.18), providing a tight relationship
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between the /; distance between two exponential families as computed under
conditioning on different subsets of the support. As we said, this lemma is proven
using probabilistic techniques, and provides a viable route to prove our statis-
tical Taylor result in high dimensions, where polynomial approximation theory
techniques do not appear sufficient.

Main Results and Techniques

As we already mentioned, in this work we provide provable extrapolation of non-
parametric density functions from samples, i.e., given samples from the conditional
density on some subset S of the support we want to recover the shape of the
density function outside of S. We consider densities proportional to e/ (*), where
f is a sufficiently smooth function. Our observation consists of samples from a
density proportional to 15(x)ef*), where S is a known (via a membership oracle)
subset of the support. For this problem to even be well-posed we need further
assumptions on the density function. Even if we are given the exact conditional
density 1g (x)ef () it is easy to see that, if f ¢ C, i.e., if f is not infinitely times
differentiable everywhere in the whole support, there is no hope to extrapolate its
curve outside of S; for a simple example, if we observe a density proportional to
el*| truncated in (—o0, 0] we cannot extrapolate this density to (0, +c0), because we
cannot distinguish whether we are observing truncated samples from e* or el
On the other hand, if the log-density f is analytic and sufficiently smooth, then
the value of f at every x can be determined only from local information, namely
its derivatives at a single point. This well known property of analytic functions
is quantified by Taylor’s remainder theorem. In this work we build upon this
intuition and show that even given samples from a sufficiently smooth density
and even if these samples are conditioned in a small subset of the support we can still
determine the function in the entire support and most importantly this can be done
in a statistically and computationally efficient way.

In the light of the above observation, we restrict our attention to functions

f that satisfy specific smoothness assumptions. In particular, we assume that
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the k-th order derivatives of f do not increase faster than exponentially in k, i.e.,
|f®)(x)| < MK for some M € Ry and all x in the support (see Definition 7.4).
Notice that similar assumptions are standard in non-parametric density estimation
problems, even when no extrapolation is needed, see, for example, Barron and
Sheu (1991); Wu (2010).

We start our exposition with the single-dimensional version of our extrapolation
problem in Section 7.2. We make this choice for several reasons: (1) it is easier
to compare with the existing line of work on non-parametric density estimation
both in the vanilla non-truncated and in the truncated setting, (2) in the single-
dimensional setting we are able to show a slightly stronger information theoretic
result, and (3) the single dimensional setting serves as a nice example where the
difference between interpolation and extrapolation. In this single dimensional
setting we assume that there exists some unknown log-density function f, a known
set S, and we observe samples from the distribution D(f, S), which has density
proportional to 1ge/(¥). Our goal is to estimate the whole distribution D( f) which
for simplicity we assume that f is supported on [0, 1] and hence S C [0, 1]. Our first
step is to consider the semi-parametric class of densities p that consists of polynomial
series that can approximate the unknown non-parametric log-density f. Then we
truncate this polynomial series and we only consider densities of the form eP(*),
where p is a degree k polynomial, with large enough k; observe that these densities
belong to an exponential family.

Our first result shows that the polynomial which maximizes the likelihood
with respect to the conditional distribution D(f, S) (let us call this polynomial the
“MLE polynomial”) approximates the density e/(*) everywhere on [0,1], i.e. the MLE
polynomial has small extrapolation error. Observe, that this result cannot follow
just from the fact that for example the Taylor polynomial extrapolates, because the
MLE polynomial and the Taylor polynomial are in principle very different. While it
is conceptually clear that the MLE polynomial of sufficiently large degree will have
small interpolation error and hence will approximate well the density inside S, our
result is the first to show that the same polynomial has small extrapolation error
and hence approximates the density on the entire interval [0, 1]. For the formal
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version, we refer to Theorem 7.7

Theorem 1.17 (Informal — MLE Extrapolation Error). Let D(f, [0, 1]) be a probability
distribution with sufficiently smooth log-density f and let D(f,S) be its conditional
distribution on S C [0,1]. The MLE w.r.t D(f, S) polynomial p* of degree O(log(1/€))
satisfies dry (D(f,[0,1]), D(p*,[0,1])) <e.

Extending the previous result to multivariate densities is significantly more
challenging. The reason is that multivariate polynomial interpolation is much
more intricate and is a subject of active research, see for example the survey Gasca
and Sauer (2000). Instead of trying to characterize the properties of the exact MLE
polynomial we give an alternative method for obtaining multivariate extrapola-
tion guarantees that does not rely on multivariate polynomial interpolation. Our
approach uses the additional assumption that the set S from which we observe
samples has non-trivial volume, that is vol(S) > a for some « > 0. Under this
natural assumption we obtain the following theorem (for the formal version see
Therorem 7.8 ).

Theorem 1.18 (Informal — Multivariate MLE Extrapolation Error). Let D(f, [0,1]%)
be a probability distribution with sufficiently smooth log-density f and let D(f,S) be its
conditional distribution on S C [0,1]% with vol(S) > a. The MLE w.r.t D(f, S) polyno-
mial p* of degree O(d®/a® 4 1og(1/¢€)) satisfies dty (D(f, [0,1]%), D(p*,[0,1])) < e.

Our approach for proving Theorem 1.18 is more general and of independent
interest. In particular, we use a structural result that quantifies the distortion of
the metric space of exponential families under conditioning. Given a polynomial
p with corresponding density D(p, [0,1]?) we consider the conditioning map that
maps D(p, [0,1]9) to the distribution D(p,S). We show this conditioning map
distorts the total variation distance metric by a factor of order at most (d /a)°®).
In other words, distributions that are close in the image space of the conditioning
map are also close in the domain space and vice versa (for the formal version, see
Lemma 7.18)
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Lemma 1.19 (Informal — Distortion of Conditioning ). Let p, g be polynomials of degree
at most k. For every S C [0,1] with vol(S) > w it holds

o) _ drv(D(p,[0,1]%), D(q,[0,1}%)) oK)
@) s g D(p,5), D5y = WY

Using the above theorem our strategy for showing Theorem 1.18 is illus-
trated in Figure 1.1 and is as follows. Our first step is to use Taylor’s remain-
der theorem to prove that there exists a polynomial p, associated with f, such
that both dy(D(p,S), D(f,S)) and dty(D(p, [0,1]%), D(f,[0,1]%)) are both very
small when p has sufficiently large degree. Next, we show that optimizing the
likelihood function on S over the space of degree k polynomials we obtain the
MLE polynomial g which achieves very small total variation distance to f on
S, ie. dry(D(q,S),D(f,S)) is also small. Hence, from the triangle inequality
we have that dry(D(q,S), D(p,S)) is also very small. The next step, which is
the crucial one, is that we can now apply our novel Theorem 1.19 to obtain that
dry(D(g,[0,1]%), D(p,[0,1]%)) blows up at most by a factor of (d/a)°%). This ar-
gument leads to an upper bound on the extrapolation error (y in Figure 1.1). The
last key observation is that the quantity dry (D(p,S), D(f,S)) decreases faster than
(d/a)~OK) as the degree k increases and hence we can make the extrapolation error
arbitrarily small by choosing sufficiently high degree.

So far we have argued about the extrapolation error of the population MLE
polynomial, i.e., we assume that we have access to the population distribution
D(f,S) and that we can maximize the population MLE with no error. Therefore,
our next step is to show how we can incorporate the statistical error from the access
to only finitely many samples from D(f,S) and to provide an efficient algorithm
that computes the MLE polynomial with small enough approximation loss (for the
formal version see Theorem 7.9).

Theorem 1.20 (Informal — Extrapolation Algorithm). Let D(f, [0,1]%) be sufficiently
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Figure 1.1: Using Theorem 1.19 to show the extrapolation guarantees of MLE.
K = [0,1]d. p is the Taylor Polynomial of f: from Taylor’s remainder the-
orem we know that, in both S and K, p is very close to f. g is the MLE
polynomial on S: it is very close to f in S. The distance x is bounded
by triangle inequality. The distance of p and g in K is upper bounded
by x (d/a)°%) by Theorem 1.19. Finally, y is the extrapolation error of
the MLE polynomial 4 on K and is bounded by another triangle inequality.
Overall, y < dry(D(f,K),D(p,K)) + (d/2)°®x < dry(D(f,K),D(p,K)) +
(@/0)°®) (dry (D(£,5), D(p, $)) + drv (D(f,S), D3, 5)))-

smooth. Let S C [0,1]% be such that vol(S) > a. There exists an algorithm that draws

N = 20(d*/a?) . (1/€)O(d—|—log(1/tx))

samples from D(f,S), runs in time polynomial in the number of samples, and with
probability at least 99% outputs a polynomial q of degree O(d®/a2) + O(log(1/€)) such
that dTV(D(f/ K)/ D(q/ K)) <e

It is well known that non-parametric density estimation (in the interpola-
tion regime, i.e. from untruncated samples) under smoothness assumptions re-
quires samples that depend exponentially in the dimension, i.e. the typical rate is
(1/ e)®(d), see for example Tsybakov (2008); McDonald (2017); Li and Racine (2007).
The usual assumption is that the density has bounded derivatives, i.e. it belongs to
a Sobolev or a Besov space. Our problem of extrapolating the density function is a

strict generalization of non-parametric density estimation and therefore our sample
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complexity naturally scales as (1/¢€)°(@+108(1/0)) where the log(1/a) reflects the
impact of conditioning on a small volume set S. Our estimation algorithm suffers
from an additional 20(¢*/%*) which does not depend on the accuracy parameter
€. For sets of constant volume, in constant dimensions, we obtain a almost the
same asymptotic sample complexity with the interpolation setting and in particular
depends polynomially in the accuracy parameter €. For higher dimensions it is an
interesting open problem whether this additional factor is necessary or not.

For many learning problems one may not have access to fine grained label
information; e.g., an image can be labeled as husky, dog, or even animal depending
on the expertise of the annotator. In this work, we formalize these settings and
study the problem of learning from such coarse data. Instead of observing the
actual labels from a set Z, we observe coarse labels corresponding to a partition of
Z (or a mixture of partitions).

Our main algorithmic result is that essentially any problem learnable from fine
grained labels can also be learned efficiently when the coarse data are sufficiently
informative. We obtain our result through a generic reduction for answering Statis-
tical Queries (5Q) over fine grained labels given only coarse labels. The number of
coarse labels required depends polynomially on the information distortion due to
coarsening and the number of fine labels | Z]|.

We also investigate the case of (infinitely many) real valued labels focusing on
a central problem in censored and truncated statistics: Gaussian mean estimation
from coarse data. We provide an efficient algorithm when the sets in the partition
are convex and establish that the problem is NP-hard even for very simple non-

convex sets.

1.6 Learning from Coarse Data

Supervised learning from labeled examples is a classical problem in machine
learning and statistics: given labeled examples, the goal is to train some model
to achieve low classification error. In most modern applications, where we train

complicated models such as neural nets, large amounts of labeled examples are
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required. Large datasets such as Imagenet, Russakovsky et al. (2015), often contain
thousands of different categories such as animals, vehicles, etc., each one of those
containing many fine grained subcategories: animals may contain dogs and cats and
dogs may be further split into different breeds etc. In the last few years, there have
been many works that focus on fine grained recognition, Guo et al. (2018); Chen
et al. (2018); Touvron et al. (2020); Qin et al. (2020); Lei et al. (2017); Jiao et al. (2019,
2020); Bukchin et al. (2020); Taherkhani et al. (2019). Collecting a sufficient amount
of accurately labeled training examples is a hard and expensive task that often
requires hiring experts to annotate the examples. This has motivated the problem
of learning from coarsely labeled datasets, where a dataset is not fully annotated
with fine grained labels but a combination of fine, e.g., cat, and coarse labels, e.g.,
animal, is given, Deng et al. (2013); Ristin et al. (2015).

Inference from coarse data naturally arises also in unsupervised, i.e., distri-
bution learning settings: instead of directly observing samples from the target
distribution, we observe “representative" points that correspond to larger sets of
samples. For example, instead of observing samples from a real valued random
variable, we round them to the closest integer. An important unsupervised prob-
lem that fits in the coarse data framework is censored statistics, Cohen (2016);
Wolynetz (1979); Breen et al. (1996); Schneider (1986). Interval censoring, that arises
in insurance adjustment applications, corresponds to observing points in some
interval and point masses at the endpoints of the interval instead of observing
fine grained data from the whole real line. Moreover, the problem of learning the
distribution of the output of neural networks with non-smooth activations (e.g.,
ReLU networks, Wu et al. (2019)) also fits in our model of distribution learning
with coarse data, see Figure 8.2(c).

Even though the problem of learning from coarsely labeled data has attracted
significant attention from the applied community, from a theoretical perspective
little is known. In this work, we provide efficient algorithms that work in both the

supervised and the unsupervised coarse data settings.
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Our Model and Results

We start by describing the generative model of coarsely labeled data in the su-
pervised setting. We model coarse labels as subsets of the domain of all possible
fine labels. For example, assume that we hire an expert on dog breeds and an
expert on cat breeds to annotate a dataset containing images of dogs and cats. With
probability 1/2, we get samples labeled by the dog expert, i.e., labeled according
to the partition

{cat = {persian cat, bengal cat, ...}, {maltese dog}, {husky dog},... }.

On the other hand, the cat expert will provide a fine grained partition over cat
breeds and will group together all dog breeds. Our coarse data model captures

exactly this mixture of different label partitions.

Definition 1.21 (Generative Process of Coarse Data with Context). Let X’ be an
arbitrary domain, and let Z = {1, ..., k} be the discrete domain of all possible fine labels.

We generate coarsely labeled examples as follows:
1. Draw a finely labeled example (x, z) from a distribution D on X x Z.
2. Draw a coarsening partition S (of Z) from a distribution .
3. Find the unique set S € S that contains the fine label z.
4. Observe the coarsely labeled example (x, S).
We denote D the distribution of the coarsely labeled example (x, S).
In the supervised setting, our main focus is to answer the following question.

Question 1.22. Can we train a model, using coarsely labeled examples (x,S) ~ D, that
classifies finely labeled examples (x,z) ~ D with accuracy comparable to that of a classifier
that was trained on examples with fine grained labels?
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Definition 8.1 does not impose any restrictions on the distribution over parti-
tions 7. It is clear that if partitions are very rough, e.g., we split Z into two large
disjoint subsets, we lose information about the fine labels and we cannot hope
to train a classifier that performs well over finely labeled examples. In order for
Question 8.2 to be information theoretically possible, we need to assume that the
partition distribution 7t preserves fine-label information. The following definition
quantifies this by stating that reasonable partition distributions 7t are those that
preserve the total variation distance between different distributions supported
on the domain of the fine labels Z. We remark that the following definition does
not require D to be supported on pairs (x,z) but is a general statement for the
unsupervised version of the problem, see also Definition 8.10.

Definition 1.23 (Information Preserving Partition Distribution). Let Z be any domain
and let w € (0,1]. We say that 7t is an a-information preserving partition distribution
if for every two distributions D', D? supported on Z, it holds that dty (DL, D%) >
w - dry (D', D?), where dry (D?, D?) is the total variation distance of D' and D?.

For example, the partition distribution defined in the dog/cat dataset scenario,
discussed before Definition 8.1, is 1/2-information preserving, since we observe
fine labels with probability 1/2. In this case, it is easy, at the expense of losing the
statistical power of the coarse labels, to combine the finely labeled examples from
both experts in order to obtain a dataset consisting only of fine labels. However,
our model allows the partitions to have arbitrarily complex combinatorial structure
that makes the process of “inverting" the partition transformation computationally
challenging. For example, specific fine labels may be complicated functions of
coarse labels: “medium sized" and “pointy ears" and “blue eyes" may be mapped
to the “husky dog" fine label.

Our first result is a positive answer to Question 8.2 in essentially full generality:
we show that concept classes that are efficiently learnable in the Statistical Query
(SQ) model, Kearns (1998), are also learnable from coarsely labeled examples. Our
result is similar in spirit with the result of Kearns (1998), where it is proved that SQ
learnability implies learnability under random classification noise.
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Theorem 1.24 (Informal — SQ Learnability implies Learnability from Coarse Exam-
ples). Any concept class C that is efficiently learnable with M statistical queries from finely
labeled examples (x,z) ~ D, can be efficiently learned from O(poly(k/a)) - M coarsely
labeled examples (x,S) ~ Dy under any a-information preserving partition distribution

TT.

Statistical Queries are queries of the form E(, ,yp[q(x,z)] for some query func-
tion g(x, z). It is known that almost all known machine learning algorithms Aslam
and Decatur (1998); Blum et al. (1998, 2005); Dunagan and Vempala (2008); Balcan
and Feldman (2015); Feldman et al. (2017) can be implemented in the SQ model. In
particular, in Feldman et al. (2015a), it is shown that (Stochastic) Gradient Descent
can be simulated by statistical queries. This implies that our result can be applied,
even in cases where it is not possible to obtain formal optimality guarantees, e.g.,
training deep neural nets. We can train such models using coarsely labeled data
and guarantee the same performance as if we had direct access to fine labels (see
also Appendix G.1). °> As another application, we consider the problem of mul-
ticlass logistic regression with coarse labels. It is known, see e.g., Friedman et al.
(2001), that given finely labeled examples (x,z) ~ D, the likelihood objective for
multiclass logistic regression is concave with respect to the weight matrix. Even
though the likelihood objective is no-longer concave when we consider coarsely
labeled examples (x,S) ~ Dy, our theorem bypasses this difficulty and allows us
to efficiently perform multiclass logistic regression with coarse labels.

Formally, we design an algorithm (Algorithm 12) that, given coarsely labeled
examples (x, S), efficiently simulates statistical queries over finely labeled exam-
ples (x,z). Surprisingly, the runtime and sample complexity of our algorithm
do not depend on the combinatorial structure of the partitions, but only on the

5Given any objective of the form L(v) = E(y,)~pll(v;x,y)], its gradients correspond to
VoL(v) = ]E(x,y)ND[va (v;x,y)]. Having Statistical Query access to the distribution of (x,y),
we can directly obtain estimates of the above gradients using the query functions gq;(x,y) =
(Vol(v;x,y));. In Feldman et al. (2015a), the precise accuracy required for specific SQ implemen-
tations of first order methods depends on the complexity of the underlying distribution and the
particular objective function ¢(-).
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number of fine labels k and the information preserving parameter a of the partition

distribution 7t.

Theorem 1.25 (Informal — SQ from Coarsely Labeled Examples). Consider a dis-
tribution Dy over coarsely labeled examples in R? x [k], (see Definition 8.1) with a-
information preserving partition distribution 7. Let g : R? x [k] — [~1,1] be a query
function, that can be evaluated on any input in time T, and T € (0,1). There exists
an algorithm, that draws N = poly(k/(ta)) coarsely labeled examples from Dy and,
in poly(N, T) time, computes an estimate ? such that, with high probability, it holds

| E(xz)~pla(x,2)] = 7| < 7.

Learning Parametric Distributions from Coarse Samples. In many important
applications, instead of a discrete distribution over fine labels, a continuous para-
metric model is used. A popular example is when the domain Z of Definition 8.1
is the entire Euclidean space IR?, and the distribution of finely labeled examples is
a Gaussian distribution whose parameters possibly depend on the context x. Such
censored regression settings are known as Tobit models Tobin (1958); Maddala
(1986); Gourieroux (2000). Lately, significant progress has been made from a com-
putational point of view in such censored/truncated settings in the distribution
specific setting, e.g., when the underlying distribution is Gaussian Daskalakis et al.
(2018); Kontonis et al. (2019), mixtures of Gaussians Nagarajan and Panageas (2019),
linear regression Daskalakis et al. (2019); Ilyas et al. (2020); Daskalakis et al. (2020).
In this distribution specific setting, we consider the most fundamental problem of
learning the mean of a Gaussian distribution given coarse data.

Definition 1.26 (Coarse Gaussian Data). Consider the Gaussian distribution N (u*),
with mean p* € RY and identity covariance matrix. We generate a sample as follows:

1. Draw z from N ().
2. Draw a partition L (of R?) from .

3. Observe the set S € X that contains z.
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We denote the distribution of S as N (u*).

Remark 1.27. We remark that we only require membership oracle access to the subsets of
the partition S. A set S C R® corresponds to a membership oracle Og : R? — {0,1} that
given x € R? outputs whether the point lies inside the set S or not.

We first study the above problem, from a computational viewpoint. For the
corresponding problems in censored and truncated statistics no geometric assump-
tions are required for the sets: in Daskalakis et al. (2018) it was shown that an
efficient algorithm exists for arbitrarily complex truncation sets. In contrast in
our more general model of coarse data we show that having sets with geometric
structure is necessary. In particular we require that every set of the partition is con-
vex, see Figure 8.2(b,c). We show that when the convexity assumption is dropped,
learning from coarse data is a computationally hard problem even under a mixture

of very simple sets.

Theorem 1.28 (Informal — Hardness of Matching the Observed Distribution with
General Partitions). Let 7 be a general partition distribution. Unless RP = NP, no
algorithm with sample access to N (u*), can compute, in poly(d) time, a i € R? such
that dry (N (), Nz(p*)) < 1/d° for some absolute constant ¢ > 1.

We prove our hardness result using a reduction from the well known MAX-
CUT problem, which is known to be NP-hard, even to approximate Hastad (2001).
In our reduction, we use partitions that consist of simple sets: fat hyperplanes,
ellipsoids and their complements: the computational hardness of this problem is
rather inherent and not due to overly complicated sets.

On the positive side, we identify a geometric property that enables us to design
a computationally efficient algorithm for this problem: namely we require all the
sets of the partitions to be convex, e.g., Figure 8.2(b,c). We remark that having finite
or countable subsets, is not a requirement of our model. For example, we can
handle convex partitions of the form (c) that correspond to the output distribution
of a ReLU neural network, see Wu et al. (2019). We continue with our theorem for

learning Gaussians from coarse data.
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(a) Non-Identifiable Case (b) Convex Partition Case (c) ReLU Case
Figure 1.2: Convex Partitions of IR?.

Figure 1.3: (a) is a very rough partition, that makes learning the mean im-
possible: Gaussians N((0,z)) centered along the same vertical line (0,z) as-
sign exactly the same probability to all cells of the partitions and therefore,
dry(N=((0,21)), Nz((0,22))) = 0: it is impossible to learn the second coordinate
of the mean. (b) is a convex partition of R?, that makes recovering the Gaussian
possible. (c) is the convex partition corresponding to the output distribution of one
layer ReLU networks. When both coordinates are positive, we observe a fine sam-
ple (black points correspond to singleton sets). When exactly one coordinate (say
x1) is positive, we observe the line L, = {x : x, < 0,x; = z > 0} that corresponds
to the ReLU output (x1,0). If both coordinates are negative, we observe the set
{x:x1 < 0,x <0}, that corresponds to the point (0,0).

Theorem 1.29 ((Informal) - Gaussian Mean Estimation with Convex Partitions). Let
€ € (0,1). Consider the generative process of coarse d-dimensional Gaussian data N (u*).
Assume that the partition distribution 7t is a-information preserving and is supported on
convex partitions of R?. Then, the empirical log-likelihood objective

1 N
Ln(w) = 5 Y log N (1 S))
i=1

is concave with respect to p for S; ~ Nz (u*). Moreover, it suffices to draw N =
O(d/ (e2a?)) samples from Ny (u*) so that the maximizer ji of the empirical log-likelihood
satisfies

dry(N (i), N (#7)) <e,
with probability at least 99%.
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Our algorithm for mean estimation of a Gaussian distribution relies on the log-
likelihood being concave when the partitions are convex. We remark that, similar
to our approach, one can use the concavity of likelihood to get efficient algorithms
for regression settings, e.g., Tobit models, where the mean of the Gaussian is given

by a linear function of the context Ax for some unknown matrix A.



Part 1

Learning From Noisy Labels
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2 LEARNING WITH MASSART NOISE

2.1 Formal Statement of Results

Preliminaries

Let ¢; be the i-th standard basis vector in R?. Ford € N, let $4~1 :— {x € R¥ :
|x|l2 = 1}. Let proj;(x) be the projection of x to subspace U C R? and U+ be its
orthogonal complement.

We consider the binary classification setting where labeled examples (x, y) are
drawn i.i.d. from a distribution D on R? x {+1}. We denote by D, the marginal of
D on x. The misclassification error of a hypothesis & : R? — {41} (with respect to
D)iserrd | (h) :— Pr(y,)~p[h(x) # y]. The zero-one error between two functions
f,h (with respect to Dy) is errOD_"l(f,h) :— Pryop,[f(x) # h(x)].

We will use the following simple claim relating the zero-one loss between two
halfspaces (with respect to a bounded distribution) and the angle between their

normal vectors (see Appendix A.1 for the proof).

Claim 2.1. Let Dy be a (U, R)-bounded distribution on R%. For any u,v € R? we have
that R2/U - 0(u,v) < errgjl(hu, hy). Moreover, if Dy is (U, R, t(-))-bounded, for any
0 < € < 1, we have that err(?_xl(hu,hv) < Ut(e)?-0(v,u) +e.

Our main result is the first polynomial-time algorithm for learning halfspaces
with Massart noise with respect to a broad class of well-behaved distributions. Be-
fore we formally state our algorithmic result, we define the family of distributions
F for which our algorithm succeeds:

Definition 2.2 (Bounded distributions). Fix U,R > Oand t : (0,1) — R4. An
isotropic (i.e., zero mean and identity covariance) distribution Dy on R® is called (U, R, t)-
bounded if for any projection (Dy)y of Dy onto a 2-dimensional subspace V the corre-
sponding pdf vy on R? satisfies the following properties:

1. yy(x) > 1/U, forall x € V such that ||x||, < R (anti-anti-concentration).
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2. yy(x) < U forall x € V (anti-concentration).
3. Forany e € (0,1), Pryq, [||x|l, > t(e)] < € (concentration).

We say that Dy is (U, R)-bounded if concentration is not required to hold.
Our main result is the following theorem.

Theorem 2.3. Let D be a distribution on RY x {—1, 41} such that the marginal D,
on R is (U, R, t())-bounded. Let 1y < 1/2 be an upper bound on the Massart noise
rate. Algorithm 2 has the following performance guarantee: It draws m = O((U/R)'?
#8(e/2) /(1 —21)19) - O(d/€*) labeled examples from D, uses O(m) gradient evalua-
tions, and outputs a hypothesis vector w0 that satisfies erréjj1 (hw, f) < € with probability
at least 1 — &, where f is the target halfspace.

2.2 Overview of Techniques

Our approach is extremely simple: We take an optimization view and leverage the
structure of the learning problem to identify a simple non-convex surrogate loss
Ly (w) with the following property: Any approximate stationary point @ of L,
defines a halfspace hg, which is close to the target halfspace f(x) = sign({(w*, x)).
Our non-convex surrogate is smooth, by design. Therefore, we can use any first-
order method to efficiently find an approximate stationary point.

We now proceed with a high-level intuitive explanation. For simplicity of this
discussion, we consider the population versions of the relevant loss functions.
The most obvious way to solve the learning problem is by attempting to directly
optimize the population risk with respect to the 0 — 1 loss, i.e., the misclassification
error Pr(, ) p[hw(x) # y] as a function of the weight vector w. Equivalently, we
seek to minimize the function F(w) = E(y,).p[1{—yw - x > 0}], where 1{t > 0}
is the zero-one step function. This is of course a non-convex problem and it is
unclear how to efficiently solve directly.

A standard recipe in machine learning to address non-convexity is to replace

the 0 — 1 loss F(w) by an appropriate convex surrogate. This method seems to
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0.5 — Step function
— Ramp function

— Logistic function

| | o | | J

Figure 2.1: The step function and its surrogates.

inherently fail in our setting. However, we are able to find a non-convex surrogate
that works. Even though finding a global optimum of a non-convex function is
hard in general, we show that a much weaker requirement suffices for our learning
problem. In particular, it suffices to find a point where our non-convex surrogate
has small gradient. Our main structural result is that any such point is close to the
target weight vector w*.

To obtain our non-convex surrogate loss £,, we replace the step function
1{t > 0} in F(w) by a well-behaved approximation. That is, our surrogate is
of the form Lo (w) = E(,,).p[r(—yw - x)], where r(t) is an approximation (in
some sense) of 1{t > 0}. A natural first idea is to approximate the step function
by a piecewise linear (ramp) function. We show (Section 2.3) that this leads to a
non-convex surrogate that indeed satisfies the desired structural property. The
proof of this statement turns out to be quite clean, capturing the key intuition of our
approach. Unfortunately, the non-convex surrogate obtained this way (i.e., using
the ramp function as an approximation to the step function) is non-smooth and it
is unclear how to efficiently find an approximate stationary point. A simple way
to overcome this obstacle is to instead use an appropriately smooth approximation
to the step function. Specifically, we use the logistic loss (Section 2.3), but several
other choices would work. See Figure 2.1 for an illustration.

We note that our structural lemma (showing that any stationary point of a
non-convex surrogate suffices) crucially leverages the underlying distributional
assumptions (i.e., the fact that D, is (U, R) bounded). It follows from a lower
bound construction in Diakonikolas et al. (2019a) that the approach of this work
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does not extend to the distribution-independent setting. In particular, for any
loss function £, Diakonikolas et al. (2019a) constructs examples where there exist
stationary points of £ defining hypotheses that are far from the target halfspace.

2.3 Main Structural Result: Stationary Points Suffice

In this section, we prove our main structural result. In Section 2.3, we define
a simple non-convex surrogate by replacing the step function by the (piecewise
linear) ramp function and show that any approximate stationary point of this
surrogate loss suffices. In Section 2.3, we prove our actual structural result for a

smooth (sigmoid-based) approximation to the step function.

Warm-up: Non-convex surrogate based on ramp function

The main point of this subsection is to illustrate the key properties of a non-convex
surrogate loss that allows us to argue that the stationary points of this loss are
close to the true halfspace w*. To this end, we consider the ramp function r,(t) with
parameter ¢ > 0 — a piecewise linear approximation to the step function. The ramp
function and its derivative are defined as follows:

0, fort < —0o/2
1
re(t) = §+ %, It < o/2 and () = ;]l{|t| <c/2}. (21)
1, t>o0/2

Observe that as ¢ approaches 0, 7, approaches the step function. Using the ramp
function, we define the following non-convex surrogate loss function

ramp . . w-Xx
e = B e (i) | 22

(xy)~D
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Figure 2.2: The sign of the two-Figure 2.3: The “good" (blue) and “bad" (red)
dimensional gradient projection. regions inside a band of size o.

To simplify notation, we will denote the inner product of x and the normalized
was (w,x) = ﬁ By a straightforward calculation (see Appendix A.1), we get
that the gradient of the objective Ly © (w) is

Vwley FP(w) = E [—r, ({(w,x)) Vul(w,x) (1—21(x)) sign(w* - x)] . (2.3)

x~D,
Our goal is to establish a claim along the following lines.

Claim 2.4 (Informal). For every € > 0 there exists > 0 such that for any vector @
with O(w*, @) > e, it holds vaﬁgm’(@)uz > e

The contrapositive of this claim implies that for every € we can tune the param-
eter ¢ so that all points with sufficiently small gradient have angle at most € with
the optimal halfspace w*. This is a parameter distance guarantee that is easy to
translate to missclafication error (using Claim 2.1).

Since it suffices to prove that the norm of the gradient of any “bad" hypothesis
(i.e., one whose angle with the optimal is greater than €) is large, we can restrict
our attention to any subspace and bound from below the norm of the gradient
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in that subspace. Let V = span(w*, w) and note that the inner products w* - x,
w - x do not change after the projection to this subspace. Write any point x € R?
as v + u, where v € V is the projection of x onto V and u € V. Now, for each v,
we pick the worst-case u (the one that minimizes the norm of the gradient). We set
nv(v) = ny(v +u(v)). Since 7(x) < 7 for all x, we also have that ny(v) < 7, for
all v € V. Therefore, we have

vac;amp(mszHprojvvwc?mp(w)”z: E [Vl (w)]

(xy)~Dy

2

Without loss of generality, assume that @ = ey and w* = —sinf-e; +cos - ey, see

Figure 2.2. To simplify notation, in what follows we denote by #(x) the function

v (x) after the projection. Observe that the gradient is always perpendicular to
ramp

W = e (this is also clear from the fact that £, * (w) does not depend on the length
of w). Therefore,

E [Voly F(w)]

(xy)~D - |Vwﬁtrfamp(@) -eq]
YY)~y

2

B o) (1= 2p(@)sign(w’ 2] - @4

We partition IR? in two regions according to the sign of the pointwise gradient

8(x) = —rg(x2) (1 = 2n(x))sign(w” - x)x; .

Let
G={xecR?: g(x) >0} = {x € R*: xysign(w"* - x) < 0},

and let G be its complement. See Figure 2.2 for an illustration. To give some
intuition behind this definition, imagine we were using SGD in this 2-dimensional
setting, and at some step t we have w) = @ = ;. We draw a sample (x,y) from
the distribution D and update the hypothesis. Then the expected update (with
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respect to the label y) is

wt) =) — o(x) - ereq .

Therefore, assuming that 6(w*,e;) € (0, 77/2), the “good" points (region G) are
those that decrease the e; component (i.e., rotate the hypothesis counter-clockwise)
and the “bad" points (region G°) are those that try to increase the e; component
(rotate the hypothesis clockwise); see Figure 2.2.

We are now ready to explain the main idea behind the choice of the ramp
function r,(f). Recall that the derivative of the ramp function is the (scaled)
indicator of a band of size ¢/2 around 0, 7.(t) = (1/0)1{|t| < ¢/2}. Therefore,
the gradient of this loss function amplifies the contribution of points close to the
current guess w, that is, points inside the band 1{|x;| < ¢/2} in our 2-dimensional
example of Figure 2.2. Assume for simplicity that the marginal distribution Dy
is the uniform distribution on the 2-dimensional unit ball. Then, no matter how
small the angle of the true halfspace and our guess 6(w”*, @) is, we can always pick
o sufficiently small so that the contribution of the “good" points (blue region in
Figure 2.2) is much larger than the contribution of the “bad" points (red region).

Crucial in this argument is the fact that the distribution is “well-behaved” in
the sense that the probability of every region is related to its area. This is where
Definition 2.2 comes into play. To bound from below the contribution of “good"
points, we require the anti-anti-concentration property of the distribution, namely
a lower bound on the density function (in some bounded radius). To bound from
above the contribution of “bad" points, we need the anti-concentration property
of Definition 2.2, namely that the density is bounded from above (recall that we
wanted the probability of a region to be related to its area).

We are now ready to show that our ramp-based non-convex loss works for all
distributions satisfying Definition 2.2. In the following lemma, we prove that we
can tune the parameter ¢ so that the stationary points of our non-convex loss are
close to w*. The following lemma is a precise version of our initial informal goal,
Claim 2.4.
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Lemma 2.5 (Stationary points of Ly © suffice). Let Dy be a (U, R)-bounded dis-
tribution on R, and n < 1/2 be an upper bound on the Massart noise rate. Fix
any 6 € (0,7w/2). Let w* € S~ be the normal vector to the optimal halfspace and
@ € S971 be such that 0(®, w*) € (0, T — 0). For ¢ < 5;1/1 — 217 sin 0, we have that
va Lo ( H (1/8)R2(1 — 257) /U.

Proof. We will continue using the notation introduced in the above discussion. We
let V be the 2-dimensional subspace spanned by w* and @. To simplify notation,
we again assume without loss of generality that w* = —sinf e; + cos0 e, and
W = ey, see Figure 2.2. Using the triangle inequality and Equation (2.4), we obtain

E [Volo F(w 2.5
g [V LE @) | 29
> E [re(x)(1=2n(x)xi|lc(x)] =  E - [rp(x2)(1—25(x))|%1|Teece]

JCN(Dx 14 xN(Dx)V
= E [ro(x)d-2n(x)xnl] -2 E  [re(x)(1—27(x))|%|lrece] -
xN(Dx 1% .X'N(Dx)v
(2.6)
We now bound from below the first term, as follows
LE a1 - 290 ]
1{|xz]| <0/2} 1
>(1-2 E b
> -2 B [FEET
(1-2%7)R { { c R R H
>—F7— E 1 <5, —=< < —
~ 220  x~(Dx)y |x2|_2 2¢/2 ol 2
_ 2
> U=21)R Re _R% o 2.7)

~ 2V2e  Vou 4U

where the first inequality follows from the upper bound on the noise 7 (x) <, and
the third one from the lower bound on the 2-dimensional density function 1/U
inside the ball ||x||, < R (see Definition 2.2).
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We next bound from above the second term of Equation (2.6), that is the contri-
bution of “bad" points. We have that

IN
tr

E [ry(x2)(1—27(x))|x1|Ixece]

xN(Dx)V xN(Dx)V

1
<= ¢ < ,
S el altix € G5 x| < 0/2}]

]l{|x2|(7§ 0/2} |1 [1{x € G°}

We now observe that for 6 € (0, 7r/2] it holds

G = {x: xysign(w” - x) > 0} = {x : xysign(—xy sinf + xp cos ) > 0}
C{x:x1x > 0}.

On the other hand, if 6 € (71/2, 7] we have G° C {x : x1x; < 0}. Assume first
that 0 € (0, 7t/2] (the same argument works also for the other case). Then the
intersection of the band {x : |x;| < ¢/2} and G° is contained in the union of two
rectangles R = {x : |x1| < ¢/(2tanb), |x2| < 0/2, x1xp > 0}, see Figure 2.3.

Therefore,
E  [rp(x2)(1—25(x))|x1|Txcce] (2.8)
x~(Dx)y
1 o i
=~ g 2tan6 xN(Dx)V []l{x € G5 x| < 2t | x| < _}]
2
< 7 xR} <~ L7

o2tan® xN(Dx = 2tanf 2tanf

RZ
< 16U(1 —27), (2.9)

where for the last inequality we used our assumption that ¢ < % v/1—27ysin6.
To finish the proof, we substitute the bounds (2.7), (2.9) in Equation (2.6). Il
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Main structural result: Non-convex surrogate via smooth

approximation

In this subsection, we prove the structural result that is required for the correctness
of our efficient gradient-descent algorithm in the following section. We consider

the non-convex surrogate loss

0= £ o[ (Wi, @10

where S, (t) = He%/(, is the logistic function with growth rate 1/c. That is, we
have replaced the step function by the sigmoid. As ¢ — 0, S,(t) approaches the

step function. Formally, we prove the following:

Lemma 2.6 (Stationary points of L, suffice). Let Dy be a (U, R)-bounded distribution

on RY, and 17 < 1/2 be an upper bound on the Massart noise rate. Fix any 6 € (0, 71/2).

Let w* € S9! be the normal vector to the optimal halfspace and @ € S?~1 be such

that (@, w*) € (6,71 — 6). For o < &;1/1 —217sin6, we have that ||V Lo ()], >
1 p2

The proof of Lemma 2.6 is conceptually similar to the proof of Lemma 2.5 for
the ramp function given in the previous subsection. The main difference is that,
in the smoothed setting, it is harder to bound the contribution of each region of
Figure 2.2 and the calculations end-up being more technical.

Proof of Lemma 2.6. Without loss of generality, we will assume that @ = e and

w* = —sinf - e; + cos B - ex. Using the same argument as in the proof of Section 2.3,

we let V = span(w*, w) and have

E  [Volo(@
b, Vwke(@)]

E ) (=S5 (22| ) (1 — 217 (x))sign(w™ - x)x1]

2 xN( x)V
(2.11)
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€2

Figure 2.4: The “good" (blue) and “bad" (red) regions.

We partition IR? in two regions according to the sign of the gradient. Let
G = {(x1,x) € R?: xysign(w* - x) > 0},

and let G be its complement. Using the triangle inequality and Equation (2.11),
we obtain

E Vwlo(W
(x’y)NDV[ o ()] ,
> B [Sp(lx))A—2n(x)|x:1c(x)] =  E  [Sp(|x2])(1 —277(x))|x1|Lge (x)]
x~(Dx)v x~(Dx)v
(1 — 2;7) e_|x2|/‘7 e_|x2‘/‘7
> — “lxq] - 1g(x)| — E xp| - Lge(x) |,
SRR x| - 1g(x) &, x| - Tge(x)

(2.12)

where we used the upper bound on the Massart noise rate #7(x) < 7 and the fact

that the sigmoid S, (|t|)? is bounded from above by 1 and bounded from below by
1/4.

We can now bound each term separately using the fact that the distribution
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s (U, R)-bounded. Assume first that 6(w*,@w) = 0 € (0,77/2). Then we can
express the region in polar coordinates as G = {(r,¢) : ¢ € (0,0) U (rt/2, 1+ 6) U
(371/2,2m)}. See Figure 2.4 for an illustration.

We denote by y(x, y) the density of the 2-dimensional projection on V of the
marginal distribution D,. Since the integral is non-negative, we can bound from
below the contribution of region G on the gradient by integrating over ¢ € (77/2, 7).
Specifically, we have:

~ rsm(p
c e |x2‘/0' 1 2 d d
CE e mlte)| 2 [ arcosg rsing)r cos gl dgar
/2 rsmc])
_/ / v(r cos ¢, rsin ¢)r? COS(P d¢dr
/2 Rsm([)
> —/ r dr/ coscp d¢
1
_- = 2 — >_ 2 _ o8 .
3UR (1 e > iR (1 e ) , (213)

where for the second inequality we used the lower bound 1/U on the density
function 7 (x,y) (see Definition 2.2) and for the last inequality we used that o < %.

We next bound from above the contribution of the gradient in region G°. Note
that G = {(r,¢) : ¢ € By = (/2 —6,7t/2) U (37/2—6,371/2)}. Hence, we can
write:

R " dgd
I / / (r r r e r
B, - |21 ] Lge( 4>€Be cos ¢, 7 sin ¢)r? cos ¢ ¢

7T/2 2 rsin¢
< —/ / rccosge” o deodr
o Jo Jo ¢ ¢

B 2U0? cos? 6
sinZ 0
_ (1-2p)R?

2
2.14
s2u 0 (2.14)

where the inequality follows from the upper bound U on the density y(x,y) (see
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Definition 2.2) and the last inequality follows from our assumption that ¢ <
% /1 —2ysin(6). Combining (2.13) and (2.14), we have

e~ lxal/o (1 —2#)R?

¢ < 2
x~(]lE?x)v [ lx1] 1g (x)] S g Cos 6
(1-2p)R* (1—e"%)
- 24U

(1—27) e lnl/o

1
< Z
—2 4 x~(Dx)v [

|x1] ]lc(x)] , (215)

_ 8
where the second inequality follows from cos?# < 1 and % < a 22 ) Using (2.15)
in (2.12), we obtain

To conclude the proof, notice that the case where 6(w, w*) € (71/2, T — 0) follows
similarly. Finally, in the case where 6 = 71/2, the region G° is empty, and we
again get the same lower bound on the gradient. This completes the proof of
Lemma 2.6. [

2.4 Main Algorihtmic Result: Proof of Theorem 2.3

In this section, we prove our main algorithmic result.

Our algorithm proceeds by Projected Stochastic Gradient Descent (PSGD), with
projection on the /p-unit sphere, to find an approximate stationary point of our
non-convex surrogate loss. Since L, (w) is non-smooth for vectors w close to 0, at
each step, we project the update on the unit sphere to avoid the region where the
smoothness parameter is high.

Recall that a function f : R? — R is called L-Lipschitz if there is a parameter
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L > Osuch that ||f(x) — f(y)|, < L|x —y|, forall x,y € R%. We will make use of
the following folklore result on the convergence of projected SGD (for completeness,
we provide a proof in Appendix A.2).

Algorithm 1 PSGD for f(w) = E,.p[g(z, w)]
1: procedure PSGD(f, T,B) > f(w) = E,.p[g(z, w)]: loss, T: number of steps, B:
step size.
w0 — ¢
fori=1,...,Tdo
Sample z(’) frorn D.

( ) (1 ﬁvwg(z(i),w(i_l))
w(i) o)y H

return (w(l), e w(T)).

Lemma 2.7 (PSGD). Let f : RY — R with f(w) = E,p[g(z, w)] for some function
¢ : R x R? s R. Assume that for any vector w, g(-, w) is positive homogeneous of
degree-0 on w. Let W = {w € R? : |{w)||, > 1} and assume that f, g are continuously
differentiable functions on WW. Moreover, assume that |f(w)| < R, Vyf(w) is L-
Lipschitz on W, E,..p [vag(z,w)Hﬂ < B forall w € W. After T iterations the

output (wV, ..., w'")) of Algorithm 1 satisfies

[ FE[ver]l] < BF.

If, additionally, ||E.p|Vwg(z, w)]||5 < C for all w € W, we have that with T =
(2LBR + 8C2log(1/6))/€* it holds min;_; 7 H Vaof (w®)
least 1 — §6.

z(D)

ey

) < €, with probability at

We will require the following lemma establishing the smoothness properties of

our loss (based on S;;). See Appendix A.2 for the proof.
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Lemma 2.8 (Sigmoid Smoothness). Let S,(t) = 1/(1 +¢~*/?) and

Lo(w)= E { ( ! ﬁvwlﬁ)]

forw € W, where W = {w € R? : ||wl|, > 1}. We have that L,(w) is con-
tinuously differentiable in W, [Lq(w)| < 1, By ) op[[|VwSe(w, x,y)Hg] < 4d/o?,
IVwLlo(w)|5 < 4/02, and Vo Lo (w) is (6/0 +12/02)-Lipschitz.

Putting everything together gives Theorem 2.3.

Algorithm 2 Learning Halfspaces with Massart Noise

1: procedure ALG(e, U, R, £(-))

2 G+ OU2/RY).

3 G+ O(R/U?).

4: T« Cydt(e/2)8/(e*(1—21)19) log(1/9). > number of steps

5. B« C3d(1—25)%€/(t(e/2)*TV/?). > step size

6 0+ Co\/1—2n¢e/t?(e/2).

7: (w(o),w(l),...,w(T)) < PSGD(f, T, B). >
f(ZU) = E(x,y)wD [SU< - yﬁ)}r (1)

8 L« {:I:w(i)}l-em. > L: List of candidate vectors

90  Draw N = O(log(T/é) (€2(1—21)?)) samples from D.

10: W <— argmin Z] 1 1{sign(w - x J)) L y }
11: return .

Proof of Theorem 2.3. By Claim 2.1, to guarantee errgfl(hw, f) < e it suffices to
show that the angle 8(w, w*) < O(e(1 —27y)/(Ut?*(e/2))) =: 6y. Using (the
contrapositive of) Lemma 2.6, we get that with ¢ = O((R/U)+/1—216)), if
the norm squared of the gradient of some vector w € S%~! is smaller than
o= O((R?>/U)(1 —27)), then w is close to either w* or —w* — that is, 6(w, w*) <
6o — or O(w, —w*) < 6. Therefore, it suffices to find a point w with gradient
[Vl (@), < p.

From Lemma 2.8, we have that our PSGD objective function is bounded above
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by 1,
2

E [vasg( —yi )| | <o/,

[l

2

HE [Vng< — yﬁ)] Hi < O(1/¢?), and that the gradient is Lipschitz with Lips-
chitz constant O(1/¢?). Using these bounds for the parameters of Lemma 2.7, we
get that with T = O(# log(1/0)) steps, the norm of the gradient of some vector
in the list (w(?), ..., w(T)) will be at most p with probability 1 — &. Therefore, the

required number of iterations is

T—0 (dulz t5(e/2) 10g(1/5)>

R12 64(1 _ 2;7)10

We know that one of the hypotheses in the list L (line 8 of Algorithm 2) is e-close

to the true w*. We can evaluate all of them on a small number of samples from

the distribution D to obtain the best among them. From Hoeffding’s inequality,

it follows that N = O(log(T/6)/(e*(1 — 217)?)) samples are sufficient to guar-

antee that the excess error of the chosen hypothesis is at most €(1 — 27). Using

Fact A.2, for any hypotheses h, and the target concept f, it holds errgjl (h,f) <
D

(1_;2;7) (erry’ 4 (h) — opt), and therefore the chosen hypothesis achieves error at most

2¢. This completes the proof of Theorem 2.3. O

2.5 Strong Massart Noise Model

We start by defining the strong Massart noise model, which was considered
in Zhang et al. (2017b) for the special case of the uniform distribution on the
sphere. The main difference with the standard Massart noise model is that, in the
strong model, the noise rate is allowed to approach arbitrarily close to 1/2 for

points that lie very close to the separating hyperplane.

Definition 2.9 (Distribution-specific PAC Learning with Strong Massart Noise). Let
C be the concept class of halfspaces over X = R?, F be a known family of structured
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distributions on X, 0 < ¢ < 1and 0 < € < 1. Let f(x) = sign(w™* - x) be an
unknown target function in C. A noisy example oracle, EXM3( £, F, ), works as
follows: Each time EXSM3S(f, F, 1) is invoked, it returns a labeled example (x,v), such
that: (a) x ~ Dy, where Dy is a fixed distribution in F, and (b) y = f(x) with probability
1—1n(x) and y = —f(x) with probability 1(x), for an unknown parameter 1(x) <
max{1/2 — c|w™* - x|,0}. Let D denote the joint distribution on (x,y) generated by the
above oracle. A learning algorithm is given i.i.d. samples from D and its goal is to output a
hypothesis h such that with high probability the misclassification error of h is e-close to the
misclassfication error of f, i.e., it holds err) | (h) < errl |(f) +e.

The main result of this section is the following theorem:

Theorem 2.10 (Learning Halfspaces with Strong Massart Noise). Let D be a dis-
tribution on R? x {£1} such that the marginal Dy on R? is (U, R, t())-bounded. Let
0 < ¢ < 1 be the parameter of the strong Massart noise model. Algorithm 3 has the
following performance guarantee: It draws m = O ((U'2/R'¥)(3(e/2)/c®)) O(d/e*)
labeled examples from D, uses O(m) gradient evaluations, and outputs a hypothesis vector
w that satisfies erry) | (ha) < errl | (f) + € with probability at least 1 — 6.

The proof of Theorem 2.10 follows along the same lines as in the previous
sections. We show that any stationary point of our non-convex surrogate suffices
and then use projected SGD.

The main structural result of this section generalizes Lemma 2.6:

Lemma 2.11 (Stationary points of £, suffice with strong Massart noise). Let Dy
be a (U, R)-bounded distribution on R?, and let ¢ € (0,1) be the parameter of strong
Massart noise model. Let 6 € (0, 71/2). Let w* € S%~1 be the normal vector to an optimal
halfspace and @ € S~ be such that (@, w*) € (0, T — 0). For ¢ < 58-+/cRsin(9),
we have ||V Lo (@) ||, > 5z R

Proof. Without loss of generality, we can assume that W = e; and w* = —sin6 -
e1 + cos 0 - 5. Using the same argument as in the Section 2.3, for V' = span(w*, w),
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we have

E [Vwﬁa(ﬁ\’)]

== VZUE ’&\) - e
ey | o(@) - e

2

_E [=Si(lal)(1 - 27 (x)sign(w” x)x]| (216

We partition IR? in two regions according to the sign of the gradient. Let
G = {(x1,x2) € R? : xysign(w* - x) > 0}, and let G be its complement. Using the
triangle inequality and Equation (2.16) we obtain

E  [Volo(@
b, [V wbe(@)] X

> E [So(lx))(1=27(x))xlle(x)] = E [Se(lx2l)(1—25(x))|xi[Tce(x)]

X~ Ux x~Dy

e*|X2|/0’ e*‘xﬂ/U

> E [(1 - 24(x)) E

|x1] ]lc(x)] — E [ |21 | HGC(x)] ,

(2.17)

where we used the fact that the sigmoid S, (|¢|)? is upper bounded by 1 and lower
bounded by 1/4.

We can now bound each term using the fact that the distribution is (U, R)-
bounded. Assume first that (w*, w) = 0 € (0,71/2). Then, (see Figure 2.2) we
can express region G in polar coordinates as G = {(r,¢) : ¢ € (0,0) U (/2,7 +
6) U (371/2,2m)}. We denote by 7(x,y) the density of the 2-dimensional projection
on V of the marginal distribution D,. Since the integrand is non-negative we may

bound from below the contribution of region G on the gradient by integrating over
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¢ € (rt/2,m).
e—|X2|/0'
B |(1-29(x) 1] 16(x) 2.18)
o - Vsm(p
2/ // (1—217(x))’y(rcosq>,rsincp)r2|coscp| de¢dr (2.19)
0 /2
o0 7T/2 e_T’SlOl:l(P
:/ / (1 —27(x))y(r cos ¢, r sin ¢)r? cos ¢ de¢dr
/2 Vsmgb
// / clw* - x|y(r cos ¢, r sin ¢)r? coscp de¢dr
R/2
/2 Vsm¢
/ / v(r cos ¢, rsin ¢)r? coscp dedr
R/2
R (R , /2 p—2ne
> c—
e R/Zr dr/o cos ¢ d¢
7 7
_ _ - > 3 -8 )
“1aau (1 ¢ ) Tz (1 ¢ ) / (2.20)

where for the third inequality we used that for ||x||, > R/2, we have that w* - x =
R(cos(#) +sin(8)) > R/6, for the fourth inequality we used the lower bound
1/U on the density function (7 cos ¢, r sin ¢) (see Definition 2.2), and for the last
inequality we used that o < R/8.

We next bound from above the contribution of the gradient of region G°. We

have G* = {(r,¢) : ¢ € By = (t/2—6,7/2) U (37/2—6,31/2)}

e_‘x2|/‘7 rsing
E |x1| Lge(x / / v(rcos ¢, rsind)r® cospe” = dedr
x~Dy (o (PEB@

7T/2 2 rsm
<—/ / rccosge” o d dr
o Jo Jo pe ¢

- 2Uc? cos? 0 B 2R3¢ cos? 6
N sinZ 0 N 2420 7

(2.21)

where the inequality follows from the upper bound U on the density (7 cos ¢, r sin ¢)

(see Definition 2.2), and the last equality follows from the value of . Combining
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(2.20) and (2.21), we have
e~lnl/o 2R3c cos? 6
< 2R T
- 242U
17¢R3 (1 —e78)
< Z
-8 144U
11 [e—lxz/a

1] Lge(x)

E
xN(Dx)V [

< -z
— 24 xN(Dx)V

%1 ﬂc(x)] ;o (222

where the second inequality follows from the identity cos?6 < 1 and ﬁ <
_ -8
%%. Using (2.22) in (2.17), we obtain

B [Vulo(@) e
wlo (W
(wy~py

> .
‘x1’ ]lG(x)] = 288U

1
- E
2 8 x~(Dx)y
To conclude the proof, notice that the case where 0(w, w*) € (/2,1 —0)
follows by an analogous argument. Finally, in the case where 0 = 77/2, the region
G° is empty and we can again get the same lower bound on the gradient norm.

O
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Algorithm 3 Learning Halfspaces with Strong Massart Noise

1: procedure ALG(e, U, R, t(+))

2. Cp <+ O(U2/R'®).

3 Co+ @(R3/2/u2)

4: T« C1dt(e/2)8/(e*c®) log(1/6). > number of steps
5.

6

7

B« C3dc%e?/(t(e/2)4TV/?).
o Cyc? e/t (e/2).
: (w®),w, .., wT) « PSGD(f,T,B). >
£(@0) = ey [So( -yt )|
L+ {:I:w(i)}l-em. > L: List of candinate vectors

Draw N = O(log(T/6)/€*) samples from D.

10: @ < argmin, Zjlil 1{sign(w - x\1)) # y}.
11: return .

Proof of Theorem 2.10. From Claim 2.1, we have that to make the erré)j‘1 (ha, f) <€
it suffices to prove that the angle 8(w, w*) < O(e/(Ut*(e/2))) =: 6. Using (the
contrapositive of) Lemma 2.11 we get that with ¢ < ®@(R/U+/cR#), if the norm
squared of the gradient of some vector w € S9! is smaller than p = O(R3c/U),
then w is close to either w* or —w*, that is 0(w, w*) < 6 or (w, —w™*) < 6.
Therefore, it suffices to find a point w with gradient |V Lo (w)|l, < p .

From Lemma 2.8, we have that our PSGD objective function £, (w), is bounded

by 1,
w - X
E[HV“’S" “Yaly)

2
] <0(d/o?),

2
HE [VwSU< — yﬁ)] H2 < O(1/0?), and that the gradient of L,(w) is Lips-
chitz with Lipschitz constant O(1/0?). Using these bounds for the parameters
of Lemma 2.7, we get that with T = O(U‘lip‘l log(1/4)) rounds, the norm of the

gradient of some vector of the list (w(?),...,w(T)) will be at most p with 1 —§
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probability. Therefore, the required number of rounds is

-0 (ulz dtd(e/2) 10g(1/5)> |

R18 €4C6

Now that we know that one of the hypotheses in the list L (line 8 of Algorithm 3)
is e-close to the true w*, we can evaluate all of them on a small number of
samples from the distribution D to obtain the best among them. The fact that
N = O(log(T/6)/(€?)) samples are sufficient to guarantee that the excess error
of the chosen hypothesis is at most € with probability 1 — 4 follows directly from
Hoeffding’s inequality. This completes the proof. O
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3 LEARNING WITH TSYBAKOV NOISE IN
QUASI-POLYNOMIAL TIME

3.1 Formal Statement of Results

Preliminaries

For a square matrix M, we say that M is positive semi-definite if only if all the
eigenvalues of M are non-negative. For m € Z_, we denote " the set of symmet-
ric matrices of dimension m. For an m-dimensional square matrix A, let tr(A) be
its trace.

Let S = (s1,82,...,54) be a d-dimensional multi-index vector, where for all
i € [d], s; is non-negative integer. We denote |S| = 2?:1 s; and for a d-dimensional
vector w = (wy,wy, ..., wy), we denote w® = Hle wlsl For a degree-k multi-
variate polynomial p(x) = Yg./sj<k Csx°, let [|p|l, :— 1/¥s.s/<k C3 and [|p|l; :—
Ys:|s|<k |Cs|. As we discussed in (Section 1.2), obtaining computationally efficient
learning algorithms in the presence of Tsybakov noise in any non-trivial setting —
that is, for any natural concept class and under any distributional assumptions —
has been a long-standing open problem in learning theory. In this work, we make
the first progress on this problem. Specifically, we give a learning algorithm for
halfspaces that succeeds under a class of well-behaved distributions (including
log-concave distributions) and runs in time quasi-polynomial in 1/€. We start by
describing the distribution family for which our algorithm succeeds. We remark
that the following definition is a special case of the more general definition of
bounded distributions Definition 2.2 (the difference is that now the tail must be

sub-exponential).

Definition 3.1 (Sub-Exponential Bounded Distributions). For any set of parameters
L,R,B, B > 0, an isotropic (i.e., zero mean and identity covariance) distribution Dy on
RY is called (L, R, B, B)-bounded if for any projection (Dy)y of Dy on a 2-dimensional
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subspace V, the corresponding pdf vy on R? satisfies the following properties:
1. We have that vy (x) > L, forall x € V such that ||x||, < R (anti-anti-concentration).
2. Forany t > 0, we have that Pry.., [||x||, > t] < Bexp(—pt) (concentration).

Moreover, if there exists U > 0 such that for all x € V we have that yy(x) < U
(anti-concentration), then the distribution Dy is called (L, R, U, B, B)-bounded.

Definition 3.1 specifies the concentration and (anti-)anti-concentration proper-
ties on the underlying data distribution that are needed to prove the correctness of
our algorithm. We note that the sample complexity and runtime of our algorithm
depends on the values of these parameters.

For concreteness, we state a simplified version of our main result for the case
that L, R, U, B, B are positive universal constants. We call such distributions well-
behaved. We note that the class of well-behaved distributions is quite broad. In
particular, it is easy to show (Fact 3.14) that every isotropic log-concave distribution
is well-behaved. Moreover, the concentration and anti-concentration conditions of
Definition 3.1 do not require a specific nonparametric constraint for the underlying
density function, and are satisfied by many reasonable continuous distributions.

We show:

Theorem 3.2 (Learning Halfspaces with Tsybakov Noise). Let C be the class of
homogeneous halfspaces and F be a family of well-behaved distributions on R?. There is
an algorithm with the following behavior: On input the error parameter € > 0 and oracle
access to a Tsybakov example oracle EX™P(f, F) with parameters (a, A), where f € C is

((1/a2)1og*(1/€))

the target concept, the algorithm draws N = d° labeled examples, runs in

poly(N, d) time, and computes a hypothesis h € C that with high probability is e-close to
f.

See Theorem 3.13 for a more detailed statement that takes into account the

dependence on the parameters L, R, U, B, .
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3.2 Overview of Techniques

In this subsection, we give an intuitive description of our techniques that lead to
Theorem 3.2 in tandem with a brief comparison to prior techniques and why they
fail in our context.

It is instructive to begin by explaining where algorithms for the related problem
of learning with Massart noise fall apart. The Massart noise model corresponds
to the special case of Tsybakov noise where the label of each example x is inde-
pendently flipped with probability 7(x) < 1, where 7 < 1/2 is a parameter of the
model. A line of work has developed efficient algorithms for learning halfspaces in
this model, with the recent works Zhang et al. (2020a); Diakonikolas et al. (2020c)
being the state-of-the-art. (See Section 3.5 for more details.)

We start by briefly describing the underlying idea behind several previous
algorithms for learning halfspaces with Massart noise Zhang et al. (2020a); Di-
akonikolas et al. (2020c). These algorithms are typically iterative: In each iteration ¢,
we have a current guess w for the normal vector w* to the true halfspace, and our
goal is to perform a local step to improve our guess (in expectation). To perform
these updates, the algorithms aim to boost the contribution of the disagreement
region A between the halfspaces corresponding to w and w*. This is achieved by
considering points only around a small band around w, i.e., all x with |w - x| < T.
This idea suffices to obtain efficient algorithms for the Massart noise model under
well-behaved (e.g., log-concave) distributions as the total contribution of those
points is amplified.

For the case of Tsybakov noise however, the situation is much more challenging.
Even though the probability mass of the points in region A increases by restricting
to a band around the current guess, it does not guarantee that the angle between w
and w* improves. This is because in the Tsybakov noise model, it is possible that
all points in region A have flipping probabilities 17(x) ~ 1/2, which grow closer to
1/2 the more the band shrinks. Thus, even though the conditional probability of
region A increases with smaller band size T, the signal that these points provide
to improve the angle may not be strong enough to overcome the effect that the



68

remaining points have.

Our main idea to overcome this obstacle is to increase the contribution of
points in region A by appropriately reweighting them (see Figure 3.1). A key
observation that drives our algorithm (see Fact 3.3) is to find a weighting scheme
that certifies whether a given guess w is (near-)optimal. In more detail, if there exists
a non-negative weighting function F(x) such that E, ,).p[F(x)y sign(w - x)] <
0, then the weight vector w is not optimal. Conversely, if w is not optimal, a
weighting function F that makes the above expectation negative always exists (take
for example the indicator of the disagreement region between w and w™).

Our first technical contribution is making the aforementioned certificate algo-
rithmic. In more detail, we show that in order to certify that a guess w is e-far
from optimal, it suffices to consider weighting functions of a particular form, equal
to the square of a multivariate polynomial restricted on a band close to w. In
particular, we show (Theorem 3.4) that it suffices to consider polynomials of degree
at most k = O(log?(1/€)/&?). We provide an explicit construction of such a multi-
variate polynomial with bounded coefficients, making critical use of Chebyshev
polynomials.

Given this structural result, we can efficiently check the validity of a particular
guess by searching all functions of the aforementioned form. Drawing sufficiently
many samples so that all functions in the class converge uniformly, we can iden-
tify a good weighting (if one exists) by solving a semidefinite program to check
the required condition over all squares of polynomials of degree-k. The sample
complexity required to find our certificate is ?°¥) and can be achieved in sample-
polynomial time (Lemma 3.11).

We note that while our algorithm searches over multivariate polynomials that
certify the error of our estimate, our approach differs significantly from other
approaches for learning halfspaces by approximating them by polynomial thresh-
old functions, like the L;-regression algorithm of Kalai et al. (2008). Our use of
polynomials is done in order to certify whether a candidate halfspace is sufficiently
accurate, instead of searching a larger class of hypotheses. Remaining within the
class of halfspaces allows us to use geometric properties of the underlying data
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distributions and the setting we consider, like the relationship of the misclassifica-
tion error and the angle between the guess and the optimal halfspace. Additionally,
while the L;-regression can be written as a linear program, our approach requires
searching over squares of polynomials and inherently relies on solving SDPs for
obtaining a certificate.

Finally, turning the above algorithm for obtaining certificates into a learning
algorithm is not immediate. To achieve this, we rely on online convex optimization
with a similar approach to the one used in Zhang et al. (2020a). In contrast to an
offline method like stochastic gradient descent, online convex optimization allows
us to change the distribution of examples with which we penalize the guess, and
the distribution is allowed to depend on the current guess. For every guess w, we
compute a loss function according to the reweighted distribution of points given
by our certificate. We set up the objective so that any guess that is not close to
optimal incurs a large loss, while the optimal guess always incurs a very small loss.
By the guarantees of online convex optimization, after few iterations, the average
loss of our guesses must be very close to the optimal loss. This means that one
of the guesses must be near-optimal (see Lemma 3.18). This property will cause
the certificate algorithm to accept this guess as close to optimal. A complication
that arises in designing the loss function is that guessing 0 must give a large loss
compared to the optimal, which we ensure by making the loss sufficiently negative

at the optimal linear classifier.

3.3 Certifying Optimality in Quasi-Polynomial Time

We now describe our quasi-polynomial algorithm to test whether a given candidate
hypothesis w is close to the optimal hypothesis w*. Our approach is based on the

following observation.

Fact 3.3 (Certifying Function). Let D be a distribution on R? x {£1} such that: (a) For
any pair of distinct unit vectors v,u € R?, we have that Pry..p_[hy(x) # hu(x)] > 0.
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Figure 3.1: The disagreement region A (“blue”) of the halfspaces w and w*. Our
reweighting boosts points in region A: lower opacity means lower weight.

(b) D satisfies the Tsybakov noise condition with optimal classifier f(x) = sign({w*, x)).
Then we have:

1. Forany T : R — Ry, we have that E, ;) .p[T(x) yw* - x] > 0.

Xy

2. For any non-zero vector w € R? such that 0(w, w*) > 0, there exists a function
T :R? — R satisfying E(yy)~p[T(x) yw - x| <O0.

Proof. For the first statement, note that

(x/yl)END[T(x) yw' ] = E [T(x)fw” 2|1 -n(x))] - E [T(x)]w x|q(x)]

= _E [T()|w" x| (1-2y(x))] 2 0,
where we used the fact that 7(x) < 1/2and T(x) > 0.
For the second statement, let w # 0 and 6(w, w*) > 0. By picking as a certifying
function T the indicator function of the disagreement region between f and hy,,
ie, T(x) :— 1{hy(x) # f(x)}, we have that

(x,yl)END[T(X) yw-a]=— E [T(x)jw-x|(1-27(x))] .
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We claim that E,p, [T(x)|w - x| (1 — 25(x))] > 0, which proves the second state-
ment. To see this, we use our assumption that the symmetric difference between
any pair of distinct homogeneous halfspaces has positive probability mass. First,
we note that from the Tsybakov condition (for any choice of parameters) we have
that Pry.p_[r7(x) = 1/2] = 0. So, it suffices to show that Ey.p_ [T (x)|w - x|| > 0.

Let w’ be a non-zero vector such that the hyperplane {x : (w’, x) = 0} is con-
tained in the disagreement region {x : i, (x) # f(x)} and 0(w, w'), 6 (w*, w’) > 0.
This implies that {x : hyp(x) # f(x)} D {x: hy(x) # f(x)} and Pryp, [h (x) #
f(x)] > 0. Note that |(w, x)| > 0 for all x with I, (x) # f(x). Therefore, we get
that

E [T()fw x> E (1 (x) # f()Hw- 2] > 0.

x~Dy

This completes the proof of Fact 3.3. O

From Fact 3.3, we see that, given a hypothesis vector w that is not optimal, there
exists a non-negative function that will make the expression of Item 2 of Fact 3.3
negative. One such function is F(x) = 1{sign(w - x) # sign(w* - x)}, in which
case we have E, ) .p[F(x)w - xy] = —Ey.p,[|w - x[(1 —27(x))] < 0. Since we
cannot efficiently search over the space of all non-negative functions, we need to
restrict our search space of certifying functions to some parametric class, ideally
with a small number of parameters. In Section 3.3, we show that considering
squares of low-degree polynomials suffices. In Section 3.3, we show that we can
efficiently search in the space of (squares of) low-degree polynomials and find a
certifying one.

Existence of a Low-Degree Polynomial Certificate

We start by showing that given a candidate hypothesis w that is “far" from being
optimal, that is the angle 8(w, w*) is bounded away from zero, we can construct a
low complexity certificate F that will satisfy E(, ,).p[F(x)w - xy] < 0. In particular,
we construct a certificate that is the product of a square of a low degree non-

negative polynomial and an indicator function that depends on the hypothesis w.
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This result is formally stated in the lemma bellow, which is the main result of this
subsection.

Theorem 3.4 (Low-Degree Polynomial Certificate). Let D be a distribution on R x
{1} that satisfies the Tsybakov noise condition with parameters (x, A) and the marginal
D, on R% is (L, R, B, B)-bounded. Fix any 8 € (0,71/2]. Let w* € S~ be the normal
vector to the optimal halfspace and @ € S?~1 be such that 0(@,w*) > 6. There exists
polynomial p : R? — R of degree

B 1 , [ BA
k=0 (:»@R/s log (LRG))

satisfying ||p|l5 < d°®) such that

2 OR
(x,y])END [p(x) 1{0 <w-x <0OR/4} yw-x} < -

We are going to use the following simple fact about Tsybakov noise that shows
that large probability regions will also have large integral even if we weight the
integral with the noise function 1 — 277(x) > 0. Notice that larger noise #(x) makes
1 —25(x) closer to 0, and therefore tends to reduce the probability mass of the
regions where #(x) is large. A similar lemma can be found in Tsybakov (2004).
Since the definition of #(x) is slightly different than ours, we provide the proof for
completeness in Appendix B.1.

Lemma 3.5. Let D be a distribution on RY x {1} that satisfies the Tsybakov noise

condition with parameters («, A). Then for every measurable set S C R? it holds
1-a

Ev, (L) (1~ 29(x))] 2 C (Byep, [15(0))F, where Cf — o (132) ©

Using the lemma above, we can bound from below and above the err? ; (h)
with the errg)j‘l (h, f) between our current hypothesis h and the optimal f.

Corollary 3.6. Let D be a distribution on R x {1} that satisfies the Tsybakov noise
condition with parameters («, A) and f(x) be the optimal halfspace. Then for any halfspace



h(x), it holds

P ) A3 < P IF) # ]+ Pr () # £()]

and

r [h(x r X A Py h(x .
<x,5)~p[h( ) #y] = (x’]}’)ND[f( ) # Y]+ Gl Pr [h(x) # f(x)]

Proof. LetS = {x € R?: f(x) # h(x)} then

Pr [n(x) #y] = (x,yl)iND[]l{h(x) 7 Y1

RI=
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(xy)~D
= B [{h(x) # f()}1 = ()] + E [1{hx) = f()}n(x)]
= xNEDx[]l{h(x) 4 f(x)}(1—25(x))] + xfbx[”(")] .

The first inequality follows from the fact that 1 — 257(x) < 1 and the second one

from Lemma 3.5.

O

Central role in our construction play the Chebyshev polynomials. In the next

fact, we collect the properties of Chebyshev polynomials that we are going to use

in our argument, and we prove some of them in Appendix B.1.

Fact 3.7 (Chebyshev Polynomials Mason and Handscomb (2002)). We denote by

Tk (t) the degree-k Chebyshev polynomial of the first kind. It holds

cos(karccost) , 1t <1

Tilt) = %((t—m>k+ <t+m)k) =

Moreover, it holds ||Tk||§ < pbk+logk+4

Given a univariate polynomial p(t), the following simple lemma bounds the

blow-up of the square norm of the multivariate polynomial g(x) = p(w - x). We
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-W R/4
Figure 3.2: Plot of the polynomial (Ty(g(#)))? used in the proof of Theorem 3.4.
Observe that this polynomial boosts the contribution of points in the blue region
of Figure 3.1: points in A; have significantly boosted contribution because their
density is lower bounded by some constant and the polynomial takes very large
values in Ay, see Fact 3.9. In Ay, even though the polynomial has large value, the

exponential tails of the distribution cancel the contribution of these points (given
that W is sufficiently large).

also give a simple bound on the coefficient norm blow-up under shift of the

argument of a univariate polynomial.

Lemma 3.8. Let p(t) = Y5_, c;t' be a degree-k univariate polynomial. Given w € R?
with ||[w|, <1, define the multivariate polynomial q(x) = p(w - x) = Yg.|5|<k Csx°.
Then we have that g5 < C3 < d* Y c? . Moreover, let r(t) = p(at+b) = Y d;t!
for some a,b € R. Then ||r||5 < (2max(1,a) max(1,b))%||p|3 .

The proof of this lemma is given in Appendix B.1. We can now proceed to the
proof of the main technical theorem.

Proof of Theorem 3.4. Let V be the 2-dimensional subspace spanned by w* and w.
To simplify notation, let 0 be the angle between w* and w. First, we assume
that 6 < 7r/2. Without loss of generality, assume w = ey and w* = —ae; + bey,

where eq, e, are the standard basis vectors of R2. For some parameter W > 0 to be
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specified later, we define the linear transformation

t—R/4

§W) =1+29

Set p(x) = Tr(g(x1)), where Ty is the degree-k Chebyshev polynomial of Fact 3.7,
and define the following partition of R”

Ag={x:x1 €[00, —W]|}, A1 = {x:x1 € [-W,R/4]},
Ay ={x:x, € [R/4,+x]|}.

We first investigate the behavior of p(x) in each of these three regions.

Fact 3.9. For the polynomial p(x) defined above, the following properties hold in each
region:

1. Forall x € Ag, p(x)? < (2g(x1))%.

2. Forallx € Ay, p(x)® < 1.

2k
3. Forall x such that x; > R/2, it holds that p(x)2 > % (1 + ,/ﬁ) )

Proof. By Fact 3.7, for the univariate Chebyshev polynomials of degree-k, we know
that for all + < —1 it holds

()] = |5 ((t = VE= 1+ (14 VA1)

< (21)k.

Observe that for all x € A, we have g(x1) < —1, thus p(x)? < (2g(x;))?*. For all
x € Ay, wehave —1 < ¢(x1) < 1, which leads to p(x)? < 1.

Finally, from the definition of the Chebyshev polynomial Tj (Fact 3.7), we have
that for all + > 0 it holds

(14 t+ V2 +20)F >

Te(1+1t) > (1+ V1~

N =
N~
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Moreover, all the roots of Ti(f) lie in the interval [—1,1] and hence, for t > 0, the
polynomial (Ty(1 + t))? is increasing in t. Therefore, for any x with x; > R/2 it
holds that

m@afmmm»zn@mm»2§(Hw@%E%%>

2k

]

We bound the expectation E(,.,.p[p(x)*w - xy sign(w - x)1{0 < w - x < OR1]
in each of the three regions separately. We start from Ay, where we have

= E [px)?w-xyl{w x € [0,0R/4]} 1,(x)]
— E [Tu(g(x1))*xay 1{x2 € [0,6R/4]} 1{x < —W}]

E  [(2g(x1))*1{x1 < -W}],

where to get the last inequality we used that x;1[x, € [0,6R/4] < 6R/4 and
Item 1 of Fact 3.9. Using the fact that for any real random variable X it holds

E[|X|™] = [;° mt" 1 Pr[|X| > t]dt and the exponential concentration of Dy (see
Definition 3.1), we obtain

E [g(x1)*1{x < -W}]

(x1,%2)~Dy

= [T e flgGem < W < d
xl X2 NDV
= / ZktZk—le—ﬁWdt n /00 Zktzk—le—ﬁ%(W-k%).Fﬁ%dt.
0 1

We observe that forallt > 1,R > 0, W > 0 it holds

t+1 R\ R _tW
- i I S
2 <W+4> 47 2
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Therefore,

/katZk_le SR B g < /oozktZk—le—tﬁW/Zdt
1 1
00 W —2k
< / kT BN/ 24 < (Tﬁ) (2K)!.
0

Combining the above inequalities we obtain

9 R B2Zk
Ip <
0=""4
_ ORB2%
T4

1 o0
([ 2 tepar o [ aute b (e oty
0 1

(e—ﬂW + (W8 /2)‘2k(2k)!> .
We now set W = 8k/p and get

I < GZ?TB(22ke—8k + (2k)_2k(2k)!) < BI?TB(e—6k +e—2k+1\/ﬂ) < GI?TB’
where we used Stirling’s approximation, i.e., (2k)! < ev/2ke~2¢(2k)?, and the fact
that e~k + e~ 2k+1/2k < 1, forall k > 1.

Bounding the contribution of region A; is quite simple. Using from Fact 3.9,
that p(x)? < 1 for all x € A1, we obtain

6

L= E [px)?w -xyl{w x€[0,0R/4]} 14, (x)] < T

We finally bound the contribution of region A,. We have

L= ( 1)5 D[p(x)zw-xy]l{w-x € [0,6R/4]} 1 4,(x)]
XY)r~

=— E [p(x)*w-x (1-25(x)) 1{w-x € [0,0R/4]} 14,(x)]

x~Dy

<- E [p(x)?w-x (1 —25(x)) 1{w-x € [OR/8,0R/4]} 1{x; > R/2}]
OR

< —?Tk(g(R/2))2xNED [(1—25(x)) 1{w-x € [IR/8,0R/4]} 1{x; > R/2}],
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where we used Item 3 of Fact 3.9. Using Lemma 3.5, we obtain that

E [(1-27(x)) 1{w x € [AR/8,0R/4]} 1{x; > R/2}] > C2(LOR/16)}/* .

x~D,

From Item 3 of Fact 3.9, we obtain

OR [ 6RZ\"*
b < —CATs(R/2)2 (L)

oR cA R\ 7/ or2\+
< - __* - - .
s -7 B35 (” V 2W+R/2> (L 16)

Using the inequality 1+t > e!/2 for all t < 2, we obtain that in order to prove that
Ip + I + I, < —0R/4, it suffices to pick the degree k so that

1
A 2\ a
C—“>e\/ 2WRf122/2 (Lgl%) > 1.

2(B+2

By our choice of W = 8k/ B, it follows that setting the degree of the polynomial to

B 1 , [ BA
k=0 (azm log (m))

suffices. To complete the proof, we need to provide an upper bound on the

magnitude of the coefficients of the polynomial p. From Fact 3.7, we have that

| Te(x)||5 < 26k+2logk+4  Using Lemma 3.8, we obtain that || Tx(g(x))||3 < 2%
26k—|—210gk+4 _

— 28k+2logk+4  Moreover, from the Lemma 3.8, we can derive an
upper bound on the square norm of the multivariate polynomial p, which is
||P||§ < 2kn8k+2logk+4 _ 40(k)

Moreover, for the case where m > 6 > /2, we can prove with the same
argument that
TR

E 21{0<w-x < nR/8}yw x| < ———.
W (PP 10 S w < AR/8) yw x| < =5
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This follows from the fact that the expectation over the partitions Ap and A; are at
most their values for the case of 0 = 71/2, and the expectation over A, is the same.
O

Efficiently Computing the Certificate

In this section, we show that we can efficiently compute our polynomial certificate
given labeled examples from the target distribution. For the rest of this section,
let Q = d®®) and let 1p(x) be the indicator function of the region B = {x : 0 <
w - x < OR/4}. Denote by m(x) the vector containing all monomials up to degree
k, such that ms(x) :— x°, indexed by the multi-index S satisfying |S| < k. The
dimension of m(x) € R™ is m = (*1*). For a real matrix A € R"*", we define the

following function

Ly(A)= E [m(x)TA m(x)]lB(x)w-xy} =tr(AM) , (3.1)
(xy)~D
where M = E(,,).p [m(x)m(x)"1p(x)w- xy]. Notice that Ly, is linear in its
variable A. From the discussion of the previous subsection, and in particular from
Theorem 3.4, we know that if 6(w, w*) > 6, then there exists a polynomial p(x)
and a vector b of coefficients such that p(x) = b - m(x) and L, (bb") < —6R/4.
It follows that there exists a positive semi-definite rank-1 matrix B = bb” such
that £, (B) < —6R/4. Moreover, we have that H p?(x) ||§ < Q, which translates
to || B||Z < Q. Therefore, we can formulate the following semi-definite program,

which is feasible when 0(w, w*) > 6.

tr(AM) < —0R/4
Az < Q (32)

A0

We define M = & YN, m(x)m(x))T15(x))yw - x1), the empirical estimate

of M using N samples from D. We can now replace the matrix M in Equation (3.1)
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with the estimate M and define the tollowing “empirical" SDP

— 360R
AM) < —-=2=
tr(AM) < — =

IAl: < Q (3.3)
A>0

In the following lemma, we bound the sample size required so that M is
sufficiently close to M.

Lemma 3.10 (Estimation of M). Let Q = {A € S™ : A = 0, ||A||p < Q}. There

exists an algorithm that draws

k
N=0O (BQZ (d+k)3 +2 108(1/5)>

€2 (5/2)2k

samples from D, runs in poly(N,d) time and with probability at least 1 — 6 outputs a
matrix M such that

Pr sup‘tr(A]T/I/)—tr(AM)‘ze <1-9.
AeQ)

Proof. Recall that M is the empirical estimate of M, thatis M = E(yy)~p[m(x)m(x) Tp(x)yw -

x|

1 XN . . N .
M = N ; m(x ) m (2 T 1 (x D)y - 20 (34)
Using the Cauchy-Schwarz inequality, we get

tr (A(M ~ M)) < ||Al|; HM - JVIHF .

Therefore, it suffices to bound the probability that HM -M HF > €/Q. From
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Markov’s inequality, we have
Pr [HM— zVI’HF > e/Q} < —E MM M” } (3.5)

Using multi-indices Sy, Sy that correspond to the monomials x51, x52 (as indices of
the matrix M), we have

112 — —
E {HM — MH } = Y. (Ms, s, — Ms, 5,)* = Y. Var[Ms, s,] .
51,52:[81],1S2| <k 51,52:[81],1S2| <k

Using the fact that the samples (x(),y()) are independent, we can bound from
above the variance of each entry (S, S;) of M

Var[]T/IJSLSZ]Sl E [x2(51+52) (]lB(x)w-xy)z]
(xy)~D
1 2(51452) [[ (12
S
1 218148, |+1
S (R

To bound the higher-order moments, we are going to use the (two-dimensional)
exponential tails of D, of Definition 3.1. For all ¢ > ¢, it holds

2
Prx]l, > 1] = Pr[x]}3 > ] < zpr[w _}ggde—ﬁt/x/ﬁ,

where B, B are the parameters of Definition 3.1. For every ¢ > 1, we have

B (3] = [ 2621 By (el > fat < Ba 5 201
X~ Dy

Using the above bound for the variance and summing over all pairs 51, 5o with
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|S1|, |S2| < k, we obtain

2
e[ ] < e = (Y
< B(B/2) H(d+ R, 36)

where we used the inequality (2n)!/(n!)? < 4". Combining Equations (3.5) and
(3.6) we obtain that with N > BQz(ﬁ/Z)_zk(d + k)3+1/(4€?) samples we can
estimate M within the target accuracy with probability at least 3/4. To amplify
the probability to 1 — J, we can simply use the above empirical estimate ¢ times
to obtain estimates M @ ..., M® and keep the coordinate-wise median as our
final estimate. It follows that ¢ = O(log(m/J)) repetitions suffice to guarantee
confidence probability at least 1 — 4.

O

The following is the main lemma of this subsection, where we bound the
number of samples and the runtime needed to construct the certificate given

samples from the distribution D.

Lemma 3.11. Let D be a distribution on R? x {41} that satisfies the Tsybakov noise
condition with parameters («, A) and the marginal Dy on RY is (L, R, B, B)-bounded.
Let w* € S%~1 be the normal vector to the optimal halfspace and w € S%~1. Fix any
6 € (0, 7t/2] and assume that 6(w*, w) > 6. Let

B 1 . ,(BA
=0 (g (ma) )

and Q = d®W). There exists an algorithm that draws N = d°®) log(1/6) samples from
D, runs in time poly(N, d), and with probability 1 — & returns a positive semi-definite
matrix A such that |A||% < Q and tr(AM) < —6R/16.

Proof. From Lemma 3.10, we obtain that with N samples we can get a matrix
M such that |tr(AM — tr(AM)| < 6R/16 with probability at least 1 — §. From
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Theorem 3.4, we know that with the given bound for k and || A||, there exists A*
such that
tr(A*M) < —6R/4.

Therefore, the SDP (3.2) is feasible. Moreover, from Lemma 3.10 we get that

tr(A*M) < —0R/4+ 0R/16 < —3f—6R .
Thus, the following SDP is also feasible
—~ 360R
AM) < - 22
tr(AM) < T
lallF<Q (3.7)
A=0

Since the dimension of the matrix A is smaller than the number of samples, we
have that the runtime of the SDP is polynomial in the number of samples. Solving
the SDP using tolerance R /16, we obtain an almost feasible A, in the sense that
tr(AM) < —30R/16+6R /16 = —6R /8. Using again the guarantee of Lemma 3.10,
we get that solving the SDP (3.7), we obtain a positive-semi definite matrix A such
that tr(AM) < —6R/8 + 6R/16 = —6R/16.

O

3.4 Learning the Optimal Halfspace via Online

Gradient Descent

In this section, we give a quasi-polynomial time algorithm that can learn a unit
vector w with small angle from the normal vector of the optimal halfspace w*. Our

main result of this section is the following theorem.

Theorem 3.12 (Parameter Estimation under (L, R, B, )-bounded distributions).
Let D be a distribution on RY x {41} that satisfies the Tsybakov noise condition with
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parameters (x, A) and the marginal Dy on R? is (L, R, B, B)-bounded. Moreover, let
w* € S be the normal vector to the optimal halfspace. There exists an algorithm that

draws N = d°W) log (1/6) examples from D where k = O (oﬂ%{ﬁ log? (%)), runs
in poly(N, d) time, and computes a vector W such that 0(w, w*) < €, with probability

1-6.

Note here that we do not need the U bounded assumption for Theorem 3.12.
This corresponds to an anti-concentration assumption. If we have this additional
property, we immediately get Theorem 3.13, which is the main result of this paper.
Specifically, with this additional structure on the distribution, one can translate the
small angle guarantee of Theorem 3.12 to the zero-one loss of the hypothesis that

our algorithm outputs.

Theorem 3.13 (PAC-Learning under (L, R, U, B, B)-bounded distributions). Let D
be a distribution on R? x {41} that satisfies the Tsybakov noise condition with parameters
(a, A) and the marginal Dy on R%is (L,R, U, B, B)-bounded. Moreover, let w* € gd-1
be the normal vector to the optimal halfspace. There exists an algorithm that draws

N = d°®log (1/68) examples from D where k = O (ﬁlog2 (%)), runs in
poly (N, d) time, and computes a vector w such that elrré)_"1 (ha, f) < €, with probability

1 — 6, where f is the target halfspace.

A corollary of the above theorem is that we can PAC learn halfspaces when the
marginal distribution Dy is log-concave. The following known fact (see, e.g., Fact
A 4 of Diakonikolas et al. (2020c)) shows that the family of log-concave distributions
is indeed (L, R, U, B, B)-bounded for constant values of the parameters.

Fact 3.14. An isotropic log-concave distribution on R4 is (2_12, 1/9,e217 ¢, 1)-bounded,
where c is an absolute constant.

From Thereom 3.13 and Fact 3.14, we obtain the following corollary.

Corollary 3.15 (PAC-Learning under Isotropic Log-Concave Distributions). Let D
be a distribution on R? x {41} that satisfies the Tsybakov noise condition with parameters
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(«, A) and the marginal Dy is an isotropic log-concave distribution. There exists an algo-
rithm that draws N = d°%) log (1/6) examples from D where k = O (% log? (A/e)),
runs in poly(N,d) time, and computes a vector W such that erré)_"l(h@, f) < €, with
probability 1 — 6, where f is the target halfspace.

We now provide a high-level sketch of the proof of Theorem 3.12 for constant
values of the parameters L, R, B, and . For every candidate halfspace w, that has
angle greater than e with the optimal hypothesis vector w*, our main structural
result, Theorem 3.4, guarantees that there exists a polynomial p of degree k =
O((log(1/€)/)?) such that

E [p2(x)Ls(x)w-xy] < —Ofe).
(xy)~D
Moreover, from Lemma 3.10, we get that, given a candidate w, we can compute
a witnessing polynomial p in time d°(¥). The next step is to use the certificate to

improve the candidate w. We are going to use Online Projected Gradient Decent
(OPGD) to do this.

Lemma 3.16 (see, e.g., Theorem 3.1 of Hazan (2016)). Let V C R" a non-empty
closed convex set with diameter K. Let {1, ..., ¢t be a sequence of T convex functions
lr : V — R differentiable in open sets containing V, and let G = maxyc[ry || Vil |l,-
Pick any w1 € V and set 17y = %ﬂ for t € [T]. Then, for all u € V, we have that

T
S (Ce(wr) — () < chﬁ.
t=1

In particular, let p; be the re-weighting function returned by Lemma 3.10 for
a candidate w®. If w(t) = 0, we set p; to be the zero function. The objective
function that we give to the online gradient descent algorithm, in the t-th step, is an
estimator of £;(w() = — E(y)~pl(pt(w) + A)w - xy], where A is a non-negative
parameter. Using /;, we perform a gradient update and project to get a new
candidate w(*1). The OPGD guarantees that after roughly d®*) steps, there exists
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a t, where the value of function /¢; for our candidate is close to the value of the
optimal one. From Theorem 3.4, we know that this is possible only if the angle
between the candidate and the optimal is less than €. For each iteration ¢, Step 15
of Algorithm 4 uses the OPGD algorithm, and the remaining steps are used to
calculate the function /;.

Algorithm 4 Learning Halfspaces with Tsybakov Noise

1: procedure ALG(e, ) > €: accuracy, J: confidence
2: w0 eq
1 2 ( BA
4. T < d®(k)
5: fort=1,...,Tdo
: 1
6: N < FEON
7: If w(*=1) = 0 then
8: Pt < 0
9: Else
10: p gets the output of SDP (3.3) with input w(t~1)/ Hw(t_l) H2 >
Lemma 3.11
11: If SDP fails and w1 # 0 then
12: return w1
13: Draw N = d9®) log (T /) samples {(x1),yM), ..., (xN), y(N))} from
D
14: Set f;(w) according to Lemma 3.17
15: wt) «— IIy, (w(t_l) — 1Vl (w(t_l))) >V ={xcR?: x|, <1}

For the set V), i.e., the unit ball with respect the ||-||,, the diameter K equals
to 2. We are going to show that in fact the optimal vector w* and our current
candidate vector w() have indeed a separation in the value of /;. Because we do
not have access to /; to optimize, we need a function ?;, which is close to ¢; with
high probability. The following lemma, which is proven in Appendix B.1, gives us

an efficient way to compute an approximation #; of /.

Lemma 3.17 (Estimating the function ¢;). Let p;(x) be the non-negative function, given
from the SDP (3.3). Then taking dA°%) 1og(1/6) samples, wherek = O (@ log? (%) > ,
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we can efficiently compute a function f;(w) such that with probability at least 1 — ¢, the
following conditions hold

o |0(w) — E)onl(pt(x) + AMyw - x]| <€ forany A > 0and w € V,

XY

Fut <

The last thing we need to proceed to our main proof is to show that when the
Algorithm 4 in Step 10 returns a function p;, then there exists a function ¢; for

which our current candidate vector w*) and the optimal one w* are not close.

Lemma 3.18 (Error of ¢;). Let w'") be a vector in V and w* be the optimal vector.
Let gi(x) = —(pt(x) + A) and ly(w) = E(y,)plgt(x)yx - w], where pi(x) is a
non-negative function such that E ,y.p [pi(x)yw®) - x] < — Hw H R and A a non-

negative parameter. Then it holds

R _, (R2L\"* RO
) < el () niwt = [ (35-0)

Proof. Without loss of generality, let w* = e;. From Fact 3.3 and the definition of
(x), for every t € [T], itholds ¢;(w*) < —AEy.p, [|w* - x|(1 — 25 (x))]. To bound
from above the expectation, we use the (L, R, B, B)-bound properties. We have

1-2 ke R/\[ 2 dx;d
@ =2g)] = 2 [ [ (- 2, )y, ),
(3.8)
R ., (R2L\'"
25 (%)
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From Lemma 3.4, we have that

l(w?) = — (x,y])EwD [(pt (x) + A)w® ~xy] > Hw(t)‘ ) 112_2 — xNEDx [Aw(t) -xy}

> ], 55~/ B, w21 = ], (2 -1)

where we used the Cauchy-Schwarz inequality and the fact that x is in isotropic

position. [
We are now ready to prove our main results.

Proof of Theorem 3.12. We start by setting all the parameters that we use in the
1
proof. Letk = ©® ( 2R log? (ELR)) and €’ = eﬁZCA <R126 ) . Assume, in order to

reach a contradiction, that for all steps t, 6 (w( ), w*) > €. Let p¢(x) be the non-
negative function output by the algorithm in Step 10. Then, from Lemma 3.11, we
have that E(x,y)ND[pt(x)yw(t) x] < — Hw(t) H2 eX. Let /;(w) be as in Lemma 3.17.
Then /; (w) = E[f}(w)] = — E(yy)~p[(pt(x) +A) yx - w]. Now using Lemma 3.17,
for N = d?,(zk) log (%) samples, we have Pr [|€At(w(t)) — l(w®)] > e’] < 2 and

Pr [|€At(w*) —l(w™)| > e’} < 2. From Lemma 3.18, for A = €&, in each step t we

have /;(w(®)) > Hw(t) H2 Reand ¢ (w*) < —4¢'. From Lemma 3.16, for G = d°%)
and K = 2, we get

By the union bound, it follows that with probability at least 1 — §, we have that

T ¢ (w® T R o(k)
t(T )_th(’LU)<3d

< +2€ .
= T VT

t=1

Thus, if the number of steps is T = d®) /¢'? then, with probability at least 1 — &
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we have that, + Y./ ¢ <w(t)) — 4 (w*) < 3¢€’. This means that there exists t € [T]
such that ¢; (w(t)) — ¢ (w*) < 3¢/, which implies that ¢ <w(t)> < —€' because
from Lemma 3.18 it holds ¢; (w*) < —4¢’. Using the contrapositive of Theorem 3.4,
it follows that Step 10 does not return a witnessing function and also the w'") is
not zero because then Et(w(t)) = 0, which lead us to a contradiction. Therefore, we
have that for the last ¢ it holds 6 (w(t), w*> < €. Moreover, the number of samples
is O(TN) = (dk)°®) log(1/6), and since k is smaller than the dimension we use
d%%) 1og(1/6) samples. O

To prove the Theorem 3.13, we need the following claim for the (L, R, U, B, B)-
bounded distributions.

Claim 3.19 (Claim 2.1 of Diakonikolas et al. (2020c)). Let Dy be an (L, R, U, B, B)-
bounded distribution on RY. Then, forany 0 < € < 1, we have that errgjl(hu, hy) <

2(B
s (£) -0(v,u) +€.

‘BZ
Proof of Theorem 3.13. We run Algorithm 4 for ¢/ = Z—ﬁ;m From Theorem 3.12,
2
Algorithm 4 outputs a @ such that (@, w*) < %m From Claim 3.19, we
have that errg_1(hyg, f) < €. This completes the proof. O

3.5 Further Related Work

It is instructive to compare the Tsybakov noise model with two other classical noise
models, namely the agnostic model Haussler (1992); Kearns et al. (1994a) and the
bounded (or Massart) noise model Sloan (1988); Massart and Nedelec (2006). The
Tsybakov noise model lies in between these two models.

In the agnostic model Haussler (1992); Kearns et al. (1994a), the learner is
given access to iid labeled examples from an arbitrary distribution D on labeled
examples (x,y) € RY x {£1} and the goal of the learner is to output a hypoth-
esis h such that the misclassification error erry ;(h) :— Pr(,)~plh(x) # y] is as
small as possible. In more detail, we want to achieve err(I)D_1 (h) < opt + €, where
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opt :— infeec err) ,(g) is the minimum possible misclassification error by any
function in the class C. Agnostic noise is the most challenging noise model in
the literature. Without assumptions on the marginal distribution Dy on the (un-
labaled) points, (even weak) agnostic learning is known to be computationally
intractable Guruswami and Raghavendra (2006); Feldman et al. (2006a); Daniely
(2016a).

On the other hand, if Dy is known to be well-behaved, in a precise sense,
dimension-efficient agnostic algorithms are known. Specifically, the L;-regression
algorithm of Kalai et al. (2008) agnostically learns halfspaces under the standard
Gaussian and, more generally, any isotropic log-concave distribution, with sample
complexity and runtime d"(1/€), for an appropriate function m. In more detail, if D,
is the standard Gaussian N (0, I), then m(1/€) = ©(1/€?) (see, e.g., Diakonikolas
et al. (2010a,b)) and if Dy is any isotropic log-concave distribution, then m(1/¢) =
20(poly(1/€))  These runtime bounds are tight for the Li-regression approach, as
they rely on the minimum degree of certain polynomial approximations of the
univariate sign function. Moreover, recent work Diakonikolas et al. (2020b); Goel
et al. (2020b) has shown Statistical Query lower bounds of dP°Y(1/¢) for agnostically
learning halfspaces, even under Gaussian marginals.

Prior to this work, the only known algorithms for Tsybakov noise are the ones
obtained via the straightforward reduction to agnostic learning. Specifically, by
applying the Li-regression algorithm Kalai et al. (2008) for €’ = @(el/ ) in place of
€, where a € (0, 1] is the Tsybakov noise parameter of Definition 1.5, we have (see,
e.g., Corollary 3.6) that the output hypothesis & satisfies Pr,.p_[h(x) # f(x)] <e.
This straightforward reductior(l 1ead)s to algorithms with runtimes POy (1/€V%) for

1/el/a

. 3 poly
Gaussian marginals, and d?

for log-concave marginals.

We acknowledge a related line of work Klivans et al. (2009a); Awasthi et al.
(2017); Daniely (2015); Diakonikolas et al. (2018b) that gave efficient algorithms for
learning halfspaces with agnostic noise under similar distributional assumptions.
While these algorithms run in time poly(d/€), they achieve a “semi-agnostic” error
guarantee of O(opt) + € — instead of 1 - opt + €. This guarantee is significantly

weaker for our purposes and cannot be used to obtain a hypothesis that is arbitrarily
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close to the target halfspace.

Finally, it should be noted that this work is part of the broader agenda of
designing robust estimators for a range of generative models with respect to
various noise models. A recent line of work Klivans et al. (2009a); Awasthi et al.
(2017); Diakonikolas et al. (2016a); Lai et al. (2016a); Diakonikolas et al. (2017a,
2018a,b); Klivans et al. (2018); Diakonikolas et al. (2019¢,b) has given efficient robust
estimators for a range of learning tasks (both supervised and unsupervised) in the
presence of a small constant fraction of adversarial corruptions.
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4 LEARNING WITH TSYBAKOV NOISE IN POLYNOMIAL
TIME

4.1 Formal Statement of Results

Preliminaries We will denote by proj;;(x) the projection of x onto the subspace
U C R¥. For a subspace U C R, let U~ be the orthogonal complement of U. For a
vector w € R?, we use w' to denote the subspace spanned by vectors orthogonal
tow, i.e., wt = {u € R?: w-u = 0}. Finally, we denote by w" the projection of
the vector w on the subspace v+ after normalization, i.e., w*° = %

In this chapter we present the first polynomial-time algorithm for learning half-
spaces with Tsybakov noise. Starting from a non-trivial warm-start, our algorithm
performs a novel “win-win” iterative process which, at each step, either finds a
valid certificate or improves the angle between the current halfspace and the true
one. Our warm-start algorithm for isotropic log-concave distributions involves
a number of analytic tools that may be of broader interest. These include a new
efficient method for reweighting the distribution in order to recenter it and a novel
characterization of the spectrum of the degree-2 Chow parameters. We start by
defining the distribution family for which our algorithms succeed.

Definition 4.1 (Well-Behaved Distributions). For L,R,U > 0and k € Z, a dis-
tribution Dy on R? is called (k, L, R, U)-well-behaved if for any projection (Dy)y of
D, on a k-dimensional subspace V of R?, the corresponding pdf vy on V satisfies
the following properties: (i) yy(x) > L, for all x € V with ||x||, < R (anti-anti-
concentration), and (ii) yy(x) < U for all x € V (anti-concentration). If, addition-
ally, there exists B > 1 such that, for any t > 0 and unit vector w € R?, we have
that Pry.p,[|w - x| > t] < exp(1l —t/B) (sub-exponential concentration), we call Dy
(k,L,R, U, B)-well-behaved.

We focus on the case that the marginal distribution D, on the examples is

well-behaved for some values of the relevant parameters. Definition 4.1 speci-
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fies the concentration and anti-concentration conditions on the low-dimensional
projections of the data distribution that are required for our learning algorithm.
Throughout this paper, we will take k = 3, i.e., we only require 3-dimensional
projections to have such properties.

Interestingly, the class of well-behaved distributions is quite broad. In particular,
it is easy to show that the broad class of isotropic log-concave distributions is
well-behaved for L, R, U, B being universal constants. Moreover, as Definition 4.1
does not require a specific functional form for the underlying density function, it
encompasses a much more general set of distributions.

Since the complexity of our algorithm depends (polynomially) on1/L,1/R, U, B,
we state here a simplified version of our main result for the case that these pa-
rameters are bounded by a universal constant. To simplify the relevant theorem
statements, we will sometimes say that a distribution D of labeled examples in
R? x {41} is well-behaved to mean that its marginal distribution D, is well-
behaved. We show:

Theorem 4.2 (Learning Tsybakov Halfspaces under Well-Behaved Distributions).
Let D be a well-behaved isotropic distribution on R x {£1} that satisfies the (x, A)-
Tsybakov noise condition with respect to an unknown halfspace f(x) = sign(w* - x).
There exists an algorithm that draws N = O ,(d/€)°1/%) samples from D, runs in
poly (N, d) time, and computes a vector w such that, with high probability we have that
errg_"l(h@,f) <e.

See Theorem 4.39 for a more detailed statement.

For the class of log-concave distributions, we give a significantly more efficient

algorithm:

Theorem 4.3 (Learning Tsybakov Halfspaces under Log-concave Distributions).
Let D be a distribution on R? x {£1} that satisfies the («, A)-Tsybakov noise condition
with respect to an unknown halfspace f(x) = sign(w* - x) and is such that Dy is isotropic
log-concave. There exists an algorithm that draws N = poly(d) O(A/€)01/%) samples
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from D, runs in poly (N, d) time, and computes a vector w such that, with high probability,
we have that err(l))_"1 (hg, f) <e.

See Theorem 4.40 for a more detailed statement. Since the sample complexity of
the problem is poly(d, 1/€!/%), the algorithm of Theorem 4.3 is qualitatively close
to best possible.

4.2 Overview of Techniques

Here we give an intuitive summary of our techniques in tandem with a comparison
to the most relevant prior work. A more detailed technical discussion is provided
in the proceeding sections.

Our learning algorithms employ the certificate-based framework of Diakoniko-
las et al. (2021b). At a high-level, this framework allows us to efficiently reduce the
problem of finding a near-optimal halfspace h4(x) = sign((@, x)) to the (easier)
problem of certifying whether a candidate halfspace hy, (x) = sign({(w, x)) is “far”
from the optimal halfspace f(x) = sign((w*, x)). The idea is to use a certificate al-
gorithm (as a black-box) and combine it with an online convex optimization routine.
Roughly speaking, starting from an initial guess wy for w*, a judicious combination
of these two ingredients allows us to efficiently compute a near-optimal halfspace
w, i.e., one that the certifying algorithm cannot reject. We note that a similar ap-
proach has been used in Chen et al. (2020a) for converting non-proper learners to
proper learners in the Massart noise model.

With the aforementioned approach as the starting point, the learning problem
reduces to that of designing an efficient certifying algorithm. In recent work Di-
akonikolas et al. (2021b), the authors developed a certifying algorithm for Tsybakov
halfspaces based on high-dimensional polynomial regression. This method leads
to a certifying algorithm with sample complexity and runtime dP°¥108(1/¢) je. a
quasi-polynomial upper bound. As we will explain in Section 4.3, the Diakonikolas
et al. (2021b) approach is inherently limited to quasi-polynomial time and new

ideas are needed to obtain a polynomial time algorithm. The main contribution of
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this paper is the design of a polynomial-time certificate algorithm for Tsybakov halfspaces
under well-behaved distributions.

The key idea to design a certificate in the Tsybakov noise model is the following
simple but crucial observation: If w™ is the normal vector to true halfspace, then
xy)~p[T(x)yw* - x] > 0. On
the other hand, for any w # w* there exists a non-negative function T(x) such that

for any non-negative function T(x), it holds that E

E(y,)~p[T(x) yw - x] < 0. In other words, there exists a reweighting of the space that
makes the expectation of yw - x negative (Fact 3.3). Note that we can always use
as T(x) the indicator of the disagreement region between the candidate halfspace
hy(x) and the optimal halfspace f(x) = hy+(x). Of course, since optimizing over
the space of non-negative functions is intractable, we need to restrict our search
space to a “simple” parametric family of functions. In Diakonikolas et al. (2021b),
squares of low-degree polynomials were used, which led to a quasi-polynomial
upper bound.
In this work, we consider certifying functions of the form:
1

X
Tx:—]l{a <w-x<0y,—t <v-proj <—t}
(x) w-x 13 S 02 1S 0-PrOjy,L—— = —h

that are parameterized by a vector v and scalar thresholds o1, 02, t1, £, > 0. Here
proj,,. denotes the orthogonal projection on the subspace orthogonal to w. It will
be important for our approach that functions of this form are specified by O(d)
parameters.

Of course, it may not be a priori clear why functions of this form can be used as
certifying functions in our setting. The intuition behind choosing functions of this
simple form is given in Section 4.3. In particular, in Claim 4.6, we show that for
any incorrect guess w there exists a certifying vector v that makes the expectation
E(y,)~p[T(x)yw - x] negative. In fact, the vector v = proj,,i w*/ ||proj,,. w* ||, :=
(w*)1w suffices for this purpose.

The key challenge is in finding such a certifying vector v algorithmically. We
note that our algorithm in general does not find (w*)1w. But it does find a vector v

with similar behavior, in the sense of making the E(, ,).p[T(x) y w - x] sufficiently
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negative. To achieve this goal, we take a two-step approach: The first step involves
computing an initialization vector vy that has non-trivial correlation with (w*)-w.
In our second step, we give a perceptron-like update rule that iteratively improves
the initial guess until it converges to a certifying vector v. While this algorithm is
relatively simple, its correctness relies on a win-win analysis (Lemma 4.14) whose
proof is quite elaborate. In more detail, we show that for any non-certifying vector v
that is sufficiently correlated with (w*)1w*, we can efficiently compute a direction
that improves its correlation to (w*)#. We then argue (Lemma 4.19) that by
choosing an appropriate step size this iteration converges to a certifying vector
within a small number of steps.

A subtle point is that the aforementioned analysis does not take place in the
initial space, where the underlying distribution is well-behaved and the labels
are Tsybakov homogeneous halfspaces, but in a transformed space. The trans-
formed space is obtained by restricting our points in a band and then performing
an appropriate “perspective” projection on the subspace orthogonal to w (Sec-
tion 4.3). Fortunately, we are able to show (Proposition 4.8) that this transformation
preserves the structure of the problem: The transformed distribution remains well-
behaved (albeit with somewhat worse parameters) and satisfies the Tsybakov noise
condition (again with somewhat worse parameters) with respect to a potentially
biased halfspace. In fact, this consideration motivated our use of the perspective
projection in the definition of T(x).

It remains to argue how to compute an initialization vector v, that acts as a
warm-start for our algorithm. Naturally, the sample complexity and runtime of
our certificate algorithm depend on the quality of the initialization. The simplest
way to initialize is by using a random unit vector. With random initialization, we
achieve initial correlation roughly 1/+/d, which leads to a certifying algorithm
with complexity (d/€)°(1/%) (Theorem 4.5). This simple initialization suffices to
obtain Theorem 4.2 for the general class of well-behaved distributions.

To obtain our faster algorithm for log-concave marginals (Theorem 4.3), we
use the exact same approach described above starting from a better initialization.
Our algorithm to obtain a better starting vector leverages additional structural
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properties of log-concave distributions. Our initialization algorithm runs in poly(d)
time (independent of 1/«) and computes a unit vector whose correlation with
(w*) 1 is Q(e!/*) (Theorem 4.24).

Specifically, our initialization algorithm works as follows:

1. It starts by conditioning on a random sufficiently narrow band around the

current candidate w and projecting the samples on the subspace w-.

2. It transforms the resulting distribution to ensure that it is isotropic log-

concave through rescaling and rejection sampling.

3. It then computes the degree-2 Chow parameters and uses them to construct
a low-dimensional subspace V inside which (w*)!« has sufficiently large
projection. This subspace V is the span of the degree-1 Chow vector and the
large eigenvectors of the degree-2 Chow matrix.

4. Finally, the algorithm outputs a uniformly random vector in V that can be

shown to have the desired correlation with (w*)1w.

The resulting distribution after the initial conditioning in Step 1 is still log-
concave and approximately satisfies the Tsybakov noise condition with respect
to a near-origin centered halfspace orthogonal to w. However, the distribution
may no longer be zero-centered and may contain a tiny amount of non-Tsybakov
noise — in the sense that we may end with points x having #(x) > 1/2. As we
can control the total non-Tsybakov noise, the latter is not a significant issue. We
address the former issue by reweighting the distribution to make it isotropic. We
do this by applying rejection sampling with probability min(1, exp(—(x,r))), for
some vector r that we compute via SGD (so that the resulting mean is near-zero)
and then rescaling by the inverse covariance matrix.

After the first two steps, our goal is to find any vector with non-trivial correla-
tion (w*)'w, given that the underlying distribution is isotropic log-concave. We
show that the labels y must correlate with some degree-2 polynomial in (w*)+® - x
(Lemma 4.31). Our algorithm crucially exploits this property, along with recently
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established “thin shell” estimates Lee and Vempala (2017) for log-concave distri-
butions, to show that a large part of this correlation is explained by the vector of
degree-1 Chow parameters and the top few eigenvectors of the degree-2 Chow
matrix (Lemma 4.32). This implies that the subspace V spanned by those vec-
tors contains a non-trivial part of (w*)1«, and thus a random vector from V has

non-trivial correlation with (w*)1» with constant probability.

4.3 Efficiently Certifying Non-Optimality

In this section, we give an efficient algorithm that can certify whether a candidate
weight vector w defines a halfspace hy(x) = sign((w, x)) that is far from the
optimal halfspace f(x) = sign((w*, x)). Before we formally describe and analyze

our algorithm, we provide some intuition.

Main Result of this Section. Fact 3.3 shows that a certifying function exists.
However, in general, finding such a function is information-theoretically and
computationally hard. By leveraging our distributional assumptions, we show
that a certifying function of a specific simple form exists and can be computed in
polynomial time.

For the rest of this section, we work with distributions that are (3, L, R, B)-well-
behaved. These distributions satisfy the same properties as those in Definition 4.1,
except the anti-concentration condition. (The anti-concentration condition is only
required at the end of our analysis in Section 4.5 to deduce that small angle between
two halfspaces implies small 0-1 error.)

Definition 4.4. For L,LR > 0, 8 > 1, and k € Z ., a distribution Dy on R is called
(k, L, R, B)-well-behaved if the following conditions hold: (i) For any projection (Dy)y
of Dy on a k-dimensional subspace V of RY, the corresponding pdf vy on V satisfies
yv(x) > L, for all x € V with ||x||, < R (anti-anti-concentration). (ii) For any
t > 0 and unit vector w € R?, we have that Pryp [|w - x| > t] < exp(1—t/B)
(sub-exponential concentration).
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Specifically, we have:

Theorem 4.5 (Efficiently Certifying Non-Optimality). Let D be a (3,L, R, B)-well-
behaved isotropic distribution on R? x {41} that satisfies the («, A)-Tsybakov noise
condition with respect to an unknown halfspace f(x) = sign(w* - x). Let w be a unit
vector with 6(w, w*) > 6, where 6 € (0, 7t|. There is an algorithm that, given as input w,
6, and N = ((A/(LR)) - (d/8))°V/®) log(1/8) samples from D, it runs in poly(N,d)
time, and with probability at least 1 — & returns a certifying function Ty, : R? + R such
that

E [To(x)yw-x] < —- Ad (4.1)

1 (LR6>O(1/OL)
(x,y)~D B '

Intuition and Roadmap of the Proof

In this subsection, we give an intuitive proof overview of Theorem 4.5 along with
pointers to the corresponding subsections where the proof of each component
appears. First, we discuss the specific form of the certifying function that we
compute. The proof of Fact 3.3 shows that a valid choice for the certifying function
would be the characteristic function of the disagreement region between the can-
didate hypothesis w and the optimal halfspace w*, i.e., T, (x) = 1{sign(w - x) #
sign(w* - x}. Unfortunately, we do not know w* (this is the vector we are trying to
approximate!), and therefore it is unclear how to algorithmically use this certifying
function.

Our goal is to judiciously define a parameterized family of “simple” certifying
functions and optimize over this family to find one that acts similarly to the
indicator of the disagreement region. A natural attempt to construct a certifying
function for a guess w would be to focus on a small “band” around the candidate
halfspace w. This idea bears some similarity with the technique of “localization",
an approach going back to Bartlett et al. (2005), which has previously seen success
for the problem of efficiently learning homogeneous halfspaces with Massart
noise Awasthi et al. (2015, 2016a); Zhang et al. (2020a); Diakonikolas et al. (2020c).

Unfortunately, this idea is inherently insufficient to provide us with a certifying
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(w*)iw x<t

Figure 4.1: The indicator of a band {x : 07 < w-x < 0y} cannot be used as
a certificate even when there is no noise and the underlying distribution is the
standard Gaussian: the contribution of the positive points (red region) is larger
than the contribution of the negative points (blue region). On the other hand,
taking the intersection of the band and the halfspace with normal vector (w*)1»
and a sufficiently negative threshold t < 0 gives us a subset of the disagreement
region (intersection of blue and green regions).

function for the following reason: Even an arbitrarily thin band around w will
assign more probability mass on points that do not belong in the disagreement
region, and therefore the expectation E, ) .p[1{01 < w-x < oz }yw - x] will be
positive. See Figure 4.1 for an illustration.

Intuitively, we need a way to boost the contribution of the disagreement region.
One way to achieve this is by constructing a smooth reweighting of the space. In
particular, we can look in the direction of the projection of w* on the orthogonal
complement of w, i.e., the vector

(w*)Lw _ pro'jwi (w* ) )
[projq, . (w*)]|,

that lies in the 2-dimensional subspace spanned by w and w*; see Figure 4.1.
Notice that the disagreement region is a subset of the points that have negative
inner product with (w*)1«. Therefore, a candidate reweighting can be obtained
by using a polynomial p((w*)+® - x) of moderately large degree that will boost
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the points that lie in the disagreement region. This was the approach used in the
recent work Diakonikolas et al. (2021b). Since (w* )" is not known, one needs to
formulate a convex program (SDP) over the space of all d-variate polynomials of
sufficiently large degree k implying that the corresponding SDP has d*(X) variables.
Unfortunately, it is not hard to show that the required degree cannot be smaller
than Q(log(1/€)). Therefore, this approach can only give a d2(1°8(1/€)) je. quasi-
polynomial, certificate algorithm.

In this work, we instead use a hard threshold function together with a band
to isolate (a non-trivial subset of) the disagreement region. In more detail, we
consider a function of the form 1{(w*)+« - x < t} for some scalar threshold t; see
Figure 4.1. Since (w*)1w is unknown, we need to find a certifying vector v that is
perpendicular to w, i.e., v € w and acts similarly to (w*)!«. This leads us to the

following non-convex optimization problem

min E [I{n <w-x<on}l{v-x<tlw-x].
teR,vewt (x,y)~D

Thus far, we have succeeded in reducing the number of parameters that we want to

compute down to O(d), but now we are faced with a non-convex optimization prob-

lem. Our main result is an efficient algorithm that computes a certifying vector v and

a threshold t that does not necessarily minimize the above non-convex objective,

but still suffice to make the corresponding expectation sufficiently negative.

We now describe the main steps we use to compute the certifying vector v.
The first obstacle we need to overcome is that, for v € w?, the corresponding
instance fails to satisfy the Tsybakov noise condition. In particular, when we
project the datapoints on w, the region close to the boundary of the optimal
halfspace becomes “fuzzy" even without noise: Points with different labels are
mapped to the same point of w~; see Figure 4.2. We bypass this difficulty by
using a perspective projection to map the datapoints onto w. For non-zero vectors

w, x € R?, the perspective projection of x on w is defined as follows:

X
w-x

Tlw(X) i— Proj,1 (4.2)



102

——————————— T R H = = -
1 1 e
1 1 ,/ -
1 1 / -
| 1 // ///
__________ J\__:'_I______________ ST T T T TTTTTAN Ty TS T T T T T T
w* wl 1 w* w/ //’
_______________ S oW RN -
1 1 /://
: - ¢
*\ L *) L

Figure 4.2: The dotted line on top of the figures corresponds to the subspace w-.

When we project the points to w™ orthogonally (shown in left figure), we map
points with different labels to the same point of w and obtain the “fuzzy" region
where blue points (classified as negative by w*) overlap with red points (positive
according to w*). On the other hand, the perspective projection (shown in the right
figure) defined in Equation 4.2 preserves linear separability.

Notice that without noise the perspective projection keeps the dataset linearly
separable (see Figure 4.2), which means that after we perform this projection
the label noise of the resulting instance will again satisfy the Tsybakov noise
condition. In addition, we show that this transformation will preserve the crucial
distributional properties (concentration, anti-anti-concentration) of the underlying
marginal distribution D,. For a detailed discussion and analysis of this data
transformation, see Subsection 4.3.

Given this setup, the certificate that our algorithm will compute for a candidate

weight vector w € R is a function of the form

<

1
Tw(x) = w-x]l {n<w-x<0y,—t] <v-mp(x) < -t} = (x) , 4.3)

S
®

for some vector v € R? and scalars 01,05, t1,t, > 0. For an illustration, in Fig-
ure 4.2 we plot the set of the indicator function ¢(x) which is a (high-dimensional)
trapezoid.

It is not difficult to verify that by choosing v = (w*)'» and appropriately pick-
ing 01, 02, t1, t2, the corresponding certificate function T, resembles the indicator
function of the disagreement region and certifies the non-optimality of the candidate
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halfspace w. In the following claim, we prove that for any non-optimal halfspace
there exists a certifying function of the above form.

Claim 4.6. Let D be a (3,L, R, B)-well-behaved isotropic distribution on R? x {41}
that satisfies the («, A)-Tsybakov noise condition with respect to an unknown halfspace
f(x) = sign(w* - x). Fix any non-zero vector w such that 6(w,w*) > 0. Then, by
setting v = (w*)*w in the definition (4.3) of Ty (x), there exist 1, 02,t1,t, > 0 such
that E( ) p|Tw(x) yw - x] < 0.

We note here that the proof of Claim 4.6 is sketched below for the sake of

intuition and is not required for the subsequent analysis.

Proof Sketch. Setting v = (w*)1w in (4.3), we have

GETelyw = B )y = E () (1 200)sgn( )]
We will show that by appropriate choices of 01, 09, t1, t, the indicator ¢(x) above
corresponds to a subset of the disagreement region {x : sign(w - x) # sign(w* - x)}.
See Figure 4.3 for an illustration. More precisely, since the distribution satisfies
an anti-anti-concentration property, we can choose 01,0, = ®(R), so that inside
the band {07 < w-x < 0y} there is non-zero probability mass. In particular, by
setting 0y = pR/2 and 02 = pR/+/2, for some p € (0,1], we have that the band has
mass roughly Q(oR?). For these choices of o7 and ¢, we can pick t; = @(R/p)
and guarantee that the slope of the corresponding line in the two-dimensional
subspace is sufficiently small, so that we get a trapezoid whose intersection with
the aforementioned horizontal band is large (see Figure 4.3). It remains to tune
the parameter ;. Since 6 = 6(w, w*) is known, we may pick t, = @(Rtan6/p)
in order to make sure that the trapezoid is a subset of the disagreement region

between w* and w. O

From the above proof, it is clear that one does not really need to optimize the
scalars ¢y, 02,t;. Their values can be chosen according to the parameters of the

underlying well-behaved distribution. Our optimization problem will be with
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Figure 4.3: The function ¢(x) for v = (w*)*w = PO @) Jofined in (4.3)

—[[proj, L (w) ],
and appropriate scalars oy, 03, t1, ty is the indicator of a subset of the disagreement
region {x : sign(w - x) # sign(w* - x)}.

respect to the vector v and the threshold t,. However, optimizing the expectation
of the certifying function Ty, of Equation (4.3) is still a non-convex problem. Given
a candidate certifying vector vy that has non-trivial correlation with (w*)1«, our
main structural result is a win-win statement showing that either there exists a
threshold t; that, together with vy, makes the corresponding expectation of Ty,
sufficiently negative, or a perceptron-like update rule will improve the correlation
between (w*)1* and w. In particular, we show that after roughly poly(d/e€)
updates the correlation between the guess v and (w*)*= will be sufficiently large
so that there exists some threshold ¢, that makes v a certifying vector. Having such
a vector v, it is easy to optimize over all possible thresholds and find a value for ¢,
that works. For the formal statement of this claim and its proof, see Subsection 4.3

and Proposition 4.13.

Data Transformation

In this subsection, we show that we can simplify the problem of searching for a
certifying vector v in Ty, (x) defined in Equation (4.3) by projecting the samples to
an appropriate (d — 1)-dimensional subspace via the perspective projection (4.2).
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The main proposition of this subsection (Proposition 4.8) shows that this oper-
ation in some sense preserves the structure of the problem. In more detail, the
transformed distribution remains well-behaved and satisfies the Tsybakov noise
condition (albeit with somewhat worse parameters).

The transformation we perform is as follows:

1. We first condition on the band B = {x : x - w € |07, 02]}, for some positive

parameters o1, 07.

2. We then perform the perspective projection on the samples, 71, (), defined in
Equation (4.2).

To facilitate the proceeding formal description, we introduce the following

definition.

Definition 4.7 (Transformed Distribution). Let D be a distribution on R? x {41},
B C R and (x,y) ~ D.

® We use Dg to denote D conditioned on x being in the set B.
o Letq: R > RY. We denote by D1 the distribution of the random variable (q(x), y).

With the above notation, D}, is the distribution obtained by first conditioning on B and
then applying the transformation q(-) to Dp.

With Definition 4.7 in place, the distribution obtained from D after we condition
on the band B is D, and the distribution obtained from Dp after we perform the
perspective projection is Dz. We can now state the main proposition of this

subsection.

Proposition 4.8 (Properties of Dg®). Let D be a (3,L, R, B)-well-behaved isotropic
distribution on R? x {£1} that satisfies the (a, A)-Tsybakov noise condition with re-
spect to an unknown halfspace f(x) = sign(w* - x). Fix any unit vector w such that
0(w,w*) = 6,andlet B= {x:x-w € [0R/2,0R/+/2]}, for some p € (0,1]. Then, for
some ¢ = (LR)OW), the following conditions hold:
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1. The distribution D on R? x {£1} is (2, o, 2—), % log %)—well—behaved.

" cp
classifier sign ((w*)1w - x + 1/ tan®).

2. The distribution Dg® satisfies the (zx A ) -Tsybakov noise condition with optimal

The rest of this subsection is devoted to the proof of Proposition 4.8. Before we
proceed with the proof, we express the problem of finding a certifying vector v
satisfying (4.3) in the transformed domain. Indeed, it is not hard to see that after
we condition on B and perform the perspective projection 71y, our goal is to find a
vector v and scalars t1,t, > 0 such that

E [I{-Hh<v-z<-h}y]<O0. (4.4)
(zy)~Dp™
More formally, we have the following simple lemma showing that if we find a
certifying vector v and parameters 1, t, in the transformed instance D™ satisfying
Equation (4.4), the same vector and parameters will be a certificate with respect to
the initial well-behaved distribution D. The relevant expectation remains negative
but is slightly closer to zero.

Lemma 4.9. Let D be a (3, L, R, B)-well-behaved distribution on R* and let B = {x :
x-w € [pR/2,0R/~\/2]}, for some p € (0,1]. Let w € R be a unit vector and let
v € wt, ty,tp > 0 be such that E(. Do [1{—t <v-z < —h}y] < —C, for some
C > 0. Then we have that By, p|Tw(¥) yw - x] = —Q(CLR?p).

Proof. It holds

E [1{~th <v-z<—hlyl=

E 1{—t <v-7myp(x) < —t
oo B, 1 < 7)< 6}y
1

= E [Ty - xy| .
Prp (Bl (WND[ (x)w - xy]

Using the anti-anti concentration property of Dy, we can bound Prp[B] from below.
Observe that since the lower bound L on the 3-dimensional marginal density holds

inside a ball of radius R, to bound the above probability from below, we can
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multiply L by the volume of the intersection of B with the ball of radius R. Using
the formula for the volume of spherical segments, we obtain Prp[B] = Q(LR3p).
This completes the proof. O

Proof of Proposition 4.8. Our goal is to compute a certificate of the form (4.3).
As we already discussed, if we had chosen to simply project the points on the

subspace w

, we would have obtained an instance that is not linearly separable
— even if the noise rate 77(x) was identically zero. By first conditioning on the set
B={x:x-w € [0q,07]}, where 01,07 > 0, and then performing the perspective
projection 714, we keep the dataset linearly separable (with respect to the noiseless
distribution, i.e., for 57(x) = 0), albeit by a biased linear classifier.

We have the following lemma.
Lemma 4.10. Let D be a distribution on R? x {41} such that for (x,y) ~ D we have
that y = sign(w* - x). Let w be any unit vector such that 6(w,w*) = 0 € (0, rt]. For

z,1) ~ D™ it holds y = sign ( (w*)tw -z + L), i.e., the transformed distribution
Y B y g tan 6

is linearly separable by a biased hyperplane.

Proof. Observe that w* = A (w*)** + A,w, where A; > 0. We then have

*\ Ly |
sien(w* - x) = sign (A (w*) @ - x + Ayw - x ) = sign | Mw - x (w)—x+&
& g g "

w-x
. *\ L AZ
= sign | (w™) W-nw(x)+A—1 ,

where to get the last equality we use the fact that A; and w - x are both positive
given that we conditioned on the band B. Observe that if the angle between w and
w* is 6, then A1 = sinf and A, = cos 0. This completes the proof. O

We next show that conditioning on the band B will not make the Tsybakov

noise condition substantially worse.

Lemma 4.11. Let D bea (3, L, R, B)-well-behaved isotropic distribution on RY x {41}
that satisfies the («, A)-Tsybakov noise condition with respect to an unknown halfspace
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f(x) = sign(w* - x). Let B = {x: x-w € [pR/2,pR/~/2]}, for some p € (0,1]. Then
Dj satisfies the Tsybakov noise condition with parameters (a, O(A/(R3Lp))) and optimal
linear classifier w*.

Proof. We have thatPr,..p [1—21(x) > t|x € B] < Pry.p [1—25(x) > t|/ Pty.p, [B].
From the proof of Lemma 4.9, we have seen that we can use the anti-anti-concentration
property of Dy to bound Pr,..p, [B] from below. Specifically, we have Pry..p_ [B] >
Q(LR3p). Therefore, Dp satisfies the Tsybakov noise condition with parameters

(a0, O(A/(R3pL)). O

Finally, we show that the transformation of Equation (4.2) also preserves the
anti-anti-concentration and concentration properties of the marginal distribution
Dx .

Lemma 4.12. Let D be a (3,L, R, B)-well-behaved distribution. Fix any unit vector w
and let B = {x : x-w € [pR/2,0R/~\/2]}, for some p € (0,1]. Then the transformed
distribution D% is (2, Q(Lp>R3),1/p,0(B/(Rp)log(1/(LRp))))-well-behaved.

Proof. Let y(x) : R — R be the probability density function of Dy and B =
{x:pR/2 < w-x < pR/+/2}. Note that the conditional distribution (Dy)p of the
random vector x ~ Dy on the band B has density yp(x) = 1p(x)y(x)/( [5v(x)dx).
Since the transformation 71, () is not injective, we consider the transformation
¢(x) = (w - x, 7T (x)) and observe that ¢(x) : R? — R¥ is injective. Denote by U
the random variable corresponding to the image of x, x ~ (Dy)p, under ¢. Without
loss of generality, we may assume that w = e;. By computing the Jacobian of the
above one-to-one transformation. we get that the density function of the random

|d—1

vector U is given by yu(u) = |u1|* " yp(u1(1,uz, ..., u;)). We can marginalize out

the “dummy" variable #; to obtain the density function g of z ~ (Dx)gw, ie.,

8(z) = [l sl (1,2)dmn.

Let V be any 2-dimensional subspace of w-. Without loss of generality, we may as-
sume that V = span(ey, e3). Denote Z[3,4—1] = (z3,...,24-1), U = span(ey, ez, €3),
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and U+ = span(ey, . .., e;). The marginal density of z ~ (Dy)5® on V is then given
by

gv(z1,22) :/uj_/ | yp (w1 (1, 2))duy dzp34 g

= /_oo ‘ulld_l /ui ’)/B(M1(1,Z))dz[3,d—1] duy

1 PR/ V2 i

fB v(x)d /R/z 1] /Ui 7(”1(1,2))(:12[3’[1_1}(1“1
1 pR/V2 )

fB v (x)dx /R/Z [ ["vu (1 (1, 20, 22))dun,,

where to get the third equality we used the definition of the conditional density
on B and the fact that the set B only depends on the first coordinate. The last
equality follows by a change of variables. Since Dy is (3, L, R, §)-well-behaved, we
have that if #?(1 + z3 + z3) < R? we have that y;;(#1(1,z1,22)) > L. Therefore,
using the fact that u% < pZRZ/ 2, we obtain that for z% + z% <2/ p2 — 1 it holds
yu(ui(1,z1,22)) > L. Observe that since p < 1, we can get the slightly looser
bound z§ 4+ z§ < 1/p% Note that [, v(x)dx < 1 and also pr//Zf lup|>du; =
Q(p3R3). Combining these bounds, we obtain that gy (z1,z2) > Q(Lp3R3 ).

It remains to prove that the transformed distribution still has exponentially
decaying tails. In the proof of Lemma 4.11, we have already argued that the proba-
bility mass of B is bounded below by Cz = Q(LR3p). Therefore, the distribution
(Dy)p obtained after conditioning has exponential concentration with parameter
B(1 —logCp). After we perform the perspective projection (Equation (4.2)) to
obtain (Dy)3", the concentration parameter becomes 28(1 —log Cg)/ (pR), since
we divide each coordinate of x by a quantity that is bounded from below by Rp/2.
This completes the proof of Lemma 4.12. O

Proposition 4.8 follows by combining Lemmas 4.10, 4.11, 4.12.
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Efficient Certificate Computation Given Initialization

In this subsection, we give our main algorithm for computing a non-optimality
certificate in the transformed instance, i.e., a vector v and parameters t1,t, > 0
satisfying Equation (4.4). Recall that after the perspective projection transformation
of Subsection 4.3, we now have sample access to i.i.d. labeled examples (x,y)
from a well-behaved distribution D on R? x {41} satisfying the Tsybakov noise
condition (albeit with somewhat worse parameters) with the optimal classifier
being a non-homogeneous halfspace (see Proposition 4.8.)

Our certificate algorithm in this subsection assumes the existence of an ini-
tialization vector, i.e., a vector that has non-trivial correlation with (w*)1». The
simplest way to find such a vector is by picking a uniformly random unit vector.
A random initialization suffices for the guarantees of this subsection (and in par-
ticular for Theorem 4.5). We note that for the family of log-concave distributions,
we can leverage additional structure to design a fairly sophisticated initialization
algorithm that in turn leads to a faster certificate algorithm (see Section 4.4).

The main algorithmic result of this section is an efficient algorithm to compute a
certifying vector satisfying Equation (4.4). Note that we are essentially working in
(d — 1) dimensions, since we have already projected the examples to the subspace
w™. As shown in Proposition 4.8, the transformed distribution D is still well-
behaved and follows the Tsybakov noise condition, but with somewhat worse
parameters than the initial distribution D.

To avoid clutter in the relevant expressions, we overload the notation and use
D instead of Dgw in the rest of this section. Moreover, we use the notation (L, R, )
and (a, A) to denote the well-behaved distribution’s parameters and the Tsybakov
noise parameters. The actual parameters of D3* (quantified in Proposition 4.8) are
used in the proof of Theorem 4.5. To simplify notation, we will henceforth denote
by v* the vector (w*)*». We show:

Proposition 4.13. Let D be a (2,L, R, B)-well-behaved distribution on R% x {41}
satisfying the («, A)-Tsybakov noise condition with respect to an unknown halfspace
f(x) = sign(v* - x +b). Let vy € R be a unit vector such that vy - v* > 4b/R. There
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is an algorithm (Algorithm 5) with the following performance guarantee: Given vy and
o(1/

N=d % (%) e log(1/6) samples from D, the algorithm runs in poly(N,d)

time, and with probability at least 1 — & returns a unit vector v € R? and a scalar t € R,

such that

b (RL)O“/“)
E I1[—-R<v-x < —t < —— | — .
<x,y>~D[ =R < =-iyls R\ A

Algorithm 5 employs a “perceptron-like" update rule that in polynomially
many rounds succeeds in improving the angle between the initial guess vy and
the target vector (w*)1« = v*. While the algorithm is relatively simple, its proof
of correctness relies on a novel structural result (Lemma 4.14) whose proof is the
main technical contribution of this section. Roughly speaking, our structural result
establishes the following win-win statement: Given a vector whose correlation
with v* is non-trivial, either this vector is already a certifying vector (see Item 1 of
Lemma 4.14 and Lemma 4.9) or the update step will improve the angle with v*
(Item 2 of Lemma 4.14).

In more detail, starting with a vector vy that has non-trivial correlation with v*,

we consider the following update rule
o) = o) 1 )\g, (4.5)
where A > 0 is an appropriately chosen step size and

g§= E [1{-R<(@x) < —R/2} y proj ). (x)] ,
(xy)~D

where proj, ). (x) is the projection of x to the subspace (v(!)). In Lemma 4.19,
we show that if v(*) is not a certifying vector, i.e., it does not satisfy Item 1 of
Lemma 4.19, then there exists an appropriately small step size A that improves the
correlation with v* after the update. This is guaranteed by Item 2 of Lemma 4.19,
which shows that g has positive correlation with (v*)1? (the normalized projection

of v* onto v1), and thus will turn v(!) towards the direction of v* decreasing the

angle between them.
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Figure 4.4: In the subspace w, the certifying function is simply an indicator
1{—R <v-x < —ty}, for some ty > 0. See also Equation (4.4). In the left figure we
plot the regions By, By, B3 defined in the definition of I; in the proof of Lemma 4.14.
In the right figure we plot the the regions B £ Bé, Bé used in the definition of I{ in
the proof of Lemma 4.14. The blue regions have negative contribution to the value
of I (resp. I»), while the red regions have positive contribution.

Algorithm 5 Computing a Certificate Given Initialization

1: procedure COMPUTECERTIFICATE((L, R, B), (A, &), 4, v, f))
2: Input: Empirical distribution D of a (2, L, R, B)-well-behaved distribution that
satisfies the («, A)-Tsybakov noise condition, initialization vector vy, confidence

probability é.
3: Output: A certifying vector v and positive scalars t1, t, that satisfy (4.4).
4: v(o) < 7
5. T+ poly(1/L,1/R, A)"* . poly(1/b,1/B)
6 A<+ [%poly(L, R, 1/ A)V ¢+ ggpoly(L, R, 1/ A)/*
7 fort=1,...,Tdo
8: B ={x: —R <oV .x < —#}
9: if there exists ty € (R/2, R] such that E b Mgt (x)y] < —c
10: return(o(!~1, R, ty)
11: g"(t) < E(x,y)wﬁ [ﬂBR/z (x) ypI'Oj(v(t_n)J_(x)]
_ (t) o= 4 2g()
12: A R RS POl

We are now ready to state and prove our win-win structural result:
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Lemma 4.14 (Win-Win Result). Let D be a (2, L, R, B)-well-behaved distribution on
R? x {£1} that satisfies the («, A)-Tsybakov noise condition with respect to f(x) =
sign(v*-x+0b),andv € R? be a unit vector with v - v* > 4b/ R. Consider the band Bt =
{x: =R <wv-x < —t}fort € [R/2,R] and define g = E(, y.p[lpr2(x) y proj,. (x)].
For some ¢ = (RL/A)°(/%)  one of the following statements is satisfied:

1. There exists tg € (R/2, R], such that E(y ) .p [L1pr (x) y] < —CZR%.

2. It holds g - v* > CZZ—E.

Moreover, the first condition always holds if 6(v,v*) < bc/p.

Proof. Since v and v* span a 2-dimensional subspace, we can assume without loss of
generality that v = e; and v* = (—sin 6, cos #). Our analysis will consider the fol-
lowing regions: B} = {x € B': f(x) = +1}, B, = {x € B' : f(x) = —1 and proj,.x - v* > 0},
and B, = {x € B': f(x) = —1 and proj,.x - v* < 0} . See Figures 4.3, 4.4 for an
illustration.

For notation convenience, we will also denote (v*)* = proj, . (v*)/ ||proj,. (v*)|,
and {(x) =1 —25(x).

Given the above notation, we can rewrite the two quantities appearing in Items

1, 2 of Lemma 4.14 as follows:

B= E [lp@yl= E [(15E) - 15x)0@] - E [ty®i®)],

(xry)ND icNDx P icNDx _
(4.6)
h=g ()= E [Lpa(x)ya] (0°)L
(xy)~D
= E |(1gpn(®) ~Lpga()l@lml| + E [1yge(i@al] . @)

Since v* = (—sin 6, cos ), the quantity g - v* (that appears in Item 2 of Lemma 4.14)
is equal to sin(6)I,. We work with the normalized (v*)? in order to simplify

notation.
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Before we go into the details of the proof, we give a high-level description
of the main steps with pointers to the relevant claims. Note that the quantity I}
corresponds to the value of the certifying function (in the subspace w) when we
use v as certifying vector and t; = —R,t; = t as thresholds. See Equation (4.4).
When I} is small (see Item 1 of the lemma), we have a certifying function. On
the other hand, sin(0)I, corresponds to the inner product of the update g and the
optimal vector v*. Item 2 of the lemma states that this quantity is large, which
means that if we update according to g we shall improve the correlation with v*.

Heuristic Argument. Since the formal proof is somewhat technical, we start with
a useful (but inaccurate) heuristic argument. If we ignore the presence of |x;|in I ;
and I, we see from Figure 4.3 that if the contribution of region Bg/ 2 is sufficiently
large compared to the positive contribution of Bf/ 2 (red region in Figure 4.3),
then I; will be negative in total. That is, Item 1 is true. On the other hand, if the
contribution of Bf/ 2 is not very large, then when we add the contribution of B3
(red region in Figure 4.4) overall, I, will be positive and Item 2 now holds. Notice
that in this setting we could take the threshold ¢ in the definition of I to simply be
R/2,1i.e., use the entire band in our certificate.

Unfortunately, in the actual proof, we need to deal with the term |x1] in the
expectations of I, that makes the previous argument invalid. Using the Mean Value
Theorem (Fact 4.18), we show that there exists a threshold t € [—R, —R/2] that
makes I sufficiently negative. This is done in Claim 4.17.

We can now proceed with the formal proof. We will require several technical
claims. First, we bound Ifz/ 2 and I > from below using the fact that our distribu-
tion is well-behaved. We require the following claim in order to show that the
expressions in Item 1 (resp. Item 2) of our lemma are not simply negative (resp.
positive), but have a non-trivial gap instead. The proof of the claim relies on two
important observations. First, the fact that the distribution is well-behaved means
that the contribution of region B3 would be sufficiently large if we ignore the noise
function {(x) in the expectations. Second, we use the fact that the Tsybakov noise

rate {(x) = 1 — 25(x) cannot reduce the contribution of a region by a lot.
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Claim 4.15. We have that Ifz/ 2 and I 5 are bounded from below by some c = (RL/A)C(1/9),

The proof of Claim 4.15 can be found in Appendix C.
Now we show that if the angle between the optimal vector and the current one
is small, then If/ 2

0(v,v*) < be/(4P).
Claim 4.16. If6(v,v*) < be/ (4B), then IN? < —c/4.

is negative. In particular, the first condition always holds if

The proof of Claim 4.16 can be found in Appendix C.

Our next claim shows that when Item 2 does not hold, then Item 1 always does.
Having proved Claim 4.16, we may also assume that 6(v, v*) > bc/(4B). Observe
that, in this case, if I, > ¢/2, we have

I, >c/2=csinf/(2sinf) > mc®b/(4Bsinb),

where we used the fact that sin(0) > 26/ for all 6 € [0, 71/2] and the fact that
6 > bc/(4B). Therefore, to complete the proof, we need to show the following
claim proving that when I, < c/2, Item 1 of the lemma is always true.

Claim 4.17. If 0 = 6(v,v*) > bc/(4B) and I < c/2, there exists ty € (—R, —R /2]
such that I < —bc*/ (16Rp).

Proof. Given the lower bounds on I;, and If/z, we distinguish two cases. Assume
that I < ¢/2. This implies, from Claim 4.15, that I ; < —c/2. We show that in this
case there exists a to such that Iiol < —bc?/(16RB). To show this, we are going to

use the following variant of the standard Mean Value Theorem (MVT) for integrals.

Fact 4.18 (Second Integral MVT). Let G : R — R be a non-negative, non-increasing,
continuous function. There exists s € (a, b] such that fab G(t)F(t)dt = G(a) [ F(t)dt.

Let &(x2) = xp/ tan @ + b/ sin 6 be the first coordinate of a point (x1,x;) that
lies on the halfspace defined by f, where f(x) = sign(v* - x + b) (see Figure 4.4).
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We have

- $(x2) 0 _
I{,l = / t (/ C(xl,xz)'y(xl,xz)dxl —/éx @(xl,xz)'y(xl,xz)dxl) de = /Rtg(XQ)de,

—R \J—o0 (x2)

where ¢(xp) = ngZ) C(x1,x2)y(x1, x2)dx; — fé, C(x1,x2)7(x1,x2)dx1. More-
over,

“R/2 ( r(x2) 0
b= [ ([ tmntasinldn = [ 2o m)tn sl ) de

— 00 (x2

—R/ ity
> [ Pletlstedn = 2R [ ste)dn =GR,

for some fy € (—R, —R/2]. Observe that the inequality above follows by replacing
|x1 | with its lower bound |&(x7)| in the first integral and by its upper bound |(x2)|
in the second.

We now observe that |{(xy)| = —xp/tan® — b/ sin6, where to remove the
absolute value we used the assumption that cos® > 4b/R. Therefore, |{(x2)| is
a decreasing and non-negative function of x;. Using the Mean Value Theorem,
Fact 4.18, we obtain

—R/2 —tp ;
iz [ le)lgtx)dn = [6(-R)| [ glu)dx = ¢RI . @8)

Thus,
I < I1/|E(~R)| < —csin6/(2R) < —bc/(16RB),
where we used that § > bc/(48). This completes the proof of Claim 4.17. O
Putting together the above claims, Lemma 4.14 follows. O

In the next lemma, we show that if Item 2 of Lemma 4.14 is satisfied, then
an update step decreases the angle between the current vector v and the optimal

vector v*.
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Lemma 4.19 (Correlation Improvement). For unit vectors v*,v € RY, let ¢ € R? such
that § -v* > 5, 8- v =0,and ||§||, < B, withc > 0and B > 1. Then, for v’ = vtAg

[o+Agll”
with A = 2ﬁ3,we have that v’ - v* > v - v* + A2 /2.

Proof. We will show that v’ - v* = cos 6’ > cos 6 + A?f?, where cos§ = v - v*. We
have that

lo+Agll, = \/1+ A2 (|8l +2Ag -0 < 1+ A2 8] , (4.9)

where we used that v/1 +a < 1+ a/2. Using the update rule, we have

5 . *\ Lo
v v* =0 (v*)tvsinf 4+ 0 -vcosh = %sin@ F—F)\f ||v cosf .
2 2
Now using Equation (4.9), we get
5. *\ Ly 2114012
v o Msin(? % = cos 6 %sm() A ng”zfoie :
1+ 22 gll3 1+ A2 18]12 1+ A2 12]12 1+ A2 18]12

Then, using that § - v* = ¢ - (v*)17sin 6, we have that § - (v*)1> > Fsings thus

Ac/B— A2 ||g||z
1+ 2283

_A2p2
Ae/B—NP _ oL /P

9+ ~ 2 - ~ 2 v
1+ 2|85 214+ 2283

_|_

v -v* > cosf+

where in the first inequality we used that ||§||, < B and in the second that for
A =c/(2B%) itholds c/B — AB* > c/(2B). Finally, we have that

1 Ac/B

1 1.50
> — = — .
215 A2(9F7) _cos(9+4)xc/ﬁ c089+2/\ B

cost® =o' -v* > cosf+ =

This completes the proof. O

To analyze the sample complexity of Algorithm 5, we require the following
simple lemma, which bounds the sample complexity of estimating the update
function and testing the current candidate certificate. The simple proof can be

found in Appendix C.
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Lemma 4.20 (Estimating g). Let D be a (2, L, R, B)-well-behaved distribution. Given
N = O((dB?/€?)log(d/é)) i.id samples (x),yD)) from D, the estimator

s Ly (1)) (1) (1)
&= NZ._ZlﬂBR/2 () s
satisfies the following with probability at least 1 — §:
* I8 —glly < € where g = By p[lpri2(x) y x|, and

* 8l <epte.

Before we proceed with the proof of Proposition 4.13, we show that we can
efficiently check for the certificate in Line 9 of Algorithm 5 with high probability.

Lemma 4.21. Let Dy be the empirical distribution obtained from D with N = O(log(1/6)/€?)
samples. Then, with probability 1 — 6, for every t € Ry, [ By ,yp [Lp: (%) y] — E Dy [Mpi(x)y]| <
€.

The proof of Lemma 4.21 can be found in Appendix C. We are now ready to
prove Proposition 4.13.

Proof of Proposition 4.13. Consider the k-th iteration of Algorithm 5. Let gt} =
E(x,y)ND[]le/z(x)yx], where Bf/z(x) = {x: -R<x-90 < -R/2}and G :=
Vb(RL/A)°1/®)_ Moreover, let g = LyN, ]lB,If/Z (x(i)) y)x() and note that
from Lemma 4.20 we have that given N = O (dp*/G*log(1/(LR)) log(dT/5))
-0, < o e

eB+ G?/(16B) < 3B, with probability 1 — §/T.
We first show that if Condition 1 of Lemma 4.14 is satisfied, then Algorithm 5

terminates at Line 10 returning a certifying vector. The only issue is that we have

samples, for every iteration k, it holds that

access to the empirical distribution ﬁN instead of D. From Lemma 4.21, we have
that the empirical expectation of Line 9 is sufficiently close to the true expectation
that appears in Condition 1 of Lemma 4.14, thus it is going to find it.
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We now analyze the case when Condition 1 of Lemma 4.14 is not true. From
Lemma 4.14, we immediately get that since Condition 1 is not satisfied, Condition
o) 4250

2 is true. Then, using the update rule v*+1) = @ Az®, with A = G?/(648°),

where §%) = PO (1)) 1 8% (here g is the (%) with the component on the di-

rection v(*)

removed). Note that this procedure only decreases the norm of §
(by the Pythagorean theorem). Then, from Lemma 4.19, we have v(*t1) . p* >
oK) . o* + G4/ B

The update rule is repeated for at most O(8*/G*) iterations. From Lemma 4.14,
we have that a certificate exists if the angle with the optimal vector is suffi-
ciently small. Putting everything together, our total sample complexity is N =
0, (%) log(1/6). It is also clear that the runtime is poly(N, d), which completes
the proof. O

Proof of Theorem 4.5

To prove Theorem 4.5, we will use the iterative algorithm developed in Proposi-
tion 4.13 initialized with a uniformly random unit vector vy. It is easy to show that

such a random vector will have non-trivial correlation with v*.

Fact 4.22 (see, e.g., Remark 3.2.5 of Vershynin (2018a)). Let v be a unit vector in R
For a random unit vector u € R?, with constant probability, it holds |v - u| = Q(1/+/d).

We now present the proof of Theorem 4.5 putting together the machinery

developed in the previous subsections.

Proof of Theorem 4.5. As explained in Section 4.3, we are looking for a certificate
function Ty, (x) of the form given in Equation (4.3). As argued in Section 4.3, the
search for such a certificate function can be simplified by projecting the samples to
a (d — 1)-dimensional subspace via the perspective projection.

From Proposition 4.8, choosing p = O(8/+/d), there is a ¢ = (LR)°) such
that the resulting distribution D3 is (2,c8/+/d, v/d /0, Bv/d/ (c6) log(V/d/0))-well-
behaved and satisfies the («, Ad'/?/ (cf))-Tsybakov noise condition.
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From Fact 4.22, a random unit vector v € R%! with constant probability

satisfies v - (w*) v = O(1/v/d). We call this event .

4 /A >O(1/o¢)

From Proposition 4.13, conditioning on the event £ and using > (H log(1/96)

samples, with probability 1 — 6, we geta (v/, R, tp) such that

( )E [1[-R < o' x < —t]y] < — (OLR/(Ad))°V™) /.
x,y)~Dg¥

By inverting the transformation (Lemma 4.9), we get that

E [Tw(x)x wy] < — (OLR/(Ad)°YY /B .
(xy)~D
Overall, we conclude that with constant probability Algorithm 5 returns a
valid certificate. Repeating the process k = O(log(1/J)) times, we can boost the
probability to 1 — 4. The total number of samples for finding and testing these

candidate certificates until we find a correct one with probability at least 1 — ¢ is
O(1/«)
N = (&—‘%) ’ log(1/6). It is also clear that the runtime is poly (N, d), which

completes the proof. O

4.4 More Efficient Certificate for Log-Concave

Distributions

In this section, we present a more efficient certificate algorithm for the important
special case of isotropic log-concave distributions. To achieve this, we use Algo-
rithm 5 from the previous section starting from a significantly better initialization
vector. To obtain such an initialization, we leverage the structure of log-concave

distributions. The main result of this section is the following theorem.

Theorem 4.23 (Certificate for Log-concave Distributions). Let D be a distribution on
R? x {41} that satisfies the (x, A)-Tsybakov noise condition with respect to an unknown
halfspace f(x) = sign(w* - x) and is such that Dy is isotropic log-concave. Let w be
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a unit vector that satisfies (w,w*) > 60, where 6 € (0, 7]. There is an algorithm
0(1/4?)

that, given as input w, 0, and N = poly(d) - <%> | log(1/6) samples from D, it
runs in poly(d, N) time, and with probability at least 1 — 6 returns a certifying function
Tw : RY +— Ry such that

6 O(l/ﬂéz)
) . (4.10)

L Taywe <= (G
In other words, we give an algorithm whose sample complexity and running
time as a function of d is a fixed degree polynomial, independent of the noise
parameters.
To establish Theorem 4.23, we apply Algorithm 5 starting from a better ini-
tialization vector. The main technical contribution of this section is an efficient

algorithm to obtain such a vector for log-concave marginals.

Theorem 4.24 (Efficient Initialization for Log-Concave Distributions). Let D be
a distribution on R x {1} that satisfies the («, A)-Tsybakov noise condition with
respect to an unknown halfspace f(x) = sign(w* - x) and is such that Dy is isotropic
log-concave. There exists an algorithm that, given an € > 0, a unit vector w such that
|w* —w|, = O(e), and N = poly(d) - (A/(xe))°1/%) samples from D, it runs
in poly(d, N) time, and with constant probability returns a unit vector v such that
v- (w*) v > (ne/A)OV Y, where (w*) 1w is the component of w* perpendicular to w.

Intuition and Roadmap of the Proof

Here we sketch the proof of Theorem 4.24 and point to the relevant lemmas in the
formal argument (Section 4.4). Given a weight vector w of unit length, our goal is
to find a unit vector v that has non-trivial correlation with (w*)'®, i.e., such that
(w*)1w - v is roughly €'/%, where w* is the optimal halfspace.

Our first step is to condition on a thin band around the current candidate w
(similarly to Section 4.3, see Figure 4.1). When the size of the band approaches 0, we

get an instance whose separating hyperplane is perpendicular to (w*)** and has
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much larger Tsybakov noise rate. After that, we would like (similarly to Section 4.3)
to project the points on the subspace (w*)1w. Instead of having a zero length
band, we will instead take a very thin band. We have already seen in Section 4.3
that we can apply a perspective transformation in order to project the points on
(w*)1w and obtain an instance that satisfies the Tsybakov noise condition (with
somewhat worse parameters). Unfortunately, for the current setting of log-concave
distributions, we cannot use the perspective projection, as it does not preserve the
log-concavity of the underlying distribution. On the other hand, we know that
log-concavity is preserved when we condition on convex sets (such as the thin
band we consider here) and when we perform orthogonal projections.

As we have seen (see Figure 4.2), an orthogonal projection will create a “fuzzy"
region with arbitrary sign. However, we can control the probability of this “fuzzy"
region by taking a sufficiently thin random band. In particular, instead of Tsybakov
noise, we will end up with the following noise condition: For some small ¢ >
0, with probability 2/3 the noise #(x) is bounded above by 1/2 — ¢, and with
probability roughly #©(1) we have 5(x) > 1/2 (this corresponds to the probability
of the “fuzzy" region). For the proof of this statement and detailed discussion on
how the random band results in this above noise guarantee, see Lemma 4.33.

From this point on, we will be working in the subspace w and assume that the
distribution satisfies the aforementioned noise condition. As we have discussed,
the marginal distribution on the examples remains log-concave and it is not hard
to make its covariance be close to the identity. However, conditioning on the
thin slice may result in a distribution with large mean, even though originally the
distribution was centered. This is a non-trivial technical issue. We cannot simply
translate the distribution to be origin-centered, as this would result in a potentially
very biased optimal halfspace. Our proof crucially relies on the assumption of
having a distribution that is nearly centered and at the same time for the optimal
halfspace to have small bias. We overcome this obstacle in Step 1 below.

Our approach is as follows:

1. First, we show that there is an efficient rejection sampling procedure that
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preserves log-concavity and gives us a distribution that is nearly isotropic
(see Definition 4.25). For the algorithm and its detailed proof of correctness,
see Algorithm 7 and Lemma 4.36.

2. Then we show the following statement: Under the following assumptions

(i) the x-marginal is nearly isotropic,
(ii) the optimal halfspace has sufficiently small bias, and

(iiii) the noise 7 (x) is bounded away from 1/2 with constant probability,

we can compute in polynomial time a vector v with good correlation to the
target (w*)+~. This is established in Proposition 4.30.

We start by describing our algorithm to transform the distribution to nearly
isotropic position (Step 1 above). We avoid translating the samples by reweighting
the distribution using rejection sampling. To achieve this, we find an approximate
stationary point of the non-convex objective F(r) = ||Exp,[¥* max(1, exp(—r - x)] ||§
Notice that, since this is a non-convex objective as a function of r, we can only
use (projected) SGD to efficiently find a stationary point. In particular, we show
that a y-stationary point r of F(r) will make the above norm of the expectation
roughly O(+y) (Claim 4.37). Therefore, in time poly(d/<y), we find a reweighting
of the initial distribution whose mean is close to 0. Given this point r, we then
perform rejection sampling: We draw x from the initial distribution D and accept
it with probability max(1,exp(—r- x)), i.e., we “shrink” the distribution along the
direction r.

We now explain how to handle the setting that the distribution is approximately
log-concave (Step 2 above). After we make our distribution nearly isotropic,
we compute the degree-2 Chow parameters of the distribution, i.e., the vector
E(yy)~plyx] and the matrix E(,,).ply(¥xT — I)]. We show that there exists a

degree-2 polynomial p((w*)1w

- x) that correlates non-trivially with the labels
y (Lemma 4.31). This means that (w*)® correlates reasonably with the degree-

2 Chow parameters. In particular, (w*)'» has a non-trivial projection on the
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subspace V spanned by the degree-1 Chow parameters (this is a single vector) and
the eigenvectors of the degree-2 Chow matrix with large eigenvalues. Our plan
is to return a random unit vector of the subspace V. However, in order for this
random vector to have non-trivial correlation with (w*)'», we also need to show
that the dimension of V is not very large.

The last part of our argument shows that V has reasonably small dimension.
To prove this, we first show that the dimension of V can be bounded above by the
variance of the projection of D onto V, DP™v, Var__ o, [||lx]|3]. Then we make
essential use of a recent “thin-shell” result about log-concave measures that bounds

from above Var,_ projy, [||x]|3], see Lemma 4.28 and Lemma 4.32.

Proof of Theorem 4.24

The proof of Theorem 4.24 requires a number of intermediate results. As already
mentioned, our initialization algorithm works by restricting D to a narrow band
perpendicular to w. Unfortunately, this restriction will be log-concave but will no
longer be isotropic, even in the directions perpendicular to w. However, it will be

close in the following sense.

Definition 4.25 ((«, B)-isotropic distribution). We say that a distribution D is («, B)-
isotropic, if for every unit vector u € R?, it holds |Eyplx-u]| < a and 1/B <
E..plx-u?] < B.

Useful Technical Tools. We will require the following standard anti-concentration

result for low-degree multivariate polynomials under log-concave distributions.

Lemma 4.26 (Theorem 8 of Carbery and Wright (2001)). Let D be a log-concave
distribution on RY and p : R? — R be a polynomial of degree at most n. Then there
is an absolute constant C > 0 such that for any 0 < g < coand t € Ry, it holds
Pryp||p(x)| < t] < Cqt'/" Exop[lp(x)[17"]1/1.

The following statement is well-known. (It follows for example by combining
Theorem 5.14 of Lovasz and Vempala (2007) and Lemma 7 of Klivans et al. (2009b).)
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Fact 4.27. Let z be an isotropic log-concave distribution on R? and let y(-) be its density
function. There exists a constant c¢; > 0 such that:

1. Forany z with ||z||, < c4, we have that y(z) > cg.
2. For any z, we have that y(z) < 1/czexp(—1/cq| z|l,).

Our proof makes essential use of the following “thin-shell” estimate bounding

the variance of the norm of any isotropic log-concave random vector.

Lemma 4.28 (Corollary 13 of Lee and Vempala (2017)). Let D be any isotropic log-
concave distribution on RY. We have that Var,.p|[|x|3] < d%/2.

In particular, it is important for our analysis that the above bound is sub-quadratic
ind.

Finally, we will require the following simple lemma bounding the sample
complexity of approximating the degree-2 Chow parameters of a halfspace under
isotropic log-concave distributions.

Lemma 4.29. Let D be an isotropic log-concave distribution on RY and Dy be the empirical
distribution obtained from D with N = poly(d/€) samples. Then, with high constant
probability, we have HE(x,y)ND[yx] —E( ) by [yx] Hz < eand

E [y(xxT—I)]— E _ [y(xxT —1I)]
(xy)~D (xy)~Dn

<e.
F

The proof of this lemma can be found in Appendix C.1.

We now have the necessary tools to proceed with our proof. We start by showing
how we can find a vector v with non-trivial correlation with (w*)!w if the marginal
distribution is (approximately) isotropic. Since in general this will not hold, we
will then need to reduce to the isotropic case.

Proposition 4.30. Let D be a distribution on RY x {£1} such that Dy is (w, B)-isotropic
log-concave. Let f(x) = sign(v* - x — 0) be such that Pr(, ,y.ply # f(x)|x] = n(x),
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where for some ¢ > 0 we have that Pry.p [n(x) < 1/2—¢| > 2/3 and Pry.p [17(x) >
1/2] < &, where & is a constant degree polynomial in &'. Then, as long as |a| + |6] is
less than a sufficiently small constant multiple of 1/ (log(1/¢)), there exists an algorithm
with sample complexity and runtime poly(d/¢) that with constant probability returns a
unit vector v € R? such that v - v* > poly(¢).

Proof. For clarity of the analysis, we begin by presenting our algorithm for the case
that Dy is exactly isotropic log-concave. We then show how the algorithm and its
analysis can be modified for the approximate log-concave setting.

Our algorithm is fairly simple. We compute high-precision estimates T| and
T, of the vector Ty := E(,,) plyx] and the matrix T := E,,)ply(xxT — I)]
respectively. This can be easily done by taking poly(d/e) samples from D and
using the empirical estimates (see Lemma 4.29). We then define V' to be the
subspace spanned by T; and the eigenvectors of T, whose eigenvalue has absolute
value at least 27, for { some sufficiently large constant power of ¢. The algorithm
returns a uniform random unit vector v from V.

It is clear that the above algorithm has polynomial sample complexity and
runtime. We need to show that with constant probability it holds that v - v* >
poly(¢). The desired statement will follow by establishing the following two

claims:
1. The size of the projection of v* onto V is at least poly(¢).
2. The dimension of V is at most poly(1/¢).

The desired result then follows by noting that the median value of |v* - v| is on the
order of ||proj, (v*) H2 /+/d(V), and observing that the sign of the inner product is
independent of its size.

To establish the first claim, we prove the following lemma for isotropic log-

concave distributions.

1t is not difficult to verify that & = @(¢3) suffices.
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Lemma 4.31. Let Dy be isotropic log-concave. There exists a degree-2 polynomial p : R —
R such that Bxp,[p(v* - x)] = 0, Exp,[p(v* - x)*| = 1, and B,y ply p(v* - x)] =
Q(g).

Proof. We consider the polynomial

g(x) = (x —0)(x+1/0) = x>+ (1/6 —0)x — 1

and weset p(x) = q(x)//Ex~p,[q(v* - x)?]. Itis easy to see that Eyp_[p(v* - x)] =
0 and Exwp,[p(v* - x)*] = 1. To show that E(, ) plyp(v* - x)] = Q(Z), we note
that

(xlyl)END[l/P(v* )= E [(1-2(x) f(x)p(o”-x)].

We observe that if |[0* - x| < 1/|6|, then sign(p(v* - x)) = f(x), where f(x) =
sign(v* - x — 0). Thus, unless |v* - x| > 1/]6] or n(x) > 1/2 (which happens
with probability at most ¢’, a sufficiently high power of ), we have that (1 —
21 (x)) f(x)p(v* - x) > 0 except with probability at most ¢’

Let I(x) denote the indicator of the event (1 —27(x))f(x)p(v* - x) < 0. We
have that

E [yp(@ -x)]= E [[(1-27(x))p(@"-x)[]-2 E [|(1-27(x))p(0”-x)[I(x)]

(xy)~D x~Dy x~Dy
= E 10 =25(x)p(@" %)l - 2\/XNEDx[IZ(x)] LE [p(or-2)7]
= E 0 =23(x)p(@" )] - 2\/¢.

Recall that by assumption there is at least a 2/3 probability that (1 — 25 (x)) > .
By anti-concentration of Gaussian polynomials, Lemma 4.26, applied for g = 4
and n = 2, we have that Pry..p_[|p(v* - x)| < t] = O(+/t). Thus, for small enough
t, we have that |p(v* - x)| = (1) with probability at least 2/3. Therefore, with
probability at least 1/3 both statements hold. Since |1 — 27 (x)||p(v* - x)| > 0
for all x, we have that Ey.p_[|1 — 25 (x)||p(v* - x)|] = Q({). This completes our
proof. O
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Given Lemma 4.31, it is not hard to see that p(v* - x) = a(v* - x) + b((v* - x)? —
1) for some real numbers a and b with |a| + [b] = ©(1). We note that there is
another way to compute E, ) .p[yp(v* - x)] relating it to T and T. In particular,

we can write

E [yp(o"-x)]=a E [y(o" x)]+b ED[y((v*-x)z—l)]

(xy)~D (xy)~D (xy)~
=ag0*- E x| +b E )T (xxT — I)o*
wl plvdl b B (@) )o)]

=av* - Ty + b(v*)TTo".

Thus, Lemma 4.31 implies that either [0* - T1| = Q(¢) or |(v*)TThv*| = Q(E).

Assuming that T] and T, estimate T; and T; to error less than this quantity, i.e.,
O(¢), the above implies that either v* - T{ = Q(¢) or (v*)TTyv* = Q({). In the
former case, we have that ||proj, (v*)|, > [0* - T1| = Q(¢). In the latter case, we
note that since V contains the span of all eigenvectors of T, with eigenvalue having
absolute value at least , it holds that |(v*)TTy0*| < { + || T|, ||proj, (v*)||,- This
will imply that in this case as well we have that ||proj, (v*)||, = Q(Z), if | T;||2 is
O(1). To show this, we note that for any unit vector v, we have

vITho= E ol (xxT —I)v)l= E v-x*—1
w= B W@t —Do)) = E fy(o-x—1)

g¢(E[w]EMwﬂ—mﬂ:mn.

x,y)~D x~Dy

This completes the proof that the projection of v* onto V has size at least poly(¢).
It remains to show that the dimension of V is at most poly(¢). We prove the

following lemma:

Lemma 4.32. We have that d(V) = O(7™%).

Proof. Let V. denote the subspace spanned by the eigenvectors of T} with eigen-
value at least {. Let V_ denote the subspace spanned by eigenvectors of eigenvalue
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atmost —. Clearly d(V) < d(Vy)+d(V-) + 1. We will show thatd(V;) = O({ %)
and the bound on 4(V_) will follow symmetrically.

Let m = d(V,) and let P be the projection matrix that maps a vector z onto
V.. Since T, is sufficiently close to T, the restriction of T, to V. will have all of its
eigenvalues at least (/2. Therefore, it holds that

— T _ — 2 _
m/2<u(PT) = E (Pt D))= E (P} -m)

= V wE 071 B, [(I1Px]z = m)?] = y/ Var{l|Px]l]

In other words, we have that

g < 4Var] | Px|3] .

To conclude the proof, observe that Px is a log-concave distribution in m dimen-
sions, since projections preserve log-concavity. From Lemma 4.28, we have that
Var||| Px||5] = O(m%/2) and together with the above, we obtain that m = O({~%).

This completes our proof. O

Thus far, we have shown the desired claim if the distribution is in isotropic
position, 8§ = O(1/1og(1/¢)), and we have access to sufficiently accurate ap-
proximations T}, Ty to the degree-2 Chow parameters with accuracy /2. To
handle the case that the distribution D is («, §)-isotropic, we can let z ~ D,
where z = Cov|x]"/?(x — Ex.p,[]), be an isotropic log-concave distribution.
We need to show that if we have good approximations of E,.p_ [x] and Cov][x],
we can compute O({)-approximations to T; and T, for z (i.e., E )~ [yz] and
E.,)~p[y(zzT — I)]). By taking poly(d/{) samples, we can compute m and
M such that ||ii — Eyp,[¥]|l, < {/16 and HI/\/I\— Cov[x]H2 < g/16. Letz =
M~1/2(x — 7). Then we have that |2 — z||, < {/4. Thus, we obtain that

< E [lz—z],] <¢/4

~ (zy)~D’

E [yz]- E [yz] (
, " (=

(zy)~D’ (zy)~D’
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and similarly that

E zzT —I)|]— E zzT — 1
LE W D= B (e D)

<{/4.

2

By approximating the degree-2 Chow parameters Tj, T, to accuracy /4, we obtain
overall error /2.
We note that (z, y) satisfies our assumptions for the function

f/(x) = sign ((v*)TCov[x]l/Zx — (60— <v*’xNEDx[x]>)) .

From our assumptions, we have that |0 — v* - Eyp_ [x]| = O(1/1og(1/¢)). Using
the aforementioned algorithm for z, this allows us to compute a v so that with
constant probability vTCov[x]'/2v* > poly(&), or Cov[x]'/?v - v* > poly(&). This
completes the proof. O

Thus far, we have dealt with the case that the mean of our log-concave distri-
bution is sufficiently close to zero. As already mentioned, this property will not
hold in general after projection. The following important lemma shows that by

conditioning on a random thin band before projecting onto w-

, we obtain a log-
concave distribution whose mean has small distance from the origin. Moreover, we
show that the noise condition of the instance after we perform this transformation
satisfies the assumptions of Proposition 4.30. We note that this is the step that

crucially relies on picking a random thin band.

Lemma 4.33 (Properties of Transformed Instance). Let D be a distribution on R% x
{£1} that satisfies the («, A)-Tsybakov noise condition with respect to an unknown
halfspace f(x) = sign(w* - x) and is such that Dy is isotropic log-concave. Fix € > 0
and unit vector w such that 0(w, w*) = @(e). Let s be a sufficiently small multiple of €.
Set & = (O(s/A))/*and s' = (& se€). Pick xo uniformly at random from [s,2s] and
define the random band By, = {x € R? : x - w € [xg, xo + 5']}.

2We need s to be smaller than the absolute constant of Fact 4.27 for dimension d = 2.
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Define the distribution D+ = Dgroij, the classifier f+(x) = sign(xo/ tan6 +
X0

x* - (w*)1tw), and the noise function

Ll L L

x—)= Pr zZ)|lz=x"].

()= Pr Iy f =]
Then D+ is an (O(1),0(1))-isotropic log-concave distribution and, with probability at
least 99%, satisfies the following noise condition:

Pr [npt(xt)<1/2—-E>2/3 and  Pr [pt(xt)>1/2] <.

xL~Dg xL~Dg

Proof. We first calculate how far the distribution Dl;izij is from being isotropic.
Since our final goal is to have a distribution whose mean is arbitrarily close to 0,
we need to bound the distance from 0 of the mean of the distribution obtained
after we condition on B and project onto w™. The following claim shows that the
mean and covariance of Dgf;)]wL differ from these of the initial distribution D only

by constant factors (additive for the mean and multiplicative for the covariance).
Claim 4.34. Dg}r(;)jwl is (O(1),0(1))-isotropic.

The proof of Claim 4.34 relies on Fact 4.27 and is given in Appendix C.1.

It remains to prove how the noise condition changes via the transformation. In
our argument, we are going to repeatedly use the following anti-concentration, and
anti-anti-concentration properties of log-concave distributions that follow directly

from Fact 4.27. In particular, for every interval [a, b], we have that:
1. Pry.p,[x-v € [a,b]] = O(b — a) (anti-concentration).
2. If |a|, |b| are smaller than some absolute constant (see Fact 4.27), then it also
holds that Pry.p_ [x-© € [a,b]] = Q(b — a) (anti-anti-concentration).
Using the condition 8(w, w*) = ©(€), we can assume that w* = Ajw + Ay (w*) =,
where A1 = cosf and A, = sin@. Itholds [A1| =1 — ©(e) and A, = O(e). Next we
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set x = (xy,x"), where x;, = w - x and x is the projection of x on the subspace
wt.

For some { € (0,1), set & = ({s/A)'/*/2. In what follows, we shall see that {
is some absolute constant, i.e., that & = (©(s/A))/#. Recall that the orthogonal

L creates a “fuzzy" region, i.e., a region where 17L (xL) >1/2, see

projection on w
Figure 4.2. We first show that we can control the probability that we get points

inside this “fuzzy" region. More, formally we will show that

Pr[pt(x")>1/2] <&, (4.11)
(xty)~D*
Notice that in this part of the proof the randomness of x is not important and we
are able to establish a stronger claim that holds for every band B,,. Conditioned
onx € By, i.e., xy € [x0, X0 + 5], it holds that

w* X = Alxw + )Lz(w*)J_w . xL — )\1X0 + /\z(w*)J‘w * xJ_ +pS/I

for some p € [—1,1] (recall that |A;] < 1). Notice that when |A1xg + Ao (w*) = -
x| > s/, f£(x) is equal to the sign of w* - x (recall that A, > 0), and therefore
we are outside of the fuzzy region, see Figure 4.2. Thus, we need to bound the
probability of the event |A1xg + Ay (w*) 1w - x| < ¢/, or equivalently (w*)+w - xt €
[—A1xg — s, —A1xg +§'] =: I;;. We have that

Pryp, [(W*)Lw "X € IJSC;]

PrxNDx [x E on]

Lw , 4l " =
xLI:IbL [(w*) xc I;O] N

=0(s'"/(A29)) < &,

where to bound the numerator we used the anti-concentration property of D,
Property 1, for the interval Ifcz) of length s’, and to bound the denominator we
used the anti-anti-concentration, Property 2. The last inequality holds because
we have that A, = ®(e) and also, from the assumptions of the lemma, we have
s’ = @(&3se). This proves (4.11).

Now we deal with the case where |A1xg + A (w*) = - x| < ¢, i.e., we are in
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the non-fuzzy region of Figure 4.2. This is where the randomness of xy helps us
control the probability that the noise is close to 1/2. Recall that,

xo+s'
xt) = (xilf)rNDL [3/ # sign((w”) " -2t + xO)] - /xoo 7 (%, X )y (¥ |x )t

where 7 (x,|x") is the density of Dg,, conditioned on xt, that is y(x,|x") =
(%, xL)/ [ v(xw, x*)dx,, , and 7 is the density of the x-marginal of DBxO' Note
that, from Lemma 4.11, it follows that Pr[(x) > 1/2 —t | x4 € [5,25 4+ §]] =
O(4t%). Therefore, Pr[n(x) > 1/2 —2¢ | x4 € [5,25 4+ 5']] < {, and it remains to
prove that Pr[y(x1) > 1/2 — ¢ is at most a small constant multiple of { with
high constant probability.

To prove this, let M(x) be the indicator of the event #(x) > 1/2 —2¢ and
consider the random variable Y = fx’;ﬁs/ M (x4, x)y (2 |x)dxy. Observe that
the randomness of Y is over the randomly chosen xy and x*. We will first show
that the probability that the noise function 7+ (x) exceeds 1/2 — & can be bounded
above by the probability that the random variable Y exceeds 1/2, that is

Pr [pt(xY)>1/2-¢< Pr [Y>1/2]. 4.12
L) <, P [r=1/2 @12
In fact, we show a stronger statement than Equation (4.12) that holds for any fixed
xo € [s,2s]. To see this, let ' (x) = 1/2 —2¢(1 — M(x)) and notice that 4’ (x) > 7(x)
for every x. Then, it holds

xg+s'

10, )y (o5 )dwe < [ 1 (v ¥ )7 (Rl )

X0

xg+s'

12-g <yt = |
xp+s’

0
M (%0, 1)y (00|27 )dx ,

—1/2—2F42¢ /
X0
which is equivalent to fx?ﬁ/ M (%, 1)y (g |x )y = Y > 1/2.
Our next step is to bound from above the probability of the event Y > 1/2. For

convenience, let ¢(x) be the density of the initial isotropic log-concave marginal D,.
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Thus, we have 7 (xy, x1) = ¢(xw, x1)/ Prp[By,]. Moreover, set Q = min, c(s 25 Prp[Bx,]
and recall that from Properties 1, 2 we have that for any xg € [s,2s] it holds
Prp[By,] = O(s’), and thus Q = ©(s’). We can bound from above the expectation

of Y,ie.,

E[Y] = / /:OJFS /w xw,xL)% dat dy, dxg

25 pxg+s’
< SQ/ / / (%, x (xw,xL) dxt dxg, daxo

2s5+s' N 1
< SQ/ / (X, X7 )P (X0, x )dx™ dxg

_ &' Prolxy SEQ[S'ZS W prfy(x) > 1/2 - 28w € 5,25+ )] < S_Q/

where to get the third inequality we used the fact that for any non-negative function
g(t) it holds

2s 25+u 2545’ 2545’
/ / dtdu—/ / dtdu</ / dtdu—s/ 2(t)dt.
S

The final inequality follows from Properties 1 and 2. By Markov’s inequality, we
obtain Pr[Y > 1/2] = O({). Therefore, combining this bound with Equation (4.12),
we obtain the probability that 7(x*) > 1/2 — ¢ is at most

¢=0(0),

Pr [pt(xt)>1/2-¢< Pr [Y>1/2]=0().

xL~D xg x+~Di xg

So, choosing { to be a sufficiently small absolute constant, we get that Pr(,. ) 1 (7t (xt) >
1/2] < & and Pr. [+ (x1) > 1/2 — &] < 1/3 with probability at least 99%. This
completes the proof. O

We next show how to efficiently decrease the mean of a nearly identity co-
variance log-concave distribution and make it arbitrary close to zero. We achieve
this by further conditioning. In particular, we show that we can efficiently find

a reweighting of the conditional distribution on x* such that it is approximately
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mean zero isotropic. The high-level idea to achieve this is, for some vector r, to
run rejection sampling, where x is kept with probability min(1,exp(—(r, x))). The
problem is then to find r. We do this by finding an approximate stationary point of
an appropriately defined constrained non-convex optimization problem.

We will use the following standard fact about the convergence of projected
stochastic gradient descent (PSGD) to stationary points of smooth non-convex
functions. Consider the constrained optimization setting of minimizing a (differen-
tiable) function F in the set X'. In this setting, a point x is called e-stationary, € > 0,
if for allu € X itholds VF(x) - u —x > —e ||u — x||,. Note that if x € int(&X), i.e.,
x is not on the boundary of X, this inequality is equivalent to ||VF(x)||» < €.

Fact 4.35 (see, e.g., Ghadimi et al. (2016), Corollary 4 and Equations (4.23) and (4.25)).
Let D be a distribution supported on RY. Let F : X + R be an L-smooth differentiable
function on a compact convex set X C R® with diameter D. Let g : X x R? — R be
such that Ey..p[g(r,x)] = VF(r) and Ey_p|||g(r, x)”%] < 02, for some o > 0. Then
randomized projected SGD uses T = O(c>D?L?/€?) samples from D, runs poly(T,d)
time, and returns a point v’ such that with probability at least 2/3, v’ is an e-stationary
point of F.

We show the following:
Lemma 4.36. Let D be an isotropic log-concave distribution on R, Let w € RY be
a unit vector and let B = {x € R? : w-x € [a,b]} for a,b > 0 smaller than some

universal absolute constant. There exists an algorithm that, given v > 0 and poly(d/y)
independent samples from DgronL, runs in sample polynomial time, and returns a vector r

such that if z is obtained from Dgroj wb by rejection sampling, where a sample x is accepted
with probability min(1,e™""), then:

» A sample is rejected with probability p, where p € (0,1) is an absolute constant.

* The distribution of z is (v, O(1))-isotropic log-concave.
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Proof. For notational convenience, let D' = Dgrojwl. First, we note that for u
any unit vector perpendicular to w and any r perpendicular to w, we can apply
Fact 4.27 to the projection of x onto the subspace spanned by u, w and r.

We denote by c the constant c3 from Fact 4.27. As a result, we have that the dis-
tribution of u - x’ will have constant probability density in a neighborhood of 0 and
will have exponential tails. Furthermore, this will still hold after rejection sampling

—r~x’)

with probability min(1, e . This implies that no matter what r is chosen, z will
be approximately isotropic. Moreover, z will be log-concave automatically, because
the rejection sampling multiplies the pdf by a log-concave function. Furthermore,
the probability of a sample being accepted will be at least Pr,.p/[r - x' < 0], which
is at least c*.

It remains to prove the second condition of the lemma. We let R be a sufficiently
large constant and apply projected SGD to find an approximate stationary point of
the non-convex function F(r) := ||g(r)||5, where g(r) := Ey_p/[x' min(1,exp(—r -
x'))], in the feasible set {r € R? : ||r|, < R}. Note that g(r) is the mean of the
distribution of z.

We will need the following claim about the approximate stationary points of

E(r).

Claim 4.37. Any interior point of the feasible region, i.e., a point r such that ||r||, < R,
has ||VF(r)|l, = Q(||g(r)]|,). Moreover, F has no stationary points on the boundary, i.e.,
on the set {r € RY : ||r|, = R}.

Proof. We show that the Jacobian matrix of g is negative definite. In particular, for
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any vector u # 0, we have

u-Jac(g(r))u=u-— E_[x'(x')T1{r-x' > 0}exp(—r-x")] u

x/'~D'

= —x/lED/[]l{r x>0 exp(—r-x')(u-x')?]

— {1{”, > 0} exp(—r - ¥') (1 -x’ﬂ ]

X'~/ ]
< —ﬁe_c E {]l{c>r-x’>0}]l{ ¥ >C/2H )3
T4 x| T T el — ’

< 3

= 24 2 7
where we used Fact 4.27 which gives u - Jac(g(r))u = —O(||u||%) Observe that
the gradient of F at r is VF(r) = 2Jac(g(r))g(r), where Jac(g(r)) is the Jacobian
of g at point r, thus ||VF(r)||, > u-Jac(g(r))g(r)/ ||u||, for any vector u. Setting
u = g(r), we have that | VE(r) |, = Q(/Ig(r)]1).

It remains to prove that there is no stationary point on the boundary. That is, for

a point r with ||r||, = R, the gradient of F at r is a negative multiple of r. It is easy
to see that, using Fact 4.27 for R at least a sufficiently large constant, g(r) - r < 0.

So, if the gradient of F at r is a negative multiple of r, we have that

0 <g(r)-VE(r) =2g(r) -Jac(g(r))g(r) <0,

which is a contradiction. O

As a result, an internal stationary point of F must have ||g(r)||, close to 0, which
would imply that the conditional distribution z with that r has mean less than y.
In the following claim, we prove that F(r) is smooth with respect the Euclidean

norm. See Appendix C.1 for the proof.
Claim 4.38. The function F(r) is L-smooth, for some L = poly(d).

Thus, by Fact 4.35, running Stochastic Gradient Descent for T = poly(d/7y),
we obtain a y-stationary point, assuming we have an unbiased estimator for the
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gradient of F. Note that by taking two independent samples x!) and x?) from D’

and setting ¢(r,x) = xmin(1, exp(—r - x)), the quantity 2Jac(g(r, x1)))g(r, x?) is

an unbiased estimator for VF(r). This completes our proof. O

Algorithm 6 Computing a Good Initialization Vector

1:
2:

10:

11:
12:

13:

14:

procedure WARMSTART((A, «), €, w, D)

Input: Samples from an O(+y, O(1))-isotropic log-concave distribution that
satisfies the («, A)-Tsybakov noise condition, and a unit vector w such that
O(w, w*) = O(e).

Output: A vector v such that v - (w*)1w > (xe/A)P1/2),

s+ O(ae/log(Alog(A)/(xe))), & + (O(A/s))V/%, 5" = O(Fse)

N - poly(d) - (A/(ae))01/®)

Let xo be a uniform random number on [s, 2s].

Let D' denote D conditioned on w - x € [xo, xo + s'] and projected onto w.

D + MAKEISOTROPIC(D',1/ log(1/¢),N)

X+ E _p [x]; X+ E,_p [xxT]

Normalize all samples in D with % and X

Tll A E(x,y)wf)[yx] and TZI A E(x,y)wf)[y(xxT - I)]

Let V be the subspace spanned by T| and the eigenvectors of T; whose
eigenvalues have absolute value at least ¢.

return a random vector in V.
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Algorithm 7 Putting the Distribution in Nearly-Isotropic Position

roj
1: procedure MAKEISOTROPIC(DE J”’L, v, N)

2: Input: Samples from the log-concave distribution Dgro} “* i.e., the log-concave
distribution D conditioned onaband B = {x : w-x € [a,b]} and then projected
onto w.

3: Output: N ii.d. samples from a (v, O(1))-isotropic log-concave distribution
obtained from ngj “* by rejection sampling.

4:
2
5. LetF(r)=|E P [xmin(1,exp(—r-x))]
™~ 2
6: Runs SGD on F to obtain a 7y-stationary point #. > Takes poly(d/7) time.
7 SO
8:  while|S| <N '
9: Draw sample (x, y) from Dgro} wt,
10: S < SU{(x,y)} with probability min(1,exp(—+' - x)).
11: Let Dg be the uniform distribution from S.

12: return the sample Ds.

We are now ready to prove Theorem 4.24.

Proof of Theorem 4.24. Using the condition 6(w, w*) = ©(e), we can assume that
w* = Mw + Ay (w*)T, where [A| = 1 —0O(e), and A, = O(e). If w-w* = 0,
then we can directly apply Proposition 4.30 to obtain a vector with non-trivial
correlation. For the general case, we show how we can construct a distribution that
satisfies the conditions of Proposition 4.30.
Let s be a sufficiently small multiple of ae / log(Alog(A)/ (ae)), & = (O(s/A))/%,

and let s’ = &se. Finally, let xo be a uniform random number in [s, 2s]. Consider
the conditional distribution on the random band By, = {w - x € [x¢, xo + s'] and

. . 10j
projected onto w, i.e., Dg i .= DL
*0

Set x* = proj,,.x, £ (x) = sign (¥ (w") " + 42 ), and

_ 1 _ L
—(xL;’)val[y#f (z)|lz = x7].
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Using Lemma 4.33, we get that D is (O(1), O(1))-isotropic and with high probabil-
ity it holds Pr,. p. [+ (x") <1/2—=¢] >2/3and Pru_p. [ () > 1/2] < .

At this point, we have that D+ is approximately isotropic, but may be relatively
far from mean 0 (the mean can be at constant distance from the origin, whereas we
need it to be roughly 1/1og(1/¢)). To overcome this issue, we apply Lemma 4.36.
We define D to be the distribution of z that is produced according to Lemma 4.36
with 7 a small multiple of 1/1og(1/¢), and consider the distribution on z and y.
Notice that y is a noisy version of f+(x) (with noise rate 7= (x")), because rejection
sampling does not increase the noise rate. Moreover, the mean of z - (w*)1« + A}‘—’;O
is at most v + O(s/¢€), which is a sufficiently small multiple of 1/ log(1/¢). This
means that we can apply Proposition 4.30 to the distribution on (z, y), yielding our

final result. ]

Proof of Theorem 4.23

Using Theorem 4.24, we can prove Theorem 4.23. The proof is similar to the proof
of Theorem 4.5, but we additionally need to guess how far the current guess w is

from w*.

Proof of Theorem 4.23. First, we guess a value € such that ||w — w*||, = ©(e), where
e = Q(6). From Proposition 4.8, for p = O(8(ne/A)°1/%)), the distribution
Dg“is (2,Q(p),1/p,0(1/plog(1/p))-well-behaved and satisfies the («, O(A/p))-
Tsybakov noise condition, where we used (from Fact 4.27) that the values L, R
are absolute constants. Using Theorem 4.24, a random unit vector v € RY with

constant probability &; satisfies v - (w*)1© > (xe/A)°1/%), We call this event £.
O(1/a2)
Conditioning on the event £, from Proposition 4.13, using 9—;1 (% ’ log(1/9)

samples, with probability 1 — 6, we get a (v/, R, tp) such that

E [1[-R<v x<—ty] < — (6a/A)°V*) /p.
(xy)~Dg™
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Using Lemma 4.9, we get that

E [Tw(x)x-wy] < — (6a/A)°Y) /8.
(xy)~D

Conditioning on the event £¢, where £¢ is the complement of £, Algorithm 5
either returns a certificate or returns nothing. Thus, by taking k = O(log(1/6))
random vectors, we get that the probability that event £ happens is at most
(1 —61)% < e=9k. Thus, by taking O(log 1/6) random vectors and running Algo-
rithm 5 with confidence 6/ log(1/), we get a certificate with probability 1 — 24.
Moreover, the number of samples needed to construct the empirical distribution is

O(1/a?
(%) 1) log(1/0). Finally, to guess the value of €, it suffices to run the algorithm
for the values 6,26, . .., 1 which will increase the complexity by a log(1/0) factor.

This completes the proof of Theorem 4.23. O

4.5 Learning a Near-Optimal Halfspace via Online

Convex Optimization

In this section we present a black-box approach that uses our certificate algorithms
from the previous sections to learn halfspaces in the presence of Tsybakov noise.
In more detail, we provide a generic result showing that one can apply a certificate
oracle in a black-box manner combined with online gradient descent to learn the
unknown halfspace. We note that an essentially identical approach, with slightly
different formalism, was given in Diakonikolas et al. (2021b).

Using the aforementioned approach, we establish the two main algorithmic
results of this paper.

Theorem 4.39 (Learning Tsybakov Halfspaces under Well-Behaved Distributions).
Let D be a (3,L, R, U, B)-well-behaved isotropic distribution on R? x {£1} that satis-
fies the (a, A)-Tsybakov noise condition with respect to an unknown halfspace f(x) =

o(1/
sign(w* - x). There exists an algorithm that draws N = p* (dRLi?) 1 log (1/6) sam-
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ples from D, runs in poly (N, d) time, and computes a vector @ such that, with probability
1 — 6, we have that err(l))_"l(h@,f) <e.

For the important special case of log-concave distributions on examples, we

give a more efficient learning algorithm.

Theorem 4.40 (Learning Tsybakov Halfspaces under Log-concave Distributions).
Let D be a distribution on R? x {£1} that satisfies the («, A)-Tsybakov noise condition

with respect to an unknown halfspace f(x) = sign(w* - x) and is such that Dy is isotropic
0(1/42)

log-concave. There exists an algorithm that draws N = poly(d) - (é) ( log (1/96)
samples from D, runs in poly(N,d) time, and computes a vector w such that, with
probability 1 — 6, we have that err(?_"l(h@, f) <e

To formally describe the approach of this section, we require the notion of
a certificate oracle. A certificate oracle is an algorithm that, given a candidate
weight vector w and an accuracy parameter p > 0, it returns a certifying function
T(x). Recall that a certifying function is a non-negative function that satisfies
E(y,)~p[T(x)yx - w] < —p for some p > 0. We have already described how to

efficiently implement such an oracle in Section 4.3.

Definition 4.41 (Certificate Oracle). Let D be a distribution on R? x {+1}that satis-
fies the (a, A)-Tsybakov noise condition with respect to an unknown halfspace f(x) =
sign(w* - x). For a decreasing function p(-) : R4 — R, we define C(w, 0, 6) to be the
following p-certificate oracle: For any unit vector w and 6 > 0, if 6(w, w*) > 6, then a
call to C(w, 0, 6), with probability at least 1 — ¢, returns a function T(x), with ||T||, <1
such that

(x,yl)f?ND[T(x)yx ~w] < —p(0),

and with probability at most 6 returns “FAIL”.

Remark 4.42. We note that the above oracle provides a “one-sided” guarantee in the
following sense. When the candidate vector w satisfies 6(w,w*) > 6, the oracle is
required to return a certifying function T with high probability. But it may also return



143

such a function when 6(w, w*) < 6. In other words, the oracle is not required to output
“FAIL" with high probability when w is nearly parallel to w*. We show that an one-sided
oracle of non-optimality suffices for our purposes.

Remark 4.43. By Fact 3.3, the optimal halfspace w* satisfies E y ,).p[T(x) yx - w*] > 0
for any non-negative function T. Therefore, as w approaches w*, we have that

lim inf E [T(x)yx-w] =0,
0(w,w*) =0 T:[| Tl <1 (x,y)~D

where ||T||, is the le norm for functions, ie., |T| = sup,cre |T(x)|. That is,
limg_,op(0) = 0 and it is natural that the non-negative function p(6) is a decreas-
ing function of the (lower bound on the) angle between w and w*. Intuitively, the closer w
is to w*, the harder it is to find a certifying function T that makes E(,,).p[T (x) yx - w]
sufficiently negative. Moreover, if our goal is to estimate the vector w* within angle €, we
can always give the oracle this worst-case target angle, i.e., § = €. Finally, notice that
when the distribution D is isotropic, we have p(6) < 1, as follows from || T||,, < 1 and the
Cauchy-Schwarz inequality.

Given a certificate oracle, the following result shows we can efficiently approxi-

mate the optimal halfspace using projected online gradient descent.

Proposition 4.44 (Certificate-Based Optimization). Let D bea (3, L, R, B)-well-behaved
isotropic distribution on R x {£1} that satisfies the («, A)-Tsybakov noise condition

with respect to an unknown halfspace f(x) = sign(w* - x), and let C be a p-certificate

le. There exi Igorithm that mak = (a7 gy

oracle. There exists an algorithm that makes at most T = 2 <ﬂ> calls to
_ g1 dT L

C(-), draws N = dm log (W) samples from D, runs in time poly(T, N, d), and

computes a weight vector w such that with probability 1 — & we have that 6(w, w*) < €.

The algorithm establishing Proposition 4.44 is given in pseudocode in Algo-
rithm 8. In the remaining part of this section, we provide a proof sketch of Proposi-
tion 4.44. The full argument is given in Appendix C.2.
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Proof Sketch. The main idea of the algorithm is to provide a sequence of adaptively
chosen convex loss functions to an Online Convex Optimization algorithm, for
example Online Gradient Descent (OGD). In more detail, we construct these loss
functions using our certificate oracle C. At round ¢, we call the certificate oracle to
obtain a certifying function T (x) and set

b(w)=— E [(T(x)+A)ya] w,
(xy)~D
where A > 0 acts similarly to a regularizer. The term A E, ,)..p[yx] - w prevents the
trivial vector w = 0 from being a valid solution (in the sense of one that minimizes
regret, see also the full proof in Appendix C.2).

The crucial property of the above sequence of loss functions is that they are
positive and bounded away from 0 when w is far from w*. Their value will always
be greater than (roughly) p(€), given the guarantee of our certificate oracle from
Definition 4.41 for § = € and assuming that the regularizer A is sufficiently small.

We then provide this convex loss function to the OGD algorithm that updates
the guess according to the gradient of /;(w). Our analysis follows from the regret
guarantee of OGD. Since we provide convex (and in particular linear) loss func-
tions to OGD, we know the average regret will converge to 0 as T — co with a
convergence rate roughly O(1/+/T). This means that the oracle can only succeed
in returning certifying functions for a bounded number of rounds, since every
time the oracle succeeds, OGD sulffers loss of at least p(€). Therefore, after roughly
1/p(€)? rounds the regret will be so small that for at least one round the certificate
oracle must have failed. Our algorithm then stops and returns the halfspace of that
iteration. Even though our certificate is “one-sided", we know that the probability
that it failed with 6(w, w*) being larger than € is very small, which implies that we

have indeed found a vector w very close to w*. O
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Algorithm 8 Learning Halfspaces with Tsybakov Noise using a p-certificate oracle
C
1: procedure ALG(e, d,D,C) > €: accuracy, J: confidence
2: Input: D is a (3,L, R, B)-well-behaved distribution that satisfies the («, A)-
Tsybakov noise condition, and C is a p-certificate oracle.
3: Output: A vector @ such that erry*, (hg, f) < € with probability at least 1 — 4.
4: w0 eq
1 A
5: T — p(e)ztx (ﬂ
A T8> 1 ..
6: Draw N = O <c7l - =~ log <3)) samples from D to form the empirical

N p(e)
distribution D

>O(1/a)

7 fort=1,...,Tdo

8: e <1/ (Vt+p(e))

9; if w(t_}) = 0 then

10: Set Ui (w) < w - — E b [@yx}

11: wt) Ty (w(t_l) — 1Vl (w“‘”))

12: else

13: ANS + C(w(t=1)/ Hw“*l)‘ ,/€0/T)

14: if ANS = FAIL then

15: return w1

16: T, (x) < ANS

17: Set ff(w) —w-— E(x,y)wﬁ [(Twﬂ) (x) + @) yx]
18: w't) « T <w(t_1) A <w<t—1)> >B={xeR: x|, <1}

Given Proposition 4.44, it is straightforward to prove our main results. Here we
give the proof for the case of log-concave densities and provide a similar argument
for well-behaved distributions in Appendix C.2.

Proof of Theorem 4.40. First, we require a p-certificate oracle for log-concave distri-
butions. The algorithm of Theorem 4.23 returns a function Ty, such that

E [To(x)yw x] < — (6/A)°1/*)
(xy)~D
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From the definition of T, (i.e., Equation (4.3)), it is clear that || Ty ||, < m <

log A O(1/«) . . .
= ) , where B is the band from Equation (4.3). Note that the function

Tw/ || Twl|« satisfies the conditions of the p-certificate oracle. Thus, by scaling the
output of the algorithm of Theorem 4.23, we obtain a (fa/ A)O(l/ **) certificate
oracle. From Proposition 4.44, this gives us an algorithm that returns a vector

w such that 0(w, w*) < m with probability 1 — . Using the fact that for

log-concave distributions errgjl (hg, f) <O (10g2(1 /€)6(w, w*)) + € (Claim C.12)
the result follows. O
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5 NOISY LABEL RANKING

5.1 Formal Statement of the Results

Our main contributions are the first efficient algorithms for learning LSFs with

bounded noise with respect to Kendall’s Tau distance and top-r disagreement loss.

Learning in Kendall’s Tau Distance. The most standard metric in rankings
Shalev-Shwartz and Ben-David (2014a) is Kendall’s Tau (KT) distance which, for
two rankings 71, T € Sy, measures the fraction of pairs (7, j) on which they disagree.
That is, Axr(7T, T) = Lz 1{i == j}/ (’;) Our first result is an efficient learning
algorithm that, given samples from an #-noisy linear label ranking distribution D,
computes a parameter matrix W that ranks the alternatives almost optimally with
respect to the KT distance from the ground-truth ranking ow«(-).

Theorem 5.1 (Learning LSFs in KT Distance). Fix 7 € [0,1/2) and €,6 € (0,1).
Let D be an n-noisy linear label ranking distribution satisfying the assumptions of
Definition 1.10 with ground-truth LSF ow~(-). There exists an algorithm that draws
N =0 (5(1—;'12;7)6 log(k/ (5)) samples from D, runs in sample-polynomial time, and
computes a matrix W € R¥*? such that, with probability at least 1 — 6,

xg\/d[AKT(UW(x)’UW*(x))] <e.

Theorem 5.1 gives the first efficient algorithm with provable guarantees for the
supervised problem of learning noisy linear rankings. We remark that the sample
complexity of our learning algorithm is qualitatively optimal (up to logarithmic
factors) since, for k = 2, our problem subsumes learning a linear classifier with
Massart noise ! for which Q)(d/€) are known to be information theoretically nec-
essary Massart and Nédélec (2006). Moreover, our learning algorithm is proper in
the sense that it computes a linear sorting function ow (-). As opposed to improper

!Notice that in this case Kendall’s Tau distance is simply the standard 0-1 binary loss.
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learners (see also Section 5.2), a proper learning algorithm gives us a compact rep-
resentation (storing W requires O(kd) memory) of the sorting function that allows
us to efficiently compute (with runtime O(kd + klogk)) the ranking corresponding
to a fresh datapoint x € R,

Learning in top-r Disagreement. We next present our learning algorithm for
the top-r metric formally defined as Aop (77, T) = 1{71., # T1.,}, Where by 71
we denote the ordering on the first r elements of the permutation 77. The top-r
metric is a disagreement metric in the sense that it takes binary values and for
r = 1 captures the standard (multiclass) top-1 classification loss. We remark that, in
contrast with the top-r classification loss, which only requires the predicted label to
be in the top-r predictions of the model, the top-r ranking metric that we consider
here requires that the model puts the same elements in the same order as the ground
truth in the top-r positions. The top-r ranking is well-motivated as, for example,
in ad targeting (discussed in Section 5.1) we want to be accurate on the top-r ad
categories for a user so that we can diversify the content that they receive.

Theorem 5.2 (Learning LSFs in top-r Disagreement). Fix € [0,1/2), r € [k]
and €,6 € (0,1). Let D be an y-noisy linear label ranking distribution satisfying the
assumptions of Definition 1.10 with ground-truth LSF owx(-). There exists an algorithm

that draws N = O <€A log(1/6 )) samples from D, runs in sample-polynomial time

(1-277)°
and computes a matrix W € R¥*? such that, with probability at least 1 — &,

xNE d[Atop—r(UW(x)/UW*(x))] <e.

As a direct corollary of our result, we obtain a proper algorithm for learning
the top-1 element with respect to the standard 0-1 loss that uses O(kd) samples. In
fact, for small values of r, i.e., r = O(1), our sample complexity is essentially tight.
It is known that ©(kd) samples are information theoretically necessary Natarajan
(1989) for top-1 classification. 2 For the case r = k, i.e., when we want to learn

2Strictly speaking, those lower bounds do not directly apply in our setting because our labels
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the whole ranking with respect to the 0-1 loss, our sample complexity is O(k?d).
However, using arguments similar to Daniely et al. (2011), one can show that in
fact O(dk) ranking samples are sufficient in order to learn the whole ranking with
respect to the 0-1 loss. In this case, it is unclear whether a better sample complexity
can be achieved with an efficient algorithm and we leave this as an interesting

open question for future work.

5.2 Overview of Techniques

Learning in Kendall’s Tau distance. Our proper learning algorithm consists of
two steps: an improper learning algorithm that decomposes the ranking problem
to O(k?) binary linear classification problems and a convex (second order conic)
program that “compresses” the k? linear classifiers to obtain a k x d matrix W. Our
improper learning algorithm splits the ranking learning problem into O(k?) binary,
d-dimensional linear classification problems with Massart noise. In particular,
for every pair of elements 7,j € [k|, each binary classification task asks whether
element i is ranked higher than element j in the ground-truth permutation ow=(x).
As we already discussed, we have that, under the Gaussian distribution, there exist
efficient Massart learning algorithms Balcan and Zhang (2017b); Mangoubi and
Vishnoi (2019b); Diakonikolas et al. (2020e); Zhang et al. (2020a); Zhang and Li
(2021) that can recover linear classifiers sign(v;; - x) that correctly order the pair
i, for all x apart from a region of O(e)-Gaussian mass. However, we still need to
aggregate the results of the approximate binary classifiers in order to obtain a ranking
of the k alternatives for each x. We first show that we can design a “voting scheme”
that combines the results of the binary classifiers using an efficient constant factor
approximation algorithm for the Minimum Feedback Arc Set (MFAS) problem
Ailon et al. (2008). This gives us an efficient but improper algorithm for learning
LSFs in Kendall’s Tau distance. In order to obtain a proper learning algorithm, we

are whole rankings instead of just the top classes but, in the Appendix D.4, we show that we can
adapt the lower bound technique of Daniely et al. (2011) to obtain the same sample complexity
lower bound for our ranking setting.



150

further “compress” the O(k?) approximate linear classifiers with normal vectors Vjj
and obtain a matrix W € R**? with the property that the difference of every two
rows W; — W; is O(e)-close to the vector v;;. More precisely, we show that, given
the linear classifiers v;; € IR?, we can efficiently compute a matrix W € R**“ such
that the following angle distance with W* is small:

Fangie( W, W*) £ max (W, — W, W — W) < O(e). CRY
It is not hard to show that, as long as the above angle metric is at most O(e),
then (in expectation over the standard Gaussian) Kendall’s Tau distance between
the LSFs is also O(e€). A key technical difficulty that we face in this reduction is
bounding the “condition number” of the convex (second order conic) program that
finds the matrix W given the vectors v;;, see Claim 5.6. Finally, we remark that
the proper learning algorithm of Theorem 5.1 results in a compact and efficient
sorting function that requires: (i) storing O(k) weight vectors as opposed to the
initial O(k?) vectors of the improper learner; and (ii) evaluating k inner products
with x to find its ranking (instead of O(k?)).

Learning in top-r Disagreement. We next turn our attention to the more challeng-
ing top-r ranking disagreement metric. In particular, suppose that we are interested
in recovering only the top element of the ranking. One approach would be to di-
rectly use the improper learning algorithm for this task and ask for KT distance
of order roughly € /k?. The resulting hypothesis would produce good predictions
for the top element but the required sample complexity would be O(dk?). While
it seems that training O(k?) d-dimensional binary classifiers inherently requires
O(dk?) samples, we show that, using the proper KT distance learning algorithm
of Theorem 5.1, we can also obtain improved sample complexity results for the
top-r metric. Our main technical contribution here is a novel estimate of the top-r
disagreement in terms of the angle metric. In general, one can show that the
top-r disagreement is at most O (k?) dngie (W, W*). We significantly sharpen this

estimate by showing the following lemma.
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Lemma 5.3 (Top-r Disagreement via Parameter Distance). Consider two matrices
W, W* € R4 and let N be the standard Gaussian in d dimensions. We have that

PO (W) 7 01, (W) < Olkr) dangie(W, W)

We remark that Lemma 5.3 is a general geometric tool that we believe will
be useful in other distribution-specific multiclass learning settings. The proof of
Lemma 5.3 mainly relies on geometric Gaussian surface area computations that
we believe are of independent interest. For the details, we refer the reader to
Section 5.5. An interesting question with a convex-geometric flavor is whether the
sharp bound of Lemma 5.3 also holds under the more general class of isotropic
log-concave distributions.

5.3 Notation and Preliminaries

General Notation. We use O(-) to omit poly-logarithmic factors. A learning
algorithm has sample-polynomial runtime if it runs in time polynomial in the size
of the description of the input training set. We denote vectors by boldface x (with
elements x;) and matrices with W, where we let W; € R? denote the i-th row of
W € R*4 and Wij; its elements. We denote a - b the inner product of two vectors
and 60(a, b) their angle. Let N; denote the d-dimensional standard normal and I'(+)
the Gaussian surface area.

Rankings. We let argsort;_yv denote the ranking of [k] in decreasing order
according to the values of v. For a ranking 77, we let 77(i) denote the position of
the i-th element. If 7 = 77(x), we may also write 7t(x)(i) to denote the position of
i. We often refer to the elements of a ranking as alternatives. For a ranking o, we
let 07, denote the top-r part of o. When ¢ = ¢(x), we may also write o _,(x) and
0y (x) will be the alternative at the ¢-th position. We let Agt denote the (normalized)
KT distance, i.e., Axr (7, T) = i i 1{i >¢ ]}/(’2‘) for rr, T € 5.
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54 Learning in KT distance: Theorem 5.1

In this section, we present the main tools required to obtain our proper learning
algorithm of Theorem 5.1. Our proper algorithm adopts a two-step approach:
it first invokes an efficient improper algorithm which, instead of a linear sorting
function (i.e., a matrix W € R¥*?), outputs a list of O(k?) linear classifiers. We
then design a novel convex program in order to find the matrix W satisfying the
guarantees of Theorem 5.1. Let us begin with the improper learner for LSFs with
bounded noise with respect to the KT distance, whose description can be found in
Algorithm 9.

Improper Learning Algorithm

Algorithm 9 Non-proper Learning Algorithm ImproperLSF

Input: Training set T = {(x, 71') };¢|np,€,6 € (0,1),7 € [0,1/2)
Output: Sorting function / : RY — S

Forany 1 <i < j <k, create Tj; = {(x!,sign(7' (i) — 7'(j)))}
Forany 1 <i < j < k, compute v;; = MassartLTF(Tj, §, 10%,17) > See Appendix
D.1
Ranking Phase: Given x € R%:
(a) Construct directed graph G with V(G) = [k] and edges e;_,; only if
Vij - X > 0Vi #£ ]
(b) Output h(x) = MFAS(G) > See Appendix D.1

Let us assume that the target function is 0*(x) = ow=(x) = argsort(W*x) for
some W* € Rk,

Step 1: Binary decomposition and Noise Structure. For each drawn example
(x, 1) from the 77-noisy linear label ranking distribution D (see Definition 1.10), we

create (g) binary examples (x, y;;) with y;; = sign(7(i) — 7t(j)) forany 1 <i < j <
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k. We have that

LI [ sign((W] = W) %) <0+

S [ﬂ(z) < n(j) | W x < W x} .
Since M (0*(x)) is an 57-noisy ranking distribution (see Definition 1.9), we get that
the above quantity is at most 7 < 1/2. Therefore, each sample (x,y;;) can be
viewed as a sample from a distribution D;; with Gaussian x-marginal, optimal
linear classifier sign((W;" — W) - x), and Massart noise /7. Hence, we have reduced
the task of learning noisy LSFs to a number of (lé) sub-problems concerning the

learnability of halfspaces in the presence of bounded (Massart) noise.

Step 2: Solving Binary Sub-problems. We can now apply the algorithm MassartLTF
for LTFs with Massart noise under standard Gaussian marginals Zhang et al. (2020a)
(for details, see Appendix D.1): for all the pairs of alternatives 1 < i < j <k
with accuracy parameter €', confidence &' = O(6/k?), and a total number of
N =0 (W log(k/ (5)) ii.d. samples from D, we can obtain a collection of
linear classifiers with normal vectors v;; for any i < j. We remark that each one
of these halfspaces v;; achieves € disagreement with the ground-truth halfspaces

W> — I/V]-* with high probability, i.e.,

xfrd[sign(vij -x) # sign(W — W) -x)] <€’
Step 3: Ranking Phase. We now have to aggregate the linear classifiers and
compute a single sorting function i : R? — S;. Given an example x, we create the
tournament graph G with k nodes that contains a directed edge €iyj if v;j-x > 0.
If G is acyclic, we output the induced permutation; otherwise, the graph contains
cycles which should be eliminated. In order to output a ranking, we remove
cycles from G with an efficient, 3-approximation algorithm for MFAS Ailon et al.
(2008); Van Zuylen and Williamson (2009). Hence, the output /(x) and the true
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target o*(x) will have Ey -, [Axr(h(x), 0" (x))] < €' +3€’ = 4€’. This last equation
indicates why a constant factor approximation algorithm suffices for our purposes

— we can always pick €’ = €/4 and complete the proof. For details, see Appendix
D.1.

Proper Learning Algorithm: Theorem 5.1

Having obtained the improper learning algorithm, we can now describe our proper
Algorithm 10. Initially, the algorithm starts similarly with the improper learner
and obtains a collection of binary linear classifiers. The crucial idea is the next step:
the design of an appropriate convex program which will efficiently give the matrix

W. We proceed with the details. For the proof, see Appendix D.1.

Algorithm 10 Proper Learning Algorithm ProperLSF

Input: Training set T = {(x, 71") };¢|nj,€,6 € (0,1),7 € [0,1/2)

Output: Linear Sorting function / : RY — Sy, i.e., h(-) = ow(-) for some matrix
W € ]kad

Compute (v;j)1<i<j<k = ImproperLSF(T,¢,J,1) > See Algorithm 9
Setup the CP 5.2 and compute W = Ellipsoid(CP) > See Appendix D.1
Ranking Phase: Given x € RY, output h(x) = argsort(Wx)

Step 1: Calling Non-proper Learners. As a first step, the algorithm calls
Algorithm 9 with parameters €, and # € [0,1/2) and obtains a list of linear
classifiers with normal vectors v;; for i < j. Without loss of generality, assume that
vijll2 = 1.

Step 2: Designing and Solving the CP 5.2. Our main goal is to find a matrix W
whose LSF is close to the true target in KT distance. We show the following lemma
that connects the KT distance between two LSFs with the angle metric dpge (", *)
defined in Eq. (5.1). The proof can be found in the Appendix D.1.

Lemma 5.4. For W, W* € R**, it holds E,..n, [Axt (0w (x), ow+(x))] < dangle (W, W) .
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The above lemma states that, for our purposes, it suffices to control the d e
metric between the guess W and the true matrix W*. It turns out that, given
the binary classifiers v;;, we can design a convex program whose solution will
satisfy this property. Thinking of the binary classifier v;; as a proxy for W — I/V].*,
we want each difference W; — W; to have small angle with v;; or equivalently to
have large correlation with it, i.e., (W; — W;) - v;; = ||W; — W;||2. To enforce this
condition, we can therefore use the second order conic constraint (W; — W;) - v;; >
(1—¢)||W; — W;||2. We formulate the following convex program 5.2 with variable

the matrix W:

Find W e R, |[W|F <1,

such that (W; —W;)-v;; > (1 —¢) - ||W; — W, forany 1 <i<j<k,

(5.2)

for some ¢ € (0,1) to be decided. Intuitively, since any v;; has good correlation
with W — I/V]-* (by the guarantees of the improper learning algorithm) and the CP
5.2 requires that its solution W similarly correlates well with v;;, we expect that
dangle (W, W*) will be small. We show that:

Claim 5.5. The convex program 5.2 is feasible and any solution W of 5.2 satisfies
dangle(wr W*) <e

To see this, note that any solution of CP 5.2 is a matrix W whose angle metric
(see Eq. (5.1)) with the true matrix is small by an application of the triangle
inequality between the angles of (v;;, W; — W) and (vj;, W — W[) for any i # j.
We next have to deal with the feasibility of CP 5.2. Our goal is to determine the
value of ¢ that makes the CP 5.2 feasible. For the pair 1 <i < j <k, the guess v;;
and the true normal vector W — W/ satisty, with high probability,

Pr [sign(vj; - x) # sign((W; — W}") -x)] <e. (5.3)

x~Dy

Under the Gaussian distribution (which is rotationally symmetric), it is well known
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that the angle 0(u, ) between two vectors u, v € R? is equal to 77 - Pr,. v/, [sign(u -
x) # sign(v - x)]. Hence, using Eq. (5.3), we get that the angle between the guess
vjj and the true normal vector W — W is O(W*r — W}, vjj) < ce. For sufficiently
small ¢, this bound implies that the cosine of the above angle is of order 1 — (ce)?

and so the following inequality will hold (since v;; is unit):
(W = W) -0 > (1= 2(ce)?) - W = W2

Hence, by setting ¢ = 2(ce)?, the convex program 5.2 with variables W € RF*?
will be feasible; since ||[W*||r < 1 comes without loss of generality, W* will be a
solution with probability 1 — 4.

Next, we have to control the volume of the feasible region. This is crucial in
order to apply the ellipsoid algorithm (for details, see in Appendix D.1) and, hence,
solve the convex program. We show the following claim (see Appendix D.1 for the
proof):

Claim 5.6. There exists p > 2~ Poly(dk1/elog(1/9)) 5o that the feasible set of CP 5.2 with
¢ = O(€?) contains a ball (with respect to the Frobenius norm) of radius p.

Critically, the runtime of the ellipsoid algorithm is logarithmic in 1/p. So, the
ellipsoid runs in time polynomial in the parameters of the problem and outputs
the desired matrix W.

5.5 Learning in top-r Disagreement: Theorem 5.2

In this section we show that the proper learning algorithm of Section 5.4 learns
noisy LSFs in the top-r disagreement metric. We have seen that, with O(d log(k) /€)
samples, Algorithm 10 of Section 5.4 computes a matrix W such that dnge (W, W*) <
€, see Claim 5.5. Let us be more specific. Lemma 5.4 relates the expected KT dis-
tance with the angle metric of the two matrices (see also Equation (5.1)). Our
Algorithm 10 essentially gives an upper bound on this angle metric. When we shift
our objective and our goal is to control the top-r disagreement, we can still apply
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Algorithm 10 which essentially controls the angle metric. The crucial ingredient
that is missing is the relation between the loss we have to control, i.e., the expected
top-r disagreement and the angle metric of Equation 5.1. This relation is presented
right after and essentially says that the expected top-r disagreement is at most
O(kr) times this angle metric. Hence, in order to get top-r disagreement of order ¢,
it suffices to apply our Algorithm 10 with ¢/ = O(e/ (kr)).

We continue with our main contribution which is the following lemma that
connects the top-r disagreement metric with the geometric distance dpgie(*, *),
recall Lemma 5.3. To keep this sketch simple we shall present a sketch of the proof
of Lemma 5.3 for the special case of top-1 classification, which we restate below.
The proof of the top-1 case can be found at the Appendix D.2. The detailed proof
of the general case (v > 1) can be found in the Appendix D.3.

Lemma 5.7 (Top-1 Disagreement Loss via dangle(-, -)). Consider two matrices U,V €
R¥*4 and let Ny be the standard Gaussian in d dimensions. We have that

o on(Ux) £ (V)] <O <k\/log k) dangle (U, V).

We observe that

Pr [o(Ux) # 01 (Vx)] = ) Pr [o9(Ux) =i,09(Vx) #1]. (54)

xNd ic[k] *~Vd

We denote by Cg) 21 {x: 0 (Ux) =i} = [T+ H{(U; — U;) - x > 0}, i.e., this is the
set where the ranking corresponding to U picks i as the top element. Note that
Cg) is the indicator of a homogeneous polyhedral cone since it can be written as
the intersection of homogeneous halfspaces. Using these cones we can rewrite the
top-1 disagreement of Eq. (5.4) as

Pr [oy(Ux) # oy (Vx)] = ¥ Pr [C(x)=1,c(x)=0].  (55)

XNNd ie[k] XNNd

Hence, our task is to control the mass of the disagreement region of two cones. The
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next Lemma 5.8 achieves this task and, combined with Eq. (5.5) directly gives the
conclusion of Lemma 5.7.
Next we work with two general homogeneous polyhedral cones with set indi-

cators C1, Cy:

Lemma 5.8 (Cone Disagreement). Let C1, Cy : RY +— {0, 1} be homogeneous polyhedral
cones defined by the k unit vectors vy, ..., v, and uy, . .., uy respectively. For some univer-
sal constant ¢ > 0, it holds that Py, [C1(x) # Ca(x)] < cy/logk maxicp 0(vi, u;) .

Roadmap of the Proof of Lemma 5.8: Assume that we rotate one face of
the polyhedral cone C; by a very small angle 0 to obtain the perturbed cone C,.
At a high-level, we expect the probability of the disagreement region between
the new cone C; and C; to be roughly (this is an underestimation) equal to the
size of the perturbation 6 times the (Gaussian) surface area of the face of the
convex cone that we perturbed. The Gaussian Surface Area (GSA) of a convex set
A CR%, is defined as T (A) £ [, , ¢pa(x)du(x), where dy(x) is the standard surface
measure in RY and ¢;(x) = (271)~4/2 - exp(—||x||3/2). In fact, in Claim 5.10 below,
we show that the probability of the disagreement between C; and C; is roughly
O(6)T(F)+/1og(1/T(F;) 4+ 1), where F; is the face of cone C; that we rotated. Now,
when we perturb all the faces by small angles (all perturbations are at most 6), we

can show (via a sequence of triangle inequalities) that the total probability of the
disagreement region is bounded above by the perturbation size 6 times the sum of

the Gaussian surface area of every face (times a logarithmic blow-up factor):

k
Pr [C1(x) # Co(x)] < O(6) Y T(F)/log(1/T(E) +1).
et i=1
Surprisingly, for homogeneous convex cones, the above sum cannot grow very
fast with k. In fact, we show that it can be at most O(/logk). To prove this, we
crucially rely on the following convex geometry result showing that the Gaussian
surface area of a homogeneous convex cone is O(1) regardless of the number of its

faces k.
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Lemma 5.9 (Nazarov (2003b)). Let C be a homogeneous polyhedral cone with k faces
Fi,...,F. Then C has Gaussian surface area T(C) = YX_ T(F;) < 1.

Using an inequality similar to the fact that the maximum entropy of a discrete
distribution on k elements is at most log k, and, since, from Lemma 5.9, it holds
that Y¥_, T(F;) < 1, we can show that ¥, T'(F,)y/log(1/T(F;) + 1) = O(y/logk).
Therefore, with the above lemma we conclude that, if the maximum angle pertur-

bation that we perform on Cj is 6, then the probability of the disagreement region
is O(0). We next give the formal proof resulting in the upper bound of O(/logk 6)
for the disagreement.

Single Face Perturbation Bound: Claim 5.10: We will use the following no-
tation for the positive orthant indicator R(z) = [T*_, 1{z; > 0}. Notice that the
homogeneous polyhedral cone C; can be written as C;(x) = R(Vx) = R(v; -
X,...,0-x). Claim 5.10 below shows that the disagreement of two cones that

differ on a single normal vector is bounded by above by the Gaussian surface area

of a particular face F; times a logarithmic blow-up factor y/log(1/T(F;) +1).

Claim 5.10. Let vy,...,vr € R and r € R? with 0(vq,7) < 0 for some sufficiently
small @ € (0,7/2). Let Fy be the face with vy - x = 0 of the cone R(Vx) and ¢ > 0 be
some universal constant. Then,

Pr [R(vl-x,...,vk-x) #R(r-x,vz-x,...,vk-x)]

x~Ny
< c-Q-F(Pl)\/log (ﬁnLl) :

Proof Sketch of Claim 5.10. Since the constraints v, - x > 0,..., v - x > 0 are com-

mon in the two cones, we have that R(vy - x,..., v - x) # R(r-x, 02 - x,..., 0 - X)
only when the first “halfspaces” disagree, i.e., when (v; - x)(r - x) < 0. Thus, we
have that the LHS probability of Claim 5.10 is equal to

er\/’d [R(vg-x,...,00-x) - 1{(v1 - x)(r-x) <O0}] . (5.6)
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This expectation contains two terms: the term R(vy - x,...v; - x) that contains
the last k — 1 common constrains of the two cones and the region where the first
two halfspaces disagree, i.e., the set {x : (v - x)(r-x) < 0}. In order to upper
bound this integral in terms of the angle 6, we observe that (for 6 sufficiently
small) it is not hard to show (see Appendix B) that the disagreement region, which
is itself a (non-convex) cone, is a subset of the region {x : |v1 - x| < 26|q - x|},
where g the normalized projection of r onto the orthogonal complement of vy, i.e.,
q = Proj,.r / |lproj,, %er. Therefore, we have that the integral of Eq. (5.6) is at most

x~]:7\/d [R(vg-x,...,0p-x) 1{|vy - x| < 20|q-x|}] .
This is where the definition of the Gaussian surface area appears. In fact, we
have to compute the derivative of the above expression (which is a function of
6) with respect to 6 and evaluate it at 6 = 0. The idea behind this computation
is that we can upper bound probability mass of the cone disagreement, i.e., the
term Pry v, [R(v1-%,...,05-x) # R(r-x,v2-%,..., 0 - x)] by its derivative with
respect to 6 (evaluated at 0) times 0 by introducing 0(6) error. Hence, it suffices to

upper bound the value of this derivative at 0, which is:

2 E [R(og-x,...,00-%x) |q-x| 5(|vr-x|)],
XNNd
where J is the Dirac delta function. Notice that, if we did not have the term |q - x|,
the above expression would be exactly equal to two times the Gaussian surface
area of the face with v; - x = 0, i.e., it would be equal to 2T'(F; ). We now show that

this extra term of |g - x| can only increase the above surface integral by at most a
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logarithmic factor. For some ¢ to be decided, we have that

E [R(v2-x,...,0p-%) |q-x[ (|01 - x])] Z/xequbd(x)lq-xW(x)

x~Ny

< /xEH ¢a(x)lq - x|[1{lq - x| < T}dp(x) +/x€F1 ba(x)q - x|1{|q - x| > E¥du(x)
< g/xeFl <Pd(x)dﬂ(x) + /xeF1 (Pd(x)|q-x|]1{|q.x| > g}d‘u(x)’

where dy(x) is the standard surface measure in R?. The first integral above is
exactly equal to the Gaussian surface area of the face F;. To bound from above the
second term we can use the next claim showing that not a lot of mass of the face F;
can concentrate on the region where |g - x| is very large. Its proof relies on standard

Gaussian concentration arguments, and is provided in Appendix D.2.
Claim 5.11. It holds that fxeﬁ da(x)|q - x|1{|q - x| > &}du(x) < O(exp(—2&2/2)).
Using the above result, we get that

d
d@(xNE/\/d[R(vz X,...,0-x) I{|o; - x| <20|q x|}]>‘

< O(¢) T(F) + O(exp(—¢%/2)) .

0=0

By picking ¢ = ©(y/log(1 + 1/T(F))), the result follows since, up to introducing
0(8) error, we can bound the term Pry 7, [R(v1 - X,..., 0k -x) # R(r-x,v2-x,...,0; - X)]
by its derivative with respect to 6, evaluated at 0, times 6. O

Further Related Work

Robust Supervised Learning. We start with a summary of prior work on PAC
learning with Massart noise. The Massart noise model was formally defined in
Massart and Nédélec (2006) but similar variants had been defined by Vapnik,
Sloan and Rivest Vapnik (1982); Sloan (1988, 1992); Rivest and Sloan (1994b); Sloan
(1996). This model is a strict extension of the Random Classification Noise (RCIN)
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model Angluin and Laird (1988), where the label noise is uniform, i.e., context-
independent and is a special case of the agnostic model Haussler (2018); Kearns
et al. (1994b), where the label noise is fully adversarial and computational barriers
are known to exist Guruswami and Raghavendra (2009); Feldman et al. (2006b);
Daniely (2016b); Diakonikolas et al. (2020d); Goel et al. (2020c); Diakonikolas et al.
(2021e); Hsu et al. (2022). Our work partially builds upon on the algorithmic task of
PAC learning halfspaces with Massart noise Balcan and Haghtalab (2020b). In the
distribution-independent setting, known efficient algorithms Diakonikolas et al.
(2019a); Chen et al. (2020b); Diakonikolas et al. (2021c) achieve error # + € and
the works of Diakonikolas and Kane (2020); Nasser and Tiegel (2022) indicate that
this error bound is the best possible in the Statistical Query model Kearns (1998).
This lower bound motivates the study of the distribution-specific setting (which
is also the case of our work). There is an extensive line of work in this direction:
?Awasthi et al. (2016b); Yan and Zhang (2017b); Zhang et al. (2017c); Balcan and
Zhang (2017b); Mangoubi and Vishnoi (2019b); Diakonikolas et al. (2020e); Zhang
et al. (2020a); Zhang and Li (2021) with the currently best algorithms succeeding
for all 7 < 1/2 with a sample and computational complexity poly(d,1/¢€,1/(1 —
217)) under a class of distributions including isotropic log-concave distributions.
For details, see Diakonikolas et al. (2021d). In this work we focus on Gaussian
marginals but some of our results extend to larger distribution classes.

Label Ranking. Our work lies in the area of Label Ranking, which has received
significant attention over the years Shalev-Shwartz (2007); Hiillermeier et al. (2008);
Cheng and Hiillermeier (2008); Har-Peled et al. (2003); Fiirnkranz et al. (2008);
Dekel et al. (2003). There are multiple approaches for tackling this problem (see
Vembu and Gartner (2010), Zhou et al. (2014b)). Some of them are based on
probabilistic models Cheng and Hiillermeier (2008); Cheng et al. (2010); Grbovic
et al. (2012); Zhou et al. (2014a) or may be tree based, such as decision trees Cheng
et al. (2009), entropy based ranking trees and forests Rebelo de S4 et al. (2015);
de S4 et al. (2017), bagging techniques Aledo et al. (2017) and random forests
Zhou and Qiu (2018). There are also works focusing on supervised clustering
Grbovic et al. (2013). Finally, Cheng and Hiillermeier (2008); Cheng et al. (2010,
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2009) adopt an instance-based approaches using nearest neighbors approaches.
The above results are industrial. From a theoretical perspective, LR has been
mainly studied from a statistical learning theory framework Clémencon and Vogel
(2020); Clémencon et al. (2018); Korba et al. (2018, 2017). Fotakis et al. (2021b)
provide some computational guarantees for the performance of decision trees in
the noiseless case and some experimental results on the robustness of random
forests to noise. The setting of Djuric et al. (2014) is close to ours but is investigated
from an experimental standpoint. We remark that while reducing LR to multiple
binary classification tasks has been used in prior literature Hiillermeier et al. (2008);
Cheng and Hiillermeier (2012); Fotakis et al. (2021b), standard reductions can not
tolerate noise in rankings (nevertheless, from an experimental perspective, e.g.,
random forests seem robust to noise but lack formal theoretical guarantees). Our
reduction crucially relies on the existence of efficient learning algorithms for binary
linear classification with Massart noise.
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Learning From Truncated or Coarse
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6 LEARNING TRUNCATED GAUSSIANS

6.1 Formal Statement of Results

Preliminaries

Notation Let A € R4 we define A” € R% to be the standard vectorization of
A. Let also Qj be the set of all the symmetric d x d matrices. The Frobenius norm of
a matrix A is defined as ||A||; = HAbHZ.

Gaussian Distribution. Let NV (y, L) be the normal distribution with mean p and
covariance matrix X, with the following probability density function

N (p, Z) —1<x—mTz—1<x—u>) L6

1
= ————eX
Jdet2rz) b ( 2
Also, let N'(u, X;S) denote the probability mass of a measurable set S under this
Gaussian measure. We shall also denote by N the standard Gaussian, whether it

is single or multidimensional will be clear from the context.

Truncated Gaussian Distribution. Let S C RY be a subset of the d-dimensional
Euclidean space, we define the S-truncated normal distribution N (u, L, S) the normal
distribution AV (u, £) conditioned on taking values in the subset S. The probability
density function of N (p, X, S) is the following

1s(x)
X,5,X) = ——a S5 x). 2
N ESix) = 50, 5,5 W E) (6.2)
We will assume that the covariance matrix X is full rank. We can easily detect
the case where X is not full rank and solve the estimation problem in the linear

subspace of samples.
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The core complexity measure of Borel sets in R? that we use is the notion of
Gaussian Surface Area defined below.

Definition 6.1 (GAUSSIAN SURFACE AREA). For a Borel set A C R%, § > 0 let
As = {x : hrmdist(x, A) < &}. The Gaussian surface area of A is
A5\ A)

o No(
I'(A) = h]éll)l(?f 5

We define the Gaussian surface area of a family of sets C to be I'(C) = sup. I'(C).

Problem formulation

Given samples from a truncated Gaussian N& = N (u*,£%,S), our goal is to learn
the parameters (u*,X*) and recover the set S. We denote by a* = N (u*,X*;5),
the total mass contained in set S by the untruncated Gaussian N** = N (p*,L*).
Throughout this paper, we assume that we know an absolute constant & > 0 such
that

N(p*,258) =a* > a. (6.3)

We first analyze the sample compexity of learning the true Gaussian parameters
when the truncation set has bounded VC-dimension. In particular, we show that
the overhead over the d?/e? samples (which is the sample compexity of learning
the parameters of the Gaussian without truncation) is proportional to the VC

dimension of the class.

Theorem 6.2. Let S be a family of sets of finite VC dimension, and let N'(u, %, S) be a
truncated Gaussian distribution such that N'(u,%;S) > a. Given N

vc<s>) ’

~ [ d?
N = poly(1/a) O (6—2 +—

samples, then, with probability at least 99%, it is possible to identify (f, L) that satisfy

drv(N(w,Z),N(L L)) <e
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and ||[£7V2(u — 1) |, < e and HI — 2*1/2)52*1/2”F <e.

We now show our algorithmic results under the assumption that the untrun-
cated Gaussian N'* is known to be in near-isotropic position.

Definition 6.3 (Near-Isotropic Position). Let u € RY, & € RY*9 be a positive semidefi-
nite symmetric matrix and a,b > 0. We say that (u, L) is in (a, b)-isotropic position if the
following hold.

1
Il <a, |Z-I|3<a (1-DI=<Z= I
We later transform the more interesting case with an unknown mean and an

unknown diagonal covariance matrix to the isotropic case.

Theorem 6.4. Let N (u*, X*) be a d-dimensional Gaussian distribution that is in
(O(log(1/a™),1/16)-isotropic position

and consider a set S such that N'(u*, £*;S) > . There exists an algorithm such that for

r2(s)
all € > 0, the algorithm uses n > AP /)75 samples and produces, in poly(n) time,

estimates that, with probability at least 99%, satisfy dry (N (u*, Z*), N (4, £)) < e.

We next investigate the sample complexity of the problem of estimating the
parameters of a truncated Gaussian using a different approach that does not de-
pend on the VC dimension of the family S of the truncation sets to be finite. For
example, we settle the sample complexity of learning the parameters of a Gaussian
distribution truncated at an unknown convex set (recall that the class of convex sets
has infinite VC dimension). Our method relies on finding a tuple (7, Z, S) of pa-
rameters so that the moments of the corresponding truncated Gaussian N (%, Z, S)
are all close to the moments of the unknown truncated Gaussian distribution, for
which we have unbiased estimates using samples. The main question that we
need to answer to determine the sample complexity of this problem is how many

moments are needed to be matched in order to be sure that our guessed parameters
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are close to the parameters of the unknown truncated Gaussian. We state now the
main result. Its proof is based on Lemma 6.31 and can be found in Appendix E.6.

Theorem 6.5 (Moment Matching). Let S be a family of subsets of RY of bounded Gaus-
sian surface area T (S). Moreover, assume that if T is an affine map and T(S) = {T(S) :
S € S} is the family of the images of the sets of S, then it holds T(T(S)) = O(T'(S)).
Forsome S € S, let N'(u, £, S) be an unknown truncated Gaussian. d°'(S)/ ¢ samples
are sufficient to find parameters i, L, S such that dry(N (u,Z,5), N (#,Z,5)) < e.

Finally, we present an information-theoretic lower bound showing that there
exists families of truncation sets whose sample complexity depends exponentially
on their Gaussian Surface Area.

Theorem 6.6. There exists a family of sets S with T'(S) = O(d) such that any algorithm
that draws m samples from N (u, 1,S) and computes an estimate pi with ||p — p||, <1
must have m = )(29/2),

Simulations. In addition to the theoretical guarantees of our algorithm, we em-
pirically evaluate its performance using simulated data. We present the results
that we get in Figure 6.3, where one can see that even when the truncation set is
complex, our algorithm finds an accurate estimation of the mean of the untruncated
distribution. Observe that our algorithm succeeds in estimating the true mean of
the input distribution despite the fact that the set is unknown and the samples look

similar in both cases.

6.2 Identifiability with Bounded VC dimension

In this section we analyze the sample compexity of learning the true Gaussian
parameters when the truncation set has bounded VC-dimension. In particular we
show that the overhead over the d?/€? samples (which is the sample compexity of
learning the parameters of the Gaussian without truncation) is proportional to the

VC dimension of the class. For convenience, we restate Theorem 6.2 below.
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Figure 6.1: Execution of our algorithm for isotropic Gaussian distribution with
pu* = (0.1,0.78) and pus = (0.48,0.32).

Figure 6.2: Execution of our algorithm for isotropic Gaussian distribution with
p* =(0,0) and pus = (0.47,0.27).

Figure 6.3: [llustration of the results of our algorithm for an unknown truncation
set. The x sign corresponds to the conditional mean of the truncated distribution,
while the green point corresponds to the true mean and the red points correspond
to the estimated true mean depending on the degree of the Hermite polynomials
that are being used by the algorithm.

Theorem 6.7. Let S be a family of sets of finite VC dimension, and let N'(u, X%, S) be a
truncated Gaussian distribution such that N'(u,%;S) > a. Given N

VC(S)) ’

/32
N = poly(1/a) O (6—2 +—

samples, then, with probability at least 99%, it is possible to identify (yi, L) that satisfy

drv(N(w,Z),N(L L)) <e
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and ||[£7V2(u — 1) |, < e and HI — 2*1/2)52*1/2”F <e.

Our algorithm works by first learning the truncated distribution within total
variation distance €. To do this, we first assume that we know the mean and
covariance of the underlying Gaussian by guessing the parameters and accurately

learn the underlying set. After drawing N = @(w)

samples from
the distribution, any set in the class that contains the samples will only exclude
at most an € fraction of the total mass. Picking the set S that maximizes the
likelihood of those samples, i.e. the set with minimum mass according to the
guessed Gaussian distribution, guarantees that the total variation distance between
the learned truncated distribution and the true is at most €, if the guess of the
parameters was accurate (Lemma 6.8). The proof of Lemma 6.8 can be found in

Appendix E.2.

Lemma 6.8. Let S be a family of subsets in R and Let N (u, £, S*) = N be a Normal
distribution truncated on the set S* € S. Fixe € (0,1),6 € (0,1/4) and let

N=0 (vc(S) leog(l/e) log (%))

Moreover, let ji, ¥ be such that dry(N (i, £), N (u,£)) < €. Assume that we draw N
samples x; from N, Let S be the solution of the problem

msin./\f(ﬁ, X;S) subject to x; € S foralli € [n]

Then with probability at least 1 — & we have drv (N (#,Z,5), N (1, Z,5)) < 3¢/ (2x).

This is because the total variation distance between two densities f and g can be
writtenas [(f(x) —g(x))1 F£(x)>g(x)dx. Note that by choosing the set of the smallest
mass consistent with the samples, we guarantee that the guess will have higher
density at every point apart from those outside the support S. However, as we
argued the outside mass is at most € with respect to the true distribution which

gives the bound in the total variation distance.
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To remove the assumption that the true parameters are known, we build a cover
of all possible mean and covariance matrices that the underlying Gaussian might
have and run the tournament from Daskalakis and Kamath (2014) to identify the
best one (Lemma E.10). While there are (d/ e)o(dz) such parameters, the number
of samples needed for running the tournament is only logarithmic which shows
that an additional O(d?/€?) are sufficient to find a hypothesis in total variation
distance € (Lemma 6.9). The proof of Lemma 6.9 can be found in Appendix E.2.

Lemma 6.9. Let S € S be a subset of R? and N'(u, X, S) be the corresponding trun-
cated normal distribution. Then O (VC(S)/e + d?/€?) samples are sufficient to find
parameters ji, L, S such that drv(N (u,Z,5), N (i, Z,5)) < € with probability at least
99%.

We finally argue that the € error in total variation of the truncated distributions
translates to an O(e) bound in total variation distance of the untruncated distri-
butions (Lemma 6.10). We show that this is true in general and does not depend
on the complexity of the set. To prove this statement, we consider two Gaussians
with parameters that are far from each other and construct the worst possible set
to make their truncated distributions as close as possible. We show that under the
requirement that the set contains at least « mass, the total variation distance of the

truncated distributions will be large.

Lemma 6.10 (Total Variation of Truncated Normals). Let D1 = N (u1,%1,S1) and
Dy = N (p2, X2, S2) be two truncated Normal distributions such that

N (p1,Z1;51), N (2, L2, 52) > .
Then,
drv(D1, D2) > Co drv(N (1, E1), N (p2, £2)),

where C, < a/8 is a positive constant that only depends on a, C, = Q(a).
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Proof. Without loss of generality we assume that D; = N(0,1,51) and D, =
N( #, A, Sy), where A is a diagonal matrix. We want to find the worst sets Sy, S» so
that dry (D1, Dy) is small. If D1(S1 \ S2) > a/2 then the statement holds. Therefore,
we consider the set S = S1 N Sy and relax the constraint that the truncated Gaussian
D, integrates to 1. Taking into account the fact that the set S = S; N S, must have at
least some mass «/2 with respect to NV (0, I), the following optimization problem
provides a lower bound on the total variation distance of D; and D,.

o

min %/ IN(0,I; x) ﬁ./\f(y, A;x)| T1g(x)dx

5eS,5>0

subj. to /N(O, Lx)1g(x)dx > a/2,

For any fixed B > 0 this is a fractional knapsack problem and therefore we should
include in the set the points x in order of increasing ratio of weight that is contribu-
tion to the Ly error |N(0, I; x) — NV (p, A; x)|, over value, that is density N'(0, I; x)
until we reach some threshold T. Therefore, the set is defined to be

S — {x cRY - ’N(O,I;j\;(;’%lﬁ)(ﬂrl\}x)‘ < T} _ {x cR? - 11 _exp(p<x))| < T},

where p(x) = —3(p — x)TA7 (n — x) + xTx + log(a/(\/|A|B)). Using Theo-
rem E 4 for the degree 2 polynomial p(x) and setting g = 4, v = a?(Exn;, p?(x))/2/(256C2),
where C is the absolute constant of Theorem E.4, we get that

No({z: |p(z)[ < 1}) <

RS

To simplify notationset Q = {z : |p(z)| < 7}. Therefore, for any x in the remaining
«/4 mass of the set S we know that |p(x)| > 7. Next, we lower bound 7y in terms
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of the distance of the parameters of the two Gaussians. We have

B [120)) > Vars g (0] = Vareug [ L0 TA )+ 1

x~Ny
d ) _ .
Vary. [Z (%x + x2(1 21/)\:))]

i=1 1
d ; 1—1/A
2varxNN(0/1) |:i/l\—x + x —( 5 ):|

1
L1/l N M
3 (x-1) +5

1 2 2
O R
2 ‘ F+ # 2

I
N =

~

Therefore, using the inequality v2,/x +y > /x + \/¥ we obtain

@ ~1/2
256\/_C2 (\/_ H IHF+ HA ”Hz)
> 256C2dTv(N(ﬂ1/>31) N (2, £2)),

where we used Lemma E.1. Assume first that v < 1. We have that the L, distance
between the functions f(x) = NV(0, I; x)1s(x) and g(x) = 5N (u, A; x)1s(x) is

[150) gl = E, 1 -exp(piso) > E, [P85000)]
> ’YxNENO [ﬂs\Q(x)] > %Y > Codrv(N (1, £1), N (p2, X)),

where for the first inequality we used the inequality |1 — e*| > |x|/2 for |x| < 1.
Note that C, = Q(a?). If ¥ > 1 we have

[ 15 = )ldx = B[ - exp(px)is(x)] = B, |31si0()] = /8,

where we used the inequality |1 —e*| > 1/2 for |x| > 1. O
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6.3 Estimation Algorithm for bounded Gaussian

Surface Area

In this section, we present the main steps of our estimation algorithm. In later
sections, we provide details of the individual components. The algorithm can be
thought of in 3 stages.

First Stage In the first stage, our goal is to learn a weighted characteristic function
of the underlying set. Even though we cannot access the underlying set directly,
for any given function f we can evaluate the expectation E, (- z+ 5)[f(x)] using
truncated samples.

This expectation can be equivalently written as E,_ o 1) [f(x)¢(x)] for the

function

plx) 2 BENEESx)  Ts(x) V()
a* N(0,Lx) wt No(x)’

By evaluating the above expectation for different functions f corresponding

to the Hermite polynomials Hy (x), we can recover i(x), through its Hermite

expansion:

y(x)= ), E [Hy(x)p(x)]Hy(x)= ), E_ [Hy(x)]Hy(x).

d xw./\/b d xNNS*
VelN VelN

Of course, it is infeasible to calculate the Hermite expansion for any V ¢ IN“.
In Section 6.3, we show that by estimating only terms of degree at most k, we
can achieve a good approximation to i where the error depends on the Gaussian
surface area of the underlying set S. To do this, we show that most of the mass of
the coefficients cy = Ey.n; [Hy (x)(x)] is concentrated on low degree terms, i.e.
Yv|sk c2, is significantly small. Moreover, we show that even though we can only
estimate the coefficients cy through sampling, the sampling error is significantly
small.

Overall, after the first stage, we obtain a non-negative function ¢ that is close
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to 1. The approximation error guarantees are given in Theorem 6.18.

Second Stage Given the function ¢ that was recovered in the first stage, our
goal is to decouple the influence of the set ﬂsaﬁ and the influence of the underlying
Gaussian distribution which corresponds to the multiplicative term %
This would be easy if we had the exact function ¢ in hand. In contrast, for the
polynomial function ¢y the problem is significantly challenging as it is only close
to 1 on average but not pointwise.

To perform the decoupling and identify the underlying Gaussian we explicitly
multiply the function i with a corrective term of the form /j\\[/((;:’gi)) . We set up an op-

timization problem seeking to minimize the function C(p, Z) By [%%(x)]

with an appropriate choice of C(u, X) so that the unique solution corresponds to
(1, L) = (p*,L*). Under a reparameterization of (u, B) = (£ 'u,Z71), we show
that the corresponding problem is strongly convex. Still, optimizing it directly
is non-trivial as it involves taking the expectation with respect to the unknown
truncated Gaussian. Instead, we perform stochastic gradient descent (SGD) and
show that it quickly converges in few steps to point close to the true minimizer
(Algorithm 11).

This allows us to recover parameters (f, £) so that the total variation distance
between the recovered and the true (untruncated) Gaussian is very small, i.e.
dry (N (@, ), N (", x*)) < e. Theorem 6.4 describes the guarantees of the second
stage. Further details are provided in Section 6.3.

Third Stage Given the weighted indicator function i and the recovered Gaussian
N (#1,£), we move on to recover the underlying set S. To do this, we compute
AA//((S)I:’;)) Pr(x) and set a threshold at 1/2. It is easy to check that if
there were no errors, i.e. ¥, = ¥ and dry (N (1, Z), N (p*,Z*)) = 0, that this
thresholding step would correctly identify the set. In Section 6.3 we bound the

the function

error guarantees of this approach. We show that it is possible to obtain an estimate
S of the underlying set so that the mass of the symmetric difference with the true

Gaussian is small, i.e. A'(u*, L*; SAS) < €. Overall, our algorithm requires at most
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dpoly(1/a,1/€)T%(S) yhere I'(S) is the Gaussian surface area of the set S and « is a
lower-bound on the mass that is assigned by the true Gaussian on the set S. The

running time of our algorithm is linear in the number of samples.

The guarantees of the algorithm We first show our algorithmic results under
the assumption that the untruncated Gaussian N/* is known to be in near-isotropic
position, see Definition 6.3. We later transform the more interesting case with an
unknown mean and an unknown diagonal covariance matrix to the isotropic case.

We next restate Theorem 6.4 for convenience.

Theorem 6.11. Let N (u*,L*) be a d-dimensional Gaussian distribution that is in
(O(log(1/a*),1/16)-isotropic position and consider a set S such that N (u*,X*;S) > a.

%(s)
There exists an algorithm such that for all € > 0, the algorithm uses n > gPO(1/0) =5

samples and produces, in poly(n) time, estimates that, with probability at least 99%,
satisfy dry (N (", Z%), N (1, L)) < e.

We can apply this theorem to estimate the parameters of any Gaussian distri-
bution with an unknown mean and an unknown diagonal covariance matrix by
bringing the Gaussian to an (O(log(1/a*),1/16)-isotropic position. Lemma E.3
shows that with high probability, we can obtain initial estimates fis and Zg so that
|=-1/2(jis — )3 < O(log 1) and

~ ~ 2
Zs = Q(a®)Z*, and Hz*—“zzsz*—l/z . IHF < O(log%).

Given these estimates, we can transform the space so that sig = 0, and Yo =
I. We note that after this transformation, the mean will be at the right dis-
tance from 0, while the eigenvalues A; of Z* will all be within the desired range

% < A < % apart from at most O(log(1/«)). This is because the condition

- 2
HZ*_UZZSZ*_UZ — IHF < O(log 1) implies that y_;(1 — Al,)z < O(log(1/a)). With
this observation, since we know of the eigenvectors of ¥*, we would be able to

search over all possible corrections to the eigenvalues to bring the Gaussian in
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(O(log(1/w)), ¢ )-isotropic position as required by Theorem 6.4. We only need to
correct O(log(1/a)) of them.

We can form a space of candidate hypotheses for the underlying distribution,
for each choice of O(log(1/a)) out of the d vectors along with the all possible
scalings. These hypotheses are at most d°(1°8(1/%) times (log(1/a))°1°8(1/®)) for
all possible scalings. Thus, there are at most d°(°8(1/0) hypotheses. Running the
algorithm for each one of them, we would learn at least one distribution and one set
that is accurate according to the guarantees of Theorems 6.4. Running the generic
hypothesis testing algorithm of Lemma E.10, we can identify one that is closest
in total variation distance to the true distribution N'ts. The sample complexity
and runtime would thus only increase by at most 4°(°8(1/4)) " As we showed in
Lemma 6.10, knowing the truncated Gaussian in total variation distance suffices to
learn in accuracy € the parameters of the untruncated distribution. We thus obtain
as corollary, that we can estimate the parameters when the covariance is spherical
or diagonal. The same results hold when one wants to recover the underlying set
in these cases.

Learning a Weighted Characteristic Function

Our goal in this section is to recover using conditional samples from N¢ a weighted
characteristic function of the set S. In particular, we will show that it is possible to

learn a good approximation to the function

) = SENE L) Ts(x) V()
a* N(0,Lx) a* No(x)

(6.4)

We will later use the knowledge of this function to extract the unknown param-
eters and learn the set S.
Hermite Concentration

We start by showing that the function ¢(x) admits strong Hermite concentration.

This means that we can well-approximate §(x) if we ignore the higher order terms
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in the Hermite expansion of ¢(x).

Theorem 6.12 (Low Degree Approximation). Let Sy denote the degree k Hermite
expansion of function  defined in (6.4). We have that

E S -9 = ¥ @(V)zspolyu/a)( kfff)+%).

x~No V[>k

where T'(S) is the Gaussian surface area of S, and a < a* is the absolute constant of (6.3).

We note that the Hermite expansion of ¢ is well-defined as 1(x) € Ly(IRY, \j).
This can be seen from the following lemma which will be useful in many calcula-

tions throughout the paper.

Lemma 6.13. Let N'(p1,Zq) and N (2, Xo) be two (B, 139)-isotropic Gaussians for
some parameters B,6 > 0 and k € IN. It holds

13k2 N (p1, Z1;%) \ 13k2
o (75 B) < E, [(N—(ﬂzf ) | <ow (558):

Lemma 6.13 applied for Ny and N* for k = 2 implies that ¢(x) € Lo(R%, Np).
To get the desired bound for Theorem 6.12 we use the following lemma, which
allows us to bound the Hermite concentration of a function f through its noise

stability.

Lemma 6.14. For any function f : R? — R and parameter p € (0,1), it holds

Y fvP<2 B [f(x)P - f@)Tioof (%)

Lemma 6.14 was originally shown in Kalai et al. (2005) for indicator functions
of sets, but their proof extends to arbitrary real functions. We provide the proof in
the appendix for completeness.

Using Lemma 6.14, we can obtain Theorem 6.12 by bounding the noise sensitiv-

ity of the function i. The following lemma directly gives the desired result.
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Lemma 6.15. Forany p € (0,1),

B, [#00)2 ~ (0 T1-p()] < poly(1/a) (/TS)0 ).

XNNO

To prove Lemma 6.15, we will require the following lemma whose proof is

provided in the appendix.

Lemma 6.16. Let r(x) € Ly(R? N (0, I)) be differentiable at every x € R?. Then

1
5 (XIZFNDP[(r(x) —1r(2))%] < pXNAI/E(O’I) [HVr(x)Hﬂ

We now move on to the proof of Lemma 6.15.

Proof of Lemma 6.15 For ease of notation we define the following distribution

_ r (1-pl
)]

We also denote by r(x) = N*(x)/Np(x) We can now write

2 B0~ 9() T ()]



180

We bound each of the two terms separately. For the first term, using Schwarz’s
inequality we get

x)r?(x) — x 2 (x
B BP0~ L5 () )

< <(sz ; [lls(x)]ls—(z)]>l/2< . [1’4(x)]>1/2

,z)~Dp (x,2z)~Dp
< (NS[S])!?poly(1/a) < \/T(S)p'/*poly(1/a)

where the bound on the expectation of 7*(x) follows from Lemma 6.13 and the last

inequality follows from Lemma E.9.
For the second term, we have that

<

where the last inequality follows from Lemma 6.16. It thus suffices to bound the

expectation of the gradient of r. We have

B 9713

= k[l i)

<2 E [[a-z) ] w2z E P

<2 ) B0z B )42 5 e * £ ()] < poly(1/a),
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where the bound on the expectation of *(x) and r?(x) follows from Lemma 6.13
and the expectation

2
E M(I—z*_l)xuj =B {(Z(l - Ai)inz> ]

2
<3 (Z(l — Ai)2> < 3log?(1/a) < poly(1/«).

1

Learning the Hermite Expansion

In this section we deal with the sample complexity of estimating the coefficients of
the Hermite expansion. We have

= E H
cy xNN(y,Z,S)[ v(x)]

Using samples x; from N (u,X,S), we can estimate this expectation empirically
with the unbiased estimate

oI ()
N .
We now show an upper bound for the variance of the above estimate. The proof

of this lemma can be found in Appendix E.3.

Lemma 6.17. Let N (u*,£*,S) be the unknown truncated Gaussian. The variance of

N .
the following unbiased estimator of the Hermite coefficients ¢y = %\/(%), is upper
bounded

E [ e )] < poly(/a)
xw./\/'(y,Z,S) Cy Cy = poly [ N .

Theorem 6.18. Let S be an arbitrary (Borel) subset of R, Let a be the constant of (6.3). Let
N (p*,X*,S) be the corresponding truncated Gaussian in (Olog(1/«),1/16)-isotropic



182

position (see Definition 6.3), Then, for the estimate

N .
() = max (o, Y avHV<x>), gy = B v(z)

V:0<|V|<k

it holds for k < d, I'(S) > 1,

k
; LN E [(lPk(x)—w(x))ZH gpoly(1/a)< kf/(f) N (5;\1{) )

X1, XN ~N (p*,2%,S) N(0,I)
Alternatively, for k = poly(1/a)T(S)?/e* we obtain that with N = dpely(1/a)T(5)?/¢*
samples, with probability at least 9/10, it holds Ey. .y, [(¥n k(%) — P(x))?] < e.

Proof. Instead of considering the positive part of the Hermite expansion, we will

prove the claim for the empirical Hermite expansion of degree k and N samples

pNk= Y, CvHy(x).
V:0<|V|<k

As usual we denote by Si(x) the true (exact) Hermite expansion of degree k of
¥(x). Using the inequality (a — b)? < 2(a — ¢)? + 2(c — b)? we obtain

xjvo [(PN,k(x) —f(x))z} < ZxNB;\/O [(PN,k(x) — Skgb(x))z} +2x~EN0 [(Skllﬂ(x) —p(x))

Since Hermite polynomials form an orthonormal system with respect to N, we
obtain

x~No Mo |\ vioS]v)<k

2
E [(PN,k(x)_Sklp(x))z}: E ( Y. (EVCV)HV(x))

= Z (EV — Cv)z.

V:0<|V|<k
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Using Lemma 6.17 we obtain

Z (Evcv)zl < —poly(l/oc) Z 51Vl

X1, XN~NF [V:O<V<k

N V:0<|V|<k
_ poly(1/a) (d+ K\ o
- N k

where we used the fact that the number of all multi-indices V of d elements such
that 0 < |V| <kis (dzk ). Moreover, from Theorem 6.12 we obtain that

LB, (89 = p(?] < poly(1/a) ( e+ %) -

The theorem follows. ]

Optimization of Gaussian Parameters

In this section we show that we can formulate a convex objective function that can
be optimized to yield the unknown parameters u*, L* of the truncated Gaussian.
Let S be the unknown (Borel) subset of R? such that V' (z*,£*;S) = a* and let
Nts = N (p*,£*,S) be the corresponding truncated Gaussian.

To find the parameters u*, Z*, we define the function

Ms(u,B) = E [eh(”'B"x)/\/'(O,I;x)f(x)] (6.5)

x~Ntg

where h(u, B;x) = xTZB" - tr((Bfl)(ierﬁSﬁg)) —uT (x — fis) + 4 log 27t.

We will show that the minimizer of M¢(u, B) for the polynomial function
f = ¢, will satisfy (B~'u, B~!) ~ (u*,L*). Note that M (u, B) can be estimated
through samples. Our goal will be to optimize it through stochastic gradient
descent.

In order to make sure that SGD algorithm for My, converges fast in the parame-
ter space we need to project after every iteration to some subset of the space as we
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will see in more details later in this Section. Assuming that the pair (p*, X*) is in
(v/log(1/a*),1/16)-isotropic position we define the following set

D= {(u,B) | (B~'u,B™!) isin (c-log(1/a*),1/16)-isotropic position} (6.6)

Where c is the universal constant guaranteed to exist from Section 6.1 so that

max {||p" = fil|g-, |Z* = Z||;} < c-log(1/a%).

It is not hard to see that D is a convex set and that for any (u, B) the projection to
D can be done efficiently. For more details we refer to Lemma 8 of Daskalakis et al.
(2018). Since after every iteration of our algorithm we project to D we will assume
for the rest of this Section that (u, B) € D.

An equivalent formulation of M (u, B) that will be useful for the analysis of
the SGD algorithm is

Mf(u,B) (6.7)
f% r((B—I)(Zg+isit uTB lu—uTs N(O, I;x)

= e HE DR ) BlLE. {N(B—lu,B—l;x)f(x)

A No(x) }

- Cu,B xNF\/'tS [Nu,B(x)f(x) (68)

Lemma 6.19. For (u, B) € D, we have that poly(a) < C, p < poly(1/«a).
Proof. We have that
210 Cug| = |tr((B — I)(Es + fisiil))) + u"B~'u — uTfis — log B|
- ‘tr(B D +t(B—I)(Es—1I)) +u"B'u—log |B|‘

< |te(B— 1) —log |B|| + |tr((B — I)(Es — 1))| + |uTB1u|

We now bound each of the terms separately. Let Ay, ..., A; be the eigenvalues of
B.
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1. For the first term, we have that

d d 2 2

A—1 B—-1
tr(B—1I) —log|B|| =) (A —1—1logA;)| <) ( 1)\' ) < I — I
i=1 i=1 1 min

(x=1)?

where we used the fact that0 < x —1 —logx < for all x > 0.

2. For the second term, we have that ‘tr((B —I)(Zs - I))‘ < ||B—1I||g||Zs —
Ij[F

3. For the third term, we have that [u"B~'u| = u" B"'BB~1u < Ay0.||B 0|3

Now from the assumption (#, B) € D we have that |B — I||; < O(,/log(1/a*)),
|B~'u||, < O(\/log(1/a*)), Amin > 15/16 and Ayax < 17/16. Also from Lemma E.3
we get that | Zs — I||; < O(y/log(1/a*)) and hence |2log C, g| < O(log(1/a*)).
This means that C, p = poly(1/«) and the lemma follows. O

The Objective Function and its Approximation

To show that the minimizer of the function My, is a good estimator for the un-
known parameters pu*, Z*, we consider the function M}, defined as M¢(u, B) =

Bty [ BN (0,T;2) £ (x)| for (e, By x) = ¥ P - "B 1

ps) + % log 27t. This function corresponds to an ideal situation where we know the

parameters pg, Lg exactly. Similarly to (6.8), we can write M} as C;, g Ex s [NN% f (x)} .
We argue that both My and M} are convex.

Claim 6.20. For any function f : RY — Rxo, Ms(u, B) and M}(u,B) are convex
functions of the parameters (u, B).

Proof. We show the statement for M. The proof for M} is identical. The proof
follows by computing the Hessian of M and arguing that it is positive semidefinite.
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The gradient with respect to (u, B) is

_ . h(u,B;x) .
VM (u,B) v [Vh(u, B;x)e N(0,L;x)f (x)}

_ . [(% (xxT — g — ﬂSﬁg)b) B Af (0, I;x)f(x)]

XN (p*/2%,5) fis —x

(6.9)

Moreover, the Hessian is

- N B oo T
Mo (,B)= E 3 (ox" = Es — pispi§)\ (3 (" — L — isif)
M, (1, B - =
x~N (p*,£*,S) fis — x fig — x

BN (O, x)f(x)]

which is clearly positive semidefinite since for any z € R*d+d we have
1 T _ ¥ _ _T\D 2
ZTHMf(u,B)z: E T2 (xx" — E5 — fisfig)
x~N (p*,L*,5) ,ﬁS —x

"WBXN(0,I;x) f(x)| > 0.

]

We now argue that the minimizer of the convex function M{P for the weighted

characteristic function ¢(x) = Ls () %’% is (u,B) = (Z* 71, z* Lu*).

Dé*

Claim 6.21. The minimizer ofM{P(u, B)is (u,B) = (* 1, 1y*).
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Proof. The gradient of M|, with respect to (u, B) is

V My(u, B)
[ b % gk,
— E % (XxT — ZS - ”SVE) eh(u,B;x)N(O’ I;x) ﬂS (:7) N(ﬂ X ,x)
x~Ntg i Hs —x o N(O, I,x)
[ b * *
— E 3 (xxT = Zg — psp) eh(u,B;x)N(.u L7 x)
XNNtS i ys —x (X*

For (u,B) = (Z* 'u*,Z* 1), this is equal to

b ¥ yk
g | (2 Gl —Zs — psug) 1 N Ex)
x~Nts s — X N (p*, X% x) ot

b
_CGup g 3 (exT — Zg — pspl)
af x~Ntg s — X

where C,, g that does not depend on x. This is equal to 0 by definition of us and
Ls. O

= Cu,B :

We want to show that the minimizer of My, is close to that of M{P. To do this,
we bound the difference of the two functions pointwise. The proof of the following
lemma is technical and can be found in Appendix E.4.

Lemma 6.22 (POINTWISE APPROXIMATION OF THE OBJECTIVE FUNCTION). Assume

that we use Lemma E.2 to estimate fis, L5 with € = —L___¢' and Theorem 6.18 with
poly(1/a*)
— 1 2
€ = /e € then

My, (u, B) — My(u, B)| < €',

Now that we have established that My, is a good approximation of M{P we will
prove that we can optimize My, and get a solution that is very close to the optimal
solution of Mj,.
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Optimization of the Approximate Objective Function

Our goal in this section is to prove that using sample access to N (u*, L*, S) we can
find the minimum of the function My, defined in the previous section. First of all
recall that My, can be written as an expectation over ' (u*,£*, S) in the following

way

A h(u,B;x) .
My, (u,B) xJEWS [e N(o, I; x)tpk(x)] :
In Section 6.3 we prove that we can learn the function ¢, and hence My, can be

written as
M¢k(u,B) = E [m¢k(u,B;x)]

XNNfS

where my, (u, B; x) = e wBx) \/(0, I x) i (x), and for any u, B and x we can com-
pute my, (u, B; x). Since My, is convex we are going to use stochastic gradient
descent to find its minimum. To prove the convergence of SGD and bound the
number of steps that SGD needs to converge we will use the the formulation devel-
oped in Chapter 14 of Shalev-Shwartz and Ben-David (2014c). To be able to use
their results we have to define for any (#, B) a random vector v(u, B) and prove
the following

UNBIASED GRADIENT ESTIMATION

E[v(u,B)] = VMy,,
BOUNDED STEP VARIANCE

E|[[[o(u,B)[3] <p,
STRONG CONVEXITY for any z € D it holds

zTHMf(u, B)z > A.
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We start with the definition of the random vector v. Given a sample x from
N (p*,X*,S), for any (u, B) we define

v(u,B) = Vg my, (u,B; x) (6.10)
1 (T %o 5T\
- (2 (2 s fisfis) >eh<”f3;x>/\/ 0, Lx)ge(x)  (6.11)
Hs —Xx

observe that the randomness of v only comes from the random sample x ~
N (p*,L*,S). The fact that v(u, B) is an unbiased estimator of VMg (u, B) fol-
lows directly from the fact calculation of VM (u, B) in Section 6.3. For the other
two properties that we need we have the following lemmas. The following lemma
bounds the variance of the step of the SGD algorithm. It’s rather technical proof
can be found in Appendix E.4.

Lemma 6.23 (BOUNDED STEP VARIANCE). Let « be the constant of (6.3). For every
(u,B) € D it holds

E_|lo(uB)|l3| < poly(1/a) - d%,
x~Ntg

We are now going to prove the strong convexity of the objective function My, .
For this we are going to use a known anti-concentration result (Theorem E.4) for
polynomial functions over the Gaussian measure. See Appendix E.1.

The following lemma shows that our objective is strongly convex as long as the

guess 1, B remains in the set D. Its proof can be found in Appendix E.4.

Lemma 6.24 (STRONG CONVEXITY). Let « be the absolute constant of (6.3). For every
(u,B) € D, any z € R? such that ||z||, = 1 and the first d* coordinated of z correspond
to a symmetric matrix, then

zTHMf(u, B)z > poly(a),
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Recovering the Unconditional Mean and Covariance

The framework that we use for proving the fast convergence of our SGD algorithm

is summarized in the following theorem and the following lemma.

Theorem 6.25 (Theorem 14.11 of Shalev-Shwartz and Ben-David (2014c).). Let
f:R? — R. Assume that f is A-strongly convex, that E [v(i) | w(i_l)} € of (wli—1)

12
and that E [Hv(l) 2} < p%. Let w* € argmingep f(w) be an optimal solution. Then,

2
- * P
_ < 7
E[f(@)] - f(w') < o (1+10gT),
where @ is the output projected stochastic gradient descent with steps v\¥) and projection
set D after T iterations.

Lemma 6.26 (Lemma 13.5 of Shalev-Shwartz and Ben-David (2014c).). If f is A-
strongly convex and w* is a minimizer of f, then, for any w it holds that

Now we have all the ingredients to present the proof of Theorem 6.4.

The proof of Theorem 6.4 The estimation procedure starts by computing the poly-
) I2(5)
nomial function ¥y using gPOY (/87" samples from N (u*,L*, S) as explained in

Theorem 6.18 to get error poly(a*)e’?. Then we compute fis and s as explained in
q(a”)
8p(1/a*) K
from Lemma 6.24. Our estimators for fi, X are the outputs of Algorithm 11.

Section 6.1 with € = (¢/)? where p comes from Lemma 6.22 and g comes

We analyze the accuracy of our estimation by proving that the minimum of My,
is close in the parameter space to the minimum of Mj,. Let #, B’ be the minimum
of the convex function pr and uy, By be the minimum of the convex function My, .

Using Lemma 6.22 we have the following relations

My(u', B") — My, (u, B')

<é, ‘M{p(uk, By) — My, (ug, By)| < €
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and also
M;,b(ull BI) < M{/J(ukl Bk)/ Mlﬁk(uk/ Bk) < MlPk(u// B/)
These relations imply that

| My, (', B') — My, (g, By) |

= My, (', B") — My, (u, By)

< My, (', B') — My (', B') + My (uy, B) — My, (ur, By)

< ’M{l,(u’, B') — My, (u',B')| + ’M{p(uk, By) — My, (1, Bk)‘ < 2¢

B” B ,
But from Lemma 6.24 and Lemma 6.26 we get that ( , ) — ( k) < % Now
u Uy 2
we can apply the Claim 6.21 which implies that
x*—1\b b /
=) (B <€ 6.12)
)X ],t Uy 2 2

Therefore it suffices to find (uy, Bx) with accuracy €’/2 to get our theorem.
b

B
Let w* = | ¥ | To prove that Algorithm 11 converges to w* we use Theorem
Uy

6.25 which together with Markov’s inequality, Lemma 6.23 and Lemma 6.24 gives

us

. (6.13)

W =

2k
Pr (M¢k(ﬁ,1§) — My, (uy, Bx) > poly(1/a™) - dT (1 —i—log(T))) <

To get our estimation we first repeat the SGD procedure K = log(1/5) times
independently, with parameters T, A each time. We then get the set of estimates
E = {wy,Wy,..., wk}. Because of (6.13) we know that, with high probability
1 — 4, for at least the 2/3 of the points @ in £ it is true that My, (w) — My, (w*) <
1 where 1 = poly(1/a*) - d—;k (1+1og(T)). Moreover we will prove later that
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My, (w) — My, (w*) < i and this implies ||w — w*|| < c -7, where c is a universal
constant. Therefore with high probability 1 — § for at least the 2/3 of the points
w,w’ in € itis true that ||w — w’|| < 2c- 5. Hence if we set @ to be a point that is at
least 2c - 17 close to more that the half of the points in £ then with high probability
1 — ¢ we have that f(@) — f(w*) < 5. Hence we can we lose probability at most ¢
if we condition on the event

. . de
My, (8, B) — My, (uy, By) < poly(1/a") - — (1 +log(T)).

Using once again Lemma 6.26 we get that

()-()

which together with (6.12) implies

Bb (Z*—l)b
m o Z*fll‘u*

and the theorem follows as closeness in parameter distance implies closeness in

/
€
< —.
-2
2

IN

6/
E.

2

total variation distance for the corresponding untruncated Gaussian distributions.
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Algorithm 11 Projected Stochastic Gradient Descent. Given access to samples from
N (p*,X*,S).
1: procedure SGD(T, A) > T: number of steps, A: parameter.

"= () < (E50)

N
g

3: forizl,...,Tdo
4: Sample x() from N (p*, L*,S)
5: /b % /\z
b
6 ( V) e wt
- o\
7 (% (x Z ”5”5) ) eh(u('*l) B(i—1) 5 ( )N(O Ix )lpk < >
— xl
> From (6.9).
8 A L i) — 0
. 112
9: w() « argmingcp Hw — 0 , P From Lemma 8 of Daskalakis et al.
(2018).
Bb
1: L« B

1
122 fp+ B la
13:  return (i, X)

Recovering the Set

In this section we prove that, given only positive examples from an unknown
truncated Gaussian distribution, that is samples from the conditional distribution
on the truncation set, one can in fact learn the truncation set. We only give here the

main result, for details see Appendix E.5.

Theorem 6.27 (RECOVERING THE SET). Let S be a class of measurable sets with
Gaussian surface area at most T'(S). Let N* be a Gaussian in (O(log(1/a),1/16))-
isotropic position. Then, given dPOY (/T (S)/€* samples from the conditional distribution
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N¢§ we can recover an indicator of the set S such that with probability at least 99% it holds

Proon-[S(x) # 1s(x)] <e.

6.4 Lower Bound for Learning the Mean of a

Truncated Normal

In this section we prove our information-theoretic lower bound, Theorem 6.6,

which we restate below for conveniece.

Theorem 6.28. There exists a family of sets S with I'(S) = O(d) such that any algorithm
that draws m samples from N (u, 1, S) and computes an estimate i with ||fi — pll, <1
must have m = Q(29/2).

Proof. Let H = [—1,1]%"! be the d + 1-dimensional cube. We will also use the left
and right subcubes H, = [~1,0] x [-1,1]%, H_ = [0,1] x [~1,1]“ respectively.
Let Vi = N(ep, I) and N_ = N (—eq, I). We denote by r the (scaled) pointwise
minimum of the two densities truncated at the cube H, that is

_ min(Vy (Hi) N-(Hi2) _ () v 00 v (),

r(x)

where ¢ = 1 — dpy (N, N2).

To simplify notation we assume that we work in R?*! instead of R?. Let
V = (v1,...,04) € {+1,—1}". For every V we define the set Gy = HN {y € R* :
y;v; > 0}. We also define the subcubes Hy = [0, 1] x Gy. We consider the following
subset of H parameterized by the 2 parameters t,, € [0,1] and § € [—1,1].

Sy=[-1+60x[-L1%u |J [0t]xGy
ve{-1,+1}4

We will argue that there exists a distribution D™ on the values ty such that on
expectation dry (N LN E‘) is O(27%). We show how to construct the distribution
D. since the construction for D_ is the same. In fact we will show that both
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distributions are very close to 7(x). Notice that for some (t,y) € R*! we have We
draw each ty independently from the distribution with cdf

F(t) =11y ()(1 = e7) + 1 o) (1)

Notice that for t € (0,1) and any y € R? we have that1— F(t) = N_(t,y) /N, (t,y).

After we draw all ty from F we choose J so that Ny (S; x) = c¢. We will show
that on expectation over the ty we have § = 0, which means that no correction is
needed. In fact we show something stronger, namely that for all x € H; we have
that Es, .p, [N4(S+;x)] = r(x). Assume that x € Hy. Indeed,

B Wtsm =2 w g ) =0 g )
— —+C(x) (1—F(ty)) = Nc(x) =r(x)

Moreover, observe that for all x € H_ N S we have that N4 (S4;x) = r(x) always
(with probability 1). We now argue that in order to have constant probability
to distinguish N, (S) from r(x) one needs to draw Q(29) samples. Since the
expected density of N4 (S ) matches r(x) for all x € H., to be able to distinguish
the two distributions one needs to observe at least two samples in the same cube
Hy. Since we have 27 disjoint cubes Hy the probability of a sample landing in Hy
is at most 1/2¢. Therefore, using the birthday problem, to have constant probability
to observe a collision one needs to draw Q(v/29) = 2(2%/2) samples. Since for
all x € H- NS4, N4 (S5+) exactly matches r(x), to distinguish between the two
distributions one needs to observe a sample x with —1 4+ < x; < —1. Due to
symmetry, N assigns to all cubes Hy equal probability, call that p. Moreover, we
have that ¢ = 29F1p. Now let py be the random variable corresponding to the
probability that N assigns to [0, ty] x Gy. We have that E;,.r[py]| = p forall V.
Since the independent random variables py are bounded in [0, 1/24], Hoeffding’s
inequality implies that | Lyeq_q 134(pv — p)| < 1/ 24/2 with probability at least
1 —2/e?. This means that with probability at least 3/4 one will need to draw
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0(2%/2) samples in order to observe one with x; < —1 4 4.
Since any set S in our family S has almost everywhere (that is except the set of
its vertices which a finite set and thus of measure zero) smooth boundary we may

use the following equivalent (see e.g. Nazarov (2003a)) definition of its surface area
r'(S) = s No(x)do(x),

where do(x) is the standard surface measure on IRY. Without loss of generality we
assume that S corresponds to the set S defined above (the proof is the same if we
consider a set S_). We have

d+1
sc U v} xGrua([-1+1" ) uJ{x: x =0}
Ve{+1,-1}4 i=1

By the definition of Gaussian surface area it is clear that '(AUB) < T(A) +TI'(B).
From Table 1.1 we know that T'([—1, +1]4"!) = O(,/logd). Moreover, we know
that a single halfspace has surface area at most V2/ 7 (see e.g. Klivans et al. (2008)).
Therefore T (U‘iiill{x DX = 0}) < y4*1\/2/7 = O(d). Finally, we notice that for
any point x on the hyperplane {x : x; = 0} and any y on {x : x; = ¢} (for any
¢ > 0), we have NVy(x) > Ny(y). Therefore, the surface area of each set ty x Gy is
maximized for ty = 0. In this case Uy, 1,_1)e({tv} X Gv) € {x : x1 = 0}, which
implies that the set Uy .1 _1y¢({fv} x Gy) contributes at most /2/7 to the total
surface area. Putting everything together, we have that I'(S) = O(d).

[]

6.5 Identifiability with bounded Gaussian Surface

Area

In this section we investigate the sample complexity of the problem of estimating
the parameters of a truncated Gaussian using a different approach that does not
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Figure 6.4: The set S| whend = 1.
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H
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depend on the VC dimension of the family S of the truncation sets to be finite. For
example, we settle the sample complexity of learning the parameters of a Gaussian
distribution truncated at an unknown convex set (recall that the class of convex sets
has infinite VC dimension). Our method relies on finding a tuple (i, Z, S) of pa-
rameters so that the moments of the corresponding truncated Gaussian N (%, Z, S)
are all close to the moments of the unknown truncated Gaussian distribution, for
which we have unbiased estimates using samples. The main question that we
need to answer to determine the sample complexity of this problem is how many
moments are needed to be matched in order to be sure that our guessed parameters
are close to the parameters of the unknown truncated Gaussian. We state now the
main result. Its proof is based on Lemma 6.31 and can be found in Appendix E.6.

We show Theorem 6.5, which we restate here for convenience.

Theorem 6.29 (Moment Matching). Let S be a family of subsets of R? of bounded Gaus-
sian surface area I'(S). Moreover, assume that if T is an affine map and T(S) = {T(S) :
S € S} is the family of the images of the sets of S, then it holds T(T(S)) = O(T'(S)).
Forsome S € S, let N'(u,Z,S) be an unknown truncated Gaussian. d°(T'(S)/ e!) samples
are sufficient to find parameters ji, £, S such that drv(N (u,Z,5), N (#,%,5)) < e.

The key lemma of this section is Lemma 6.31. It shows that if two truncated
normals are in total variation distance € then there exists a moment where they

differ. The main idea is to prove that there exists a polynomial that approximates
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well the indicator of the set {f; > f»}. Notice that the total variation distance
between two densities can be written as [ 1 fsp(x)fi(x) — f2(x)dx. In our proof
we use the chi squared divergence, which for two distributions with densities f, f>

_ 2
D (filf2) = / (fl(x)fz(;‘)z(x)) dx

To prove it we need the following nice fact about chi squared divergence between

is defined as

Gaussian distributions. In general chi squared divergence may be infinite for some
pairs of Gaussians. In the following lemma we prove that for any pair of Gaussians,
there exists another Gaussian N such that D,2(Ni[[N) D,2(N2||N) are finite even
if D,2(Ni|[N2) = oo.

Lemma 6.30. Let Ny = N (py1,X1), and N = N (p1, Z3) be two Normal distributions
that satisfy the conditions of Lemma E.3. Then there exists a Normal distribution N such
that

D,2(N1[[N), Dy (Nl [N) < exp (2 |22 = o),

1 B 3 2
+ 2max(, [Ealy) 2725282 - ’\L)

Now we state the main lemma of this section. We give here a sketch of its proof.
It’s full version can be found in Appendix E.6.

Lemma 6.31. Let S be a family of subsets of R? of bounded Gaussian surface area T(S).
Moreover, assume that if T is an affine map and T(S) = {T(S) : S € S} is the family
of the images of the sets of S, then it holds T(T(S)) = O(I'(S)). Let N(p1,Z1,51)
and N (p2,Xp,S2) be two truncated Gaussians with densities fi, fo respectively. Let
k=0O(T(S)/€*). Ifdry(fi, f2) > €, then there exists a V € IN® with |V| < k such that

E  [xV]- E  [xV]| >e/d®®.
XNN(]ll,Zl,Sl) XNN(FZIZZISZ)
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Proof sketch. Let W = SN Sy N{f1 > fo} US1\ Sy, that is the set of points where
the first density is larger than the second. We now write the L; distance between

fl/fZ as
[ 1A = £()ldx = [1w®)(fi(x) - f0x)dx

Denote p(x) the polynomial that will do the approximation of the L, distance.
From Lemma 6.30 we know that there exists a Normal distribution within small
chi-squared divergence of both N/ (u1, 1) and N (pp, ;). Call the density function
of this distribution g(x). We have

| [1AG) = x)ldx = [ p() () - fx)] (614
< [ 1w(x) = p)| 1f1(x) — folw)ldx

©) — plx o f1®) — f)]
< [ 1w(x) = p(x)1y/g(x) =
(f1(x) — fo(x))?
< \//(ﬂw(x) — p(x))zg(x)dx\// <) dx, (6.15)
where we use Schwarzs’ inequality. From Lemma 6.30 we know that

x 2 x 2
/ f;ix)) dx < / %dx = exp(poly(1/a)).

2

Similarly, [ £ é((’;; dx = exp(poly(1/a)). Therefore we have,

| [ 1AG)- Al = [ px)(fi(x) - folx)
< explpoly(1/a))y/ [ (i (x) — p(x) P ()

Recall that g(x) is the density function of a Gaussian distribution, and let y#, X be
the parameters of this Gaussian. Notice that it remains to show that there exists a

good approximating polynomial p(x) to the indicator function 1. We can now
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transform the space so that g(x) becomes the standard normal. Notice that this is
an affine transformation that also transforms the set W; Since the Gaussian surface
area is "invariant" under linear transformations

Since 1y € L?(IRY, Ny) we can approximate it using Hermite polynomials. For
some k € N we set p(x) = S llyy(x), that is

pr(x) = ) Ly Hy (x).
V| V|<k

Combining Lemma 6.14 and Lemma E.9 we obtain

B [(w() — )/ = 0 (1;5‘/?) .
Therefore, ) [ 1fi(x) = fa(x)|dx— [ pr(x) — fa(x ))’ = exp(poly(1/a)) kl)l/ .

Ignoring the dependence on the absolute constant a, to achieve error O(€) we need
degree k = O(T(S)?/¢€%).

To complete the proof, it remains to obtain a bound for the coefficients of the
polynomial g(x) = pi(E71/%(x — u)). Using known facts about the coefficients
< (1 (4d)2(0(1/a2))" To

conclude the proof we notice that we can pick the degree k so that

loo

of Hermite polynomials we obtain that ||g(x)

[ - 20| = | T s () - ()| 2 /2

V| V|<k

Since the maximum coefficient of g(x) is bounded by d°) we obtain the result. []

6.6 VC-dimension vs Gaussian Surface Area

We use two different complexity measures of the truncation set to get sample
complexity bounds, the VC-dimension and the Gaussian Surface Area (GSA) of
the class of the sets. As we already mentioned in the introduction, there are classes,
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for example convex sets, that have bounded Gaussian surface area but infinite VC-
dimension. However, this is not the main difference between the two complexity
measures in our setting. Having a class with bounded VC-dimension means that
the empirical risk minimization needs finite samples. To get an efficient algorithm
we still need to implement the ERM for this specific class. Therefore, it is not clear
whether it is possible to get an algorithm that works for all sets of bounded VC-
dimension. On the other hand, bounded GSA means that we can approximate
the weighted indicator of the set using its low order Hermite coeffients. This
approximation works for all sets of bounded GSA and does not depend on the
specific class of sets. Therefore, using GSA we manage to get a unified approach
that learns the parameters of the underlying Gaussian distribution using only the
assumption that the truncation set has bounded GSA. In other words, our approach
uses the information of the class that the truncation set belongs only to decide how
large the degree of the approximating polynomial should be. Having said that, it is
an interesting open problem to design algorithms that learn the parameters of the
Gaussian and use the information that the truncation set belongs to some class (e.g.
intersection of k-halfspaces) to beat the runtime of our generic approach that only
depends on the GSA of the class.

6.7 Further Related Work

Our work is related to the field of robust statistics as it can robustly learn a Gaussian
even in the presence of an adversary erasing samples outside a certain set. Recently,
there has been a lot of theoretical work doing robust estimation of the parameters
of multi-variate Gaussian distributions in the presence of arbitrary corruptions
to a small ¢ fraction of the samples, allowing for both deletions of samples and
additions of samples that can also be chosen adaptively Diakonikolas et al. (2016b);
Charikar et al. (2017); Lai et al. (2016b); Diakonikolas et al. (2017a, 2018c). When the
corruption of the data is so powerful it is easy to see that the estimation error of the
parameter depends on € and cannot shrink to 0 as the number of samples grows to

infinity. In our model the corruption is more restrictive but in return our results
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show how to estimate the parameters of a multi-variate Gaussian distribution fo
arbitrary accuracy even when the fraction of corruption is any constant less than 1.

Our work also has connections with the literature of learning from positive
examples. At the heart of virtually all of the results in this literature is the use
of the exact knowledge of the original non-truncated distribution to be able to
generate fake negative examples, e.g. Denis (1998); Letouzey et al. (2000). When
the original distribution is uniform, better algorithms are known. Diakonikolas et
al. De et al. (2014) gave efficient learning algorithms for DNFs and linear threshold
functions, Frieze et al. Frieze et al. (1996) and Anderson et al. Anderson et al. (2013)
gave efficient learning algorithms for learning d-dimensional simplices. Another
line of work proves lower bounds on the sample complexity of recovering an
unknown set from positive examples. Goyal et al. Goyal and Rademacher (2009)
showed that learning a convex set in d-dimensions to accuracy € from positive
samples, uniformly distributed inside the set, requires at least 2Q(Vi/e) samples,
while the work of Eldan (2011) showed that 20(Vd) samples are necessary even
to estimate the mass of the set. To the best of our knowledge, no matching upper
bounds are known for those results. Our estimation result implies that dpoly(e)vVd
are sufficient to learn the set and its mass when given positive samples from a

Gaussian truncated on the convex set.
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7 NON-PARAMETRIC TRUNCATED STATISTICS:
LEARNING SMOOTH-DENSITIES

7.1 Formal Statement of Results

Definitions and Preliminaries

Notation. Let K C RY and B € R, we define L (K, B) to be the set of all
functions f : K — R such that maxyeck |f(x)| < B. We may use L (B) instead
of Leo([0,1]%, B). We also define diam,(K) = sup, ek ¥ — yll, where ||-||,, is
the usual /,-norm of vectors. Let R?*(ktimes)xd he the set of k-order tensors
of dimension d, which for simplicity we will denote by R, For & € N, we
define the factorial of the multi-index « to be a! = (a1!) - - - (a4!). Additionally
for any x,y,z € R? we define z* = z{" - - - z}# and in particular (x — y)* = (x1 —

y1)™ - (xg — ya)™

Remark 7.1. Throughout the paper, for simplicity of exposition, we will consider the
support K of the densities that we aim to learn to be the hypercube [0,1]%. Our results
hold for arbitrary convex sets with the following property [a,b]? C K C [c,d]%. Then all
our results will be modified by multiplying with a function of R = %. We will add a
note in our theorems to specify the function of R in every case, but we will keep our main
statements for K = [0,1]? to simplify our statements. The set K should not be confused
with the survival set S from which we see the samples, which can be an arbitrary measurable
subset of K.

Multivariate Polynomials

When we use a polynomial to define a probability distribution, as we will see in
Section 7.1, the constant term of the polynomial has to be determined from the rest
of the coefficients so that the resulting function integrates to 1. For this reason we

can ignore the constant term. A polynomial g of d variables, degree k, and zero
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constant term is a function g : RY — R of the form

gx)= ), " (7.1)

a€N?,0<|a| <k

where v, € R. The monomials of degree < k can be indexed by a multi-index
« € N“ with || < k and any polynomial belongs to the vector space defined by
the monomials as per (7.1).

To associate the space of polynomials with a Euclidean space we can use any
ordering of monomials, for example the lexicographic ordering. Using this ordering
we can define the monomial profile of degree k, my : R — R%~1, as (my(x)), = x*
where t; = (djgk) is equal to the number of monomials with d variables and degree
at most k and where we abuse notation to index a coordinate in R*~! via a multi-
index « € IN“ with |¢| < k and & # 0; this can be formally done using the
lexicographic ordering. Therefore the vector space of polynomials is homomorphic

to the vector space R ~! via the following correspondence
v e R & oTm(x) £ g,(x). (7.2)

We denote by Q , the space of polynomials of degree at most k with d variables
and zero constant term, where we might drop d from the notation if it is clear from

context.

High-order Derivatives and Taylor’s Theorem

In this section we will define the basic concepts about high order derivatives of a

multivariate real-valued function f : K — R, where K C R".

Fix k € IN and let u € [d]*. We define the order k derivative of f with index

k
u=(uy,...,u) as DEf(x) = %(x), observe that DX f is a function from S
Ml llk

to R. The order k derivative of f at x € S is then the tensor D¥f(x) € R” where
the entry of D¥f(x) that corresponds to the index u € [d]* is (D¥f(x)), = DX f(x).

Because of the symmetry of the partial derivatives the k-th order derivatives can
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ey d

1., 0) € N4, with ] = Y7 ja; =k,

be indexed with a multi-index (a
Observe that the k-order derivative of f is a

o
as follows D, f(x) = L) - (x).

0“1 X1+ a"‘d X4

function DF f:K— Ide.

Norm of High-order Derivative. There are several ways to define the norm of the
tensor and hence the norm of a k-order derivative of a multi-variate function. Here

we will define only the norm that we will use in the rest of the paper as follows

k
e —

Dk _
wf(x)| = sup max —3xu1' eI

(7.3)
xGK ucld)k

HDka = sup max
xeK”E[d

Observe that this definition depends on the set K, but for ease of notation we
eliminate K from the notation of the norm and we make sure that this set will be
clear from the context. For most part of the paper K is the box [0, 1]“.

In order to present the main application of Taylor’s Theorem that we are using
in the rest of the paper we need the definition of a k-order Taylor approximation of
a multi-variate function.

Definition 7.2. (Taylor Approximation) Let f : K — R be a (k + 1)-times differentiable
function on the convex set K C R?. Then we define fi(-;x) to be the k-order Taylor
approximation of f around x as follows

A=y 28y e

€N, |a| <k

We are now ready to state the main application of Taylor’s Theorem. For a proof
of this theorem together with a full statement of the multi-dimensional Taylor’s
Theorem we refer to the Appendix F.1.

Theorem 7.3 (Corollary of Taylor’s Theorem). Let K C R¥ and f : K — R be a
(k + 1)-times differentiable function such that diame (K) < R and |[DFFLf|| < W
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then for any x,y € K it holds that
_ 15d k+1
f(y) = fily; )| < (T) ‘REHLLW.

Bounded and High-order Smooth Function

In this section we define the set of functions that our statistical Taylor theorem
applies. It is also the domain of function with respect to which we are solving the
non-parametric truncated density estimation problem. This set of functions is very
similar to the functions consider for interpolation of probability densities from
exponential families Barron and Sheu (1991). We note that in this paper our goal is
to solve a much more difficult problem since our goal is to do extrapolation instead
of interpolation. We call the set of function that we consider bounded and high-order

smooth functions.

Definition 7.4 (Bounded and High-order Smooth Functions). Let K = [0, 1], we define
the set L(B, M) of functions f : K — R for which the following conditions are satisfied.

» (Bounded Value) It holds that maxyck |f(x)| < B.

» (High-Order Smoothness) For any natural number k with k > ko, f is k-times
continuously differentiable and it holds that HDk fllo < MF,

We note that the definition of the class L depends on ko as well but for ease of notation we
don’t keep track of this dependence and we treat kg as a constant throughout the paper.

The above definition can be extended to convex sets K but for ease of notation
we fix K = [0,1]% as discussed in Remark 7.1. Next we provide examples of
bounded and high-order smooth functions.

Example 7.5. Let q be a polynomial of degree k, with q € Leo(B) then obviously q €
L(B,0). Also for d = 1, the trigonometric functions sin, cos lie inside £(1,1). The
exponential function x — exp(c - x) lies inside £(e™(9), ¢) when K = [0,1]. Also if
feL(B M)andg e L(B',M) then f+g € L(B+ B ,M+M).If f € L(B,M,0)
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and g € L(B',M',0) then f-¢g € L(B-B',2-M-M,k0). On the other hand the log
function is not in L£(B, M) for any B, M since |D*log|| , > (k — 1)! and hence it cannot
be bounded by any exponential function.

Probability Distributions

We are now ready to define the main object that we study in our paper, which is
probability distributions with a given log-density function.

Definition 7.6. Let S C R? and let f : S — R such that [ exp(f(x))dx < co. We
define the distribution D(f,S) with log-density f supported on S to be the distribution
with density

Tg(x )ef()
Jse/™)

where P(f,S) = log [ ef(X)dx. If f is equal to a k degree polynomial g, € Qy with

D(f,S;x) = = Ls(x) exp(f(x) —9(f.5)),

coefficients v € R%~! then instead of D(go, S ) we abuse notation and we write D(v, S).
Finally, let T C S, we define D(f,S; T) = [; D(f, S; x)dx.

Our main focus in this paper is on probability distributions D(f, [0,1]?) where
f € L(B, M) for some known parameters B, M. More specifically our main goal is
to approximation the density of D(f, [0,1]%) given samples from D(f, S), where S
is a measurable subset of [0, 1]%.

As we already mentioned in Section 1.5, in this work we provide provable
extrapolation of non-parametric density functions from samples, i.e., given samples
from the conditional density on some subset S of the support we want to recover
the shape of the density function outside of S. We consider densities proportional
to ef/(¥), where f is a sufficiently smooth function. Our observation consists of
samples from a density proportional to 1s(x)e/(¥), where S is a known (via a
membership oracle) subset of the support. For this problem to even be well-posed
we need further assumptions on the density function. Even if we are given the

exact conditional density 1 S(X)ef (*) it is easy to see that, if f ¢ C, i.e., if f is
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not infinitely times differentiable everywhere in the whole support, there is no
hope to extrapolate its curve outside of S; for a simple example, if we observe
a density proportional to el*l truncated in (—co,0] we cannot extrapolate this
density to (0, 4+o0), because we cannot distinguish whether we are observing
truncated samples from e~* or el*l. On the other hand, if the log-density f is
analytic and sufficiently smooth, then the value of f at every x can be determined
only from local information, namely its derivatives at a single point. This well
known property of analytic functions is quantified by Taylor’s remainder theorem.
In this work we build upon this intuition and show that even given samples from
a sufficiently smooth density and even if these samples are conditioned in a small
subset of the support we can still determine the function in the entire support and
most importantly this can be done in a statistically and computationally efficient
way.

Our first result shows that the polynomial which maximizes the likelihood
with respect to the conditional distribution D(f, S) (let us call this polynomial the
“MLE polynomial”) approximates the density ef*) everywhere on [0,1], i.e. the MLE
polynomial has small extrapolation error. Observe, that this result cannot follow
just from the fact that for example the Taylor polynomial extrapolates, because the
MLE polynomial and the Taylor polynomial are in principle very different. While
it is conceptually clear that the MLE polynomial of sufficiently large degree will
have small interpolation error and hence will approximate well the density inside
S, our result is the first to show that the same polynomial has small extrapolation

error and hence approximates the density on the entire interval [0, 1].

Theorem 7.7 (Information Projection Extrapolation Error). Let I = [0,1] C R and
f : I — R be a function that is (k 4+ 1)-times continuously differentiable on I, with
’f(k“)(x)‘ < MM forall x € I. Let S C I be a measurable set such that vol(S) > 0,
and p be a polynomial of degree at most k defined as

p = argmin Dxp.(D(f, S)[|D(q,5)).
q€Q
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Then, it holds that Dy (D(f, 1)||D(p, 1)) < W2, Wy = %

Extending the previous result to multivariate densities is significantly more
challenging. The reason is that multivariate polynomial interpolation is much
more intricate and is a subject of active research, see for example the survey Gasca
and Sauer (2000). Instead of trying to characterize the properties of the exact MLE
polynomial we give an alternative method for obtaining multivariate extrapola-
tion guarantees that does not rely on multivariate polynomial interpolation. Our
approach uses the additional assumption that the set S from which we observe
samples has non-trivial volume, that is vol(S) > a for some a > 0. Under this

natural assumption we obtain the following theorem.

Theorem 7.8 (Extrapolation Error of MLE). Let K = [0,1]Y C R?, f € L(B, M) be
function supported on K, and S C K be a measurable subset of K such that vol(S) > «.
Moreover, define

~ (d°M 28 T
= _ —_— = . <
k Q( 2 +10g(€>), D={v Iilea%‘v mk(x)‘ < 3B},

and r; = min,cp D (D(f,S)||D(u,S)). Then, for every u € D such that

~ (d3M 1 —Q(log(d/w))
Dkr(D(f,S)|ID(u,S)) < ri +exp (—Q <7 + B)) : <_) /

€
it holds that drvy (D(f,K),D(u,K)) <e.

So far we have argued about the extrapolation error of the population MLE
polynomial, i.e., we assume that we have access to the population distribution
D(f,S) and that we can maximize the population MLE with no error. Therefore,
our next step is to show how we can incorporate the statistical error from the access
to only finitely many samples from D(f,S) and to provide an efficient algorithm
that computes the MLE polynomial with small enough approximation loss.

Theorem 7.9 (Multi-Dimensional Statistical Taylor Theorem). Let f : [0,1] — R
with f € L(B,M) and S C [0,1]% such that vol(S) > a. Let k = Q(d*M/a® + B) +
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21og(1/€), then there exists an algorithm that uses N = 20(d*M/a*+Bd) (1 / )O(d-+log(1/))
samples from D(f,S), runs in poly(N) time and outputs a vector of coefficients v such
that dTv(D(f, K), D(qv, K)) <e.

7.2 Single Dimensional Densities

In this section we show our Statistical Taylor Theorem for single-dimensional den-
sities. We keep this analysis separate from our main multi-dimensional theorem
for several reasons. First, there exists a great body of work on single-dimensional
non-parametric estimation problems in the vanilla setting and more specifically
in truncated estimation problems this is the only setting that has been considered
so far. Therefore, it is easier to compare the estimators and results that we get
with the existing results. In fact this is the strategy that is followed in other multi-
dimensional non-parametric estimation problems, e.g., see Wu (2010). Another
reason is that in the single dimensional setting we are able to obtain a slightly
stronger information theoretic result using more elementary tools, although the
analysis of our efficient algorithmic procedure is the same as in multiple dimen-
sions. Finally, the single dimensional setting serves as a nice example where the
difference between interpolation and extrapolation is more clear.

In this section our goal is to estimate the density of the distribution D(f, [0,1])
using only samples from D(f, S), where the log-density f is a bounded and high-
order smooth function, i.e. f € £L(B, M), and S is a measurable subset of [0,1]. As
a first step we need to understand what is a sufficient degree for a polynomial
to well-approximate (Section 7.2) this is the part that is different compared to the
multi-dimensional case that we present in Section 7.3. Them in Section 7.2 we state
the application of our general multi-dimensional statistical and computational
result to the single dimensional case where the assumptions and guarantees have a

simpler form.
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Identifying the Sufficient Degree

In this section we assume population access to D(f,S) and our goal is to identify a
polynomial g such that D(g, [0,1]) approximates D(f, [0,1]). In particular, we want
to answer the question: if ¢ minimizes the KL-divergence between D(g, S) and
D(f,S), what can we say about the total variation distance between D(g, [0,1]) and
D(f,[0,1])? Moreover, how does this depend on the degree of 4? As the degree
of g grows, it certainly allows D(g, S) to come closer to D(f, S). The natural thing
to expect hence is that the same is true of D(g, [0, 1]), coming closer to D(f, [0, 1]).
Unfortunately, this is not necessarily the case, because it could be that, as the
degree of the polynomial increases, the approximant D(g, S) overfits to D(f,S), so
extrapolating to [0, 1] fails to give a good approximation to D(f, [0,1]). This is the
main technical difficulty of this section.

In the next theorem, we show is that if the function is high-order smooth, then
there is some threshold beyond which we get better approximations using higher
degrees, i.e. overfitting does not happen for any degree above some threshold.
We illustrate this behavior in Example 7.11. We now restate Theorem 7.7 for

convenience.

Theorem 7.10 (Information Projection Extrapolation Error). Let I = [0,1] € R
and f : I — R be a function that is (k + 1)-times continuously differentiable on I, with
’f(kﬂ)(x)‘ < MM forall x € I. Let S C I be a measurable set such that vol(S) > 0,
and p be a polynomial of degree at most k defined as

p = argmin Dxr (D(f,S)||D(g,S))-
q€Q

Then, it holds that D (D(f, )| D(p, 1)) < e"iW2, Wy = %

The proof of Theorem 7.7 can be found in Appendix F2. A weaker version of
this theorem and be proved by applying the multi-dimensional Lemma 7.16 for
d = 1. Nevertheless, Theorem 7.7 is slightly stronger its proof is more elementary.

We also note that we can prove a more general version of Theorem 7.7 where I
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is any interval [, b]. The difference in the guarantees is that the term W will be
multiplied by R¥*! where R £ b — a.

To convey the motivation for our theorem and illustrate its guarantees, we use the

following example.

Example 7.11. Let f(x) = sin(10- x) and S = [0,1/2]. Our goal is to estimate the
probability distribution D(f, [0,1]) using only samples from D(f,S). The guarantees of
Theorem 7.7 are illustrated in Figure 7.1 where we can see the density of the distributions
D(f,[0,1]), D(f,S), D(q,S) and D(q, [0, 1)) for various values of the degree of q, where
q is always chosen to minimize the KL-divergence between D(f,S) and D(q, S), i.e., using
no further information about D(f, [0,1]). As we see, D(q, S) approximates D(f,S) very
well for each one of the presented degrees, with a marginal improvement in the quality of
approximation as the degree of q is increased.

An important observation is that for small values of the degree of q the approximation
error between D(f,[0,1]) and D(q, [0,1]) is not monotone in the degree of q. In particular,
when the degree of q is 10 then D(q, [0,1]) is reasonably close to D(f, [0, 1]) while when
the degree of q becomes 12 then D(q, [0, 1]) is way off. This suggests that the overfitting
occurs for degree equal to 12. This is the point of Theorem 7.7. It guarantees that, for degree
greater than a threshold, overfitting cannot happen and D(q, [0,1]) will always be a good
approximation to D(f, [0, 1]).

Handling the Optimization Error

Our next goal is to provide a version of Theorem 7.7 where approximation error is

also introduced, due to finite samples.

Theorem 7.12 (Approximate Information Projection Extrapolation Error). Let I =
[0,1], f € L(B,M) be a function supported on I, S C I be a measurable set such
that vol(S) > a, Dy be the convex set Dy = {p € Qk : p € Lw(I,3B)}., where
k = Q(M +log(1/€)), and let also r;;, = min,cp, Dxr.(D(f,S)||D(p,S)). If some q
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— P(f,5) — deg(q) = 10 — deg(q) = 12 — P(f,]0,1]) — deg(q) = 10 — deg(q) = 12

— deg(q) = 13 — deg(q) = 15 — deg(q) = 13 — deg(q) = 15
— P(£,10.1]) — deg(q) =10 — deg(q) = 12 deg(a) deg(a) = 15 deg(@) deg(a) =15

— deg(q) = 13 — deg(q) = 15

~

g “ (b) D(f,S) and normalized (c) The densities of
(@) The densities of on S functions 1) for dif- D(f,[0,1]) and D(qg,[0,1])
D(f,[0,1]) and D(f, S). ferent deg(q). for different deg(q).

Figure 7.1: In figure (a) we can see the probability density functions of the dis-
tributions D(f,[0,1]) and D(f,S). In figure (b) we have the density of D(f,S)
together with the functions exp(g(x)) for various degrees of ¢ normalized so that
the integral on S is 1. As we can see all the degrees approximate very well the
conditional density but they have completely different behavior outside S. In figure
(c) we can see the densities D(f, [0,1]) and D(g, [0,1]) for various degrees of q. The
difference between (b) and (c) is that in (c) the functions are normalized so that
their integral over [0, 1] is equal to 1 whereas in (b) the integral over S is equal to 1.

with q € Dy, satisfies
DxL(D(f,5)[|D(g,9)) < ri + 2 Okles/a+8), (7.4)

then it holds that dry (D(f,I),D(gq,1)) <e.

The proof of Theorem 7.12 can be found in Appendix F.2. Now what is left to
do is to argue that we can efficiently compute a polynomial g that satisfies (7.4).
Unfortunately, the proof of this step is not simplified in the single dimensional
case and we need to invoke our general multi-dimensional theorem with the
assumptions and guarantees simplified due to the single dimensionality of the
distribution. For more details about the specific algorithm that we use we refer to
Section 7.3. A theorem that summarizes all these steps is the following.

Theorem 7.13 (1-D Statistical Taylor Theorem). Let I = [0,1], f € L(B,M) bea
function supported on I, and S C I be a (measurable) subset of I such that vol(S) >
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«. There exists an algorithm that draws N = 20((M+log(1/€)) log(1/a)+B) samples from
D(f,S), runs in time polynomial in the number of samples, and outputs a vector of
coefficients v such that dry (D(f,K), D(g,,K)) < €.

Proof. We define the convex set Dy = {v € R™ 1 max,(gqa [oTmy(x)| < 3B},
where m = (djgk) — 1. From Theorem 7.12 we know that it suffices to fix some
degree k = O(M + log(1/€)) and find a candidate v such that the conditional
Kullback-Leibler divergence Dxy.(D(f,S)||D(g0,5)) < mingep, Dxi.(D(f,S)||D(qu, S)) +
2-O(klog(1/a)+B) Therefore, from Theorem 7.20 we obtain that with N = 20(klog(1/a)+B)

samples and in time poly(N), we can compute such a candidate. O

7.3 Multi-Dimensional Densities

In this section we show the general form of our Statistical Taylor Theorem that
applies to multi-dimensional densities. Although the techniques used in this
section and involved and possibly of independent interest, our strategy to prove
this theorem is similar to the strategy that we followed in Section 7.2: (1) we identify
the sufficient degree that we need to use, (2) we handle approximation errors that
we get as a result of finite sample, and (3) we design an efficient algorithm to
compute the solutions that are information-theoretically shown to exist. Putting all
these together we prove the following which is the main theorem of our paper. We

now restate Theorem 7.9 for convenience.

Theorem 7.14 (Multi-Dimensional Statistical Taylor Theorem). Let f : [0,1]¢ — R
with f € L(B,M) and S C [0,1]? such that vol(S) > a. Let k = Q(d*M/a? + B) +
2log(1/€), then there exists an algorithm that uses N = 20(d*M/e?+Bd) . (1 /¢)O(d~+log(1/a))
samples from D(f,S), runs in poly(N) time and outputs a vector of coefficients v such
that dry (D(f,K), D(g,,K)) <e.

Towards proving the above theorem the main bottleneck is that in the multi-
dimensional polynomial interpolation theory there are no sufficient tools to prove
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the extrapolation properties of an estimator that can be computed efficiently. Sur-
prisingly, our formulation of the extrapolation problem in the language of density
estimation enables us to use strong anti-concentration results to prove extrapolation
results for polynomial approximations.

We begin this section with a presentation of our main lemma in this direction
which we call “Distortion of Conditioning Lemma” and we believe is of inde-
pendent interest and could be useful in other multi-dimensional extrapolation
problems.

Identifying the Sufficient Degree — The Distortion of Conditioning

Lemma

The goal of this section is to identify the sufficient degree so that the MLE polyno-
mial approximates well the true density in the whole domain K = [0,1]¢, i.e., it has

small extrapolation error. We restate Theorem 7.8 for convenience.

Theorem 7.15 (Extrapolation Error of MLE). Let K = [0, 1]d C RY, f € L(B,M) be
function supported on K, and S C K be a measurable subset of K such that vol(S) > a.
Moreover, define

xeK

/B B
k=0Q (d“_lz\/l +log (%)) , D = {v: max ‘vak(x)’ < 3B},

and r;; = min,cp Dxi.(D(f,S)||D(u, S)). Then, for every u € D such that

~ /d3M 1\ —Q(log(d/a))
Dkr(D(f,S)|ID(u,S)) < ry +exp (—Q <7+B)) . (E) ’

it holds that dry (D(f,K), D(u,K)) < e.

The first step in proving Theorem 7.8 is to understand the approximation error
as a function of the degree that we use when we have access to the population
distribution D(f, S). This is established in the following lemma whose proof can

be found in Appendix F.3.
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Lemma 7.16 (Approximation of Log-density). Let K C RY be a convex set centered at

the origin 0 of diameter diame,(K) < R and let f € L(B, M) be a function supported on
K. There exists polynomial p(x) = v my(x) € Qy such that for every S C K it holds

Dxw(D(f,5)ID(v, §)) < 2

( 15MRd 15MRd> k+1

k+1
) , and H]leHOO§2B—|—< .

From Lemma 7.16 we obtain that by choosing 0 € K, there exists v such that
| 1xoTmy(x)||, < 2B+ (15Md /k)¥™. Moreover, from the same lemma we have
that minep Dyt (D(f, S)|D(w, ) < Diw(D(f,9)[|D(v,5)) < 2 (15Md/k).
To simplify notation set r, = 2 (15Md/k)*"!. Now, let g(x) = uTmy(x) be any
approximate minimizer in D of the KL-divergence between D(q,S) and D(f,S)
that satisfies

D (D(f,9)D(w,5)) < minDxr (D(f, $)||D(w, S)) + & < 1+ €.

This bound implies the following via Pinsker’s inequality and the subadditivity of

the square root

drv(D(f,S),D(u,S)) < \/ri + Ve (7.5)

Our next step is to relate the conditional total variation dry (D(f,S), D(u,S))
with the total variation in the whole domain dyty (D(f,K), D(u,K)). For this we
develop a novel extrapolation technique based on anti-concentration of polynomial
functions. In particular we use the following Theorem from Carbery and Wright
(2001).

Theorem 7.17 (Theorem 2 of Carbery and Wright (2001)). Let K = [0,1]¢ and let
p : R? = R be a polynomial of degree at most k. If g € [1, 4-o00], then there exists absolute
constant C such that for any v > 0 it holds

1/
([ tpirax) ™ [ a(lpo) < viar < cp/t minGg,a)
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This anti-concentration result is very useful for extrapolation because it can be
used to bound the behavior of a polynomial function even outside the region from
which we get the samples. This is the main idea of the following lemma which is
one of the main technical contributions of the paper and we believe that it is of
independent interest.

Lemma 7.18 (Distortion of Conditioning). Let K = [0,1]" and let p, q be polynomials
of degree at most k such that p,q € Le (K, B). For every S C K with vol(S) > 0 it holds
that

) dry(D(p, K), D(4,K)) (2C min(d, 2))*
el(S) < G D8 D@5 S % velsiT

where C is the absolute constant of Theorem 7.17.

Remark 7.19. Both Theorem 7.17 and Lemma 7.18 hold for the more general case where K
is an arbitrary convex subset of R%. We choose to state this weaker expression for ease of
notation and to be coherent with the rest of the paper.

Unfortunately it is still not clear how to apply Lemma 7.18 to equation (7.18)
because Lemma 7.18 assumes that both the distributions that we are comparing
have as a log-density a bounded degree polynomial. Nevertheless, we can use
a sequence of triangle inequalities togethet with and the multi-variate Taylor’s
Theorem (see Theorem 7.3) to combine Lemma 7.18 and equation (7.18) from which
we can prove Theorem 7.8 by choosing the appropriate value for € as we explain
in detail in Appendix E.3. The proof of the Distortion of Conditioning Lemma in
presented in Appendix E.3.

Computing the MLE

In this section we describe an efficient algorithm that solves the Maximum Likeli-
hood problem that we need in order to apply Theorem 7.8.

The efficient algorithm that we design in this section solves the following prob-
lem: given sample access to the conditional distribution D(f, S) and fix a degree k,
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our algorithm finds a polynomial p of degree k that approximately minimizes the
distance Dxp.(D(f,S)||D(u,S)). More precisely we prove the following.

Theorem 7.20. Let f : [0,1]% — Rand S C [0,1) with vol(S) > a. Fix a degree
k € N and a parameter C > 0 and define D = {v : maxyc[gqp loTmy(x)| <
C}. There exists an algorithm that draws N = 2°)(C?/€)? samples from D(f, S),
runs in time 2°00%+C) /(xe2), and outputs o € D such that D (D(f,S)||D(3,S)) <
min,ep Dx.(D(f,S)||D(u,S)) + €, with probability at least 99%.

The algorithm that we use for proving Theorem 7.20 is Projected Stochastic
Gradient Descent with projection set D. In order to prove the guarantees of
Theorem 7.20 we have to prove: (1) an upper bound on the number of steps that
the PSGD algorithm needs, (2) find an efficient procedure to project to the set D.
For the second we can use the celebrated algorithm by Renegar for the existential
theory of reals Renegar (1992a,b), as we explain in detail in the appendix. To bound

the number of steps that the PSGD performs we use the following lemma.

Lemma 7.21 (Theorem 14.8 of Shalev-Shwartz and Ben-David (2014c)). Let R, p > 0.
Let f be a convex function, D C RY be a convex set of bounded diameter, diamy(D) < R,
and let w* € argmin, p, f(w). Consider the following Projected Gradient Descent
(PSGD) update rule w1 = projp(wy — yovy), where vy is an unbiased estimate of
V f(w). Assume that PSGD is run for T iterations with n = /R2p2/T. Assume also
that for all t, ||v¢]|, < p with probability 1. Then, for any € > 0, in order to achieve
E[f(w)] — f(w*) < e it suffices that T > R?p?/€>.

From the above lemma we can see that it remains to find an upper bound on the
diameter of the set D and an upper bound on the norm of the stochastic gradient
||vt||. The latter follows from some algebraic calculations whereas the first one from
tight bounds on the coefficients of a polynomial with bounded values Ben-David
et al. (2018). A detailed proof of Theorem 7.20 is presented in the Appendix E.3.
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Putting Everything Together — The Proof of Theorem 7.9

From Theorem 7.8 we have that if we fix the degree k = O(d®M/a® + B) +
2log(1/¢€) then it suffices to optimize the function L(v) of Equation F.7 constrained

in the convex set
D= {v eR" : H]lKvak(x)H < 33}.

From Theorem 7.8 we have that a vector v with optimality gap 2—((d*M/a?+B) (1/€)~Ollog(d/a)
achieves the extrapolation guarantee dty(D(f,K), D(vr,K)) < €. From Theo-

rem 7.20 we have that there exists an algorithm that achieves this optimality gap

with sample complexity

N = BzZO(dk)zé(d3M/a2+B)(1/6)0(1og(d/a)) _ 25(d4M/a2+Bd)(1/€)d+log(1/tx) .
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8§ LEARNING FROM COARSE DATA

8.1 Formal Statement of Results

Notation and Preliminaries For a graph G, we denote by L its Laplacian matrix.
We denote B(x, p) the Euclidean ball of radius p centered at x; we simply refer
to B if the radius and the center are clear from the context and we denote the
associated sphere d13, i.e., its boundary. The probability simplex is denoted by A"
and discrete distributions D supported on [n] will usually be represented by their
associated probability vectors p € A". For any distribution D, we overload the
notation and we use the same notation for the corresponding density and denote
D(S) = Y esD(x) for any S C [n]. We denote the support of the probability
distribution D by supp(D). The d-dimensional Gaussian distribution will be
denoted by N (u, Z). When the covariance matrix is known, we simplify to N (u).
For a set S C RY, we let Mg denote the conditional Gaussian distribution on
the set S, i.e, Ng(p, Z;x) = 1{x € S}IN(u, Z;x)/N (4, %Z; S). We denote P (resp.
¢) the cdf (resp. pdf) of the standard Normal distribution. The total variation
distance of p,q € A" is dry(p,q) = maxscp, p(S) —q(S) = ||[p —qll1/2. Let D
be a joint distribution over labeled examples X x Z, with X be the input space
and Z the label space. A statistical query (SQ) oracle STAT (D, T) with tolerance
parameter T € [0,1] takes as input a statistical query defined by a real-valued
function g : X x Z — [~1,1] and outputs an estimate of E, .).p[q(x, z)] that is
accurate to within an additive £7.

We start by describing the generative model of coarsely labeled data in the
supervised setting. We model coarse labels as subsets of the domain of all possible
fine labels.

Definition 8.1 (Generative Process of Coarse Data with Context). Let X be an
arbitrary domain, and let Z = {1, ...k} be the discrete domain of all possible fine labels.
We generate coarsely labeled examples as follows:
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1. Draw a finely labeled example (x, z) from a distribution D on X x Z.
2. Draw a coarsening partition S (of Z) from a distribution .
3. Find the unique set S € S that contains the fine label z.
4. Observe the coarsely labeled example (x, S).
We denote D the distribution of the coarsely labeled example (x, S).
In the supervised setting, our main focus is to answer the following question.

Question 8.2. Can we train a model, using coarsely labeled examples (x,S) ~ Dy, that
classifies finely labeled examples (x,z) ~ D with accuracy comparable to that of a classifier
that was trained on examples with fine grained labels?

Definition 8.1 does not impose any restrictions on the distribution over parti-
tions 7. It is clear that if partitions are very rough, e.g., we split Z into two large
disjoint subsets, we lose information about the fine labels and we cannot hope
to train a classifier that performs well over finely labeled examples. In order for
Question 8.2 to be information theoretically possible, we need to assume that the
partition distribution 7t preserves fine-label information. The following definition
quantifies this by stating that reasonable partition distributions 7 are those that
preserve the total variation distance between different distributions supported
on the domain of the fine labels Z. We remark that the following definition does
not require D to be supported on pairs (x,z) but is a general statement for the

unsupervised version of the problem, see also Definition 8.10.

Definition 8.3 (Information Preserving Partition Distribution). Let Z be any domain
and let o € (0,1]. We say that 7t is an a-information preserving partition distribution
if for every two distributions D', D? supported on Z, it holds that dty (DL, D%) >
a - dry (DY, D?), where dty (DY, D?) is the total variation distance of D! and D?.

Our first result is a positive answer to Question 8.2 in essentially full generality:
we show that concept classes that are efficiently learnable in the Statistical Query
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(5SQ) model, Kearns (1998), are also learnable from coarsely labeled examples. Our
result is similar in spirit with the result of Kearns (1998), where it is proved that SQ
learnability implies learnability under random classification noise.

Theorem 8.4 (SQ from Coarsely Labeled Examples). Consider a distribution D, over
coarsely labeled examples in R? x [k], (see Definition 8.1) with a-information preserving
partition distribution 7t. Let q : R? x [k] — [~1,1] be a query function, that can
be evaluated on any input in time T, and 7,6 € (0,1). There exists an algorithm
(Algorithm 12), that draws N = O(k*/ (t3«?)1og(1/6)) coarsely labeled examples from
Dy and, in poly(N, T) time, computes an estimate 7 such that, with probability at least
1—6, it holds | E(, ) plq(x,2)] = 7| < T.

Learning Parametric Distributions from Coarse Samples. In many important
applications, instead of a discrete distribution over fine labels, a continuous para-
metric model is used. A popular example is when the domain Z of Definition 8.1
is the entire Euclidean space IR?, and the distribution of finely labeled examples is
a Gaussian distribution whose parameters possibly depend on the context x. Such
censored regression settings are known as Tobit models Tobin (1958); Maddala
(1986); Gourieroux (2000). Lately, significant progress has been made from a com-
putational point of view in such censored/truncated settings in the distribution
specific setting, e.g., when the underlying distribution is Gaussian Daskalakis et al.
(2018); Kontonis et al. (2019), mixtures of Gaussians Nagarajan and Panageas (2019),
linear regression Daskalakis et al. (2019); Ilyas et al. (2020); Daskalakis et al. (2020).
In this distribution specific setting, we consider the most fundamental problem of
learning the mean of a Gaussian distribution given coarse data.

Definition 8.5 (Coarse Gaussian Data). Consider the Gaussian distribution N (u*),
with mean w* € R and identity covariance matrix. We generate a sample as follows:

1. Draw z from N (u*).
2. Draw a partition T (of R?) from 7.

3. Observe the set S € X that contains z.
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We denote the distribution of S as N (u*).

Remark 8.6. We remark that we only require membership oracle access to the subsets of
the partition S. A set S C R® corresponds to a membership oracle Og : R? — {0,1} that
given x € R? outputs whether the point lies inside the set S or not.

We first study the above problem, from a computational viewpoint. For the
corresponding problems in censored and truncated statistics no geometric assump-
tions are required for the sets: in Daskalakis et al. (2018) it was shown that an
efficient algorithm exists for arbitrarily complex truncation sets. In contrast in
our more general model of coarse data we show that having sets with geometric
structure is necessary. In particular we require that every set of the partition is con-
vex, see Figure 8.2(b,c). We show that when the convexity assumption is dropped,
learning from coarse data is a computationally hard problem even under a mixture

of very simple sets.

Theorem 8.7 (Hardness of Matching the Observed Distribution with General
Partitions). Let 7 be a general partition distribution. Unless RP = NP, no algorithm
with sample access to N (u*), can compute, in poly(d) time, a i € R? such that
dry (Nz (), Nz (%)) < 1/d° for some absolute constant ¢ > 1.

We prove our hardness result using a reduction from the well known MAX-
CUT problem, which is known to be NP-hard, even to approximate Hastad (2001).
In our reduction, we use partitions that consist of simple sets: fat hyperplanes,
ellipsoids and their complements: the computational hardness of this problem is
rather inherent and not due to overly complicated sets.

On the positive side, we identify a geometric property that enables us to design
a computationally efficient algorithm for this problem: namely we require all the
sets of the partitions to be convex, e.g., Figure 8.2(b,c). We remark that having finite
or countable subsets, is not a requirement of our model. For example, we can
handle convex partitions of the form (c) that correspond to the output distribution
of a ReLU neural network, see Wu et al. (2019). We continue with our theorem for

learning Gaussians from coarse data.



224

(a) Non-Identifiable Case (b) Convex Partition Case (c) ReLU Case
Figure 8.1: Convex Partitions of IR?.

Figure 8.2: (a) is a very rough partition, that makes learning the mean im-
possible: Gaussians N((0,z)) centered along the same vertical line (0,z) as-
sign exactly the same probability to all cells of the partitions and therefore,
dry(N=((0,21)), Nz((0,22))) = 0: it is impossible to learn the second coordinate
of the mean. (b) is a convex partition of R?, that makes recovering the Gaussian
possible. (c) is the convex partition corresponding to the output distribution of one
layer ReLU networks. When both coordinates are positive, we observe a fine sam-
ple (black points correspond to singleton sets). When exactly one coordinate (say
x1) is positive, we observe the line L, = {x : x, < 0,x; = z > 0} that corresponds
to the ReLU output (x1,0). If both coordinates are negative, we observe the set
{x:x1 < 0,x <0}, that corresponds to the point (0,0).

Theorem 8.8 (Gaussian Mean Estimation with Convex Partitions). Let €,6 € (0,1).
Consider the generative process of coarse d-dimensional Gaussian data N (u*), as in
Definition 8.5. Assume that the partition distribution 7t is a-information preserving and is
supported on convex partitions of R. The following hold.

1. The empirical log-likelihood objective

1 N
Ln(p) = 57 L log N (i)
i=1
is concave with respect to u where the sets S; for i € [N| are i.i.d. samples from
N (w*).

2. There exists an algorithm, that draws N = O(d/ (€2a2) log(1/6)) samples from
N (p*) and computes an estimate ji that satisfies dry (N (), N (u*)) < €, with
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probability at least 1 — 9.

Our algorithm for mean estimation of a Gaussian distribution relies on the log-
likelihood being concave when the partitions are convex. We remark that, similar
to our approach, one can use the concavity of likelihood to get efficient algorithms
for regression settings, e.g., Tobit models, where the mean of the Gaussian is given
by a linear function of the context Ax for some unknown matrix A.

8.2 Supervised Learning from Coarse Data

In this section, we consider the problem of supervised learning from coarse data. In
this setting, there exists some underlying distribution over finely labeled examples,
D. However, we have sample access only to the distribution associated with
coarsely labeled examples Dy, see Definition 8.1. As discussed in Section 8.1,
under this setting, even problems that are naturally convex when we have access
to examples with fine labels, become non-convex when we introduce coarse labels
(e.g., multiclass logistic regression). The main result of this section is Theorem 8.4,
which allows us to compute statistical queries over finely labeled examples.

Overview of the Proof of Theorem 8.4

In order to simulate a statistical query we take a two step approach. Our first build-
ing block considers the unsupervised version of the problem, see Definition 8.10,
i.e., we marginalize the context x and try to learn the distribution of the fine labels
z given coarse samples S. This can be viewed as learning a general discrete distri-
bution supported on Z = {1,...,k} given coarse samples, i.e., subsets of Z. We
show that, when the partition distribution 7t is a-information preserving, this can
be done efficiently, see Proposition 8.11. Our algorithm (Algorithm 12) exploits
the fact that even though in general having coarse data results in non-concave
likelihood objectives, when we consider parametric models (see, for example, the
case of logistic regression in Appendix G.2), this is not true when we maximize over
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all discrete distributions. In Proposition 8.11, we show that O(k/ (ex)?) samples
are sufficient for this step. For the details of this step, see Section 8.2.

Using the above algorithm, one could try to separately learn the marginal
distribution over x, D, and the distribution of the fine labels z conditional on some
fixed x; let us denote this distribution as D7. Then one could generate finely labeled
examples (x,z) and use them to estimate the query E(, .).p[q(x,z)]. The reason
that this naive approach fails is that it requires many coarse examples (x, S) with
exactly the same value of x. Unless the domain X is very small, the probability
that we observe samples with the same value of x is going to be tiny. In order to
overcome this obstacle, at a high level, our approach is to split the domain X into
larger sets and then, learn the conditional distribution of the labels, not on a fixed
point x, but on these larger sets of non-trivial mass.

Intuitively, in order to have an effective partition of the domain &X', we want
to group together points x whose values g(x,z) are close. Since z belongs in
a discrete domain Z = [k], we can decompose the query g4(x,z) as q(x,z) =
YK 1 q(x,i)1{z = i}. We estimate the value of E(y.)~p[q(x,i)1{z = i}| separately.
To find a suitable reweighting of the domain &', we perform rejection sampling,
accepting a pair (x,S) ~ D with probability g(x,i) !: points x that have small
value g(x,i) contribute less in the expectation and are less likely to be sampled.
After performing this rejection sampling process based on x, we have pairs (x, S),
conditional that x was accepted. Now, using our previous maximum likelihood
learner of Proposition 8.11 we learn the marginal distribution over fine labels and
use it to answer the query. We provide the details of this rejection sampling step in
the full proof of Theorem 8.4, see Section 8.2.

For a description of the corresponding algorithm that simulates statistical
queries, see Algorithm 12. To keep the presentation simple we state the algo-
rithm for the case where the query function q(x, z) is positive. It is straightforward
to generalize it for general queries, see Section 8.2.

Remark 8.9 (Empirical Likelihood Approach). One could try to use the empirical

Tt is easy to handle the case where this function takes negative values, see the proof of
Theorem 8.4.
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Algorithm 12 Statistical Queries from Coarse Labels.

1:
2:

10:
11:
12:

13:

14:
15:

16:
17:

Input: Query g : X x Z +— (0, 1], tolerance T € [0, 1], confidence ¢ € [0, 1].
Oracle: Access to coarsely labeled samples (x,S) ~ Dy, 7 is a-information
preserving.

Output: Estimate 7 such that | E,.).p[q(x,z)] — 7| < T with probability at
least1 — ¢.

procedure STATQUERY(q, T, )
Compute 7; < SQ(q,i,0(t/k),6/k) forany i € Z.
Output 7 + Zé‘zl 7;.

procedure SQ(q, 1, p, 5)

Draw Nj = @)(bg;—lz/‘s)) samples (xj, S;) from Dy.

Compute ji; < N% Z]N:ll q(x;, ).

if ji; < p do

Output 7; < 0.

end _ o

Draw N, = Q(%#) samples (x;, S;) from Dy. > @(kl?—;/‘s)) examples
overall.

Taccept < . > Training set of accepted samples.

Add S; in Taecepr with probability q(x;,i), Vj € [Na]. > Rejection Sampling
Process. N

Compute D using Proposition 8.11 with input (Tsccept, 0, 6).

Output 7; < ji; - D(i).

likelihood directly over the coarsely labeled data (as defined in Owen (2001)). However, in

general, these empirical likelihood objectives are non-convex when the data are coarse and

therefore it is computationally hard to optimize them directly. Our approach for simulating

statistical queries consists of two ingredients: reweighting the feature space via rejection

sampling in order to group together points and learning discrete distributions from coarse

data. To learn the discrete distributions (Section 8.2), we use a (direct) empirical likelihood
approach similar to that of Owen (1988); Owen et al. (1990); Owen (2001). However, our
main contribution is the use of rejection sampling to reduce the initial non-convex problem

to the special case of learning a discrete distribution (with small support) from coarse data
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which, as we prove, is a tractable (convex) problem. For more connections with censored
statistics techniques, we refer the reader to Thomas and Grunkemeier (1975); Owen (1988);
Gill et al. (1997); Owen (2001).

Learning Marginals Over Fine Labels

In this subsection, we deal with unsupervised learning from coarse data in discrete
domains. Although this is an ingredient of our main result for simulating statistical
queries in a supervised setting where labeled data (x, S) are given, the result of this
section does not depend on the points x and concerns the unsupervised version of
the problem. To keep the notation simple, we will use D to denote a distribution

over finite labels Z.

Definition 8.10 (Generative Process of Coarse Data). Let Z be a discrete domain
and D be a distribution supported on Z. Moreover, let 7t be a distribution supported on
partitions of Z. We consider the following generative process:

1. Draw z from D.
2. Draw a partition S from the distribution over all partitions 7t.
3. Observe the set S € S that contains z.

We denote the distribution of S as Dy.

The assumption that we require is that the partition distribution 7 is a-information
preserving, see Definition 8.3. At this point we give some examples of information
preserving partition distributions. We first observe that « = 0 if and only if the
problem is not identifiable. For instance, if 77 is supported only on the partition
L ={{1,2},{3,...,k}}, the problem is not identifiable, since, for example, the fine
label 1 is indistinguishable from the fine label 2. The value x = 1 is attained when
the partition totally preserves the distribution distance. Intuitively, the value 1 — «
corresponds to the distortion that the coarse labeling introduces to a finely labeled

dataset.
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In many cases most fine labels may be missing. Consider two data providers
that use different methods to round their samples. The rounding’s uncertainty can
be viewed as a coarse labeling of the data. Assume that we add discrete (balanced
Bernoulli) noise ¢ to some true value x € [0..k]. Consider two partitions {X1, X5}
with Z; = {{0,1},{2,3},...,{k—1,k},{k+1}} and Z, = {{0},{1,2},...{k —
1,k}}. Observe that, when x + ¢ is odd, we can think of the rounded sample, as a
draw from Z; and when x + ¢ is even, as a draw from X,. This example shows that
we can capture the problem of deconvolution of two distributions Dy, Dy, where
one of them is known and we observe samples x; + xp, x; ~ D;.

The following proposition establishes the sample complexity of unsupervised
learning of discrete distributions with coarse data. Our goal is to compute an
estimate of the discrete distribution D* with probability vector p* € Af from N
coarse samples Sy, ..., Sy drawn from the distribution D}. Our algorithm maxi-
mizes the empirical likelihood. Analyzing the empirical log-likelihood objective
Ln(p) = 4 TN log (Lies, pi), where p € A is a guess probability vector, we
observe that the problem is concave and, therefore, can be efficiently optimized
(e.g., by gradient descent).

Proposition 8.11. Let Z be a discrete domain of cardinality k and let D be a distribution
supported on Z. Moreover, let 7t be an a-information preserving partition distribution for
some & € (0,1]. Then, with N = O(k/ (€242) log(1/8)) samples from D and in time
polynomial in the number of samples N, we can compute a distribution D supported on Z
such that dry (D, D) < e.

Proof. Let D* be the target discrete distribution, supported on a discrete domain
of size k, and let p* € AF be the corresponding probability vector. For some
distribution D supported on a discrete domain of size k, we define the following
population log-likelihood objective.

L(D)= E llogD(s)] = E_ [1og ( ZS D(i))] . (8.1)

Since D is a discrete distribution for simplicity we may identify with its probability
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vector p, where p; = D(i). Therefore, for any p in the probability simplex A, we
define

L(p)= _E [log Y Pi] : (82)

5~Dx ieS

The corresponding empirical log-likelihood objective after drawing N independent

samples Sy, ..., Sy from D7 is given by

N
Ln(p) = % leog (Z Pi> - (8.3)

i€S,

We first observe that the log-likelihood (both the population and the empirical)
is a concave function and therefore can be efficiently optimized (e.g., by gradient
descent). Thus, our main focus in this proof is to bound its sample complexity. We
first observe that when the guess p € A* has some very biased coordinates, i.e.,
for some subset S the corresponding p;’s are close to 0, the probability of a set S,
Yics pi will be close to zero and therefore log ( ;s p;) will be large. Thus, we
have to restrict our search to a subset of the probability simplex, i.e., have p; > €/k.
We set Ak = {p € Ak, p; > e/kforalli=1,...,k }. We now prove that, given
roughly k/ (e?a?) samples, we can guarantee that probability vectors that are far
from the optimal vector p* will also be significantly sub-optimal in the sense that
they are far from being maximizers of the empirical log-likelihood.

Claim 8.12. Let N > Q) (k/(e?a?)log(1/6)). With probability at least 1 — &, we have
that, for every p € A¥ such that ||p — p*||1 > e, it holds

max Ly (q) ~ £(p) 2 O ((ea)?)

Proof. We first construct a cover of the probability simplex A by discretizing
each coordinate p; to integer multiples of O((e3/?a/k)?). The resulting cover C
contains O((k/(€3/%x))?*) elements. We first observe that we can replace any
element p € A with an element p’ inside our cover C without affecting the value

of the objective Ly (p) by a lot. In particular, using the fact that x — log(x) is
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1/r-Lipschitz in the interval [r, +c0), we have that for any set S C {1,...,k} it
holds

‘log<2pl> —log<Zqz> Z(Pi—‘h’)

i€S ieS ZIGS Pilics

k
< E||P—4||1,

where we used the fact that, since p € A, it holds p; > €/k. Therefore, when we
round each coordinate of a vector p to the closest integer multiple of O((e3/2a/k)?)
we geta vector p’ € C such that for any set S it holds | log(};cs pi) —log(Yics qi)| <
242 /6 which implies that the empirical log-likelihood satisfies | Ln(p) — Ln(p)| <
242 /6. We will now show that, with high probability, any element p of the cover
C such that ||p — p*||1 > ¢, satisfies Ly (p*) — Ln(p) > €2a?/2. We will use the
following concentration result on likelihood ratios.

Lemma 8.13 (Proposition 7.27 of Massart (2007)). Let Dy, D, be two distributions (on
any domain) with positive density functions f, g respectively. For any x € IR, it holds

Zlog ) < (dry(D1,D;))? —2x/N| <e*.

X1, xNNDl

Using the above lemma with x = O(log(|C|/¢)) = O(klog(k/(ed))) and
N = O(klog(k/(ed))/ (a%€?)),

we obtain that, with probability at least 1 — ¢/|C|, it holds Ln(p*) — Ln(p) >
dry(Dy, D)% — a?€? /2. From the union bound, we obtain that the same is true for
all vectors p € C with probability at least 1 — 6. We are now ready to finish the
proof of the claim. Let p € A¥ be any probability vector such that ||p — p*||; > e.
Let p € AF be the maximizer of the empirical likelihood constrained on AX, i.e.,

p = argmax__z £n(g) and let p* be the closest vector of the cover C to p*. We

qe
have

Ln(p) — Ln(p) = Ln(pY) — Ln(p) = Ln(p*) —€2a*/6 — Ln(p) -
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The first inequality holds since both p and p* lie in A¥. The second inequality holds
since we can replace the point of the cover p* € C, with each closest point in the
simplex p* without affecting the likelihood value by a lot. Finally, since p lies in

A¥, we can replace it with a point p’ in the cover with ||p’ — p*||1 > €, and get that
Ln(P) = Ln(p) = Ln(p7) — €a®/6 — Ln(p') — *a® /6,

and, since Ly (p*) — Ln(p') > €%a?/2, we have that Ln(p) — Ln(p) = Q(e?a?).
Ol

This concludes the proof of Proposition 8.11. O

The Proof of Theorem 8.4

In this subsection, we prove Theorem 8.4. Our goal is to simulate a statistical query
oracle which takes as input a query function 4 with domain X x Z and outputs an
estimate of its expectation with respect to finely labeled examples E(, .).p[q(x,z)],
using coarsely labeled examples. Recall that since we have sample access only to
coarsely labeled examples (x, S) ~ Dy, we cannot directly estimate this expectation.
The key idea is to perform rejection sampling on each coarse sample (x,S) with
acceptance probability g(x,j) for any fine label j € Z. Because of the rejection
sampling process, this marginal distribution is not the marginal of D on the fine
labels Z, but the marginal of D on the fine labels, conditional on the accepted
samples. However, the task of estimating from this marginal distribution can be
still reduced to the unsupervised problem (see Proposition 8.11) of the previous
section. Consider an arbitrary query function g : X x Z — [—1,1] and, without
loss of generality, let Z = [k]. Recall that D is the joint probability distribution on
the finely labeled examples (x, z). We have that

k

E [q(x,z) :i [ le{z—]}]:z [ l{z—]}} (8.4)

]:1 ]:1
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Since we would like to estimate the expectation of the query g(x, z) with tolerance
T, it suffices to estimate the expectation of each query gq;(x)1{z = j} with toler-
ance 7/k for any j € [k]. Hence, it suffices to estimate expectations of the form
E(y2)~p[f (x)1{z = j}] for arbitrary functions f : X — [0,1]* and j € [k].

Let Dy denote the marginal distribution of the examples x € X'. The algorithm
performs rejection sampling. Each coarsely labeled example (x,S) ~ Dy is ac-
cepted with probability f(x), that does not depend on the coarse label S. Hence, the
rejection sampling process induces a distribution Df over finely labeled examples
(x,z) € X x Z with density

x)
Df(x,z) = LD(x,z).

Evup, [f(%)]
We remark that, we do not have sample access to Df because we do not have
sample access to the distribution D of the fine examples; we introduced the above
notation for the purposes of the proof. Similarly, to Dy, we define D£ to be the
marginal distribution of x conditional on its acceptance, i.e.,

D) =~ __p.(x). 8.5

S SVENFE) 9

Let D, denote the marginal distribution of the fine labels [k| and let D,(-|x) be the
marginal distribution conditional on the example x. We have that

E_[fon{z=7] = [ fD(j)dx = [ f()Dx(x)D:(jlx)dx
(x,z)~D X

The above expectation can be equivalently written, by multiplying and dividing
by Df

(&%%ﬁﬂwvmmmyx

2Any function f : X — [—1,1] can be decomposed into f = f* — f~ with f*, f~ > 0and, by
linearity of expectation, it suffices to work with functions f with image in [0, 1].

fez=j] = |

(x,z)r~ X
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The first term in the integral is equal to Ey.p_[f(x)], by substituting Equation (8.5)
and, hence, is constant. The second term corresponds to the probability of observ-
ing the fine label j, given an example x, that has been accepted from the rejection
sampling process. Similarly, to the marginal D,, we define D; to be the marginal
distribution of the fine labels z conditional on acceptance. Hence, we can write

W fEMz=1 = B @] Prl=j. (86)
The decomposition of the expectation of Equation (8.6) is a key step: we now only
need to learn the marginal distribution of fine labels conditional on acceptance Dg :

Recall that our goal is to estimate the left-hand side expectation of Equation (8.6)
with tolerance 7/k. We claim that it suffices to estimate each term of the right hand
side product of Equation (8.6) with tolerance 7/(2k). This is implied from the
following: consider an estimate ji of the value E,.p_[f(x)] and an estimate p of the

value Pr

D! [z = j]. Then, using Equation (8.6), we have that

4

op- B e =i = |- B )] Pele=]

and, hence, by adding and subtracting the term y Pr z = j], using the triangle

ZNDZ [
inequality and, since both Ex.p, [f(x)] and Pr__ ¢[z = j] are at most 1, we get that

Fop- B Feoz= ] < |- E [Fl]+ - Prle= ill-

We will show that O(k*/ (t3a?) log(1/5)) samples are sufficient to bound each term
of the right hand side by 7/(2k), with high probability. In order to estimate the
expectation E(, .)..p[q(x, z)], the algorithm applies (in parallel) the above process
k times with f = g; for any j € [k] (using Equation (8.4)) using a single training
set of size N = O(k*/(72a?) log(1/6)) drawn from the distribution D of coarsely
labeled examples. Moreover, the running time is polynomial in the number of

samples N. To conclude the proof, it suffices to show the following claims.
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Claim 8.14. There exists an algorithm that, uses N = O(k*/ (T3a?) log(1/6)) samples
from Dy and computes an estimate p, that satisfies \p —Pr___ / [z =] ’ < 1/(2k), with
probability at least 1 — J.

Proof. Recall that the distribution Dg is the marginal distribution of the fine labels
z € Z = [k], conditional that the example x ~ Dg, i.e., that the example x € X
has been accepted by the rejection sampling process. Hence, the distribution Dg is
supported on Z. We can then directly apply Proposition 8.11, using as training set
the set of accepted coarsely labeled samples (x, S) and can compute an estimate D,
that is e-close in total variation distance to D{ . By setting € = 7/(2k), the algorithm
uses O(kK3/ (t2a2) log(1/6)) samples from the set of accepted samples and outputs
the estimate 7 = D(j). For the example x € X, the acceptance probability f(x) can
be considered Q)(7/k). Otherwise, we can set the desired expectation equal to 0.
Hence, the algorithm needs to draw in total O(k*/(73a2) log(1/6)) samples from

D, in order to compute an estimate p that satisfies

- Prlz=jl| <7/(),

ZND{
with probability at least 1 — 4. O

Claim 8.15. There exists an algorithm that, uses N = O((k?/1%)log(1/5)) samples
from Dy and computes an estimate Ji, that satisfies ‘ﬁ —E.p,[f(x)] ‘ < 1/(2k), with
probability at least 1 — J.

Proof. The algorithms draws N coarsely labeled examples from D, and computes
the estimate y = % YN, f(x;). From the Hoeffding bound, since the estimate is a
sum of independent bounded random variables, we get

Pr { - E )] > T/(Zk)] < 2exp(— N2/ (22)).

x~Dy

Using N = O((k*/71%)log(1/5)) samples, the algorithm estimates the desired
expectation with error 7/ (2k), with probability at least 1 — ¢. Note that, if i <
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T/(2k), the algorithm can output 0, since the estimated value will lie in the desired

tolerance interval. O

8.3 Learning Gaussians from Coarse Data

In this section, we focus on an unsupervised learning problem with coarse data.
Recall that we have already solved such a problem in the discrete setting as an
ingredient of our supervised learning result, see Section 8.2. In this section, we
study the fundamental problem of learning a Gaussian distribution given coarse
data. In Section 8.3, we show that, under general partitions, this problem is NP-
hard. In Section 8.3, we show that we can efficiently estimate the Gaussian mean

under convex partitions of the space.

Computational Hardness under General Partitions

In this section, we consider general partitions of the d-dimensional Euclidean
space, that may contain non-convex subsets. For instance, a compact convex
body and its complement define a non-convex partition of R?. In order to get
this computational hardness result, we reduce from MAX-CUT and make use of
its hardness of approximation (see Hdstad (2001)). Recall that MAX-CUT can be
viewed as a maximization problem, where the objective function corresponds
to a particular quadratic function (associated with the Laplacian matrix of the
given graph instance) and the constraints restrict the solution to lie in the Boolean
hypercube (the constraints can be seen geometrically as the intersection of bands,
see Figure 8.3).

We first define MAX-CUT and a variant of MAX-CUT where the optimal cut
score is given as part of the input. Let G = (V, E) be a graph® with d vertices. A cut
is a partition of V into two subsets S and S’ = V' \ S and the value of the cut (S, S')
is c(S,5") = Ly per H{u € S,v € S'}. The goal of the problem is find the maximum
value cut in G, i.e., to partition the vertices into two sets so that the number of

3We are going to work with graphs with unit weights.
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edges crossing the cut is maximized. We can define MAX-CUT as the following
maximization problem for the graph G = (V,E) with |V| =d:

max ) (xi— x]-)z, subj. to x; € {—1,+1} Vi € [d].
(ij)€E

The objective function is the quadratic form xTLcx, where L is the Laplacian
matrix of the graph G. We may also assume that the value of the optimal cut is
known and is equal to opt.* Before proceeding with the overview of the proof, we
state a key result of Hastad (2001) about the inapproximability of MAX-CUT .

Lemma 8.16 (Inapproximability of Maximum Cut Problem Hastad (2001)). It is
NP-hard to approximate MAX-CUT to any factor higher than 16 /17.

Figure 8.3: The geometry of the MAX-CUT instance. The left figure corresponds
to the fat hyperplanes, i.e., the constraints of MAX-CUT and the right figure (the
ellipsoid) corresponds to the objective function of MAX-CUT . The green points lie
in the Boolean hypercube.

4Observe that this problem is still hard, since the maximum value of a cut is bounded by d?
and, hence, if this problem could be solved efficiently, one would be able to solve MAX-CUT by
trying all possible values of opt.
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Sketch of the Proof of Theorem 8.7

The first step of the proof is to construct the distribution over partitions of R?. The
MAX-CUT problem can be viewed as a collection of 4 + 1 non-convex partitions
of the d-dimensional Euclidean space. Consider an instance of MAX-CUT with
|V| = d and optimal cut value opt. Consider the collection of d + 1 partitions
B = {X,...,X4,T}. We define the partitions as follows: for any i = 1,...,4d,
welet S; = {x : —1 < x; < 1} be the sets that correspond to fat hyperplanes of
Figure 8.3(a) and the partitions Z; = {S;,5¢}, i.e., pairs of fat hyperplanes and
their complements (see Figure 8.4(a,b)). These d partitions will simulate the MAX-
CUT constraints, i.e., that the solution vector lies in the hypercube {—1,1}%. Tt
remains to construct 7, which intuitively corresponds to the quadratic objective of
MAX-CUT .

3 > I'] y I'] - - > I']

Figure 8.4: The mixture of partitions that corresponds to the MAX-CUT problem.
In figures (a) and (b), we partition the Euclidean space using fat hyperplanes (the
blue set S1 and the red set S respectively) and their complements S§ = R?\ S;
and S§ = R?\ S,. The third figure (c) partitions R? using the ellipsoid T = {x :
xTZ~1x < g} and its complement T¢ = R? \ T (for some d x d covariance matrix
L and positive real g).

Fix the covariance matrix & = Lalopt 5 i.e., X is the inverse of the Laplacian
normalized by opt. We let T = {x : xT£~1x < g} for some positive value g to be

5In fact, Lg has zero eigenvalue with eigenvector (1,...,1): we have to project the Laplacian to
the subspace orthogonal to (1,...,1) to avoid this. We ignore this technicality here for simplicity.
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defined later (see Figure 8.3(b) and Figure 8.4(c)). Then, we let 7 = {T,T¢}. We
construct a mixture 7r of these partitions by picking each one uniformly at random,
i.e., with probability 1/(d + 1).

Let us assume that there exists an algorithm that, given access to samples from
N, 7(p*, L), with known covariance X, computes, in time poly(d), a mean vector
u so that the output distributions are matched, i.e., dry (Nz(u, L), Nz (u*, X)) is
upper bounded by 1/d° for some absolute constant ¢ > 1. Equivalently this means
that the mass that A/ (pu, £) assigns to each set S; and T is within poly(1/d) of the
corresponding mass that NV (u*, ) assigns to the same set. There are two main

challenges in order to prove the reduction:

1. How can we generate coarse samples from N (p*, Z) since pu* is the solution
of the MAX-CUT problem and therefore is unknown?

2. Given opt, is it possible to pick the threshold g of the ellipsoid T = {x €
R? : xTE71x < g} so that any vector u# (rounded to belong in {—1,1}9),
that achieves N (1, Z; T) =~ N (p*,%; T) and N (u, L; S;) = N (p*, %; S;), also
achieves an approximation ratio better than 16 /17 for the MAX-CUT objective
?

The key observation to answer the first question is that, by the rotation invari-
ance of the Gaussian distribution, the probability N (u*, X; T) = Pr,. N (3 E) [xTZ_lx <
q] is a constant p that only depends on the value opt of the MAX-CUT problem.
Therefore, having this value p, we can flip a coin with this probability and give
the coarse sample T if we get heads and T¢ otherwise. Similarly, the value of
N (p*,%;S;) is an absolute constant that does not depend on u* € {—1,1} and
therefore we can again simulate coarse samples by flipping a coin with probability
equal to MV (u*, %; S;).

To resolve the second question, we first show that any vector u that approxi-
mately matches the probabilities of the d fat halfspaces, lies very close to a corner
of the hypercube, see Lemma 8.20. Therefore, by rounding this guess y, we obtain
exactly a corner of the hypercube without affecting the probability assigned to
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the ellipsoid constraint by a lot. We then show that any vector of the hypercube
that almost matches the probability of the ellipsoid achieves large cut value. In
particular, we prove that there exists a value for the threshold g of the ellipsoid
xTE71x < g that makes the probability N (u, Z; T) very sensitive to changes of p.
Therefore, the only way for the algorithm to match the observed probability is to

find a u that achieves large cut value. We show the following lemma.

Lemma 8.17 (Sensitivity of Gaussian Probability of Ellipsoids). Let N (u*,X),
N (u, L) be d-dimensional Gaussian distributions. Let v* = L~/ 2y*, v = L=1/2y
and assume that ||v||2 < ||v*||2 = 1. Denote q = d + ||v*||5 + \/2d + 4||v*||3. Then,
assuming d is larger than some sufficiently large absolute constant, it holds that

lo* 113 — llol3

6v/2d + 4 o1/ V).

Ty —1 Ty —1
ey P EESA B PR e 2

Notice that with Z = L_'opt, in the above lemma, we have ||o*[|2 = 1, since
p* achieves cut value opt. By assumption, we know that the learning algorithm
can find a guess u that makes the left hand side of the inequality of Lemma 8.17
smaller than poly(1/d). Thus, we obtain that, for d large enough, it must be that
|03 = uTLgpu/opt > 16/17. Therefore, u achieves value greater than (16/17)opt.

Remark 8.18. The transformation v used in the above hardness result is not information
preserving. In Theorem 8.7, we prove that it is computationally hard to find a vector
u € R? that matches in total variation the observed distribution over coarse labels.
In contrast, as we will see in the upcoming Section 8.3, when the sets of the partitions
are convex, we show that there is an efficient algorithm that can solve the same problem
and compute some p € R? such that TV (N (p*), Nz (u)) is small regardless of whether
the transformation 7t is information preserving. When the transformation is information

preserving, we can further show that the vector u that we compute will be close to p*.
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Sensitivity of Gaussian Probabilities

We now prove Lemma 8.17, namely that the probability of an ellipsoid with respect
to the Gaussian distribution is sensitive to small changes of its mean.

Proof of Lemma 8.17. We first observe that

Pr AT x<gl= Pr [xTx+2u"2V2x<g—uTx!
x~N(p,X) [ q] x~N(0,I) [ # - F 'u]
= Pr [xTx+20Tx<g—|v|3],
xNJ\/'(O,I)[ q—|l Hﬂ

where v = £7/2y. Similarly, we have Pry x5y [¥TE 7% < q] = Pronon [xTx+
2(v*)Tx < g — ||v*||3], where v* = £~1/2y*. From the rotation invariance of the
Gaussian distribution, we may assume, without loss of generality, that v = ||v||e;
and v* = ||v*||e;. Notice that (||o|2 + x1)2 + ¥4, x? is a sum of independent
random variables. To estimate these probabilities we are going to use the central

limit theorem.

Lemma 8.19 (CLT, Theorem 1, Chapter XV in Feller (1957) ). Let Xi, ..., Xy be
independent random variables with E[|X;|®] < +oco for all i. Let m; = E[Y1_; X;] and
mj = Y1 E[(Xi — E[X;])/]. Then,

(X Xi) —my (1—x%)¢(x) 3/2
P <x| —®(x) =my—21"7 ,
' S (x) = m3 6m3’? o <”/ e >

where O(-), resp., (-) is the CDF resp., PDF of the standard normal distribution and the
convergence is uniform for all x € R.
Using the above central limit theorem we obtain

d 1
Pr [(Hv*Hz +ap)t ) a7 < q] = ®(7;) +O (ﬁ) (1—@*)¢(q1) +o (1/\/3) ,

x~N(0,I) =
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- _ gt} _ w2 4/ x[[2 A
where §; = e Since q = d + ||v*||* + y/2d + 4||v*||5 we obtain §; = 1

and therefore

Pr [xTx+z(v*)Tx <q- ||v*||§] —d(1) +o (1/\/3) .

x~N(0,I)

Similarly, from the central limit theorem, we obtain

x~N(0,I)

Pr [(|v|\2+x1 Zx<q] @) +0 (= ) (1= @2t +o (1/Vd)

- q=(d+]el3) _
where 7, = e 14 O(1/+/d). Therefore, we have
T T < — 2 = J
xwﬁfo,u [x x+20Tx < g ||v||2] D(5,) 40 (1/\/3) .

Moreover, we have that 7o > 1+ (||o*|3 — ||©||3)/(y/2d + 4||v||3). Using the fact
that d is sufficiently large and standard approximation results on the Gaussian
CDF, we obtain

* (12 __ 2
@ <1+ o7l ~ ol '”'2) ~ () = (0" B~ [ol3)/ (624 + 4[0[3)

2d + 4v||3

and, since ||v]|2 < 1, we conclude that the left-hand side satisfies

*[2 2
o (14172200 _ 1) > (o3 — ol)/ (6v20+3) .
2d + 4v]|3

The result follows. ]

We will also require the following sensitivity lemma about the Gaussian proba-
bility of bands, i.e., sets of the form {x : |x;| < 1}. We show that the probabilities
of such regions are also sensitive under perturbations of the mean of the Gaus-
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sian. This means that any vector y that has Pr,. N(1E) [ —1<x; < 1} close to
Pr, n(ux) [ — 1 < x; < 1] must be very close to a corner of the hypercube.

Lemma 8.20 (Sensitivity of Gaussian Probability of Bands). Let N'(u*, L), N (4, L)
be two d-dimensional Gaussian distributions with el Ze; < Q, and || = 1foralli € [d).
Then, for any i € [d], it holds that

_min(1, (1 — |p])?)

Pr [-1<x<1]—- Pr [-1<x<1]|>c oL ,

x~N (u*, L) - x~N(u,X)

for some absolute constant ¢ € (0, 1].

Proof. Let us fix i € [d], define p* (resp. u) for p (resp. p;), and 0 = ;. Without
loss of generality since both Gaussians have the same variance ¢ by symmetry we
may assume that y* = 1 and y € [0, +00). We first deal with the case y > 1. We

have
Pr [-1<x<1]—- Pr [—-1<x<1]
x~N (p*,Z) x~N(uE)
N (u,0%;t) )}
= E Ht <1} |1-—F—= ]| -
t~N (1,02) { < }( N(1,02t)
. . N(u az.t) (=D (=p2t=1) L.
We have that since y > 1 the ratio Nz = ¢ 202 is maximized for t =1
1 2

and has maximum value e 22 . By taking the derivative with respect to o we
observe that the probability that N(1, o) assigns to [—1, 1] is decreasing with respect
to o and therefore it is minimized for ¢ = 1. We have that Pr;_yr(1,)[—1 < t <
1] = O(1/0) and therefore Pr, /() [—1<x <1] - Pl (ux) [-1<x <

_w-1?
1] >C- (1 —¢ 27 ). We can obtain the significantly weaker lower bound of

cmin(1, (1 — |u|)?) for some absolute constant ¢ € (0,1] by using the inequality
1—e7* >1/2min(1, x) that holds for all x € [0, 4o0).

We now deal with the case u € [0,1). In that case the expression of their ratio
of the densities of N'(1,0) and N (i, o) derived above shows us that they cross
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att = (1+ p)/2. Therefore, they completely cancel out in the interval [y, 1]. We
have Pry arz)[—1 < 2 < 1] = Pry yep)—1 < % < 1] = Prooye)l—1 <
t < p]—Pryopnan—1<t<p]=Q((1—u)/(1+0c*)), where to obtain the last
inequality we use standard approximations of Gaussian integrals. Combining the
above two cases we obtain the claimed lower bound.

O

The Proof of Theorem 8.7

We are now ready to provide the complete proof of Theorem 8.7. Consider an
instance of MAX-CUT with |V| = d and optimal value opt = O(d?). Let Lg be the
Laplacian matrix of the (connected) graph G. Since the minimum eigenvalue of Lg
is 0, we project the matrix onto the subspace V that is orthogonal to1 = (1,...,1).
We introduce a (d — 1) x d partial isometry R, that satisfies RR” = I and R1 = 0,
i.e., R projects vectors to the subspace V. We consider L, = RLGR”. It suffices
to find a solution x € V and then project back to R%: y = RTx. We note that the
matrix L, is positive definite (the smallest eigenvalue of L, is equal to the second

smallest eigenvalue of L) and preserves the optimal score value, in the sense that

opt = maxy! Loy = max(RTx)TLg(RTx) = maxxTLix.
eRr? xeR4 xeV
Assume that there exists an efficient black-box algorithm 4, that, given sample
access to a generative process of coarse Gaussian data N (p*, X) with known

6

covariance ® matrix X, computes an estimate  in poly(d) time, that satisfies

drv (N (i, £), N (4, E)) < 1/d° .

We choose the known covariance matrix to be equal to £ = (L};) ~lopt, where opt is

the given optimal MAX-CUT value and let #* € {—1,1}%"! be the unknown mean

®We remark that our hardness result is stated for identity covariance matrix (and not for an
arbitrary known covariance matrix). In order to handle this case, we provide a detailed discussion
after the end of the proof of Theorem 8.7.



245

vector. Recall that, not only the black-box algorithm 4, but also the generative
process that we design is agnostic to the true mean. However, as we will see the
knowledge of the optimal value opt and the fact that the true mean lies in the
hypercube {—1,1}4~! suffice to generate samples from the true coarse generative
process N (u*,X).

In what follows, we will construct such a coarse generative process using the
objective function and the constraints of the MAX-CUT problem. Specifically, we
will design a collection B = {X4,...,X; 1, T } of d partitions of the d-dimensional
Euclidean space and let the partition distribution 7t be the uniform probability
measure over B.

We define the partitions as follows: forany i = 1,...,d —1,let S; = {x :
-1 < x <1} and X; = {5;,S}. These d — 1 partitions simulate the integrality
constraints of MAX-CUT , i.e., the solution vector should lie in the hypercube
{—1,1}4~1. It remains to construct 7, which corresponds to the quadratic objective
of MAX-CUT . Welet T = {x € R? : xTE7x < g}, for ¢ > 0 to be decided. Then,
we let 7 = {T, T°}. Recall that the known covariance matrix £ = (L};) lopt lies
in R@-1*(@-1) and, so, we will use d — 1 bands (i.e., fat hyperplanes).

The main question to resolve is how to generate efficiently samples from the de-
signed general partition, i.e., the distribution N (u*, X), without knowing the value
of u*. The key observation is that, by the rotation invariance of the Gaussian distri-
bution, the probability N'(u*, Z; T) = Pry._ (s x) [x' 2~ 'x < q] isa constant p that
only depends on the value opt of the maximum cut (see the proof of Lemma 8.17).
Therefore, having this value p, we can flip a coin with this probability and give the
coarse sample T if we get heads and T otherwise. At the same time, the value of
N (p*,£;S;) is an absolute constant that does not depend on p* € {—1,1}%"1 and,
therefore, we can again simulate coarse samples by flipping a coin with probability
equal to NV (u*, X; S;). More precisely, since S; is a symmetric interval around 0, we
have that

Pr [-1<x<1]= Pr [-1<t<1].
x~N (p*,L) t~N(1,Z;)

Notice that the above constant only depends on the known constant L;; and can be



246

computed to very high accuracy using well known approximations of the Gaussian
integral or rejection sampling. Moreover, all the probabilities N (u*, Z; S;), N (u*, %; T)
are at least polynomially small in 1/d. In particular, N (y*,%;S;), is always
larger than Q)(1/0) > poly(1/d) and smaller than 1/2 and N (p*, %; T) = ®(1) +
0(1/+/d) 7, see the proof of Lemma 8.17. Having these values we can generate
samples from N as follows:

1. Pick one of the d sets Sy, ...,S;_1, T uniformly at random.

2. Hlip a coin with success probability equal to the probability of the correspond-
ing sets and return either the set or its complement.

Giving sample access to the designed oracle with B = {Xy,...,X;_1,7 }, the
black-box algorithm A computes efficiently and returns an estimate 7 € R?~, that

satisfies

dry (N (i, Z), Nz (", E)) < o(1/d°).

We proceed with two claims: (i) the algorithm’s output pi should lie in a ball of
radius poly(1/d), centered at one of the vertices of the hypercube {—1,1}4~! and
(ii) it will hold that the rounded vector fi = (sgn(fi;))1<i<qg_1 € {—1,1}971 will
attain a cut score, that approximates the MAX-CUT within a factor larger than
16/17. By the algorithm’s guarantee, since 7 is the uniform distribution, we get
that

d—1

NI T) =N T T+ ) INGLES:) = N (i, 5;8:)| = o(1/d7).

i=1
Hence, we get that each of the above d summands is at most o(1/ dc_l).

Claim 8.21. It holds that ||pi — ji||co < €, where i is the black-box algorithm’s estimate
and ji its rounding to {—1,1}9°1,

’®(-) is the CDF of the standard Normal distribution.
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Proof. For any coordinate i € [d — 1], we will apply Lemma 8.20 in order to bound
the distance between the estimated guess and the true, based on the Gaussian mass
gap in each one of the d — 1 bands.

Note that |u}| = 1foralli € [d —1]. Also, note that the (d —1) x (d — 1) matrix
Ly, is positive definite and the minimum eigenvalue A(L(;) is equal to the second
smallest eigenvalue of the d x d Laplacian matrix L. It holds that A(Li;) > 0.
Hence, the maximum entry of the covariance matrix Z = (L};) lopt is upper
bounded by 1/(opt- A(L;)) < Q = poly(d) for some value Q. Using Lemma 8.20
and the algorithm’s guarantee, we have that

(Il ~17/Q* <IN, 2581) = N (", Z359)| =0 1/

For sufficiently large ¢, we get that each coordinate of the estimated vector yi lies
in an interval, centered at either 1 or —1 of length 0(1/d°~!). This implies that
|7 — w||w < € for some € = 0(1/d°"!) and some vertex w of the hypercube
{-1, 1}d_1. Hence, we have that s should lie in a ball, with respect to the L., norm,
centered at one of the vertices of the (d — 1)-hypercube with radius of order e
and note that this vertex corresponds to the rounded vector y of the estimated
vector. [

We continue by claiming that the rounded vector 7 attains a MAX-CUT value,

that approximates the optimal value opt withing a factor strictly larger than 16/17.

Claim 8.22. The MAX-CUT value of the rounded vector fi € {—1,1}4~1 satisfies
AL > (16/17) - opt.

Proof. We will make use of Lemma 8.17, in order to get the desired result via
the Gaussian mass gap between the two means on the designed ellipsoid. In
order to apply this Lemma, note that, for the true mean p*, we have that ||v*||3 =
1(£%)712u*|13 = ((p*)TLp*) /opt = 1, since the true mean attains the optimal
MAX-CUT score. Similarly, for the rounded estimated mean i, the associated vector

v satisfies ||9]|2 < 1, since its cut value is at most opt. So, we can apply Lemma 8.17
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with v* = Z71/2y* and v = /%4 and get that

]

which implies that, for some small constant ¢/, the value of the estimated mean
satisfies #' Lz > (1 — ¢’ —1/d°)opt. This implies that the algorithm A can
approximate the MAX-CUT value within a factor higher than 16/17. O

Known Covariance vs. Identity Covariance. Recall that our hardness result
(Theorem 8.7) states that there is no algorithm with sample access to N (u*) =

Nz (p*, I), that can compute a mean i € R? in poly(d) time such that dry (N5 (), N (p*)) <
1/d° for some absolute constant ¢ > 1. In order to prove our hardness result, we as-

sume that there exists such a black-box algorithm .A. Hence, to make use of A, one

should provide samples generated by a coarse Gaussian with identity covariance

matrix. However, in our reduction, we show that we can generate samples from a

coarse Gaussian (which is associated with the MAX-CUT instance) that has known
covariance matrix . Let us consider a sample S ~ N (p*,X). Since L is known,

we can rotate the sets and give as input to the algorithm A the set

r1/2.5.— {Z_l/zx:xeS} ,

i.e., we can implement the membership oracle Oy 1,2 ¢(+), assuming oracle access
to Os(-). We have that Oy _1/2.5(x) = Os(X!/%x). We continue with a couple of
observations.

1. We first observe that, for any partition S of the d-dimensional Euclidean
space, there exists another partition /2.8 consisting of the sets -2, S,
where S € S. Note that since Z~1/2 is full rank, the mapping x — £~1/?xis a
bijection and so £71/2 - § is a partition of the space with 7(£71/2.S) = 7(S).
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2. We have that x € S if and only if £71/2x € £71/2. S and so

E [1{x€S 1z Vxex 2.
xNN(M)[ {xes}] = XNN(”Z[ {27 H-
Since it holds that w ~ A (u,Z) if and only if w = T2z + p with z ~
N(0,1), we get for an arbitrary subset S C R? that
E [1{xeS}= E [1{z71/2(gl/? ex 2.5
xNN(y,E)[ {xesh xNN(o,I)[ { ( x+y> }]
= E 1{xex 2.5} .
x~N (Z-12p,1) [ {x }}

Let us consider a set S C R¥ distributed as N;(u*, L). This set is the one that the
algorithm with the known covariance matrix works with. We are now ready to
combine the above two observations in order to understand what is the input to
the identity covariance matrix algorithm. We have that

Zl{SGS}N( N (#, Z;5)

= 21{5 € S}(S)N (X YV2u*, ;x71/2.5)
S

sz o

= Z 1{271/2 .S ¢ 2*1/2 . 8}7-[(2*1/2 . S)N(Zfl/zy*, I, 271/2 . S)
y-1/2.8

= Pr [S],
S'~N (271 2p%,1)

where the set S’ is distributed as N, (Z~1/2u*, I) where 7’ is the "rotated’ partition
distribution supported on the rotated partitions Z~1/2 - S for each S with 77(S) > 0.
We remark that the second equation follows from the second observation and the
third equation from the first one. Hence, the algorithm A (the one that works with
identity matrix) obtains the rotated sets (i.e., membership oracles) /2.5 and

the (unknown) target mean vector is u = £~ 1/2p*.
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Efficient Mean Estimation under Convex Partitions

In this section, we formally state and prove Theorem 8.8 which is stated in Sec-
tion 8.1: we provide an efficient algorithm for Gaussian mean estimation under
convex partitions. The following definition of information preservation is very
similar with the one given in the introduction, see Definition 8.3. The difference is
that we only require from 7t to preserve the distances of Gaussians around the true
Gaussian N (u*) as opposed to the distance of any pair of Gaussians A/ (u*): this is
a somewhat more flexible assumption about the partition distribution 7t and the
true Gaussian N (p*) as a pair.

Definition 8.23 (Information Preserving Partition Distribution for Gaussians). Let
a € [0,1] and consider a d-dimensional Gaussian distribution N (u*). We say that 7
is an a-information preserving partition distribution with respect to the true Gaussian
N (p*) if for any Gaussian distribution N (p), it holds that dry (Nz (), Nz(u*)) >
o dry (N (), N (u*)).

We refer to Appendix G.3 for a geometric condition, under which a partition is
a-information preserving. In particular, we prove that a partition is a-information
preserving if, for any hyperplane, it holds that the mass of the cells of the partition
that do not intersect with the hyperplane is at least «. This is true for most natural
partitions, see e.g., the Voronoi diagram of Figure 8.2. In this section, we discuss
and establish the two structural lemmata required in order to prove Theorem 8.8.
Our goal is to maximize the empirical log-likelihood objective

1 N
Ln(p) = 55 Llog N (:Si), (8.7)

i=1
where the N (convex) sets Sy, ..., Sy are drawn from the coarse Gaussian gen-
erative process N (u*). We first show that the above empirical likelihood is a
concave objective with respect to g € R?. In the following lemma, we show that
the log-probability of a convex set S, i.e., the function log M (y; S) is a concave

function of the mean p.
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Lemma 8.24 (Concavity of Log-Likelihood). Let S C R¥ be a convex set. The function
log N (u; S) is concave with respect to the mean vector u € RY.

In order to prove that the Hessian matrix of this objective is negative semi-
definite, we use a variant of the Brascamp-Lieb inequality. Having established
the concavity of the empirical log-likelihood, we next have to bound the sample

complexity of the empirical log-likelihood. We prove the following lemma.

Lemma 8.25 (Sample Complexity of Empirical Log-Likelihood). Let €, € (0,1)
and consider a generative process for coarse d-dimensional Gaussian data N (p*) (see
Definition 8.5). Also, assume that every & € supp(7) is a convex partition of the
Euclidean space. Let N = Q)(d/ (e2a?) 1og(1/6)). Consider the empirical log-likelihood
objective

1 N
Ln(w) = 55 2 Tog N (1 Si) -
i=1

Then, with probability at least 1 — &, we have that, for any Gaussian distribution N (u) that

satisfies dry (N (), N (")) > ¢, it holds that maxgega Ln(7E) — Ln(p) = Q(c2a?)

The above lemma states that, given roughly O(d/ (€242)) samples from Ny (u*),
we can guarantee that the maximizer p of the empirical log-likelihood achieves a to-
tal variation gap at most € against the true mean vector u*, i.e., dry (N (), N (u*)) <
€. In fact, thanks to the concavity of the empirical log-likelihood objective, it suffices
to show that Gaussian distributions N (u), that satisfy dry (N (u), N (u*)) > €, will
also be significantly sub-optimal solutions of the empirical log-likelihood maxi-
mization. The key idea in order to attain the desired sample complexity, is that is
suffices to focus on guess vectors u that lie in a sphere of radius Q)(¢). Technically,
the proof of Lemma 8.25 relies on a concentration result of likelihood ratios and in
the observation that, while the empirical log-likelihood objective Ly is concave
(under convex partitions), the regularized objective Ly (p) + ||#]|3 is convex with
respect to the guess mean vector p.
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Concavity of Log-likelihood: Proof of Lemma 8.24

In this section, we show that the log-likelihood is concave when the underlying
partitions are convex. The Hessian of the log-likelihood £ for the set S has a notable
property. When restricted to a direction v € RY, the quadratic vT(V?L£)v quan-
tifies the variance reduction, observed between the distributions N (Gaussian
conditioned on S) and A/ (unrestricted Gaussian, i.e., S = R?). When the set S is
convex (and, hence the indicator function 15 is log-concave), the variance of the un-
restricted Gaussian is always larger than the conditional one. This intriguing result
is an application of a variation of the Brascamp-Lieb inequality, due to Hargé (see
Lemma 8.26 for the inequality that we utilize). Recall that, both the empirical and
the population log-likelihood objectives are convex combinations of the function
f(u,%;S) =log N (u,%;S) and, hence, it suffices to show that f is concave with
respect to u € RY, when the set S is convex.

Proof of Lemma 8.24. Without loss of generality, we can take & = I € R%*?, Let
f(u;S) =log N (s, I; S) for an arbitrary convex set S C R. The gradient V,f ()
of f with respect to u is equal to

v, <10g /S ﬁexp (_ (x—ﬂ);(x —m) dx)

_ Jsxexp(—(x—p)"(x —p)/2)dx
Jsexp(—(x —w)T(x — p) /2)dx

Hence, we get that

Vif) = B e

We continue with the computation of the Hessian of the function f with respect to
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_ Jsx(x — )" N (u, [;x)dx
Vif(w) =—1+= N, L;9)

(fs xN(pu, I; x)dx) (fs(x —u)N(p I x)dx)
N(w I;S)? ’

and, so, we have that

\Y% =-—I+ E [xf]—- E |[x E [xT])= Cov [x]-1I.
wf () (xNNs(it/I)[ | xNNs(ﬂJ)[ | XNNs(ﬂJ)[ ]) was(ﬂJ)[ |
Observe that, when S = R, we get that both the gradient and the Hessian vanish.
In order to show the concavity of f with respect to the mean vector y, consider an
arbitrary vector v € R? in the ball |7, = 1. We have the quadratic form

2
vTV2 v=0 Cov [xlv—1= E vTx)?| — E oTx]) —1.
wf (1) S e~ Na (1) (7] <x~/\fs(ﬂ,1)[ )

In order to show the desired inequality, we will apply the following variant of the
Brascamp-Lieb inequality.

Lemma 8.26 (Brascamp-Lieb Inequality, Hargé (see Guionnet (2009))). Let g be
convex function on R¥ and let S be a convex set on R?. Let N'(u, E) be the Gaussian
distribution on R?. It holds that

JCNNS xNNS

E, s (x+n- E )| < B sl 55)

We apply the above Lemma with ¢(x) = (v'x)2. We get that

1s(x)N (u, I; x)dx
[ @ Grn— E )

: T.\2 .
y~Ns(uI) Ja 1s ()N (s, T; x)dx < /Rd(v x)°N(p, I x)dx .
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Hence, we get the desired variance reduction in the direction v

T

Var 1) [vTx] < Var, a0 %],

that implies the concavity of the function log N (p, Z; S) for convex sets S with
respect to the mean vector u € R, O

Sample Complexity of Empirical Log-Likelihood: Proof of Lemma 8.25

In this section, we provide the proof of Lemma 8.25. This lemma analyzes the
sample complexity of the empirical log-likelihood maximization £y, whose con-
cavity (in convex partitions) was established in Lemma 8.24. We show that, given
roughly N = O(d/(e24?)) samples from Ny (#*), we can guarantee that Gaus-
sian distributions A (u) with mean vectors p, that are far from the true Gaussian
N (p*) in total variation distance, will also be sub-optimal solutions of the em-
pirical maximization of the log-likelihood objective, i.e., they are far from being
maximizers of the empirical log-likelihood objective. We first give an overview
of the proof of Lemma 8.25. In Proposition 8.11 we provided a similar sample
complexity bound for an empirical log-likelihood objective. However, in contrast
to the analysis of Proposition 8.11, the parameter space is now unbounded — u
can be any vector of R? — and we cannot construct a cover of the whole space
with finite size. However, thanks to the concavity of the empirical log-likelihood
objective Ly, we can show that it suffices to focus on guess vectors u that lie in
a sphere 908 (i.e., the boundary of a ball B) of radius Q(e). This argument heav-
ily relies on the claim that the maximizer of the empirical log-likelihood Ly lies
inside B, which can be verified by monotonicity properties of the log-likelihood.
Afterwards, we consider a discretization C of the sphere and, for any vector u € C,
we can prove that Ly (u*) — Ln(#) > Q(a?€?). The main technical tool for this
claim is a concentration result on likelihood ratios and the fact that the partition
distribution is a-information preserving. In order to extend this property to the
whole sphere, we exploit the convexity (with respect to u) of a regularized version

of the empirical log-likelihood objective £y () + ||z¢]|3. The complete proof follows.
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Proof of Lemma 8.25. Let pi be the maximizer of the empirical log-likelihood objec-
tive

y-argmax—ZlogN Si).
yelR

Since p is the maximizer of the empirical objective, it is sufficient to prove that for
any Gaussian N (p) whose total variation distance with N (y*) is greater than ¢, it
holds that Ly (p*) — Ln () > Q(a?€?).

Moreover, we know that when || — p2||2 is smaller than some sufficiently
small absolute constant, it holds dty (N (p1), N (#2)) > Q(||p1 — p2||2)- Therefore,
any Gaussian whose mean pu is far from p*, i.e., || — p*||2 > Q(e) will be in total
variation distance at least € from N (u*) Therefore, to prove the lemma, it suffices
to prove it for Gaussians whose means lie outside of a ball B of radius p := Q(e)
around p*.

Since all observed sets S; are convex, the empirical log-likelihood objective
L (p) is concave with respect to p, see Lemma 8.24. Since Ly is concave, it suffices
to prove that for any u that lies exactly on the sphere of radius p, i.e., the surface of
the ball B it holds Ly (p*) — Ln(#) > Q(a?€?). To prove this we first show that
the maximizer of the empirical objective y has to lie inside the ball B. Assuming
that z lies outside of B, let r; and r; be the antipodal points on the sphere 05 that
belong to the line yi connecting p and p* and assume that r, lies between p* and .
In that case the restriction of £y on that line cannot be concave, since it has to be
increasing from r; to p*, decreasing from p* to r, and then increase again from r;
to pi. Thus, p lies inside B. Now, by concavity of £y, we obtain that, by projecting
any point u that lies outside of the ball B onto 3, we can only increase its empirical
likelihood. Therefore, it suffices to consider only points that lie on the sphere d5.

We will now show that the claim is true for any u € d3. We can create a cover of
the sphere of radius pv/1 + caZ, centered at y* for some sufficiently small absolute
constant ¢ > 0, whose convex hull contains B. The following lemma shows that
such a cover can be constructed with (1/(a€))°@ points.
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Lemma 8.27 (see, e.g., Corollary 4.2.13 of Vershynin (2018b)). For any € > 0, there
exists an e-cover C of the unit sphere in R, with respect to the £o-norm, of size O((1/€)¥).
Moreover, the convex hull of the cover C contains the sphere of radius 1 — €.

Since the partition distribution 7t is a-information preserving we obtain that for
any p € C, itholds dry (Nz (), Nz (pu*)) > Q(ae). Applying Lemma 8.13 with x =
O(log(|C|/8)) = O(dlog(1/(€d))), we get that, with N = O(d/ (a2€2)log(1/5)),
with probability at least 1 — J, it holds that, for any y in the cover C, we have

L") = Ln(p) = dry (N (i), Na(p))? — a%€2/2 > Qa?e?).  (89)

Next, we need to extend this bound from the elements of the cover C to all
elements of the sphere d5. In what follows, in order to simplify notation, we may
assume without loss of generality that y* = 0. We are going to use the fact that
log(N (#;S;)) + ||1]3/2 is convex. To see that, write

log(N (1)) + ||p||2/2 = log (elluH%/Z /S e—nx—un%/zdx) :1og< /S e—HxH%/2+xTﬂdx>,

which is a log-sum-exp function and thus convex (this can also be verified by
directly computing the Hessian with respect to ). This means that £y (p) + [|]|3
is also convex with respect to u. Let u € dB. From the construction of the cover C,
we have that its convex hull contains the sphere dB. Therefore, u can be written as
a convex combination of points of the cover, i.e., y = Zgl a;p;, where y; € C. The
convexity of Ln(p) + ||p]|3 implies that

C|
En() + 12 < Y ai(Ln(mi) + 1pill3) < max Ly () + (1 + ca?),
i=1
where to get the last inequality we used the fact that all points of our cover C belong
to the sphere of radius pv/1 + ca2. Since ||||3 = p? the above inequality implies
that Ly (p) < max; Ly (p;) + ca?p?. Combining this inequality with Equation (8.9),
we obtain that, since c is sufficiently small and p = ©(e), it holds Ln(p) <
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Ln(p*) — Q(ea?). O

The Proof of Theorem 8.8

We conclude this section with the proof of Theorem 8.8. Since the likelihood
function is concave (and therefore can be efficiently optimized) we focus mainly

on bounding the sample complexity of our algorithm.

Proof of Theorem 8.8. Let us assume that the partition distribution 77 is a-information
preserving and that is supported on convex partitions of R%. Our goal is to show that
there exists an algorithm, that draws O(d/ (e2a?) log(1/6)) samples from Ny (*)
and computes an estimate i € R“ so that dry (N (), N (p*)) < e with proba-
bility at least 1 — 4. The algorithm works as follows: it optimizes the empirical
log-likelihood objective

1 N
Ly(p) = N Y log N (1;5;),
i—1

where the samples are i.i.d. and S; ~ N (p*) for any i € [N]. Using Lemma 8.24,
we establish that the function Ly is concave with respect to the mean u € RY.
This follows from the fact that convex combinations of concave functions remain
concave. From Lemma 8.25, we obtain that it suffices to compute a point u such
that L () > max, Ly(p') — O(a®€?). Specifically, given roughly O(d/(%a?))
samples from Nz (p*), we can guarantee, with high probability, that the maximizer
p of the empirical log-likelihood achieves a total variation gap at most € against
the true mean vector p*, i.e., dry (N (), N (u*)) < e. O

We proceed with a discussion about the running time of the above algorithm.
Since Ln(p) is a concave function with respect to , this can be done efficiently.
For example, we may perform gradient-ascent: for a fixed convex set S C R
the gradient of the function f(p) = logN'(;S) = logE,.p(u) [1{x € S}] (see
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Lemma 8.24) is equal to

Vif) = B =
In order to compute the gradient of f, it suffices to approximately compute
Evonyw %] = Ex oy lx H{x € S} /N (u;S). Both terms of this ratio can be
estimated using independent samples from the distribution N () and access to
the oracle Og(+), since the mean u is known (the current guess of the learning
algorithm). Hence, the running time will be polynomial in the number of samples
using, e.g., the ellipsoid algorithm.

Remark 8.28. We remark that a precise calculation of the runtime would also depend on
the reqularity of the concave objective (Lipschitz or smoothness assumptions etc.) which in
turn depend on the geometric properties of the sets. We opt not to track such dependencies
since our main result is that, in this setting, the likelihood objective is concave and therefore
can be efficiently optimized using standard black-box optimization techniques.

8.4 Further Related Work

Our work is closely related to the literature of learning from censored-truncated
data and learning with noise. There has been a large number of recent works
dealing inference with truncated data from a Gaussian distribution Daskalakis
et al. (2018); Kontonis et al. (2019), mixtures of Gaussians Nagarajan and Panageas
(2019), linear regression Daskalakis et al. (2019); Ilyas et al. (2020); Daskalakis et al.
(2020), sparse Graphical models Bhattacharyya et al. (2020) or Boolean product
distributions Fotakis et al. (2020), and non-parametric estimation Daskalakis et al.
(2021). A significant feature of our work is that it can capture the closely related
field of censored statistics Cohen (2016); Breen et al. (1996); Wolynetz (1979).

The area of robust statistics Huber (2004) is also very related to our work as
it also deals with biased data-sets and aims to identify the distribution that gen-
erated the data. Recently, there has been a large volume of theoretical work for



259

computationally-efficient robust estimation of high-dimensional distributions Di-
akonikolas et al. (2016b); Charikar et al. (2017); Lai et al. (2016b); Diakonikolas
et al. (2017a, 2018c); Klivans et al. (2018); Hopkins and Li (2019); Diakonikolas
et al. (2019b); Cheng et al. (2020); Bakshi et al. (2020) in the presence of arbitrary
corruptions to a small ¢ fraction of the samples.

The line of research dealing with statistical queries Kearns (1998); Blum et al.
(1998); Feldman et al. (2015b,a); Feldman (2017); Feldman et al. (2017); Diakonikolas
et al. (2017b, 2020a) is closely related to one of our main results (Theorem 8.4). It
is generally believed that SQ algorithms capture all reasonable machine learning
algorithms Aslam and Decatur (1998); Blum et al. (1998, 2005); Dunagan and Vem-
pala (2008); Feldman et al. (2017); Balcan and Feldman (2015); Feldman et al. (2015a)
and there is a rich line of research indicating SQ lower-bounds for these classes
of algorithms Feldman et al. (2017); Diakonikolas et al. (2017b); Shamir (2018);
Vempala and Wilmes (2019); Diakonikolas et al. (2020a,d); Goel et al. (2020a,c).

Learning from coarse labels is also referred in the ML literature as Partial Label
Learning Cour et al. (2011); Chen et al. (2014); Yu and Zhang (2016) (a weakly
supervised learning problem where each training example is associated with a set
of candidate labels among which only one is true). We refer to Appendix G.4 for
an extensive discussion.
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A APPENDIX TO CHAPTER 2

A.1 Omitted Technical Lemmas

Formula for the Gradient

Recall that to 51mp11fy notation, we will write /(w, x) = H ” . Note that V¢ (w, x) =
Hw\lz —w- xH 7 . The gradient of the objective £, T (w) is then
2
Vwls F(w) (A1)
= E [-r,(—yl(w,x)) Vel(w,x)y]
(xy)~D
= E [-r,(l(w,x)) Vel(w,x)y]
(x,y)~D
= E [ ) Vawl(w,x) (sign(w” - x)(1 - 7(x)) — sign(w” - x)5(x))]
= xND [—74 )) Vwl(w,x) (1—2n5(x)) sign(w*-x)] , (A.2)

where in the second equality we used that the 7/(t) is an even function.

Proof of Claim 2.1

The following claim relates the angle between two vectors and the zero-one loss
between the corresponding halfspaces under bounded distributions.

Claim A.1. 2.1 Let Dy be a (U, R)-bounded distribution on RY. Then forany u,v € R4
we have
(R*/U)8(u,v) < erry™ (hy, hy) - (A.3)

Moreover, if D is (U, R, t(+))-bounded, we have that for any € € (0, 1]

erry*, (hu, hy) < Ut(€)?0(v,u) +€ . (A.4)
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Proof. Let V be the subspace spanned by v, u, and let (D,)y be the projection of
Dy onto V. Since v - x = v - proj,,(x) and u - x = u - proj,, (x) we have

errg_"l(hu,hv) = err(()lz’i)v(hu,hv) .

Without loss of generality, we can assume that V = span(ej, e2), where ey, e, are
orthogonal vectors of IR?. Then from Definition 2.2, using the fact that 1/U < fy(x)
for all x such that ||x||,, < R, which is also true for all x with ||x||, < R, the above
probability is bounded below by %20(14, v), which proves (A.3). To prove (A.4), we
observe that

erré[_)’i)v (hy, hy)
< Pr [sign(u-v) £ sign(e-x) and [xl, < He)l+ Pr[Jx], > He)]
x~(Dx)y x~(Dx)y

< Ut(e)*0 +e.

Relation Between Misclassification Error and Error to Target

Halfspace

The following well-known fact relates the misspecification error with respect to D
and the zero-one loss with respect to the optimal halfspace. We include a proof for
the sake of completeness.

Fact A.2. Let D be a distribution on R* x {£1}, 7 < 1/2 be an upper bound on the
Massart noise rate. Then if f(x) = sign(w™* - x) and h(x) = sign(u - x) we have

errg)jl (h, f) <

7 _1217 <err(1)3_1(h) - 0pt> .
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Proof. We have that

et ()= E [1{h(x) # f(x))

(xy)~D
= xNEDx[(l —n(x))1{h(x) # f(x)}] + XNEDx[n(x)ll{h(x) = f(x)}]
= B [(1-27(x)1{h(x) # f()}] + E [y(x)]
= E 1(=2n1{h(x) # f(x)}] + opt

= (1—2) erry*, (h, f) + opt,

where in the second inequality we used that 77(x) < 1 and Ey.p_[#(x)] = opt. [

Log-concave and s-concave distributions are bounded

Lemma A.3 (Isotropic log-concave density bounds Lovédsz and Vempala (2007)).
Let « be the density of any isotropic log-concave distribution on R®. Then ~(x) > 274
for all x such that 0 < ||x||, < 1/9. Furthermore, v(x) < e 28144/2 for all x.

We are also going to use the following concentration inequality providing sharp

bounds on the tail probability of isotropic log-concave distributions.

Lemma A.4 (Paouris’ Inequality Paouris (2006)). There exists an absolute constant
¢ > 0 such that if Dy is any isotropic log-concave distribution on RY, then for all t > 1 it
holds

Pr [|lx], > ctVd] < exp(~+Va)

Fact A.5. An isotropic log-concave distribution on R? is (e2'7,1/9,clog(1/¢€) + 2c)-
bounded, where ¢ > 0 is the absolute constant of Lemma A.4.

Proof. Follows immediately from Lemma A.3, Lemma A.4, and the fact that the

marginals of isotropic log-concave distributions are also isotropic log-concave. []

Now we are going to prove that s-concave are also (U, R, t) bounded for all

s > _2dlﬁ' We will require the following lemma:
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Lemma A.6 (Theorem 3 Balcan and Zhang (2017a)). Let y(x) be an isotropic s-concave
distribution density on RY, then the marginal on a subspace of R? is m—concave.

Lemma A.7 (Theorem 5 Balcan and Zhang (2017a)). Let x come from an isotropic
distribution over RY, with s-concave density. Then for every t > 16, we have

cst (14ds)/s
< _
A e

where c is an absolute constant.

Lemma A.8 (Theorem 9 Balcan and Zhang (2017a)). Let -y : RY — R bean isotropic
s-concave density. Then

(a) Let D(s,d) = (1+a)"Y/* 3538, where B = 757,

"‘)_7313? For any x € RY such that ||x|| < D(s,d), we have

a:%andgz(lJr

1/s
v = (B2 ey t- 1) ).
1/s
(b) v(x) < v(0) [(%\/3(1 + tx)3/”‘2d’1+1/5>s - 1] for every x.
_1
(c) (dert) /2 [ (5 /3T +a)?/a2t 148} —1] 7 < 9(0) < (22 (1)),
1/s
(@) 7(x) < (227 @0 LER (L /311 a)/apd-141/5) — 1] for

every X.

Lemma A.9. Any isotropic s-concave distribution on RY with s > — 2111?/ is (©(1),0(1),c/el’®)-
bounded where c is an absolute constant.

Proof. SetT = (({3 %3 1+5/(1+25))3+65)/52151/5)s _1)"* From Lemma A8,

we have

1. Forany x € R? such that [|x[|, < (1+ =%5)~ ﬁ(éj{%),we have 7y(x) > .

(23S+1 1)1/5 (3+6S)2r

_142s
47t(1+4s)? (%igz) 5

2. For any x € R?, we have: 7(x) <
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From Lemma A.6, we have that the marginals of an isotropic s-concave distribution
on R?, on a 2-dimensional subspace, are s’-concave where s’ = W. Using
s > —2;?, ford > 3, we have s’ > —% and when d = 2, we have s’ =s > —1/7.
Thus, the value of s’ is lower bounded by —1/7. To find the values (U, R), we need
to find a lower bound and an upper bound on density. From the expression of
I, we observe that for s’ > —1/7 it holds T < 34 - 10%. Therefore, we obtain the

following bounds

1 1
> _
1) 2 T > 1
S\ 144
R=(1 > 0.
< +1+25'> 3165 = 0065

(23S/+1 o 1)1/5/(3 + 651)21"

4re(1+ 4s')2 (138 =7

<3.3-107,

v(x) <

where we simplified each expression using the bounds of s’. From Lemma A.7 we
get tail bounds, by taking the appropriate s’ that maximizes the error in the tail
bound (which is s’ = —1/7). This completes the proof. [

A.2 Omitted Proofs from Section 2.4

In Section A.2, we establish the convergence properties of projected SGD that we
require. Even though this lemma should be folklore, we did not find an explicit
reference. In Section A.2, we establish the smoothness of our non-convex surrogate

function.

Proof of Lemma 2.7

For convenience, we restate the lemma here.

Lemma A.10 (PSGD). Let f : R? — R with f(w) = E,.p[g(z, w)] for some function
¢ RY x RY s R. Assume that for any vector w, g(-, w) is positive homogeneous of
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degree-0 on w. Let W = {w € RY : ||w||, > 1} and assume that f, g are continuously
differentiable functions on W. Moreover, assume that |f(w)| < R, Vyf(w) is L-
Lipschitz on W, E,..p [vag(z,w)ﬂﬂ < B forall w € W. After T iterations the

output (wV, ..., w")) of Algorithm 1 satisfies

T
o B [FE R ] < B

If, additionally, ||E.p|Vwg(z, w)]|5 < C for all w € W, we have that with T =
(2LBR +8C2log(1/6))/e* it holds min;_; _ 1 H Vaof (w®)
least 1 — 6.

) < €, with probability at

Proof. Consider the update v()) = w(=1) — BVg(z(),w(~1)) at iteration i of Al-
gorithm 1. The projection step on the unit sphere (hne 6 of Algorithm 1) ensures

that Hw(i_l) Hz = 1. Observe that, since g(z, w) is constant in the direction of
w, we have that ng(z,w(i_l)) is perpendicular to w1, Therefore, by the
2 . 2 . . 2

s = |+ 87 [ Vst > 1 which

implies that o) € V. Observe that the line that connects v(!) and w! =) is also

Pythagorean theorem, ‘ ‘ o)

contained in V. Therefore, we have

F@) = f(w1)
— vwf(w(i—l)) o -1

1 . ‘ ‘ ‘ ‘ .
+ / Ve f (w0 + (0 — 1)) = v, f(wD) . (o) — wli~1)dt

2

V(08 ) - Vag(z, ) 4+ L[99, i) .

Observe now that, since f does not depend on the length of its argument, we have
f(v) = f(w) and therefore

2

‘ 2 . ‘
F@®) — f D) < BV Flw ) - Vg (2, w0 V) + L [Gg (2,0 1)
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Conditioning on the previous samples z(1), ..., z(~1) we have
E [f(w!) = fo ™)z, ... 2071)]
l 2L l
<ﬁHwa K H - [vag RN

Rearranging the above inequality, taking the average over T iterations and using
the law of total expectation, we obtain that by setting B = \/2R/(LBT). To get the
high-probability version, we set

T 2
Sr(w®, ..., w®) = 1/T)} HVf(w(l))Hz.
i=1

Notice that with T = 2LBR/e* from the previous argument we obtain that
E[St(w),...,w(T))] < €?/2. Observe that

‘ST w(l) o w .,w(T)) - ST(w(l),...,w(i)/,...,w(T))

It s

2

<_C.
- T

Lemma A.11 (Theorem 2.2 of Devroye and Lugosi (2001)). Suppose that Xi,...X; €
X are independent random variables, and let f : X 45 R. Letcy,...,cpn satisfy

Sup |f(x1/-"xi/---xd)_f(xl,...xll',...x‘i)’ SCI'

/
xl,...,xd,xi
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fori € [d]. Then

d
Pr[f(X) —E[f(X)] > t] <exp <— 212/ Zc?)
i=1
Now using Lemma A.11, we obtain that
Pr[Sr(w ), ..., w M) —E[Sp(wV, ..., w)] > ] < exp(—>T/(2C?)).

Choosing T > 2LBR/ e* + 8C2 log(1/96)/ e* and combining the above bounds,
gives us that with probability at least 1 — ¢, it holds ST(w(l), e, w(T)) < €2. Since
the minimum element is at most the average, we obtain that with probability at
least 1 — ¢ it holds

min |V, <.

This completes the proof. O

Proof of Lemma 2.8

We start with the following more general lemma from which we can deduce
Lemma 2.8.

Lemma A.12 (Objective Properties). Let D be a distribution on R* x {—1, 41} such
that the marginal Dy on R is in isotropic position. Let g(x,y, w) = f(—yw - x) and

L = E LY, :
olw) = B,y w)
Assume that f is a twice differentiable function on R such that |f(t)| <R, |f'(¢)| < B,
and f"(t) < K forall t € R. Then Ls(w) is continuously differentiable, | L,(w)| < R
forallwin W = {w: |[w|, > 1}, By pll| Vag(x,y, w)|3] < 4%,

2
< 3B2
2

E |V X, Y, W
W [Veg(ey,w)
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,and Vo Ly (w) is (6B + 4K)-Lipschitz.

Proof. Write g(x,y,w) = f({(w,x)y), where {(w,x) = w - x/ ||w||,. Note that
|g(x,y,w)| < R. Therefore, |L,(w)| < R.

We now deal with the function ¢(w, x) = w - x/ ||w||,. We have that V,/(w, x) =
m — w - x—*=. Observe that ||V l(w,x)|, < 2|x||,/ ||w]|, < 2]x]|,. There-

lewll>
fore, since Dy is isotropic, we get that E ) .p [[| Vwg (¥, y, w) ||§] < 4B? E(xy)~D [||x||%] =
4B2d. Moreover, we have

E |V X, Y, W
i pl Vg Y w)

) 2
= ( sup E [ng(x,y,W)'v])

2 \ol,=1 (=#)~D

2
<B?>| sup E [Vwﬁ(w,x)m])

lol,=1%~Px
<B?| sup E ]xv|+’wx‘|wz;|
lol,=1%~Dx | [[w]l2 [wl]3

2
< B*(2 sup E [|x-v|2]> < 4B?,

lof,=1 V *~Px

where in the first inequality we used f/(t) < B and in the third we used the
Cauchy-Swartz inequality and that ||w||, > 1.
We finally prove that the gradient of £, is Lipschitz. We have that

wa wa X w ZUZUT

V2 0w, x) = I+3x-w

_ _ - -
el llwlz w3 o]l
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Therefore,

Vs (x,y,w) = f"(yl(w, x))Viwl(w,x)Vul(w,x)" + f ({(w,x)) Vi (w, x)
T

. . X2
= f"(yl(w, x)) ( i DX oaT — 2 T + 7 T)

— — + ww
lwlly [l Jwll; w3
+ £ (yt(w, x))y V2 ((w, x).

To prove that L, (w) has Lipschitz gradient, we will bound ||V3,Lq(w)]|,.

Let
v € 891 We have

where we used the fact that |f(#)| < K for all t. To get the last equality, we used
the fact that the marginal distribution on x is isotropic. Similarly, we have

11
xXY)~

K K

5 E [lw-xlfx o] < 3 E [w-x?] E [x-0? < ,
|1zl (xa)~D lzollz Y Gey)~D (e)~D (A
where the last step follows because the distribution Dy is isotropic. Similarly, we
can bound the rest of the terms of |0 V2 L, (w)v| to obtain

2 4 1 2 1
|vTV%U£g(w)v|§B< s+ 3)+K< s+ ——+ 4> < 6B+4K,
[wlz [l [wlly  wll; [l

where we used the fact that ||w||, > 1.

- B [|f”(y€(w,x))
(xy)~D

= 4
(P

||wavaxv|]

<

O

Our desired lemma now follows as a corollary.

Lemma A.13 (Sigmoid Smoothness). Let Sy(t) = 1/(1+e~*/9) and L,(w)
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E(xy)~D [Sa (—yﬁ)],forw € W, where W = {w € R : ||w||, > 1}. We have

that Lo (w) is continuously differentiable in W, | Lo (w)| < 1, E(y ) p | VewSe(w, x, ) 5] <
4d /02, |V Lo (w)||5 < 4/0%, and VLo (w) is (6/0 + 12/ 0?)-Lipschitz.

Proof. We first observe that |S,(f)| < 1 for all t in R. Moreover, S, is continuously
differentiable. The first and the second derivative of S, with respect to t is

—t/0 —2t/0 —t/0
© 7 and SU() =S (1)

Sy (t) = S5 (t)

o2 o2

We have that S/(t) < S/(0) = 1/c and S(t) < 3/0?. The result follows by
applying Lemma A.12. ]
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B APPENDIX TO CHAPTER 3

B.1 Omitted Proofs

Proof of Lemma 3.5

Lemma B.1. 3.5 Let D be a distribution on R? x {£1} that satisfies the Tsybakov
noise condition with parameters (x, A). Then for every measurable set S C R it holds

1 la
Evn, [15(x)(1 — 2(2))] > C/ (Exp, [15(x))) %, where Cf = a (152
Proof. We have

o

E [1s(x)(1—-2n(x))] =t E [Ls(x)1{1—25(x) > t}]

x~D, x~Dy

>t E [to(x)]~t_E [Ls(x)1{1-2y(x) < 1}]

x~Dy

>t E [lg(x)]— Atrs .

x~Dy
1—a

Let G = E,.p,[ls(x)] and set t = <%> " . Then we have

11—«
w

E [1s(x)(1 - 2y(x))] > G'/*a (%)

x~D,

Proof of Fact 3.7 and Lemma 3.8

Fact B.2. 3.7 We denote by Ty (t) the degree-k Chebyshev polynomial of the first kind. It
holds

cos(karccost) , 1t <1

((t—m>k+<t+\/ﬁ)k), > 1.

Ti(t) =

N—
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Moreover, it holds ||Tk||§ < 6k+2logk+4

Proof. Using that || Ty|| % < ||Tk||%, we are going to show that ||Tk||% < pOk+2logk+4,
We have that

4] . )
ITee)ly = & 3 27 ("i l)ﬁxf < Fib(k + 102 < (14 v5)'

i=1

where we used that ZL :] (k " = Fib(k +1). Thus, || T||3 < 26k+2logk+4, 0

Lemma B.3. 3.8 Let p(t) = Zf:o c;t' be a degree-k univariate polynomial. Given w € R?
with ||w||, < 1, define the multivariate polynomial q(x) = p(w - x) = Yg:5/<x CsxS. It
holds, ¥ . |s\<kC < d? Yk 2. Moreover, let r(t) = p(at +b) = Y.X_,d;t! for some
a,b € R. Then ||r||3 < (2max(1,a) max(1,b))% ||p[|5 .

Proof. We write

k
x):;)ciw-x ch Z wa, ch ) §w S5 .

i=0 S:|S|= 1 ! i=1 S:|S|=i
We have
2
k i 2 . X i » k ,
Z ( ) w™ < Zci Z St <d Zci ,
i=05:|S|=i i=0  \S:S|=i 7" i=0

where we used the fact that |w;| < 1 for all i. To prove the second claim, we work
similarly. We have

k i ; i
:ZCZZ<)a]bZ ix = ZCIZ()”W ixd.
i=0 i=0

j=0
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We have
k i i o 2 k
Y. c? ) ( < ) a]bll) < (2max(1,a) max(1,b))* Y. 2.
i=0  j=0 \\J i=0
]
Proof of Lemma 3.17

Lemma B.4. 3.17 Let p;(x) be the non-negative function given from the SDP (3.3).
Then taking d°) log(1/8) samples, where k = O ( RB log? (eLR>>, we can efficiently
compute a function £;(w) such that with probability at least 1 — &, the following conditions
hold

o |0i(w) — Ey)~nl(pe(x) + A)yw - x]| <€ forany A > 0and w €V,

aH < dO0)

Proof. For convenience, let g;(x) = p¢(x) + A. The proof is similar to Lemma 3.10.
Let fi(w) = § Ty g(x)y@xt) - w

from Cauchy-Schwarz we have

and ly(w) = E(y,).plgt(x)yx - w]. Then

5 1 D)\, () (i
b (w) — l(w)| < Nth(x”w”x“— E [gi(x)yx]|| |lwll, .
i=1 (xy)~D »
We have that ||w||, < 1, thus we need to prove that
L g5 o (0 (04
- i i)ae(i) <5 )
Pr N;gt(x )yx (x/yl)END[gxx)yx] 2>€ < (B.1)

Let M; = By [m(x)m(x) 15 x) g and My = & 2 m(eO)om ()1 ()",

and then A be a matrix such that tr (AM;) = E(,,)p [pf( x)yxj|, i.e., the matrix of
the coefficients of the polynomial and assume that ||A||; < Q, where Q = d°®).
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Using the same proof ideas as in Lemma 3.10, we get
o (A(M; - M) < |A] [m - 3|

Therefore, it suffices to bound the probability that HM] — AA/f] HF > €/(2dQ). From
Markov’s inequality, we have

re -3, = ri] < £

— 12
= |
Using Equation (3.6) (which holds in our case as well and is proved the same way

by setting w = e;), we get

4d2Q2 l
e N

Pr H(Mj—zVIjHF > e/(24Q)| < B(B/2) (d + k)¥+1.

Then, for N > Bd®>Q?(B/ 2)72k(d + k)3k+1/(4€?) samples we can estimate M;
within the target accuracy with probability at least 1 — 1/(8d). Now we are going
to give a loose bound for the

1&g
pe 1L § (0400 <5
r[ Ni_zl)\y x (x/y])END[/\yx] 2 >e| <6

Using the same argument as before, we have from Markov’s inequality, that
4d*A?
Pr [

€2E

L ()00
- UxW— E [yx
N;y (x’y)ND[y ]

> e/(2d/\)] <

1 0.6
— Ux\) — E
) N,';y (xy)~D

[yx]

} |
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Using the linearity of expectation, we have

2

< E
2 j=1

1 N (i) (D)
1 1
Var [N;:ly x]. ] .

u

1 ). (0 ’
E all O E .
(N .:1]/ x] (x’y)ND[]/x]]> ]

1

1 0.6
— x\" — E X
Nl;}/ (x’y)ND[y ]

IN
Mm

J

I
—_

Then, using the fact that x is in isotropic position, we have

var |23 y0:0| <L -1,
N = ! ~ N (@xy)~D !

Thus, for N > 4d3A? /€2, with probability at least 1 — 1/8, we have that

<e/2.

Y ayx) - E D[Ayx]
’ 2

Putting everything together and by the union bound, we have that for N >
max(Bd®Q?(B/2) “2K(d 4 k)3 +1/ (4€2), 44302 /€2), with probability 3/4, we have

that
1 N 1 N N
N ; gi(x)yWxl) — WE Py 2 <y ; pr () yDalt) — W E ()]
+ l%/\y(i)x(i) — E [Myx]|| <e/2+€e/2=€.
N = (xy)~D 5

To amplify the confidence probability to 1 — §, we can use the above empirical
estimate ¢ times to obtain estimates ]\A/.fj(l),. . .,]\f/fj(g) for all j € [d] and keep the
median as our final estimate. It follows that ¢/ = O(log(d/¢)) repetitions suffice to

guarantee confidence probability at least 1 — 4.
To prove the second statement, from Equation (B.1), we have that with proba-
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bility 1 — &
|Vl < 1Vetill, + € < @ 46 = a0,

where we used Theorem 3.4. This completes the proof. O
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C APPENDIX TO CHAPTER 4

Proof of Claim 4.15

Proof of Claim 4.15. To bound from below the expectation I ,, we use the fact that
the distribution is (2, L, R, B)-well-behaved. For Ifz/ 2 we have

ha= B (1@l = [, lalg@r(ds

R/V2 [R/V2
/ / x18(x1, x2) 7y (x1, x2)dx1 %2
R/(2V2)

. R R/V2 R/V2
_2\/§ R/2 //2[

R/VZ [R/VZ y 1/a
/ //2[ x1,x2 X1X2

ECA (RZL)”“

C(x1, 22) 7 (x1, x2)dx1x2

— 4 16

where we used Lemma C.7, and we bound from below the integral by a smaller

square region, i.e., [R/2, R/v/2] x [R/(2v/2),R/~/2]. For I, 5, we have

2= B [tye@i@)] = [, xr(xdx

x~D
s 1/a
> 0 (g 7(0100)

L [RIVE RV e
> C, / // 23 ’)’ X1, X2 dx1x2

2 1/«
()"
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where we used Lemma C.7. Thus,

R2L\ M*
% > ct <T) = (RL/A)°PMY and I, > (RL/A)°1/®)
This completes the proof of Claim 4.15. O
Proof of Claim 4.16

Proof of Claim 4.16. Recall that {(x) = x2/ tan6 + b/ sin§. We have that

12 < B |lga(@)i)] - 157 < B [1ge(f)] -1/2.

~ x~Dy x~Dy

We can bound from below the first term as follows

E []le/z(x)g(x)} < /_;R/z /_iXZ)"y(xl,xz)dxldxz

x~Dy
—R/2 r&(—R)
< / / (21, x2)dxydxy
—R —00

< Prix; > [¢(—=R)]]
< exp(1—8(=R)|/B) .
Note that |{(—R)| = (Rcosf —b)/sin® > 3b/ sin 6, thus using the assumption

6 < bI'/(4B), we obtain exp(1 — |(—R)|/B) < I'/4, and therefore If/z <-T/4,
completing the proof of Claim 4.16. [

Proof of Lemma 4.20

We start with a useful fact about the sub-exponential random variables.

Fact C.1 (see, e.g., Corollary of Proposition 2.7.1 in Vershynin (2018a)). Let X be
sub-exponential random variable with tail parameter B. For any function f : R — R, the
random variable X f(X) — E[Xf(X)] is zero mean sub-exponential with tail parameter

O(Bsup |f1)-
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Using Fact C.1, we can bound from above the sample complexity needed to
construct D.

Proof of Lemma 4.20. Let § = & YN 15z (x(i)> yx(), For any u € R?, we have
that

uogl< E flu-xll= [ Prllu-xl>fdt< [ exp(i—t/p)dt = ep,
(C.1)

thus ||g||, < eB. Next we prove that the random variable X = 1gr/2(x)yx — g is
zero-mean with sub-exponential tails. First, we clearly have that E[X] = 0. Using
Fact C.1, it follows that X is sub-exponential with tail parameter g’ = O(p). We
will now use the following Bernstein-type inequality.

Fact C.2. Let X1, Xy, ..., XN be independent zero-mean sub-exponential random variables
with tail parameter B > 1. There exists an absolute constant c > 0 such that for every

€ > 0 we have

Pr >eN| <2exp (—cNez/,BZ) .

N
)X
i=1

Using Fact C.2, we have that for every 1 < j < d it holds

Pr Ugj —-gj| > e/\/ﬂ < 2exp (—cNez/ (dﬁ’2>> :

Thus, taking N = O ((dB?/€*)log(d/6)), we get that ||§ — g||, < e with probabil-
ity 1 — 4. For the second statement, using the triangle inequality and Equation (C.1)
the result follows. O

Proof of Lemma 4.21

The proof requires a couple of known probabilistic facts. The first one is the

bounded-difference inequality.
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Fact C.3 (see, e.g., Theorem 2.2 of Devroye and Lugosi (2001)). Let Xy,..., X; € X
be independent random variables and let f : X% — R. Let cy, . .., c, satisfy

sup |f(x1,.. X ,xg) — f(xa, . x 0 xg)| < g
X100 X X,

for i € [d]. Then we have that Pr [f(X) —E[f(X)] > t] < exp (— 202/ ¥4, c12> .
We additionally require the symmetrization of the empirical distribution.

Fact C.4 (see, e.g., Exercise 8.3.24 of Vershynin (2018a)). Let F be a class of measurable
real-valued functions. Let X1,..., XN be N i.i.d. samples from a distribution D. Then

1 N

N Z €if (Xi)

i=1

<2E

4

sup
feF

1 N
< ) EU(X)]‘

where the €;’s are independent Rademacher random variables.
The last fact we need connects the symmetrization with the VC dimension.

Definition C.5 (VC dimension). A collection of sets F is said to shatter a set S if for all
S' C S, thereisan F € F so that FNS = S'. The VC dimension of F, denoted VC(F),
is the largest n for which there exists an S with |S| = n such that F shatters S.

We note that a collection of sets F over a ground set is equivalent to a class of
Boolean-valued functions on the same ground set. With this terminology, we have
the following fact.

Fact C.6 (VC Inequality, see, e.g., Devroye and Lugosi (2001) or Theorem 8.3.3 in
Vershynin (2018a)). Let F be a class of Boolean-valued functions with VC(F) > 1. Let
Xj,...,Xn be N i.i.d. samples from a distribution D. Then

< Cy/VC(F)/N,

E sup
i |feF

1=

1 N
N Z;eif(Xi)
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where C > 0 is an absolute constant and the €;’s are independent Rademacher random
variables.

We are ready to bound the sample complexity required to check if Algorithm 5
finds a certificate.

Proof of Lemma 4.21. The proof is a simple application of the VC inequality. In
more detail, we first use the bounded-difference inequality and then, using the
symmetrization, we can apply the VC inequality to obtain the desired result.

For N = O(log(1/6)/€?), we apply Fact C.3 for the function

f(Xy,Y1),..., (XN, YN)) = Sup

1
(x,y])END e (x) ¥l — Y [Lp (X)) Y]

noting that ¢; = 2/N for all i < N. Therefore, with probability at least 1 — §, we
have that

1 N
su E Tp(x - — 15(X)Y;
tGIRI?r (x,y)ND[ Bt (x) Y] szzl[ B (Xi) Yi]
a LN
<E|sup| E [Ip(x)y]——=) [Mp(X)Y]|| +e
teR, | (xy)~D N =
Then, by Fact C.4, we have that
1N [ 1
E | su E [1p(x - — 1 (X)) Y|l <2E |sup |— ) €Y 1p(X;
teIRp+ (x,y)ND[ Bt (x) Y] Ni:1[ pt(Xi) Yi] . _telRfi Ni—zl iYilpg (X;)

7

1 N
=2E | sup NZEi]].]gt(Xi)

€ | teRy i—1

where the last inequality follows from the fact that Yje; and €; have the same
distribution (because €; and Y; are independent). Finally, using the fact that the
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class of indicators of the form 1{x < t} has VC dimension 1, Fact C.6 implies that

N

1
E [sup — Y €lp(X)|| =0(V1/N)=0(e) .
€ [teRy N i=1
Putting everything together completes the proof. O

Useful Technical Lemma

We are going to use the following simple fact about Tsybakov noise that shows
that large probability regions will also have large integral even if we weight the
integral with the noise function 1 — 277(x) > 0. Notice that larger noise #(x) makes
1 —25(x) closer to 0, and therefore tends to reduce the probability mass of the

regions where #(x) is large. A similar lemma can be found in Tsybakov (2004).

Lemma C.7. Let D be a distribution on R? x {41} that satisfies the («, A)-Tsybakov

noise condition. Then for every measurable set S C R? it holds Ey.p_ [15(x)(1 —
1—«

29(x))] > C2 (B, (s (0)])¥, where C = a (15¢)

See Diakonikolas et al. (2021b) for the simple proof.

C.1 Omitted Proofs from Section 4.4

Proof of Lemma 4.29

Proof of Lemma 4.29. For the first condition, the lemma follows from Lemma 4.20.
For the second condition, let X = E(, ) .p[y(xxT — I)] and X = E., y)wf)[y(xxT —
I)]. We are going to bound the variance, so we can apply Chebyshev’s inequality.
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For 0 <i,j <d, we have

1 B 1 21 _ l 2(niine. _ 1\2
N (x,y])END Xl]] - N (x’y])E:ND[y (xlx] 1) ]

<N (XNEDx[x?x?] +1) < % <\/x NEDx[x;l] xNDx[ ] +1> 0(1/N),

where the last inequality follows from the fact that the marginals of a log-concave

Var, ,..p[Xij] =

density have sub-exponential tails. Thus, from Chebyshev’s inequality, for 0 <
i,j < d, we have that

42
—Xi|>e/dl =0 —— ] .
(xy) NDH 1]| > €/d] (GZN)
Choosing N = O(d*/€?), we have that HX -X HF < € with high constant probabil-
ity. This completes the proof. O

Proof of Claim 4.34

Proof of Claim 4.34. For notational convenience, let D+ = Dgro]wl. Fix any unit
*0

vector u € w. Without loss of generality, we may assume that w = e; and u = e5.
Denote by 7(x1,x;) the marginal density of D on the first two coordinates. We
have that

X 1{xg <x1 <x9+s x1, X7 )dx1dx
K = P [on]/|2| {xo < x1 < xp+ 5"}y (x1, x2)dxydxy

From Fact 4.27, we have that y(x1,x2) < (1/c)exp(—|x2|/c), for some absolute

constant ¢ > 0. Therefore,

S/

[T e lledx, = 001
Xole X ,
ol |l =000

x0+s
X x1, %7 )dx1dx, <
Pr, on / /x 22|y (21, x2) dxday
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where we used that x, xo + s’ are sufficiently small and it holds Prp[By,] = O(s’),
see Fact 4.27.

We next bound the covariance. Pick a unit vector # € w*. Without loss of
generality, we may assume that u = e,. Let = el E,_ 1 [x] be the projection
of the mean of D+ on the direction e;. To bound the maximum and minimum
eigenvalues of the covariance matrix of D+, we need to bound from above and

below the following expectation:

E 9 2 ]_ X()JrS d d
xNDl[(xz— ) ]—m/ / xz— (xl,XZ) xX1dxy .

We first bound it from below. Using again Fact 4.27 we know that, for the same
absolute constant c as above, it holds that y(x1,x2) > ¢ for points with distance
smaller than c from the origin. Therefore,

x0+s
(xp — 6 x1,x7)dx1dx
P]_,DXO//X 2 = 0)%y (31, %2)dxrdas

xp+s’
>—/ x—92dx/ dx; = Q(1),
o PrD[on] —C/\/E( 2 ) 2 X0 ! ( )

where we used again the fact that Prp[By,] = O(s’) and also picked the worst case
 to minimize the above expression, i.e., § = 0. We next bound the covariance
eigenvalues from above. Using again the fact that y(x1,x;) < cexp(—c|x;]) for

some absolute constant ¢ > 0, we compute

x0+s
(xp — x1, X7 )dx1dx
PrD[BxO]/ / ) — 0)2 (x1, %,)dxy dxs

xo—l—s o] /¢
(xp — e* 2178dx1dxy = O(1),

where we used the fact that & = O(1), as already shown above, and that Prp[By,| =
©(s’). This completes the proof. O
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Proof of Claim 4.38

Proof of Claim 4.38. To prove that F is L-smooth, we need to show that SUP|,(,<R |V2F ()], <
L, for some L > 0. We have

G(r) := VF(r) = —ZxNEDx[xxT]l{r.x >0}e™] E [xmin(1,e"Y)]

x~Dy

— T T T
2 E (w757 E [xg:(7x)]

where ¢1(t) = 1{t > 0}e ! and ¢,(t) = min(1,e" ). Using the product rule, we
obtain that the derivative of G(r) at r, DG],, is the following linear function from
R? to RY:

DGl;h = -2 E [xxT¢{(xTr)xTh] E_ [xg2(xTr)]—2 E [xxTg1(xTr)] E [xg5(xTr)xTh],

x~Dy x~Dy x~Dy

where ¢ () = 6(t)e™" — 1{t > 0}e~" (here by J we denote the Dirac delta function),
and g5(t) = —1{t > 0}e !. To show that F is smooth, we need to bound the
operator norm of DG/, i.e.,

sup ||DGl/h|[, .
e ] =1

Using the triangle and Cauchy-Schwarz inequalities, we can bound the first term

as follows:
E [xxT¢1(xTr)xTh] E_[xgp(xTr)]
x~Dy x~Dy 2
<|| E [xxT¢}(xTr)xTh] H E [xg2(xTr)]
xNDx 2 wax 2
< || E [xxTxThé(xTr)e ™' "]|| 4| E_[xxTxTh] E [x]]| .
xNDx 2 xNDx 2 xNDx 2
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We will first handle the term ||Exp, [xxTxTh 6(xTr)]||,. To simplify notation, we
may set without loss of generality » = e;. We have

E [xxTxTh6(xTr)e "= E [x'(x)T(x)Thy(0)],
x~Dy x'~DJ,
where D), is the distribution D, conditioned on x; = 0, and 7(0) is the one-
dimensional p.d.f. at point 0 (which is bounded by a universal constant for log-

concave distributions). Note that D, is still log-concave.
Since Dy is (O(1),0(1))-isotropic, it holds

E [¥(x)T(x")Th

x'~D}

< B WG @) < B [¥]5] < poly(d
2 X

where we used that || AB||, < ||Al|, ||B|,, and that || k||, = 1. Similarly, ||[Ex~p,[xxTxTh]||, <
poly(d). Finally,

E [x]

x~Dy

< E [Jlxl,] < poly(d)
2 *Dx

Putting everything together, we get that L = poly(d), which completes the proof.
O

C.2 Omitted Proofs from Section 4.5

Proof of Proposition 4.44

We will require the following standard regret bound from online convex optimiza-

tion.

Lemma C.8 (see, e.g., Theorem 3.1 of Hazan (2016)). Let V C R" be a non-empty
closed convex set with diameter K. Let {1, ..., ¢t be a sequence of T convex functions
lr + V — R differentiable in open sets containing V, and let G = maxyc(ry ||Vl ||,
Pick any w'V) € V and set n; = %for t € [T]. Then, for all u € V, we have that

Yy (U(w®) — ti(u)) < JGKVT.



287

For the set B, i.e., the unit ball with respect the |- ||,, the diameter K equals to
2. We will show that the optimal vector w* and our current candidate vector w'*)
have a separation in the value of ¢;. Since we do not have access to ¢; precisely, we
need a function 7;, which is close to ¢; with high probability. The following simple

lemma gives us an efficient way to compute an approximation Z; of /.

Lemma C.9 (Estimating the function ¢;). Let D be a (3,L, R, B)-well-behaved dis-
tribution and Ty,(x) be the non-negative function given by a p-certificate oracle. Then
after drawing O(dB?/€*1og(d/5)) samples from D, with probability at least 1 — 6, the
empirical distribution D satisfies the following conditions:

E
B.

x,y)NA[(Tw(x) + %)yu x| — E(x,y)~D[(Tw(x) + %)yu -x]| < € forany u €

’E<xry>~5[(Tw(x) +5)ya] H2 <l+f6+e

Proof. The proof of this lemma is similar to the proof of Lemma 4.20. Let § =

E(y)~D
we have

[(Tw(x) + §)yx] and g = E(yy)on[(Tw(x) + £)yx]. For any unit vector u,

E [lu-x]<1+7%

P
.o < . = Ll
uegl < B (To()llu-x)+5 B 2

where we used that |T(x)| < 1 and that the distribution Dy is in isotropic position.
Moreover, from Fact C.1, the random variable X = (T(x) + §)yx — g is sub-
exponential with tail bound g’ = O(B). Thus, the rest of proof follows as in
Lemma 4.20. [

The last item we need to proceed with our main proof is to establish that when
the oracle C in Step 13 of Algorithm 8 returns a function T, ), then there exists a
function ¢; for which our current candidate vector w'*) and the optimal vector w*

are not close.

Lemma C.10 (Error of £;). Let w') € B and w* be the optimal weight vector. For
8t(x) = —(Ty(x) + §) and £i(w) = E(yy)plg:(x)yx - w], where T, (x) is the

w
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function given by a p-certificate oracle, we have that

* < el Y > ol €
U (w*) < p(x(A) and {(w )_Hw HZZ
Proof. Without loss of generality, let w* = e;. From Fact 3.3 and the definition
of 17(x), we have that for every t € [T], it holds ¢;(w*) < —AEy.p_ [|lw* - x|(1 —
257(x))]. To bound from above this expectation, we use the (L, R, B, §)-bound
properties. We have that

3 1/a
E, (w1 - 29()) = 5¢i (555)

x~Dy

1/
where in the last inequality we used Lemma C.7. Therefore, ¢; (w*) < —g %CD‘? <T) a.

Then we bound from below #;(w*)) as follows

Pt xy}

t(w)y=— E [(T o (%) + A)w?) -xy} Z Hw(t)Hzp _xNEDx [2

(xy)~D L ¥

2 [l =58, [0 2 [ 3

where we used the Cauchy-Schwarz inequality and the fact that x is in isotropic
position. O

We are ready to prove Proposition 4.44.

Proof of Proposition 4.44. Let G = « (%) O(1/a) Assume, in order to reach a contra-
diction, that for all steps ¢ € [T] it holds that 6 <w(t), w*) > €. For each step t, let

T, (x) be the non-negative function output by the oracle C(w"),¢,d/T). Note

t;lvat
(x,y])E~D[Tw<t) (x)yw(f) = Hw(t) Hzg '

Let /;(w) be the empirical estimator of /; (w) = E[f;(w)] = — E () D[ (T (%) + 8 yx-
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w]. Using Lemma C.9, for N = O ( ZﬁGz log ( %)) samples, we have that

o

o 1
Pr [Mt(w(t)) —l(w)] > Zcp} < or

and Pr [|€At(w*) — Uy (w™)| > %Gp} < 2.
From Lemma C.10, for every step t, we have that /;

(w!
and /; (w*) < —pG, thus, with probability at least 1 — % EA (w®)) > —1Gp and
f (w*) < —3Gp. Using Lemma C.8, we get

P (4 () - ) < HEEEES,

By the union bound, it follows that with probability at least 1 — §, we have that

which leads to a contradiction for T = ﬁ.

Thus, either there exists t € [T| such that 6 (w(t), w*> < €, which the algorithm
returns in Step 15, or the oracle C did not provide a correct certificate, which
happens with probability at most 5. Moreover, the algorithm calls the certificate T

times and the number of samples needed to construct the empirical distribution D

O(TN) = dfz log ((SP) 1 <RAL) O(1/a) |

This completes the proof. O

is

Using Proposition 4.44 and our certificate algorithms, we obtain the following

parameter estimation result for halfspaces with Tsybakov noise.

Theorem C.11 (Parameter Estimation of Tsybakov Halfspaces Under Well-Be-
haved Distributions). Let D be a (3, L, R, B)-well-behaved isotropic distribution on
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RY x {+1} that satisfies the («, A)-Tsybakov noise condition with respect to an un-

known halfspace f(x) = sign(w* - x). There exists an algorithm that draws N =

o(1/
g (RL€> oam log (1/6) samples from D, runs in poly(N,d) time, and computes a

vector w such that with probability 1 — 6 we have 6(w, w*) < €.

We note here that Theorem C.11 does not require the “U bounded” condition
of the underlying distribution on examples that is required in our Theorem 4.39.
Recall that this condition corresponds to an anti-concentration property of the
data distribution. With this additional property, Theorem 4.39 follows easily
from Theorem C.11, since it allows us to translate the small angle guarantee of

Theorem C.11 to the zero-one loss.

Proof of Theorem C.11. We start by noting how to obtain a p-certificate oracle for
(3,L, R, B)-well-behaved distributions. The algorithm of Theorem 4.5, returns a
function Ty, such that E(, ,)..p [Tw(¥)yw - x] < —% (GLR/(dA))O(l/“). By defini-

tion, the function Ty, (i.e., Equation (4.3)) is bounded, namely || Ty || o, < m <

@) (%) , where B is the band from Equation (4.3). Therefore, the function T,/ || Tuw || o
satisfies the conditions of a p-certificate oracle. Thus, by scaling the output of the al-
gorithm of Theorem 4.23, we obtain a 5 L (9LR/(dA) )O(l/ *)_certificate oracle. From
Proposition 4.44, this gives us an algorithm that returns a vector w such that
6(w, w*) < e with probability 1 — 4. O

To prove Theorem 4.39, we need the following claim for (L, R, U, B, B)-well-
behaved distributions.

Claim C.12 (see, e.g., Claim 2.1 of Diakonikolas et al. (2020c)). Let Dy be an
(L,R, U, B, B)-well-behaved distribution on R?. Then, forany 0 < € < 1, we have
that erré)jl(hu,hv) < UBlog?(1/€)-6(v,u) + €.

Proof of Theorem 4.39. Running Algorithm 8 for €’ = £ ﬁz U:(—Z/) , by Theorem C.11,

Algorithm 8 outputs a @ such that 6 (@, w*) < 57 7 m then from Claim C.12,

we have errg_1(hg, f) < e. O
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D APPENDIX TO CHAPTER 5

D.1 Learning LSFs with Bounded Noise in Kendall’s

Tau distance

Improperly Learning LSFs with Bounded Noise

We provide an improper learner for LSFs in the presence of bounded noise. We first
restate the main result of this section, whose proof relies on a connection between

noisy linear label ranking distributions and the Massart noise model.

Theorem D.1 (Non-Proper Learning Algorithm). Fixy € [0,1/2) and €,6 € (0,1).
Let D be an n7-noisy linear label ranking distribution satisfying the assumptions of Defini-
tion 1.10. ImproperLSF (Algorithm 9) draws N = O (e(l+2n)6 log(k/&)) samples from
D, runs in poly(d, k,1/€,10og(1/6)) time and, with probability at least 1 — &, outputs a

hypothesis h : R? — Sy that is e-close in KT distance to the target.

Proof. Assume that the target function is 0*(x) = ow+(x) = argsort(W*x) for
some unknown matrix W* € R**?. Consider a collection of N i.i.d. samples from
an 77-noisy linear label ranking distribution D (see Definition 1.10) and let T be the
associated training set. For each example (x, 7r) € T, we create a list of (’;) binary
examples (x,y;j) with y;; = sign(7t(i) — 7(j)) for any 1 < i < j < k, where 7(i)
denotes the position of the element i. Hence, we create the datasets Tj; consisting
of the binary labeled examples (x,y;;). We have that

LI [ sign((W = W) ex) <05 = P () < () [ Wx < W]

Since M (c*(x)) is an #-bounded noise ranking distribution (see Definition 1.9),

we get that

HNMILrT*(x)) (i) < 7(j) [ " (x) (i) > " (%) ()] <7 <1/2,
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where 0*(x) (i) denotes the position of the element i in the ranking c*(x). Focusing
on the training set T;;, we have that the sign y;; is flipped with probability at most 7.
So, we have reduced the problem to (g) sub-problems concerning the learnability
of halfspaces in the presence of Massart noise. The Massart noise model is a special
case of Definition 1.10 where k = 2. Note also that for each training set Tj;, the
features x have the same distribution. We can now apply the following result
for LTFs with Massart noise for the standard Gaussian distribution. Recall that
the concept class of homogeneous halfspaces (or linear threshold functions) is

Crrr = {hw(x) = sign(w - x) : w € RY}.

Lemma D.2 (Learning Halfspaces with Massart noise Zhang et al. (2020b)). Fix
n €10,1/2) andlet €, € (0,1). Let D be an y-noisy linear label ranking distribution
satisfying the assumptions of Definition 1.10 with k = 2 (where Csg = Crrr). There
is a computationally efficient algorithm MassartLTF that draws m = O(% :
log(1/6)) samples from D, runs in poly (m) time and outputs a linear threshold function
h that is e-close to the target linear threshold function h* with probability at least 1 — J,

ie., it holds Pry.p,[h(x) # h*(x)] <e.

We can invoke the algorithm of Lemma D.2 for any alternatives 1 <i < j <k
with accuracy €’ = O(e), &' = O(6/k?) and error rate 7 < 1/2!. We remark that
Lemma D.2 returns a halfspace. Each one of the (;) calls will provide a vector
vjj € R? such that, with probability at least 1 — &', it satisfies

Pr_[sign(vj; - x) # sign((W/ — W) -x)] < ¢,
XNNd J
where the true target halfspace has normal vector W/ — I/Vj*. Moreover, for any
i < j, the algorithm requires that the training set Tj; is of size

i1 ,
| Tijl = Q <g =2 -log(1/6 )) ,

1We can assume that 7 is known without loss of generality.
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and, so, a total number of

N=0Q (g : “jw -log(k/é)) ,
samples (x, 71) is required from the distribution D. Given a collection of linear
classifiers with normal vectors v;; for any i < j, it remains to aggregate them
and compute a sorting function & : R? — Sk. To this end, the estimator &, given
an example x, creates the directed complete graph G with k nodes with directed
edgei — jif v;; - x > 0. If all the linear classifiers are correct (which occurs with
probability 1 — O(ek?) over Dy due to the union bound), the graph G is acyclic
(since it will match the true directions induced by W*) and the estimator & outputs

the induced permutation. Observe that the KT distance is

LB | Y 1{sign(o;-x) £ sign(Wy — W) -x)}| <e'.
(5) N |1<iTj<k

Otherwise, the classifiers are inconsistent and G contains cycles. So, the expected
number of mistakes in the graph G is €k?. The estimator in order to output a
ranking uses a deterministic constant approximation algorithm for the minimum
Feedback Arc Set Ailon et al. (2008) in order to remove the cycles. For an overview
of this fundamental line of research, we refer to Ailon et al. (2008); Van Zuylen and
Williamson (2009); Kenyon-Mathieu and Schudy (2006).

Lemma D.3 (3-Approximation Algorithm for mimimum FAS (see Van Zuylen and
Williamson (2009); Ailon et al. (2008))). There is a deterministic algorithm MFAS for
the minimum Feedback Arc Set on unweighted tournaments with k vertices that outputs
orderings with cost less than 3 - OPT. The running time is poly (k).

In the above, OPT is the minimum number of flips the algorithm should per-
form. With input the cyclic directed graph G induced by the estimated linear classi-
fiers, the algorithm of Lemma D.3 computes, in poly(k) time, a 3-approximation of
the optimal solution (i.e., instead of correcting €( directed edges, the algorithm will
provide a directed acyclic graph with 3¢y changed edges). Hence, for the hypoth-
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esis 1 : R? — Sy, where h(x) is the output of the minimum FAS approximation
algorithm with input G (G depends on the input x, the randomness of the samples
and the internal randomness of the (g) calls of the Massart linear classifiers), and

the target function 0*(x), we have that

E [Axr(h(x),0"(x))] < (' +3€') = 4¢€,

XNNd
which completes the proof, by setting €’ = €/4. O

Remark D.4. Consider the following variant of the above procedure: compute the O(k?)
linear classifiers with accuracy €' = € /k?: If the induced directed graph is acyclic, output
the ranking; otherwise, output a random permutation. With probability €, the KT distance
will be of order k?. Hence, one has to draw in total O(k*d /€) samples to make the expected
KT distance roughly O(e). The algorithm of Theorem D.1 improves on this approach.

The Proof of Theorem 5.1: Properly Learning LSFs with Bounded

Noise

We first restate the main result of this section.

Theorem D.5 (Proper Learning Algorithm). Fix n € [0,1/2) and€,6 € (0,1). Let D
be an n7-noisy linear label ranking distribution satisfying the assumptions of Definition 1.10.
ProperLSF (Algorithm 10) draws N = O (#2’7)6 10g(k/5)) samples from D, runs
in poly(d, k,1/€,1og(1/6)) time and, with probability at least 1 — &, outputs a Linear

Sorting function h : R? — Sy that is e-close in KT distance to the target.

We are now ready to provide the proof of our efficient proper learning algorithm
for the class of Linear Sorting functions in the presence of bounded noise with

respect to the standard Gaussian probability measure.

Proof. As a first step, the algorithm calls the improper learning algorithm ImproperLSF
(Algorithm 9) with parameters €,6 and # < 1/2 and obtains a list of linear clas-
sifiers with normal vectors v;; for i < j. The utility of this step implies that, with
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probability at least 1 — J, each one of the classifiers e-learns the associated true
halfspace, i.e., it holds

Pr [sign(v;; - x) # sign((W — W}) -x)] <€,
X~/Ng
where W* is the matrix of the target Linear Sorting function. Without loss of
generality, assume that ||v;j||> = 1. In order to make the learner proper, it suffices

to solve the following convex program on W:

Find W e R4, (D.1)
such that (W; —W;) -v;; > (1 —¢) - [|[W; = Wj|l2 forany1<i<j<k, (cP)

(D.2)

Wl <1, (D.3)

for some ¢ € (0,1) to be decided. The main key ideas are summarized in the next

claim.

Claim D.6. The following properties hold true for ¢ = O(€?) with probability at least
1-29.

1. The convex program D.1 is feasible.

2. Any solution of the convex program D.1 induces an LSF that is e-close in KT distance
to the true target o (-).

3. The feasible set of the convex program D.1 contains a ball of radius r = 2~ Poly(dk1/elog(1/9))

and is contained in a ball of radius 1. Both balls are with respect to the Frobenius

norm.

4. The convex program D.1 can be solved in time poly(d, k,1/€,log(1/0)) using the
ellipsoid algorithm.

Proof of Item 1. First, we can choose the error ¢ so that this convex program is

feasible. Let us set W = W*, where W* is the underlying matrix of the target Linear
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Sorting function o* with 0*(x) = argsort(W*x). Recall that, by the guarantees of
the improper learning algorithm, for the pair 1 <i < j <k, it holds

Pr.[sign(vy; %) # sign((W; — W) -x)] < e. (D4)

Since the standard Gaussian is rotationally symmetric, the angle 6(u, v) between
two vectors u, v € R? is equal to 77 - Pry. v, [sign(u - x) # sign(v - x)]. Hence, using
this observation and Equation (D.4), we get that the angle between the guess vector
v;j and the true normal vector W — I/V].* is

9(‘/\/1* - I/\/]:k/vl']') <c- €,

for some constant ¢ > 0. For sufficiently small €, this bound implies that the cosine

of the above angle is of order 1 — (ce)? and so the following inequality will hold
(Wi = W) 055 > (1= 2(ce)?) - W) = W2,

since v;; is unit. Hence, by setting ¢ = 2(ce)?, the convex program with variables

W € R**? will be feasible; W* will be a solution with probability 1 — &, where the

randomness is over the output of the algorithm dealing with the Massart linear

classifiers. Note that we can assume that ||W*||r < 1 without loss of generality,

since we can divide each row with the Frobenius norm.

Proof of Item 2. Let W be a solution of the convex program.We will make use of
the observation that the angle between two vectors is equal to the disagreement of
the associated linear threshold functions with respect to the standard normal times
1. Observe that any solution W to the convex program will satisfy that

(Vi,j) 0(vij, W; — W) < O(,/9) = ce.

and
(Vi,j) O(W/ — W/, v;) <e.
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This implies that
dangle(W*/ W) < c'e

Claim D.7. For the matrices W, W* € R**4 it holds that

E/‘\f [AKT(UW(x)IUW* (x))] < dangle(wl W*) .

X~Ng

Proof. We have that

E [AKT(O'W(X)/ Ow~ (x))]

x~Ny
= 15 Bl D 0= W) (8 =W))<}
1

- & 1S§j§kx5r\/d[51gn("\7i — W)) - x) # sign((W/ — W/) - x)]

1
= —max6(W; — W;, W — W)
i

< dypgte(W, W*).

]

Using the above claim, we get an expected KT distance bound of order O(e).
This gives the desired result.

Proof of Item 3. We will make use of the next lemma.

Lemma D.8. Fix ¢,6 € (0,1). Let W* € R**? be the true parameter matrix. There
exists a matrix W* € RR¥*4 such that, with probability at least 1 — &

* Pr,.,[sign((W;} — I/V]*) - x) # sign((Wy — W/]*) -x)] <e€ foralli#j,and,
° ||/‘,\\71* _ AW/]*”Z > 2—poly(d,k,1/e,log(1/(5))for anyi 75 ]

Proof of Lemma D.8. The above lemma is a result of the next Appendix D.1. In
particular, it is a direct implication of Lemma D.11 and Corollary D.17. O
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Note that the above lemma implies that

(Vi,j) Pr [sign(v; - x) # sign((Wf — W}) -x)] < 2e,

Pr
x~Ny
with probability at least 1 — 24. Hence, up to constants, the analysis concerning the
feasibility of the true matrix W* (see Item 1) will still hold for W*. From now on we
can work with this matrix W* which enjoys the “well-conditionedness” property
of the second item of the lemma.

We will use the above lemma in order to prove Item 3 which controls the
volume of the feasible region: it states that there exist 0 < r < R so that the feasible
region of the convex program contains a ball of radius r and is contained in a ball
of radius R (where the balls are with respect to the Frobenius norm). Moreover,
r — 2—poly(dk1/elog(1/5)) and R = 1.

For the chosen ¢ € (0,1), the feasible set contains matrices W € RR¥*“ that
satisfy |W — W* || < 2r, r to be decided. For any i # j, we have that the following
properties hold:

L ||Wy — W]*H o > 27 Poly(dk1/elog(1/9)) (well-conditionedness).
2 (Wr = W) 05 = (1 ) W — W (feasibility).

3. ||W — W*||p < 2r which implies that |W; — W ||, < 2 for any i € [k] (ball
around feasible point).

4. ||Z)l']'H2 =1.

Our goal is to prove that for a matrix in the above ball it holds (W; — W) - v;; >
(1-9) [W; — Wjl.
We have that

(Wi = W) -0y = (W = W) 0y + (W; = W) - 05 + (Wi — W) -
< [|W; = Will2 + [[W) — Wil + (W; = W) - v
§4T—|—(W—I/Vj)'vij.
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More to that

IW; — Willp = [W; — Wy + W — W + W — Wi,
< [W; = W) L2+ ([ W — W2 + ([ W] — W2
< ar 4+ | W} — W,

and similarly: ||W; — Wj|» > W — T/\V/]%Hz — 4y

Combining the above inequalities, we get that

(I/VI—W) 0ij (‘/vz* W) ’01]—47’

(1—¢) Wy — W7y —4r

> (1 9) (IWi— Wjla — 4r) — 4
=(1-

¢) [[Wi — Will2 —8r.

>
2>

We pick r sufficiently small and of order 2 Poly(dk1/€10g(1/9)) and get that W is
a feasible solution of the convex program. Moreover, we can select R = 1 since

|[W*||r = 1 without loss of generality, since we can normalize the row differences
of W* with the norm ||[W*||r.

Proof of Item 4. We apply the ellipsoid algorithm in order to solve the convex
program D.1 and compute a matrix W € R4, The algorithm ProperLSF outputs

the linear sorting function h(-) = oy (+)-

Lemma D.9 (Efficiency of the Ellipsoid Algorithm Vishnoi (2021)). Suppose that
P C R is a full-dimensional polytope that is contained in a d-dimensional Euclidean
ball of radius R > 0 and contains a d-dimensional Euclidean ball of radius r > 0. Then,
the ellipsoid method outputs a point X € P after O(d?log(R/r)) iterations. Moreover,
every iteration can be implemented in O(d* + Tsep) time, where Teep is the time required

to answer a single query by the separation oracle.

Assume that Item 3 holds true. Then the algorithm can be used with r =
2~ poly(dk1/elog(1/9)) and R = 1. Hence, the ellipsoid algorithm will provide in time
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poly(d,k,1/¢,1og(1/6)) a point W that lies in the feasible region of the convex
program D.12.
[]

Remark D.10. We remark that both the improper (Algorithm 9) and the proper (Algo-
rithm 10) learning algorithms hold for the more general case where the x-marginal lies in
the class of isotropic log-concave distributions Lovdsz and Vempala (2007): A distribution
D, lies inside the class of isotropic log-concave distributions JFic over RY if Dy has a
probability density function f over R? such that log f is concave, its mean is zero, and its

covariance is identity, i.e., Exp [xx"] = L.

The proof of Lemma D.8

We provide the following result.

Lemma D.11. Fix ¢,6 € (0,1). Let W* € R**4 be the true parameter matrix. There
exists a matrix W € R¥*4 such that, with probability at least 1 — 6

* Pr,.y,[sign((W}" — W]*) -x) # sign((W; —W;) -x)] <€ foralli# j,and,
® The bit complexity of W is poly(k,d,1/€,log(1/6))

Proof. The matrix W will be the output of a linear program that can be used to
learn the LSF ow+(-) in the noiseless setting.

Consider the unit sphere S%~! and a éy-cover of the unit sphere with parameter
dp > 0 to be decided. For any sample (x, 7t) ~ D of the 0-noisy linear label ranking
distribution, i.e., x ~ N; and 7t = ow+(x), we consider the rounded sample (¥, 77)
where ¥ is obtained by first projecting x € R? to S?~! and then by obtaining the
closest point of ¥ in the cover. The cover’s size is O(1/5)".

Letus fix 1 < i < j < k and set y;; = sign(7t(i) — 7(j)). For a training set

{(x®, (1) }e|n) of size N, we create the following linear system L;; with variables

2We remark that the runtime will also depend on the time required to answer a single query by
the separation oracle. We assume that this time is polynomial in the parameters of our problem and
we opt not to track these details in this work.
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W e ]kad:
yl(jt) (W; — W) >0, te [N]  (Ljj).

Consider the concatenation of the linear systems L = U;;L;;. The number of
equations in the linear system of equations L is N - (]5)

We first have to show that, with high probability, the system L is feasible, i.e.,
there exists W that satisfies the system’s equations. Note that if we replace x(*)
with the original points x(), the true matrix W* is a solution to the system. We
now have to study the rounded linear system.

Claim D.12. The (rounded) linear system L is feasible with high probability.

Proof. In order to show the feasibility of L, we will use the anti-concentration

properties of the Gaussian.
Fact D.13 (Dasgupta et al. (2005)). Let P be the standard normal distribution over R
For any fixed unit vector a € RY and any y < 1,

X
][

v
v/a< pylla o< ol <
Let us focus on the pair 1 < i < j < k. We first observe that scaling all samples
to lie on the unit sphere does not affect the feasibility of the system. It suffices
to focus on that single halfspace with normal vector v;; = Wy — W} € RY and
consider the probability of the event that the collection of the N rounded points
{1}, with labels {yf].t) }+, that come from N Gaussian vectors {x(Y)}; which are

linearly separable (with labels {ygjt) }+), becomes non-linearly separable. For this it
suffices to control the probability that the rounding procedure flips the label of the
data point. Using the union bound, we have that, if the rounding has accuracy do,
the described bad event has probability

X, !c?(];\])w./\/'d[zlt € [N] : sign(wj; - i) £ sign(v;; - x®)]

<N- Pr [l x/ |2l <26] < N-0(%V4d),
x~Nyg
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where we remark that the first event is scale invariant and so we can assume that
the normal vector is unit, the first inequality follows from the fact that it suffices to
control the mass assigned to a strip of width 24 (due to the discretization) and the
second inequality follows from Fact D.13. We now have to select the discretization.
Let o € (0,1). By choosing dyp = O(W), the bad event for all the pairs i < j
occurs with probability at most J, i.e., with probability at least 1 — J, each one of

the N drawn i.i.d. samples does not fall in any one of the (g) “bad” strips. O

We can now consider the case that the system L is feasible (with the target
matrix W* being a feasible point) that occurs with probability 1 — 4. The class of
homogenous halfspaces in d dimensions has VC dimension d; therefore, the sample
complexity of learning halfspaces using ERM is O((d + log(1/6))/€). Moreover,
in the realizable case, we can implement the ERM using e.g., linear programming
and find a solution in poly(d, 1/¢€,log(1/5)) time. We next focus on the quality of
the solution which will give the desired sample complexity.

Claim D.14. Assume that the algorithm draws N = é(w) i.i.d. samples of the
form (x, 7t) with x ~ Ny and w7 = ow+(x). For any i # j and with probability at least
1 — 26, the solution W of the linear system L satisfies

Pr [sign((W/ — W) x) # sign((W; — W)) -x)] <e.

XNN,;[

Proof. Since the matrix W satisfies the sub-system L;;, the result follows using a
union bound on the events that (i) the linear system is feasible and (ii) the ERM is

a successful PAC learner. O

Claim D.15. Consider the solution W of the linear system. Then, W has bounded bit
complexity of order poly(d, k,1/¢€,log(1/9)).

Proof. We will make use of the following result that relates the size of the input
and the output of a linear program using Cramer’s rule.

Lemma D.16 (Schrijver (1998); Papadimitriou (1981)). Let A € Z™*",b € Z",c €
Z". Consider a linear program minc - x subject to Ax < band x > 0. Let U be
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the maximum size of Ayj, b;,c;. The output of the linear program has size O(m(nU +
nlog(n))) bits.

We will apply the above lemma (which holds even by dropping the constraint
x > 0) to our setting where Aw > 0 where w = (W,);cjy € QM ie., wis
the vectorization of the matrix W. Moreover, A is the matrix containing the
N (rounded) Gaussian samples %), We have that the matrix A has dimension
N (S) x kd and each entry A;; is an integer and has size at most U = poly(d, k)
(since the samples are rounded on the dyp-cover of the sphere. Recall that the
labels ylgjt) € {—1,+1} and ¥ lie in the unit sphere. In particular, each row of
the matrix A has 2d non-zero entries and is associated with a tuple (i, ], t) for
1 <i<j<kandt € [N]. Then, it holds that the output has size at most
O(Nk?(dU + dklog(dk))) bits. So, we get that the output W can be described using
at most poly(d, k,1/€,U,log(1/5)) = poly(d, k,1/€,1og(1/)) bits (due to the size
of the entries of the matrix A). O]

Combining the above claims, we conclude the proof. O
As a corollary of the bounded bit complexity, we obtain the following key result.

Corollary D.17. Let € > 0. Assume that W € R¥*? has bit complexity at most

poly(d, k,1/¢,1og(1/5)). Then, foranyi,j € [k] withi # j, it holds that | W; — W2 >
zfpoly(d,k,l/e,log(l/é)).

Proof. First, we can assume that W; # W; for any i # j; in case of equal rows, we
obtain a low-dimensional instance. Then, since any vector W; has bounded bit
complexity, we have that the difference of any two such vectors, provided that it is
non-zero, has a lower bound in its norm, i.e., [|[W; — Wj[[2 > 2—poly(dk1/elog(1/9))

foranyi,j € [k]. O
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D.2 Learning in Top-1 Disagreement from Label

Rankings

Let us set 01 (Wx) = argmax;. g Wi - x for x € R?. The main result of this section

follows.

Theorem D.18 (Proper Top-1 Learning Algorithm). Fix 5 € [0,1/2) and €,6 €
(0,1). Let D be an n-noisy linear label ranking distribution satisfying the assumptions

of Definition 1.10. There exists an algorithm that draws N = O (i(kl— ~_12°17g)§ log(k/d))

samples from D, runs in poly(N) time and, with probability at least 1 — &, outputs a
Linear Sorting function h : R — Sy that is e-close in top-1 disagreement to the target.

Proof. Note that the MassartLTF algorithm (see Lemma D.2) has the guarantee that

it returns a vector w so that

xPr [sign(w - x) # sign(w™ - x)] <€,

~Nd

with probability 1 — §, where w* is the target normal vector. Since the above
misclassification probability with respect to N is directly connected with the
angle 6(w, w*), we get that we can control the angle between w and w* efficiently.
Moreover, in our setting, for a matrix W & R**4, there exist (’2‘) homogeneous
halfspaces with normal vectors W; — W; and so we can control the angles O(W; —
Wi, Wi — T/V]*) In order to deduce the sample complexity bound of Theorem D.18,
we show the next lemma which essentially bounds the top-1 misclassification error
using the angles of these O(k?) halfspaces. We apply Lemma D.19 with U = W
and V = W* and so we can take € = €/ (k,/logk) and invoke the proper learning
algorithm of Algorithm 10. This completes the proof. O

We continue with the proof of our key lemma.
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Lemma D.19 (Misclassification Error). Consider two matrices U,V € R**? and let
N be the standard Gaussian in d dimensions. We have that

le\'/ [ (Ux) # 01 (Vx)] <c-k- \/logk~m2x9(ui -Uu;, v;-V;),
x~Ny i#]

where ¢ > 0 is some universal constant.

Proof. We have that

xf/{/d[al(u:c) #01(Vx)] = iez[k] xffvd[al(Ux) =i,00(Vx) #1].

We have that Cg) = 1{x: o1 (Ux) = i} =[] 1{(U; — U;) - x > 0} is the set indi-
cator of a homogeneous polyhedral cone as the intersection of k — 1 homogeneous
halfspaces. Similarly, we consider the cone C‘(,i) = {x: 01(Vx) = i}. Hence, we
have that {x : 01(Vx) # i} is the complement of a homogeneous polyhedral cone.
Let us define CS) :RY — {0,1} and Cg) :R¥ — {0,1} be the associated indicator

functions of the two cones. We have that

Pr oy (Ux) =i,00(Vx) #i] = Pr [C)(x) =1,c)(x) =0].

x~Ny x~Njy

Finally, we have that
0 () = e\l < el ue el

We can hence apply Lemma D.20 for the cones Cl(Ii) , CS) for each i € [k]. O

Lemma D.20 (Cone Disagreement). Let C; : R? + {0,1} be the indicator function
of the homogeneous polyhedral cone defined by the k unit vectors vy, ..., v, € RY, i.e.,
Ci(x) =TT, 1{v; - x > 0}. Similarly, define C; : R? +— {0,1} to be the homogeneous
polyhedral cone with normal vectors uy, . .., uy. It holds that

xwﬂ{ld[Cl(x) # Ca(x)] < cy/log(k) 1;2%9(%%),
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where ¢ > 0 is some universal constant.

Proof. To simplify notation, denote & = max;c[) 0(v;, u;). We first observe that
it suffices to prove the upper bound on the probability of C;(x) # Ca(x) for
sufficiently small values of 6. Indeed, if we have that the bound is true for 6 smaller
than some 6y we can then form a path of sufficiently large length N (in particular we
need 6/N < 0p) starting from the vectors vy, ..., vy to the final vectors uy, ..., u,
where at each step we only rotate the vectors by at most /N < 6. By the triangle
inequality, we immediately obtain that the probability that C;(x) # Cy(x) is at
most equal to the sum of the probabilities of the intermediate steps which is at
most YN | c/log(k) % = c4/log(k)6. Notice in the above argument the constant 6
can be arbitrarily small and may also depend on k and d.

We define the indicator of the positive orthant in k dimensions to be R(#) =
]‘[ﬁ-‘:1 1{t; > 0}. Using this notation, we have that the cone indicator can be written
as C1(x) = R(vy - x,...,v;-x) = R(Vx), where V is the k x d matrix whose i-th
row is the vector v;. Moreover, we define the i-th face of the cone R(Vx) to be

Fi(Vx) = R(Vx) 1{v; -x =0} .

We will first handle the case where only one of the normal vectors v; changes.

We show the following claim.

Claim D.21. Let vq,...,v € R? and r € R? with 6(vy,r) < 6 for some sufficiently
small 6 € (0,7t/2). It holds that

1
Pr [R X, ..., Uk R(r-x,v0-x,...,0;- <c-0-T(F 1 — 41,
an{u[ (v1-%,...,090-x) #R(r-x,v0-x,...,0; - x)] ( 1)\/08 (F(Fl) )

where F is the face with vy - x = 0 of the cone R(Vx) and c is some universal constant.
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0

Figure D.1: The vectors r, v; and q and the disagreement region of the halfspaces
with normal vectors r and v;.

Proof. We have

Pr [R(v1-%x,...,0¢-x) #R(r-x,03-%,...,0¢-X)]

XNNd
= E [|[R(v1-x,...,00-x) —R(r-x,02-x,...,0¢x)|]
xNNd
= E]N [R(vp-x,...,0¢-x) [1{v1 -2 >0} —1{r-x > 0}|] .
x~INg

We have that [1{v; -x > 0} — 1{r-x > 0}| = 1{(v1 - x)(r - x) < 0}, i.e, this is
the event that the halfspaces 1{v; - x > 0} and 1{r-x > 0} disagree. Let g be
the normalized projection of r onto the orthogonal complement of vy, i.e., g =
proj,.r/ | proj,, 1L1’H2- We have that v; and g is an orthonormal basis of the subspace
spanned by the vectors v; and r. We have that r = cos6(v1, r)v; + sinf(vy,7)g.

Moreover, we have that the region (v; - x)(r - x) < 0is equal to
{0<v-x<—(g-x)tanf(vy,r)} U{—(g-x)tan6(vy,r) < v1-x < 0}.

Thus, we have that the disagreement region (v; - x)(r - x) < 0 is a subset of
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the region {|v; - x| < |g - x| tan6(vy1,7)}. Since tanf(v1,7) < 6 and we have that
0 is sufficiently small we can also replace the above region by the larger region:
{|v1 - x| <20|q - x|}. Therefore, we have

XNENd [R(vp - x,...,0p-x) 1{(v1 - x)(r-x) <0}}]
< E [R(vp-x,...,0¢-x) 1{|v1-x| <20|q-x|}].

wad

The derivative of the above expression with respect to 0 is equal to

E R(vz~x,...,vk-x)(5(|vl'x| —9)},

x~INy 2|q - x|

where 6(t) is the Dirac delta function. At § = 0 and using the property that
O(t/a) = ad(t), we have that the above derivative is equal to

2 E [R(vg-x,...,00-x) |q-x| 6(|vg-x])] .
XNNd
Notice that, if we did not have the term |q - x|, the above expression would be
exactly equal to two times the Gaussian surface area of the face with v - x =0, i.e,,
it would be equal to 2I'(F; ). We now show that this extra term of |g - x| can only

increase the above surface integral by at most a logarithmic factor. We have that
E [R(z-%.,00%) |03 0(for-x)] = [ ¢ul)lq-2ldp(x)
1

xNNd

< /XEF1 ¢a(x)|q - x[1{|q - x| < T}dp(x) +/xeF1 ba(x)|q - x[1{|q - x| > Erdu(x)
< é/xelﬁ ¢pa(x)dp(x) + /XGF1 ¢a(x)|q - x|1{|q - x| > E}du(x),

where dy(x) is the standard surface measure in R?. The first term above is exactly
equal to the Gaussian surface area of the face F;. To bound from above the second
term we can use the fact that the face Fj is a subset of the hyperplane v; - x = 0,

i.e., it holds that F; C {x : |v1 - x| = 0}. To simplify notation we may assume that
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v1 = e; and g = ej (recall that v; and g are orthogonal unit vectors), and in this
case we obtain

[, ala-2l1llg-x| 2 pau) < [ paolxalt{nl > Hap()

[Tl 2 ey
— X X X
). 20 > ¢ 5%
1
:—6_52/2.

T

Combining the above bounds we obtain that the derivative with respect to 6 of the
expression Ey N, [R(v2 - %, ..., vk - x) 1{|v1 - x| < 20|q - x|}] is equal to

20—62/2

i( E [R(v2-x,...,00-x) 1{|vg - x| §291q~x\}])‘

<

By picking & = +/2log(1+ 1/T'(F;)), the result follows since up to introducing o(6)
error we can bound the term Pryn, [R(v1 - %, ..., 0 - x) # R(r-x,02-%,..., 0 - X)]
by its derivative with respect to 6 (evaluated at 0) times 0. O

We can complete the proof of Lemma D.20 using Claim D.21. In order to bound
the disagreement of the cones C; and C; we can start from C; and change one of
its vectors at a time so that we can use Claim D.21 that can handle this case. For
example, at the first step, we can swap v; for u; and use the triangle inequality to
obtain that

xfﬂgd[cl(x) # Ca(x)] < xl’ﬂ{u[R(vl "X, U X) F R(uy - x, 00 x. ., 0 x))]

+ P]{I [R(uy-x,02-%,...,0p-x) # R(uy - x,up-x..., 0 x)]
x~INy

< c-0T(F)y/log(1/T(F) +1)

+ P]{I [R(uy-x,02-%,...,0p-x) = R(uy - x,up-x...,uc-x)],
x~INy

where F; = F;(Vx) is the face with v; - x = 0 of the cone C;. Notice that we have
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replaced vy by u; in the above bound. Our plan is to use the triangle inequality
and continue replacing the vectors of C; by the vectors of C, sequentially. To make
this formal we define the matrix A() € R¥*¢ whose first i — 1 rows are the vectors

uy,...,u;_1 and its last k — i + 1 rows are the vectors v;, ..., vy, i.e.,

! v if i<j<k.

Notice that A1) = V and A(K+1) = U. Using the triangle inequality we obtain that

Pr [Ci(x) # Ca(x <Z Pr [R(AWx) # R(AUVx)].

x~]N i=1 NNd

Since the matrices A() and A(*1) only differ on one row, we can use Claim D.21 to
obtain the following bound:

1

We now observe that the Gaussian surface area F(F (Al)x)) is a continuous func-
tion of the matrix A(). By flattening the matrix A() (since it is isomorphic to a vec-
tor z € R™) and letting S. be the induced surface {x : R(ADx) =1 Av;-x =0},
it suffices to show that

tim [ gu(x)1{x € Suldn(®) = [ gal)1{x € S:}dp(x),

w—z

by the smoothness of the surface S,. Consider a sequence of functions (g,;) and
vectors (wy,) so that g, (x) = ¢n(x)1{x € Sy, } and limy,_,e0 wy, = z. Note that
|gm(x)] < 1everywhere. Hence, by the dominated convergence theorem, we have
that

lim /gm x)du(x / lim g, (x)du(x) = /cpn(x) n%i_rgo]l{x € Sw,, du(x) .

m—o0 m—00
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Since the sequence consists of smooth surfaces, we have that lim, . 1{x €
Sw,} = 1{x € S;} and so the Gaussian surface area is continuous with respect to
the matrix A() for any i € [k].

Also, as § — 0, we have that A() — V. This is because the sequence of matrices
A1) depends only on the vectors u; and v; for j € [k] and the following two
properties hold true: 6 = max;c 0(vj, u;) and all the vectors are unit. Hence, as 6
tends to zero, they tend to become the same vectors and so any matrix A()) tends
to become V. Therefore, taking this limit we obtain that for 8 — 0 it holds that

lim Pr. N, [Ci(x) # Co(x
9—0 0

)] k
< ¢ Y T(F(Vx))\/log (1/T(F(Vx)) +1). (D.5)
i=1

We will now use the following lemma that shows that the surface area of any
homogeneous polyhedral cone is independent of the number of faces k and in fact
is at most 1 for all k.

Lemma D.22 (Gaussian Surface Area of Homogeneous Cones Nazarov (2003b)).
Let C be a cone with apex at the origin (i.e., an intersection of arbitrarily many halfspaces
all of whose boundaries contain the origin). Then C has Gaussian surface area T(C) at
most 1.

Using Lemma D.22 we obtain that Y¥_, ['(F;(Vx)) < 1. Next, we observe that,
when the positive numbers ay, . . ., a satisfy Zile a; < 1,itholds that Zﬁ‘:l a;/log(1/a;) <

\/ YK L ajlog(1/a;) < \/log(k) (using the fact that the uniform distribution maxi-
mizes the entropy). Using this fact and Equation (D.5), we obtain

lim Pry N, [Cr(x) # Co(x)] < C\/@.

6—0 0

Thus, we have shown that, for sufficiently small 6, it holds that Pr,..n,[Ci(x) #
Ca(x)] < c¢y/log(k)0, but, as we discussed in the start of the proof, the general
bound follows directly from the bound for sufficiently small values of 6 > 0. [
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D.3 Learning in Top-r Disagreement from Label
Rankings

We prove the next result which corresponds to a proper learning algorithm for LSF

in the presence of bounded noise with respect to the top-r disagreement.

Theorem D.23 (Proper Top-r Learning Algorithm). Fix 7 € [0,1/2), r € [k] and
€,0 € (0,1). Let D be an n-noisy linear label ranking distribution satisfying the assump-
tions of Definition 1.10. There exists an algorithm that draws N = O ( - d rk 26 s log(1/ 5))
samples from D, runs in poly(N) time and, with probability at least 1 — 6, outputs a
Linear Sorting function h : RY — Sy that is e-close in top-r disagreement to the target.

The main result of this section is the next lemma, which directly implies the
above theorem (using the same steps as the proof of Theorem D.18).

Lemma D.24 (Top-r Misclassification). Let r € [k|. Consider two matrices U,V €
R¥*? and let Ny be the standard Gaussian in d dimensions. We have that

Pr [o1.,(Ux) # 01.,(Vx)] <c-k-r-4/log(kr) - max@(ll u,v,-v;),

x~Ny i#j
where ¢ > 0 is some universal constant.

Proof. Let us set 07 ,(Wx) denote the ordering of the top-r alternatives in the
ranking c(Wx). Moreover, recall that o;(Wx) denotes the alternative in the ¢-th
position of the ranking o(Wx). For two matrices U, V € R¥*?, we have that

k

Pr (o (Ux) # 01,(Va)] =), Pr. U{] = 0y(Ux),j # 0(Vx)}
N =17 =1

The first step is to understand the geometry of the set Jy_;{x : j = oy(Ux)} = {x:
j € 01.,(Ux)} for j € [k]. We have that this set is equal to

V= U Ol ) -x>0bN () {x: (U —U;) - x < 0}.

SCIK]:|S|<r—1i€S i¢S
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In words, Tlgj ) iterates over any possible collection of alternatives that can win the
element j (they lie in the set of top elements S) and the remaining elements lose
when compared with j (they lie in the complement set [k] \ S). Overloading the
notation, let us define the mapping T(t) = T(t1, ..., t) = Lsc[i:(s|<r—1 [ lies 1{ti >
0} [Ti¢s 1{t; < 0}. Using this mapping, we can define the indicator of the set Tg) as
T((Uy - Uj)-x,...,(Ux— Uj) - x). The top-r disagreement Pry 7, [j € 01.,(Ux), ] ¢
o1.,(Vx)] is equal to:

Pr [T((W —Uj) - x, .., (U — U;) - x) = 1, T((Vi = V) - %,., (Vi = V) - x) = 0].

XNNd

So we have that
k
Pr [0, (Ux) # o1, (Vx)] 2 Pr [Tj(Ux) =1,T;j(Vx) = 0]

x~Ny i= 1x~Nd

< Z Pr i(Ux) # T;(Vx)].

de

In order to show the desired bound, it suffices to prove the following two lemmas.

Lemma D.25 (Disagreement Region). Consider a positive integer r < k. Fix j € [k]
Pr. y,[Ti(Ux) # T;(Vx)]

and let 6 = max;c [y 0(U; — Uj, V; — V;). Then it holds that
lim / / Z log ! +1],
-0 0 =T 1"(1:{)

where ¢ > 0 is some constant and Fij is the surface {x : j € o1 ,(Vx)}N{x:V;-x =
V; - x} for the matrix V€ RF*4,

and,
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Lemma D.26. Let Fij , 1,k as in the previous lemma. It holds that

Y Y T(F)) < 2kr.
i€lk] jel

Applying these two lemmas with 6 = max;; 0(U; — U;, V; — V;), we get that

7. éli% Zje[k] PI‘xNNd[TjG(Ux) # T](Vx)] <c- Z Z F(FZ)J log (L + 1) .

jelk] i€ k] I (F))

Let us set F’(Fij) = F(Fij) / (2kr). Then we have that

jelk] ie[k] 2kr - I

. ') [ tog [ —2— +1).
Z < 2ck ZZF(FJ\IIg( (Fi])+1)

It suffices to bound the quantity

'(F) | 1o L 1):0 kr\/log(kr) ) ,
jgdiéz[k} (I)J g<F’(FZ)+ ( &l ))

where we used a similar “entropy-like” inequality as we did in the top-1 case. This

yields (by recalling that it is sufficient to consider only the case of arbitrarily small
angles, as in the top-1 case) that

Pr (01 (Ux) # 01.,(Vx)] < crk y/log(kr) - max 6(U; — U;, V; = V;),
x~Ny i#]

for some universal constant c. ]
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The proof of Lemma D.25

We proceed with the proof of the key lemma concerning the disagreement region.
We first show the following claim where we only change a single vector. Recall that

T(Vx)= Y, J]t{vi-x>0}]]1{wi-x<0}.

S:|S|<r—1i€S i¢S
We will be interested in the surface F; := F;(Vx) = T(Vx)1{v; - x = 0}.

Claim D.27. Let vy,...,v, € R? and r € R? with 8(vy,r) < 6 for some sufficiently
small 6 € (0, 7t/2). It holds that

Pr [T(v1-x,...,0¢-x) #T(r-x,03-%x,...,0c-x)] < c-0-T(F),/log (L—|—1>,
X~INg F(Fl)

where Fy is the surface T(Vx) N {x : v1 - x = 0} and c is some universal constant.

Proof. We first decompose the sum of T(Vx) depending on whether 1 € S or not.
Hence, we have that T(vy - x,..., 0 -x) = T (v x,...,00-x) + T (v1-x,...,0-
x) where

T (v1-x,...,0¢ - x)

— Y [Tt{vi-x>0}[J1{vi-x <0}

SC[K]:|S|<r—1,1€S i€S i¢s
= Y. o - x>0} J] {oi-x>0}[]1{vi-x <0}
SCIK:|S|<r—1,1€S ies\{1} i#$
= 1{v;-x >0} - ) [T Hoi-x>0}]]1{v;i-x <0}
SCIK:|S|<r—1,1€Sies\{1} i#$

= 1{v;-x>0}-G (v2-x,...,00-x),
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and similarly

T (v1-%x,...,00x)

=1{v;-x <0} - ) [Ti{vi- x>0} J] 1{vi-x <0}

SCIk):|S|<r—1,1¢S i€S i¢S\{1}
= 1{v; - x<0}-G (vp-x,...,0¢-x).

Notice that the indicator G° does not depend on the alternative 1 fors € {—, +}.
Since T : R — {0,1}, we have that

Pr [T(vy-x,...,00-x) #T(r-x,02-%,...,0-x)]

x~Ny

= E [|[T(o1-x,...,00-x)—=T(r-x,00-%,...,0%)|]
x~Ny

< ) [|T°(v1 - %,...,00-x) = T°(r-x,02- %,...,0( - X)|]
se{- +}"” !

= Y E [G(o-x...v0-x) |[I{s-01-x>0}—1{s-r-x>0}].
se{—,—&-}wad

Let us focus on the case s = +. The difference between the two indicators in
the last line of the above equation corresponds to the event that the halfspaces
1{v;-x > 0} and 1{r-x > 0} disagree. Hence, we have that [1{v; -x > 0} —
1{r-x > 0}| = 1{(v;1 - x)(r - x) < 0}. Note that the above indicator depends on
both v; and r. We would like to work only with one of these two vectors. To
this end, let us introduce ¢, the normalized projection of r onto the orthogonal
complement of vy, i.e., g = projv%r/HprojvlﬂHz. We have that v; and g is an
orthonormal basis of the subspace spanned by the vectors v; and r. Notice that
r = cos0(vq,7)v1 + sin (v, ¥)q, by the construction of 4. Our goal is to understand
the structure of the region (v - x)(r - x) < 0. This set is equal to

{0<v-x<—(g-x)tanf(vy,r)} U{—(g-x)tan6(vy,r) < v1-x < 0}.

To see this, we have that (v - x)(r-x) = (v1 - x)(cos 0(v1, 7)v1 - x +sinb(vy,7)g - x).
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This quantity must be negative. The left-hand set considers the case where v; - x > 0
and so tan6(v1,7)(q - x) < —v1 - x. We obtain the right-hand set in a similar way.
Thus, we have that the disagreement region (v; - x)(r - x) < 0 is a subset of the
region {|v1 - x| < |g-x|tanf(vy,7)}. Since tan6(vy,r) < 6 and we have that 6
is sufficiently small we can also replace the above region by the larger region:
{|v1 - x| <20|q - x|}. Therefore, we have
E (G (v x,..., 00 -x) 1{(v1 - x)(r-x) < O0}}]
x~INy

< E [GT(vp-x,...,0p-x) I{|v1 - x| < 260|q-x[}] .

B JCN]Nd

From this point, the proof goes as in the top-1 case. In total, we will get that
Pr [T(vy-x,...,00-x) #T(r-x,02-%,...,0¢x)]
x~Ng

= ]%\I (G (v2-x,...,00-x) + G (v2-x,...,0¢-%)) |q- x| 6(|o1 - x])]
~INg

<2 [ gul)lq-xldp(x)
<2 [ alx)lg xlt{lg 2 < Qdp(x) +2 | gulg-x/1{la -2l > Ehuc)

<2 [ gudp(x) +2 [ palx)lg-xl1{lg x| > Shantx),

where dy(x) is the standard surface measure in R?. Let us explain the first inequal-
ity above. Note that the space induced by G~ (v, - x, ..., vy - x) contains the space
induced by G (v, - x, ..., v, - x). Hence, in the integration, we can integrate over
the surface F; = T(Vx) N1{x : v; - x = 0} twice. Essentially, this surface corre-
sponds to 1{v1 - x = 0} - Lscr(1):(5|<r—1 [ lies 1{wi - x = 0} [Tigs 1{v; - x < 0}.
Applying the steps of the top-1 case, we can obtain the desired bound in terms of
the Gaussian surface area of F;. O

Next, for fixed j € [k], we can apply the above claim sequentially (as we did in
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the end of the top-1 case) to get

Pre, [T, (Ux) # Ty(Vx

. )l i < 1 )
lim <c- I'(F),|lo . 1],
90 0 =¢ ieZ:m ( I)J & I'(F) *

1

for some small constant ¢ > 0.

The proof of Lemma D.26

Using the above result, we get that it suffices to control the value F(Pij ), where Fij is
the surface of T;(Vx) N {x: V; - x = V; - x} for the matrix V and 7,j € [k]. We next

have to control the Gaussian surface area of the induced shape, i.e., the quantity
F{x:je€o (Vx)}N{x:V;-x =V -x}).

To this end, we give the next lemma.

Lemma D.28. Let r < k with r,k € N. For any matrix V.€ R and i,j € [k], there
exists a matrix Q = Q) € R¥*? which depends only on i such that

1

T(F):=T({x:j€ o (Vo)) n{x:V;-x=V;-x}) <2 Pr € or(Q)].

Before proving this result, let us see how to apply it in order to get Lemma D.26.
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We will have that

ZZF ZZF({x:je(Tl_.r(Vx)}ﬂ{x:Vl--x:Vj-x})

ic[k] jelk] ic[k] jelk]

2D T xfxfdu € o1,(Q)
=2 Z E [|o.4( )H

de

=2 Z r
ielk]
= 2kr.

Proof of Lemma D.28. For this proof, we fix i, j € [k]. The first step is to design the
matrix Q. As a first observation, we can subtract the vector V; from each weight
vector and do not affect the resulting orderings. Second, we can assume that the
weight vectors that correspond to indices which j beats are unit. Let us be more

specific Assume that initially we have that
(Vi—=Vy)-x>0.
The first observation gives that
(Vi=V) x> (V,—V;) - x.

Let us set Q the intermediate matrix with rows V; — V;. The second observation
states that the inequalities where j beats some index ¢ are not affected by normaliza-
tion. Note that Q]- -x = 0 and hence Qg -x < 0. Hence, dividing with non-negative

numbers will not affect the order of these two values, i.e.,

Qi Q- x
||Qj||2 1Q¢l>

Note that the above ordering is x-dependent, since the indices that j beats depend
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on x. However, we can normalize any row of Q without affecting the fact that
the element j is top-r (since the sign of the inner products is not affected by nor-
malization). This transformation yields a matrix Q = Q) and depends only on i
(crucially, it is independent of j). For simplicity, we will omit the index i in what

follows. For this matrix, we have that
{x:j€m,(Qx),Qj-x=0}={x:jeo,(Vx),Vi-x=V;-x}.

We will now prove that

i

j
Pyl o @alz S

Let us fix some x and set x| = proj QX and x1 = proj o x. We assume that x lies
]

in the set {x : j € 07_,(Qx)}. This implies that there exist an index set I of size at
least k — r so that if ¢ € I then

Qj'x||+Qj'xJ_ > Q- xl+Q xt.
Let us condition on the event
Qx> Q- xt.
We hence get that
Qj-xl = (Q;- Q) (Q-x) = Q-xl = (Q- Q) (Q-%)

Using that Q; is unit, that the inner product between Q, and Q; is at most one and

that Q; - x is a univariate Gaussian, we get that

ZNJ\I;{O,l)[Z. (1 - Qv Q]) > O] =1/2.
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The above discussion implies that

Pr [j € 01.,(Qx)] = Pr [(VLET) Q) xl+Qj-xt > Q- xl + Q- xt

de de

and so Pryy,[j € 01.,(Qx)] equals to

r [(Veel)Q-xl >Q;-xl | (veeD) Q-xt > Qp x']

XNN,;[
[(VKEI)QJX >Q£ ]

x’vd

However, in the above product, we have that the first term is 1/2 and the second
term is the probability that j € o7 _,(Qx™), i.e

Pr [j € 01.,(Q¥)] > Pr[j € 01.,(Qx")]

XNd 2

—T(F))/2,

since the space in the RHS is low-dimensional and corresponds to the desired
surface. n

D.4 Distribution-Free Lower Bounds for Top-1

Disagreement Error

We begin with some definitions concerning the PAC Label Ranking setting. Let X’
be an instance space and ) = S be the space of labels, which are rankings over k
elements. A sorting function or hypothesis is a mapping h : X — S;. We denote by
h1(x) the top-1 element of the ranking /1(x). A hypothesis class is a set of classifiers
HCSE.

Top-1 Disagreement Error. The top-1 disagreement error with respect to a joint
distribution D over X' x Sy equals to the probability Pr(, ,).p[h1(x) # o~ 1(1)]. We
mainly consider learning in the realizable case, which means that there is h* € ‘H
which has (almost surely) zero error. Therefore, we can focus on the marginal dis-
tribution Dy over X and denote the top-1 disagreement error of a sorting function
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h with respect to the true hypothesis 1* by Errp_j«(h) := Pry.p, [h1(x) # hj(x)].
A learning algorithm is a function A that receives a training set of m instances,
S € X", together with their labels according to #*. We denote the restriction of h*
to the instances in S by h*|s. The output of the algorithm A, denoted A(S, h*|s) is
a sorting function. A learning algorithm is proper if it always outputs a hypothesis
from H.
The top-1 PAC Label Ranking sample complexity of a learning algorithm A is

the function mi)}[ defined as follows: for every €,6 > 0, mﬁ)}[ (€,6) is the minimal

integer such that for every m > mS)H (€,0), every distribution D, on X, and every
target hypothesis h* € H, Prgpn [Errp_p(A(S,h*]s)) > €] < 4. In this case,
we say that the learning algorithm (e, d)-learns the class of sorting functions H
with respect to the top-1 disagreement error. If no integer satisfies the inequality
above, define mﬁ) (€,0) = oo. H is learnable with A if for all € and ¢ the sample
complexity is finite. The top-1 PAC Label Ranking sample complexity of a class
H is ml(’XC,H (e,0) = infy mS)H (€,6), where the infimum is taken over all learning
algorithms. Clearly, the above top-1 definition can be extended to the top-r setting.

In this section, we show the next result. We denote by L x the class of Linear

Sorting functions in d dimensions with k labels.

Theorem D.29. In the realizable PAC Label Ranking setting, any algorithm that (€, 9)-
learns the class L with respect to the top-1 disagreement error requires at least Q((dk +
log(1/9))/€) samples.

Top-1 Ranking Natarajan Dimension

In order to establish the above result, we introduce a variant of the standard
Natarajan dimension Natarajan (1989); Ben-David et al. (1992); Daniely et al. (2011);
Daniely and Shalev-Shwartz (2014). For a ranking 7r, we will also let Ly (7) its
top-1 element and L3 x(77) the ranking after deleting its top-2 part.

Definition D.30 (Top-1 Ranking Natarajan Dimension). Let % C S be a hypothesis
class of sorting functions and let S C X. We say that H N-shatters S if there exist
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two mappings f1, fo : S — Sy such that for every y € S, L1(f1(y)) # L1(f2(y)) and
Ls.x(f1(y)) = Ls.x(f2(y)) and for every T C S, there exists a sorting function g € H
such that

(i)Vx e T, g(x) = f1(x), and (ii) Vx € S\ T, g(x) = fa(x).

The top-1 Ranking Natarajan dimension of H, denoted dﬁ) (H) is the maximal cardi-

nality of a set that is N-shattered by H.

First, we connect PAC Label Ranking learnability to the top-1 disagreement

error with the notion of top-1 Ranking Natarajan dimension.

Theorem D.31 (Top-1-Natarajan Lower Bounds Sample Complexity). In the realiz-
able PAC Label Ranking setting, we have for every hypothesis class H C Si¥

w) es) =0 (d%?(’ﬂ) +1n<1/5>> |

PAC,H €

Proof. Let H C S¥ be a class of sorting functions of top-1-Natarajan dimension
d%) = dy. Consider the binary hypothesis class Hyi, = {0, 1}V which contains
all the classifiers from [dy] = {1,...,dn} to {0, 1}. It suffices to show the following.

Claim D.32. It holds that ml()gc 1,(€,0) > mpac,;, (€,0).

This is sufficient since we have that mpac 3,, (€,6) = O (VC(H““)HH(U 5)> and

€
VC(Hpin) = dn-. Let us now prove the claim.

We assume that the instance space is the set X'. Assume that A is a learning
algorithm for the hypothesis class H C S and Ay, is a learning algorithm for
the associated binary class Hyp;,. It suffices to show that A requires at least as
many samples as Ap;,. In fact, we will show that whenever Ay, errs, so does
A. Let S = {s1,...,54,}, fo, f1 be the set and the two functions that witness that
the top-1-Natarajan dimension of H is dy. Given a training set (x;,¥i)ic(m €
([dn] x {0,1})™, we set g : X — Sy be equal to the output of the algorithm A with
input (s, fy; (xi))icim € (S x S¢)™. We also set f be the output of the algorithm
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Apin with input (x;, yi)ic[m) by setting f(i) = 1if and only if L1(g(s;)) = L1(f1(si))-
We will show that whenever Ay, errs, so does A. Fix (x;,y;) € S x {0,1}. Assume
that Apin(x;) # y; and say y; = 0. Then f(i) = 1 and so L1(g(s;)) = L1(f1(si)) #
L1(fo(s;)). This implies that A errs. The case y; = 1 is similar. O

Lower Bound for top-1 disagreement error for LSFs

Theorem D.33 (Top-1 Natarajan Dimension of LSFs). Consider the hypothesis class
Lir = {ow : R = S; : ow(x) = argsort(Wx), W € RF*}. Then, dg)(ﬁd,k) =
Q(dk).

Proof. Fix k € IN. Let us consider the case d = 2 that will correspond as the
building block for the general case d > 2. Let us first choose the set of points: Set
P be the collection of pairs P = {(2i —1,2i)}c| for any i € [b] with b = |k/2]
and S = {x; } mep where these points correspond to |P| equidistributed points on
the unit sphere in R?. This set of points has size |P| = ®(k) and we are going to
N-shatter it using L .

Consider the matrix W € R¥*? so that {Wi}ic[q correspond to the rows of
W. The structure of the problem relies on the hyperplanes with normal vectors
(W; — W;);,; and our choice of W will rely on these hyperplanes. For any m =
(2i —1,2i), we set Wh;_1, Wy; on the unit sphere so that Wy;_1 - W,; = 1 — ¢ with
¢ € (0,1) sufficiently small (set arccos(1 — ¢) = 27/(100k)) and let C,, be the
cone generated by these two vectors with axis I,,. We place W,;_; so that the
distance between x;, and the hyperplane I, is sufficiently small (say that the angle
between x,, and I, is arccos(1 — ¢)/100). Note that the normal vector of I, is
Whi—1 — Wy and we place x;; so that it has positive correlation with this vector.
This uniquely identifies the location of W,;. Crucially, each vector x,, has the
following properties: (i) x;, is very close to the boundary of the hyperplane with
normal vector (Wy; 1 — Wy;), (ii) Wh;_1 - xy > Wy - x > W; - xp, for any j ¢ m and
(iii) xy, is far from any boundary induced by hyperplanes with normal vectors
W; — W; for any (j, ') # m.
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Since the points are well-separated on the unit sphere, for any m = (2i —1,2i) €
P, we have Wy;_1 - Wyp; = 1 — ¢ ~ 1 and for any other pair of indices (i,j) ¢ P,
there exists c = c(k) € (0,1), (W;, W))| < c.

For any m = (2i —1,2i) € P, we set W}, | — W), = Rg(Wy_1 — Wy;) for
some 0 to be chosen, where Ry is the 2 x 2 rotation matrix. We choose 6 so that
each point x,, for m = (2i — 1,2i) € P with (Wy;_1 — Wy;) - x,, > 0 satisfies
(Wy, 1 —W,,) - xpy < 0. The main idea is that since x,, has the properties (i)-(iii)
described above, the rankings induced by the vectors Wx,, and W'x,, will be
different in the first two positions but the same in the rest.

Given the training set {x, };cp, we have to construct fy, f1 and verify that they
satisfy the top-1 Ranking Natarajan conditions. For m = (2i — 1,2i), we have that
fo(xm) = (2 —1,2i, ) and f1(xy) = (2i,2i — 1, 1) for some ranking 7t of size k — 2
that depends on m. Specifically, we will set fo(x) = c(Wx) and f;(x) = c(W'x),
where ¢ gives the decreasing ordering of the elements of the input vector. By
the choice of the set S and W, W/, it remains to show that the k — 2 last elements
of the rankings fo(xy) (say 71p) and of fi(x,,) (say 7r1) are in the same order, i.e.,
Ly x(fo(xm)) = La x(fi(xm)) . Assume that u > v in 7. It suffices to show that
(W, —W)) -x,, > 0, i.e., the order of u and v is preserved when transforming
W to W/. We have that (W,, — W) - x,,, > ¢1 for some constant ¢c; > 0 (c; is the
minimum over (u,v) # m = (2i —1,2i)). Hence, we can pick 6 small enough
so that (W,, — W) - x,, > ¢ and this can be done for any pair u, v that does not
correspond to m. This implies that 7ty = 711 = 7. In particular, we have that

(W, — W) - x = cos(8) - (W — W) - x, +sin(8) - (WHxP — W2 xDy > ¢, > 0

for some 6 sufficiently small, where WL(,;) is the t-th entry of the vector W, — W, for
t € {1,2} and x,,, W,,, W,, are unit vectors.

For any subset T of S, it remains to choose a linear classifier in £, (which
is allowed to depend on T). For any T C S = {x, } ,yep, we consider the matrix
W € RF2 5o that for the i-throw W; = Wil{i e m € T} + W/1{i € m € S\ T}
for any i € [k]. This is valid since the pairs m € P partition [k]. We have to show
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the following two properties: (i) ¢(Wx) = fo(x) for x € T and (ii) c(Wx) = f1(x)
forx e S\ T.

Assume that m = (2i — 1,2i) and x,, € T. We have that fy(x,,) = (2i — 1,21, )
and Wy; | — Wy = Wy, 1 — Wy; and so 2i — 1 > 2i in the ranking o(Wx,). It
remains to show that the remaining ('5) — 1 pairwise comparisons are the same in
the two rankings. Let us consider a pair of points u# # v so that u > v in fo(xy,). It

suffices to show that u = v in c(Wx,).
1. If u, v are so that W, — W, = W, — W,, the result holds.

2. If u,v are so that W,, — W, = W,, — W/: In this case, u and v lie in a different
pair of P and this implies that the correct direction is preserved if 6 is appro-
priately chosen. For 6 as above, it holds that (W,, — RyW,,) - x,,, has the same

sign as (W, — Wy) - x,. In particular,

Wu Xm — RQWU *Xm
= W, - x — (cos(@)W — sin(0)Wi?)xlY) — (sin(@) WS + cos(0) WP )x

and so

(Wy — W) - 2 = cos(8) - (Wi, — W) - x, + sin(8) (W x D — WiV x ) > 0.

3. If u,v are so that W, — W, = W, — W/, the analysis for the inner product

with x;, will be similar.

We now have to extend this proof for d > 2. We will “tensorize” the above
construction as follows. Let S = {ym; }mep] jeja/2) With [S| = [k/2] - [d/2]. We first
define the points of S: For s € [d], set y,j[s] = xmu[1]1{s = 2j — 1} + xs[2]1{s = 2j}
with y,,; € RY, i.e., Ymj has the values of xy, at the consecutive entries indicated by
m = (2i —1,2i) € P and zeros at the other positions.

We have to show that the set S is N-shattered. Given T C S, we are going
to create the matrix W € R¥*4. For illustration, think of each row of the matrix
as having d/2 blocks of size two. If y,,; € T with m = (2i — 1,2i), set the two
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associated rows (indicated by m) of W with Wh;_1, Wy; at the j-th block and with
W,. |, W, otherwise. We will have that c(Wy) = fo(y) ify € T and 0(Wy) =

f1(y) otherwise and the analysis is the same as the d = 2 case. O

D.5 Examples of Noisy Ranking Distributions

Definition D.34 (Mallows model Mallows (1957)). Consider k alternatives and let
7 € Sk, ¢ € [0,1]. The Mallows distribution Myga (7T, ¢) with central ranking 7t and
spread parameter ¢ is a probability measure over Sy with density Pty g, (r,¢)[0] that is
proportional to ¢?77), where d is a ranking distance.

We focus on Mallows models accociated with the Kendall’s Tau distance d =
dkr (the standard distance, not the normalized one), which measures the number
of discordant pairs.

Fact D.35. When ¢ < 1, the Mallows model My (7T, ¢) is a ranking distribution with

bounded noise at most # <1/2.

Proof. The following property holds Mallows (1957)

n(j) —n@)+1 7)) — (i)

Pr  [o(i) <o(j)|m(i) < 7n(j)] =

T~ Myl (7,9) 1— ¢m()—7+1 1 — ¢r()—7()
1 1-¢
>_ 4+ T
> St

[]

The Bradley-Terry-Luce model Bradley and Terry (1952); Luce (2012) is the
most studied pairwise comparisons model. In his seminal paper, Mallows Mallows
(1957) also studied the following natural ranking distribution:

Definition D.36 (Bradley-Terry-Mallows Mallows (1957)). Consider a score vector
w € RX with k distinct entries and let 7t be the ranking induced by the values of w in
decreasing order. The Bradley-Terry-Mallows distribution Mgy (w) with central ranking
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7t is a probability measure over Sy with density Pty gy, (w)|0] that is proportional to
Wi
Hi>‘(7j witw;

Lemma D.37. There exists a real number 0 < n < 1/2 so that the Bradley-Terry-Mallows
distribution Myrm(w) is a ranking distribution with bounded noise at most 1.

Proof. In the standard Bradley-Terry-Luce model, the pairwise comparison between
the alternatives i, is a Bernoulli random variable with Pr[i > j| = w;/(w; +
wj). The Bradley-Terry-Mallows distribution can be considered as the Bradley-
Terry-Luce model conditioned on the event that all the pairwise comparisons are
consistent to a ranking. Hence, we have that

Pr [o] _ 1 wi

o~Mprm(w) B Z(k, w) i Wi + w; '

Let us set A;y; = {0 € S : 0(i) < o(j)}. We are interested in the following

probability

Pr  [i>¢jlw; > wj| = Pr  [o(i) < o(f)|w; > wi]

o~ Mpm(w) 1% P o M (w) P !

1 Z H Wy
Z(k,w) e pren Op +wy
Note that in order to show the desired property, it suffices to show that
@p @p
L ]I > ) 11 -
0’6Ai>_]' P=aq Wp + Wy O’EAi_<]' pP=oq Wy + Wq

First, observe that there exists a correspondence mapping o € A;, ; to A;~;, where
one flips the elements i and j. Hence, it suffices to show that the mass of the ranking
(uq)i(up)j(uc) is larger than the one of the ranking (u,)j(up)i(1c), where u,, uy, uc
are permutations of length between 0 and k — 2 with elements in [k] \ {i,j}. For

the two above rankings, the only terms of the product that are not identical are the
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following

Wi H w; Wy N w;j wj Wy
4
w1+w] XEily wi+wxwx+wj w1+w] xXEuy, w]+wxwx+wz

since w; > w; and so the result follows. H
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E APPENDIX TO CHAPTER 6

E.1 Additional Preliminaries and Notation

We first state the following simple lemma that connects the total variation distance
of two Normal distributions with their parameter distance. For a proof see e.g.
Corollaries 2.13 and 2.14 of Diakonikolas et al. (2016b).

Lemma E.1. Let Ny = N (uy,1%1) , No = N (o, r¥2) be two Normal distributions.
Then

1
v (N N) < 5 [ 2 =g+ V2 e e

We readily use the following two lemmas from Daskalakis et al. (2018). The

first suggests that we can accurately estimate the parameters (pg, Xs).

Lemma E.2. Let (us, L) be the mean and covariance of the truncated Gaussian N (u, Z, S)
for a set S such that N'(u, %;S) > a. Using O(éiz log(1/a)log®(1/6)) samples, we can
compute estimates jis and L such that, with probability at least 1 — 6,

|27V (s —ps)|2<e and (1—e€)Zg <Ts = (1+¢€)Zs

The second lemma suggests that the empirical estimates are close to the true

parameters of underlying truncated Gaussian.

Lemma E.3. The empirical mean and covariance jis and Ls computed using O(d?log?(1/ad))

samples from a truncated Normal N (u, X, S) with N (u, X; S) > a satisfies with probabil-
ity 1 — ¢ that:

12 1 5 125 5 ? !
=2 Gis ~ )| < Ollog ), Zs = A, [E/2552 12— 1 < Oog ).

Moreover, Q(a?) < Hf‘.gl/erfs_l/sz < O(1/a2).
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In particular, the mean and covariance jis and Zs that satisfy the conditions of
Lemma E.3, are in (O(log(1/a)),1 — O(a?))-near isotropic position.
We will use the following very useful anti-concentration result about the Gaus-

sian mass of sets defined by polynomials.

Theorem E.4 (Theorem 8 of Carbery and Wright (2001)). Let g,y € R4, p € R,
rY € R4 such that ¥ is symmetric positive semidefinite and p : R* — R be a
multivariate polynomial of degree at most ¢, we define

Q={xeR|[px)| <1},
then there exists an absolute constant C such that

Cqy'/*
(Bcnursy [IP(2)"] )W

N(y, ry; Q_) <

Hermite Polynomials, Ornstein-Uhlenbeck Operator, and

Gaussian Surface Area.

We denote by L2(IR¢, Nj) the vector space of all functions f : R? — R such that
Ern;[f?(x)] < oo. The usual inner product for this space is Ey; [f(x)g(x)].
While, usually one considers the probabilists’s or physicists” Hermite polynomi-
als, in this work we define the normalized Hermite polynomial of degree i to be
Ho(x) = 1,Hi(x) = x,Hy(x) = % L Hi(x) = H\p N

we denote the probabilists” Hermite polynomial of degree i. These normalized

. where by He;(x)

Hermite polynomials form a complete orthonormal basis for the single dimen-
sional version of the inner product space defined above. To get an orthonormal
basis for L2(IR%, ), we use a multi-index V € IN? to define the d-variate nor-
malized Hermite polynomial as Hy(x) = [T%; Hy,(x;). The total degree of Hy
is |V| = Y v; € Vu;. Given a function f € L? we compute its Hermite coeffi-
cients as f(V) = Eyn;, [f(¥) Hy(x)] and express it uniquely as Yy e f (V) Hy (x).
We denote by Sif(x) the degree k partial sum of the Hermite expansion of f,
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Sef(x) = X<k f(V)Hy(x). Then, since the basis of Hermite polynomials is com-
plete, we have limy_,, Exop; [(f(x) — Sif(x))?] = 0. We would like to quantify the
convergence rate of Sif to f. Parseval’s identity states that

E[(f(x) — Sef(x))Y] = | ikﬂvﬂ
V=

x~Np

Definition E.5 (HERMITE CONCENTRATION). Let 7y(€,d) be a function -y : (0,1/2) x
IN — IN. We say that a class of functions F over R has a Hermite concentration bound
of y(e,d), ifforalld > 1,all € € (0,1/2), and f € F it holds ¥y |5 ca) f(V)? < €.

We now define the Gaussian Noise Operator as in O’Donnell (2014). Using a
different parametrization, which is not convenient for our purposes, these operators

are also known as the Ornstein-Uhlenbeck semigroup, or the Mehler transform.

Definition E.6. The Gaussian Noise operator T, is the linear operator defined on the space
of functions L' (R?, Np) by

Tfx)= E. [f (px+/1— pzy)} :

A nice property of operator T;_, that we will use is that it has a simple Hermite

expansion

SkTpf)(x) = Y. plVIF(V)Hy(x) (E.1)

V| VI<k

We also define the noise sensitivity of a function f.

Definition E.7 (NOISE SENSITIVITY). Let f : R? — R be a function in L2(IR%, Np).
The noise sensitivity of f at p € [0,1] is defined to be

NS,[f]=2 E [f (%)% = f(0)T1—pf (x)]

Since, the vectors x and z = (1 — p)x + /1 — p?y are jointly distributed accord-
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B 0 I (1-p)I
ror Q)

ing to

we can write

(x,2)~Dp (x,2)~D, (x,2)~D,
(E.3)
When f is an indicator of a set, the noise sensitivity is
NS,[Is] =2 E [1s(x)(1-15(z))] =2 E [Is(0)1sc(2)],  (E)
(x,2) (x,2)

which is equal to the probability of the correlated points x, z landing at "opposite"

sides of S.
Ledoux Ledoux (1994) and Pisier Pisier (1986) showed that the noise sensitivity

of a set can be bounded by its Gaussian surface area.

Definition E.8 (Gaussian Surface Area). For a Borel set A C RY, its Gaussian surface
area is T (A) = liminfs .o w, where As = {x : hrmdist(x, A) < 6}.

We will use the following lemma given in Klivans et al. (2008).

Lemma E.9 (Corollary 14 of Klivans et al. (2008)). For a Borel set S C RY and p >0,
NS, [1Ls(x)] < VAP I(S).

For more details on the Gaussian space and Hermite Analysis (especially from
the theoretical computer science perspective), we refer the reader to O’Donnell

(2014). Most of the facts about Hermite polynomials that we shall use in this work
are well known properties and can be found, for example, in Szeg6 (1967).

E.2 Missing proofs of Section 6.2

We will use a standard tournament based approach for selecting a good hypotheses.

We will use a version of the tournament from Daskalakis and Kamath (2014). See
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also Devroye and Lugosi (2012).

Lemma E.10 (Tournament Daskalakis and Kamath (2014)). There is an algorithm,
which is given sample access to some distribution X and a collection of distributions H =
{Ha, ..., HN} over some set, access to a PDF comparator for every pair of distributions
H;, H; € H, an accuracy parameter € > 0, and a confidence parameter 5 > 0. The
algorithm makes O(log(1/6)e?) log N) draws from each of X, Hy, ..., Hy and returns
some H € H or declares "failure” If there is some H € H such that dyy(H, X) < € then
with probability at least 1 — 6 the returned distribution H satisfies drv(H, X) < 512¢. The
total number of operations of the algorithm is O(log(1/5)(1/€*)(Nlog N +1log1/46)).

We first argue that if the class of sets S has VC-dimension VC(S) then we
can learn the truncated model in € total variation by drawing roughly VC(S)/e
samples. We will use the following standard fact whose proof may be found for
example in page 398 of Shalev-Shwartz and Ben-David (2014c). For convenience
we restate the result using our notation.

Lemma E.11 (Shalev-Shwartz and Ben-David (2014c)). Let D be a distribution on
RY. Let S be a family of subsets of R%. Fix e € (0,1),6 € (0,1/4) and let N =
O(VC(S)log(1/€)/e +1og(1/0)) Then, with probability at least 1 — & over a choice of
a sample X ~ DN we have that if D(S) > € then |SN X| # @.

The proof of Lemma 6.8 We define the class of sets A = {§*\S : S € S}.
We first argue that for any A C R? we have VC(A) < VC(S). Let X C R¥
be a set of points. The set of different labelings of X using sets of S resp. A is
Ls ={XNS:SeS}resp. Ly ={XNS:Se€ A} ={XN(A\S):S €S} We
define the function ¢ : Ly — Ls by (XN (A\ S)) = XN S. We that observe for
51,52 € S we have that XN S; = XN Sy implies that X N (A \ S1) = XN (A\ S2).
Therefore, g is one-to-one and we obtain that |L 4| < |Lg|. We draw N samples
X = {x;,i € N}. Applying Lemma E.11 for the family .A, we have that with N
samples, with probability at least 1 — ¢ it holds that if N (p,7%;5*\ S) > € for
some set S € S then [(S*\ S) N X| > 0. Therefore, every set that is consistent

with the samples, i.e. every S that that contains the samples, satisfies the property
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N (,7Z;5%\ S) < e. Moreover, since drv (N (f, Z), N (u,7%)) < € we obtain that
N (7, ¥, S* \ S) < 2e for any set S consistent with the data.

Next, we use the fact that S is chosen so that N'(#,Z,5*) > N (i, Z,S). This
means that for all x € $* N S it holds N (i, Z,5%5x) < N (i1, L, §;x). To simplify
notation we set.7\75~ = N(#,%,5), Ng- = N(f,Z,5%), and Ng- = N (p, r%, S*). We
have

2drv (N, Ne:) = /va .- (/\Nfs*(x) —/\Nfg(x)) dx
* (X))~ S(x)

f; ~)QE*(x)(ix
S*\S
_NEES S

< <
It

R M

Moreover,

__ d N,)i ’ T
by (N, N ) < VOV (7 DBN(# rT))

Using the triangle inequality we obtain that dry (N (71, Z, S), N (i, 1%, S*)) < 3¢/ (2x).

€
< =
T

The proof of Lemma 6.9 Using Lemma E.3 we know that we can draw O(d? log?(1/a4))
samples and obtain estimates of the conditional mean and covariance i, rc.
Transforming the space so that fic = 0 and rSc = rI. For simplicity, we will
keep denoting the parameters of the unknown Gaussian p, rX after transform-
ing the space. From Lemma E.3 we have that ||r=1/2u||, < O(log(1/a)'/?/x),
Q(a?) < [|[£712||, < O(1/a%) and ||I — Z||p < O(log(1/a)/a?). Therefore, the
cube of R+ where all the parameters ji;, ¥;; of the mean and the covariance lie
has side length at most O(1/poly(a)). We can partition this cube into smaller cubes
of side length O(epoly(a)/d) and obtain that there exists a point of the grid (u, rB)
such that [|[£712(u — )|, <, ||r] — =7 /2rBrS71/2| . < €, which implies that
dry (N (u,rB), N (u,rE)) < e. Assume now that for each guess (u, rB) of our grid

we solve the optimization problem as defined in Lemma 6.8 and find a candidate
set S, ;5. Notice that the set of our hypotheses u,rB, S,, ,p is O((d*/ e)d2+d). More-

over, using Lemma 6.8 and the fact that there exists a point #, #B) in the grid so that
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dry (N (u,B), N (u, L)) < €, we obtain that drv (N (u, 7B, S, ,8), N (u, %, S)) < €.

Now we can use Lemma E.10 we can select a hypotheses N (u,#B, S) within O(e)
total variation distance of N (u, r%, S), and the number samples required to run the

tournament is as claimed.

E.3 Missing Proofs of Section 6.3

To prove Theorem 6.12 we shall use the inequalities of Lemma E.12.

Lemma E.12. Let k € IN. Then forall 0 < x < 2"2—}:1 it holds,

1 1 1
B 1 o . <2y —1) (o~
klog x > log(1 —2k(x —1) <2k“(x—1) (x Tz 2K(x = 1)>

2k—1
Moreover, for all x > =

klog x — %log(l —2k(1—x)) < Kk*(1—x)? (1 + m> :

Proof. We start with the first inequality. Let f(x) = —klogx — 3 log(1 — 2k(x — 1).
We first assume that 1 < xzkz—f. We have

$00= [ =z 1)

X

= k(1 4 2k) /1x i1 _t21:(t1— 1))dt
If 0 < x < 1we have
e e
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Adding these two bounds gives an upper bound for all 0 < x < 2"2—7;1 Similarly,
we now show the second inequality. Let g(x) = klogx — 3 log(1 — 2k(1 — x)). We
first assume that 1 < x and write

s = [ (5~ 1)

* (E—1)(2k—1)
=k e

xt—1
< k(2k -1 —_—
< k(2K )/1 —t
< K*(x —1)%
Similarly, if 2"2—;1 < x <1wehave
(1-x)?

§(x) <5 k(1 — %)

We add the two bounds together to get the desired upper bound.
O

The proof of Lemma 6.13 For simplicity we denote N; = N (uy, X;). We start by

proving the upper bound. Using Schwarz’s inequality we write

o[ (" (9] < (g (200, ()7)

We can now bound each term independently. We start by the ratio of N7 /Np. With-

out loss of generality we may assume that £! is diagonal, £; = hrmdiag(Ay,...,Ay).
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We also let uy = (pt1, ..., pg). We write

5| (G

Tz xfE\/o [exp (‘k(x —p) E (- ) + kxTxﬂ

_exp(—km T ) Ty _ v-1 Ty —1
= AL xNI:;\[O [exp <kx (I-X]")x+2kui 4 x>]

1 d "
< _ ) 42 rr.
SN x3v0 [exp (Z <k(1 1/A)x; +2kAixl>>]
d

i=1

k
1—[i E [exp (k(l —1/A)x* + oktiy
1 )Li( XNNO ! /\

1

(N.
I

S

A

We now use the fact that foralla < 1/2.

) 1 b?
XNENO[exp(ax +bx)] = — exp | 5o

At this point notice that since for all i it holds A; < 2k/(2k — 1) we have that term
A is bounded. We get that

)

[\ J/
-~

Aq

d 2k>u?
exp (; /\12(1 —2k(1 - 1/7\1')))

[ J/
-~

Ay

To bound the term A; we use the second inequality of Lemma E.12 to get

d

2
e (Zkz(l e (1 1o 2k(11— 1/A~))> = exp (ZkTB>

i=1
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Bounding A; is easier

Combining the bounds for A; and A, we obtain

Ni(x) % 10k2

N <
(W) |=o0 (550)
We now work similarly to bound the ratio Ny/N>. We will again assume that
Y, = hrmdiag(Aq, ..., Ay) and up = (p1, ..., 1q). We have

2| )]

= exp(kpaZ, '2) XNF}\/O [|Z‘.2|kexp (kxT(Z.z_1 —I)x — Zkyz}:.z_lx)]

x~Nj

d
<exp((k+1)B)[] E [exp< (1/7; — 1)x* — klog(1/A;) — 2k(yl~/)\i)x)}

i1 x~Ny

— exp ((%"2 tk+ 1) B) exp (i <—klog(1/)\i) - %log(l —2k(1/A; — 1))))

i=1
2
Sexp((¥+4k2+k+1> B),

where to obtain the last inequality we used the first inequality of Lemma E.12 and

the bounds for the maximum and minimum eigenvalues of Z,. Finally, plugging
in the bounds for the two ratios we get fori = 1,2

) s 20)
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Having the upper bound it is now easy to prove the lower bound using the

SEAE

convexity of x — x~! and Jensen’s inequality.
P (M(x))" . (Nz(x))k
x~Np Nz(x) x~Np Nl( )

2
> exp (—STkB>

The proof of Lemma 6.14 For any p € (0,1), using identity E.1, we write

E [f(0)Ti )] = ), 1—p)Vf(Vv)

x~No VeNd

E |f@P—f0T,f)| = ¥ Fv?2- ¥ a-p)VIfvy

x~N(0,I)

VeN VeNd

= Y a--plVhf(v)y
VeNd

> ), o)) F(v)?
|V|>1/p

> Y (1-(1—p)'") f(V)?
[V|>1/p
(1-1/e) ). f(v

VI=1/p

The proof of Lemma 6.16 We first write

Let
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be the Hermite expansion of r(x). From Parseval’s identity and the Hermite
expansion of Ornstein—Uhlenbeck operator, (E.1) we have

E [r(x)?—r(or(z)]= ) 7(V?— ¥ 1-p)VF(V)?

VelNd VelNd
<p Y, [VIF(V)?
VeN4

where the last inequality follows from Bernoulli’s inequality 1 — p|V| < (1 — p)!V1.

We know that (see for example Szego (1967))

0
T HHvz x)= J1[ Ho, (%) /0iHy,1(x:)
i IUEV v, €EV\v;
Therefore,
or(x
) _ ¥ AV [T Holy
Xi VeNd vjeV\vl

From Parseval’s identity we have
E (8r(x)>2 — Y A(V),
x~N(0,I) ox; N "

E IVl = ¥ [VIF(V)2

Therefore,

The lemma follows.

Learning the Hermite Expansion

In this section we present a way to bound the variance of the empirical estimation
of Hermite coefficients. To bound the variance of estimating Hermite polynomials
we shall need a bound for the expected value of the fourth power of a Hermite
polynomial.
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Lemma E.13. For any V € IN% it holds E,n;, [Hi (x)] < 9!V

Proof. We compute

E [Hi(x)] = E [H2(x)H2(x;
xNNO[ v(%)] UQ/MMOD[ o (xi) Hy, (x7)]

I (B ()55 00 (£ (7))

v; N 2 ! v; . 2 !
“ILL () G [P0 = DR (7) G

v;eVr=0

v; 2 v; 2
1 U 1 Z)l ) V
— r — r
v;eVr=0 v;eV \r=0 v;eV

In the above computation we used the formula for the product of two (normalized)

7\

Hermite polynomials

see, for example, Szego (1967). O
The proof of Lemma 6.17 We have

E V@) - e = B (H) - b < 0 B[
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We have
B @] -1 =] B H 0] - E(H ()]

< / H2 (x)|N* (x) — Np(x)|dx
Sy PN A B

VW) = N2, N
(i)
’ \ )

-~

B

To bound term A we use Lemma E.13. Using Lemma 6.13 we obtain

N*(x)\?
PE o [(No(x)) ] < poly(1/2).

The bound for the variance follows from the independence of the samples.

E.4 Missing Proofs of Section 6.3

The proof of Lemma 6.23 We have that

My, (u,B) — M{,,(u,B)) < | My, (1, B) — My(u,B)| + ‘Mlp(u,B) — M, (u,B)|.
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For the first term we have that

]N()
N, 5

My, (u, B) —M{p(u,B)‘ <Cup E {

() = p(a)]

,JMO[ j* = ]waO[wk() $x))

*(x 2
< C;;BJXN%O [(Hﬁv o) ] RACORT

now we can use Lemma 6.13, Lemma 6.19 and Theorem 6.18 to get

My, (1, B) — My, (u, B)| < poly(1/a*)v/e

For the second term we have that

‘Mlp(u,B) —M{P(u,B)‘ <

We need to bound

!
Cu,B
Cu,B

= )1 — g_%(tr((B—I)(Esﬂlsyg—fs)))_ﬂys)

1—

< el (0 ((B=D)(Estnusus—Es)))—uns)| _ 1
< o2 (IB=TlelEs+usps—Esllr+llull2llns|2) _
< 1B = I|IFlIZs + psps — Zsllr + [ullzl s |2
where the last inequality holds when ||B — I||¢||Zs + pspl — Zs||r + l|ull2]|ps]l2 <

1. But we know that (u,B) € D and hence ||B — I||p < poly(1/a*), |lu|2 <
poly(1/a*). Also from Section 6.1 we have that |Zs + pspl — Zs||r < € and
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|\ps||, < e and we can set € to be any inverse polynomial in 1/a* times €. Hence

we get
Cup

u,B

1-— <e€

Now we can also use Lemma 6.19 and Lemma 6.13 which imply that

C, N*(x)x):| < pOly(l/lX*)

E |2\
B x~ N {OC*N%B(
and therefore we have

)Mlp(u,B) — Ml’lj(u,B)‘ < poly(1/a*)e.

Hence we can once again divide € by any polynomial of 1/a* without increasing

the complexity presented in Section 6.1 and the lemma follows.

The proof of Lemma 6.23 We apply successive Cauchy-Schwarz inequalities

to separate the terms that appear in the expression for the squared norm of the
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gradient. We have that

K [0t B3]

' s aall? 4 1z NG (x)
~Chyy B |([" s o[+ s — 513 mwﬁm]
S L u,rB
[ « o T|? No (x)Ng (x)
= oo B, | ([ — 25— sl + s =13 ) Saa i
L u,rB
‘ : No(x) A ()| %
= ~ ~ - olXx X
Scﬁ,erNI%\TO (xxT—Zs—ﬂsﬂg F+||ﬂs—x||§> e (Sx) ] E [lP%(x)}
L u,rB
- 1/4
2 T 3 ~ ~T 2 ~ 2 2
< Curp B ||3x0 = Zs —fisfis|| + lIfis = ]2

” 1/4
E [Ng(x)/v %(x)] . [‘/’75(")}1/2

N;LM,B(X) xNNO

2 T 3 ~ ~T ~ 4 A
< Chyp B | (s~ £~ il | + s — )

Ni(x) | Nt 17 )
N [W] " N2 5 (x) " [%L’k(x)

We now bound each term separately.

i|1/2

e By Lemma 6.19, C2_, < poly(1/a).

u,rB
* Given that (jis, Xs) are near-isotropic,

1/4
T v =~ =T ~
B [ s = st + s +12)']

< & [(oel,+ st s+ st 1))

< dpoly(1/a).
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¢ By Lemma 6.13,

/8 1/8
N (x) 1 N*§(x)
xNE]NO [Ni,ﬂs(x)] xNENO —N:Ll,rB(x) < poly(1/«).

¢ For the last term, we have

4
E [l/)]%(x)]: E Z 5vHv(x)
x~]N0 XNNO 0§|V|§k
< 93 4 [ 4 ]
> Z CVxN]]ENO Hy (x)
0<|V|<k

2

<s[ ¥ & -(Oglva@k{xﬁqo [H“‘v(")”)

0<|V|<k

From Lemma 6.17 and the conditioning on the event that the estimators of
the Hermite coefficients are accurate we have that (¢y — CV)2 < 1 and hence
we get the following.

4

B[] <20 | T ) - (max { B [Hbw]})

0< V<o 0<|V|<k

To bound E,.n, [Hé(x)} we use Lemma E.13. Moreover, from Parseval’s
identity we obtain that } j<|y|<e 2 = By, ¥*(x). From Lemma 6.13 we

get

2 1 N*(x) 2_
E ¢y°(x) < ExE (No(x)) = poly(1/«).

XNIN()

From Lemma 6.17 we obtain that maxy<|y|<x { Ex~Nj [Hy(x)]} < 2k The
result follows from the above estimates.
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The proof of Lemma 6.24 We will prove this lemma in two steps, first we will

prove
‘ZTHMWk(u,B)z — zTHMw(u,B)z‘ <A
and then we will prove that
zTHMw(u,B)z > 2)

for some parameter A > poly(a*). To prove (E.5) we define
- N B
o (s (1750
Ps —x

‘ZT’Hka (u,B)z — zTHMw (u, B)z‘

= B [N L) pzi) )~ ()]

— E [eh("IBW s (x) - N*(x) - p(z; %) - |[pe(x) — l/J(x)l}

XNNO

N[—

and we have that

we then separate the terms using the Cauchy Schwarz inequality

‘ZT”Hka(u,B)z — zTHMw(u,B)z‘

(E.5)

(E.6)

< LB [0 150 - V@) (] B[ - 9]

XNNO xNINO

we apply now the Hermite concentration from Theorem 6.18 and we get

XNNO

x~N* x~N*

gya[www%m«mmfmmwyyﬁwwmyﬁ
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we now use (6.8), Lemma 6.19 and the fact that 1g(x) < 1 to get

x~N* x~N*

< {f, B [ete (0 o] - B [pH () Ve

and finally we use Lemma 6.13 to prove the following

2" Ha,, (4, B)z — =" Ha, (, B)z| < \/ _E_[p*(z%)]-poly(1/a) - Ve (E7)

Next we prove (E.6). We have that

zTHMw(u,B)z = xj\/s* [eh("'B"x)./\/(O, Lx) p(zx) -1/J(x)]

1 IN*(x) _
= B [N,,,B(x) P (z’x)] |

Now we define the set Q, = {x eR?| |p(zx)| < 52 () /B [P (z; x)]},
where C is the universal constant guaranteed from Theorem E.4. Then using
Theorem E.4 and the fact that p(z; x) has degree 4 we get that N(u*, Z*; Q) < .
Hence we define the set S’ = SN Q and we have that N(u*, L*;S') > a*/2.

" [ni“lf?iw (= x)}

_ 1 IN*(x)
> ; —C E
> (irélsr}}?(z x)) = CuB K {]Nu,B(x)}

and from the definition of S’ and Lemma 6.19 we have that

1
zT’HMlp(u,B)z > FC”’B
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now we can apply Jensen’s inequality on the convex function x — 1/x and we get

\ 1
2 H, (1, B)z > poly(a’) - Nog(x) R‘/ E . [P*(z:%)]
Exw./\/;, [ ]N*(x) :|

BE ! - 4 zZ;x
“rov \/Exrv/\/’* {(mmx))z] \/xjv* i)

N*(x)

finally using Lemma 6.13 we get

2T H, (u,B)z > poly(oc*w E [pH(ziv) (E8)

X,

Now using (E.7) and (E.8) we can see that it is possible to pick € in the Hermite
concentration to be the correct polynomial in a* so that

‘ZT”Hka(u,B)z — zTHMw(u,B)z‘ < zT”HMw (u,B)z

which implies from Jensen’s inequality that

=" Hg (10,B)z = poly @) i B, [p4(zix)

> poly(a”) E_[p(zx)]

So the last step is to prove a lower bound for E,.+ [p(z;x)]. For this we can
use the Lemma 3 of Daskalakis et al. (2018) from which we can directly get
Eyn+ [p(z;x)] > poly(a*) and the lemma follows.

E.5 Details of Section 6.3

We present here the of the proof of Theorem 6.27. We already proved that given only
positive examples from a truncated normal can obtain arbitrarily good estimations
of the unconditional (true) parameters of the normal using Algorithm 11. Recall
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also that with positive samples we can obtain an approximation of the function ¢ (x)
defined in 6.4. From Theorem 6.18 we know that with dPoly(1/0)r(5)/¢* samples we

can obtain a function ¥, (x) such that

W&NWMﬂ—¢@ﬁﬂéﬁ

Now we can construct an almost indicator function using ¢, and the learned
parameters 7, I. We denote N = N (i, Z).

No(x)

f(x) = /V(x)

i (x). (E9)

This function should be a good enough approximation to the function

F3) = () =

Ls(x)

i~ (E.10)

Notice that even though we do not know the mass of the truncation set a* we
can still construct a threshold function that achieves low error with respect to the
zero-one loss. We first prove a standard lemma that upper bounds the zero-one
loss with the distance of f and f We prove it so that we have a version consistent

with our notation.

Lemma E.14. Let S be a subset of R, Let D be a distribution on R? and let f : R? —
{0, B}, where B > 1 such that f(x) = B 1s(x). Forany g : R? s [0, +c0) it holds
Eee [1{g(x) > 1/2)} £ 15(x)}] < V2B [V/1300) — FO]|

Proof. Tt suffices to show that for all x € R¥ it holds

1sign(g(x) — 1/2) # S(x)} < v2,/|g(x) - f(x)]. (E11)

We only need to consider the case where sign(g(x) —1/2) # S(x). Assume
first that ¢(x) > 1/2 and x # S. Then the LHS of Equation (E.11) is 1 and

the RHS of (E.11) is v/2+/]g(x) — f(x)| > v2/]1/2 — 0] = 1. Assume now that
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g(x) < 1/2 and S(x) = 1. Then the RHS of (E.11) equals v/2+/[g(x) — f(x)[ >
V2y/|B—1/2] > 1. O

We now state the following lemma that upper bounds the distance of f and f
in with the sum of the total variation distance of the true and learned distributions

as well as the approximation error of .

Lemma E.15. Let « be the absolute constant of (6.3). Let S C RY and let N * N be
(O(log(1/)),1/16)-isotropic. Let 1 be as in (6.4). Moreover, let f, f be as in (E.9),
(E.10). Then,

B, | V170 = £ < poly 1/ (( g,[<¢k<x>—¢<x>>2})1/4 + (drv(n N))“)

x~N* x~Ny

Proof. We compute

E. | V170~ ]

x~N*

<5 |(meois - ws)) |

‘XNEN*: W@% §() (;) P~ ot %((x)))ﬂ]
()] (oo )
S( [IlPk > (wv[ :D




353

where for term C we used Jensen’s inequality. Using Lemma E.16 and Lemma 6.13
we have that

a< (5 [ —ver]) (5. [29])"

< (M,O [(sbk( )~ (x ))ﬂ)uzpoly(l/a)

Since N, NV, and N* are (O(log(1/«),1/16)-isotropic, using Lemma 6.13 we ob-
tain that

g [ (g PV I g
A | N(x) N(x) | \odo | N(x) =M NS

We now bound term C. We write

- E [(x) No(x)  No(x)

x~N*

]‘ [ -
*XNN*

. Moreover, notice that E_+[¢(x)] =

] (E.12)

N*(

To simplify notation, let /(x) = ‘

dry(N*,N). Using the second bound of Lemma E.16 and Lemma 6.13 we obtain

1 N - —
c< EdTv(N*,N) + poly(1/a)\/drv(N*,N) < poly(1/a)\/ dry(N*,N).

Combining the bounds for A, B and C we obtain the result. O

Since we have the means two make both errors of Lemma E.15 small we can

now recover the unknown truncation set S.

The proof of Theorem 6.27 We first run Algorithm 11 to find estimates 7, X
From Theorem 6.4 we know that N = gpoly(1/a)T*(8)/e* samples suffice to obtain
parameters i, £ such that dry (N (u*, £*), N (7, Z)) < poly(a)e?. Notice, that from
Theorem 6.12 we also know that N samples from the conditional distribution /¢
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suffice to learn a function  such that E,.; [(¢x(x) — ¢(x))?] < poly(a)e*. Now
we can construct the approximation f(x) = ¥ (x)No(x) /N (x). Let our indicator
S =1{f((x) > 1/2} and from Lemma E.14 and Lemma E.15 we obtain the result.

Lemma E.16. Let P, Q be two distributions on R such that P(x), Q(x) > 0 for all x

and £ : R* +— R be a function. Then it holds
1/2
QW)’
P(x)

1/2
< (xgp[ﬁz(x)] x}gp) (

1/2
< 2( (xEP[éz(x)] + E [Ez(x)]) > drv(P, Q)

*~Q

EJtx)) = E [¢)

Moreover,

Bl = E_[e(x)

Proof. Write

Bl = E_[0(x)

[P(x) — Q(x)|
< / (x)4/P(x) oAt
1/2
= (/Ez(x)P(x)dx/ (P(x)p_(x?(x))zdx>

For the second inequality we have

EJt(x)) = E_[¢)

< /z(x)|P(x) — Q(x)|dx

[P(x) — Q(x)|
< / 0(x)y/P(x) + Q(x) oo &

< <x5p[€2(x)] +x§Q[£2(x)]>1/z (/ (i((?);%((?))zdxy/z
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Now observe that
x) — x))2 1/2 ” 1/2
(] E@=-0wr )" (2 [ (/e - o) dx)
= 244(P, Q) < 2/drv(P,Q)

E.6 Missing Proofs of Section 6.5

In the following we use the polynomial norms. Let p(x) = L. v <k cyxV be a mul-
tivariate polynomial. We define the ||p||,, = maxy.jy|<k [ev], [[pll; = Zvvi<k lev]-

The proof of Lemma 6.31 Let W =S NS,N{f1 > f,} US;\ Sy, that is the set
of points where the first density is larger than the second. We now write the L;

distance between f1, f> as

J1A@) = p@)dr = [ 1) (fi(x) - falx)dx

Denote p(x) the polynomial that will do the approximation of the L; distance. From
Lemma 6.30 we know that there exists a Normal distribution within small chi-
squared divergence of both NV (1, 7%1) and N (pup, ;). Call the density function
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of this distribution g(x). We have

| [1AG) — fa)ldx = [ ) (A — L) (£.13)
= | [ ) = ) ()~ St
< [ w(x) — p@)] A1) - fal) dx

RN el 11167 el A1 P
< [ ) = p@lysx) HE—EE
(A(x) — fo(x))?

< \//(ﬂw(x) - P(x))zg(x)dx\// ! g(x)2 dr,  (E14)

where we use Schwarzs’ inequality. From Lemma 6.30 we know that

X 2 rqx 2
/ f—éix; dx < / A ;’(f)l’ Eax = exp(poly(1/).

Similarly, [ fg((—’;))zdx = exp(poly(1/a)). Therefore we have,

[ 1) - p@ldx - [ p@(AE - A()
< explpoly(1/a))y/ [ (i (x) — p(x) P (x)d

Recall that g(x) is the density function of a Gaussian distribution, and let y, X be
the parameters of this Gaussian. Notice that it remains to show that there exists a
good approximating polynomial p(x) to the indicator function 1. We can now
transform the space so that g(x) becomes the standard normal. Notice that this
is an affine transformation that also transforms the set W; call the transformed
set W!. We now argue that the Gaussian surface area of the transformed set
W' at most a constant multiple of the Gaussian surface area of the original set
W. Let N (p;, v%;S;) = w; fori = 1,2 and let hy(x) = N (p1,rX1;x) /0 resp.
hy(x) = N (p2,rEp; x) /s be the density of first resp. second Normal ignoring
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the truncation sets Sq, S;. Notice that instead of f1, f» we may use hy, hy in the
definition of W, that is

W:(Slﬂ52ﬂ{h12h2})U51\Sz.

Now, since r=~1/2 > 0 we have that the affine map T(x) = rZ~V/2(x — p) is
a bijection. Therefore T(ANB) = T(A)NT(B) and T(AUB) = T(A) UT(B).
Similarly to W! = T(W), let S{, S5, {h1 > hy}! be the transformed sets. Therefore,

WH=(Sinskn{h > h})ush\ Sh.

We will use some elementary properties of Gaussian surface area (see for example
Fact 17 of Klivans et al. (2008)). We have that for any sets S, S, T'(S1 N Sz) and
I'(51USy) are upper bounded from I'(S1) +I'(Sz). Moreover, I'(S1 \ S2) < T'(S1) +
I'(S5) =T(S1) +T(S2). From our assumptions, we know that the Gaussian surface
area of the sets S!, S} is O(T(S). Notice now that the set {h; > hy}! is a degree
2 polynomial threshold function. Therefore, using the result of Kane (2011) (see
also Table 1.1) we obtain that T'({h; > hy}!) = O(1). Combining the above we
obtain that T(W'!) = O(T'(S). To keep the notation simple we from now on we
will by W the transformed set W!. Now, assuming that a good approximating
polynomial p(x) of degree k exists with respect to A'(0,7I) then p(rZ =2 (x — u))
is a polynomial of degree k that approximates 1y (x) with respect to g(x). Since
Ty € L*(R%,INp) we can approximate it using Hermite polynomials. For some
k € N we set p(x) = Silliy(x), that is

pe(x) = ) LwHy(x).
V| V|<k

Combining Lemma 6.14 and Lemma E.9 we obtain

B, [(w(x) ~ )2 =0 (117 ).

x~Np
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Therefore,

r(S)1/2

[ 1A = @ldx = [ pl@) () = fx)] = explpoly(1/a)) =7

Therefore, ignoring the dependence on the absolute constant «, to achieve error
O(€) we need degree k = O(T(S)?/€*).

To complete the proof, it remains to obtain a bound for the coefficients of the
polynomial g(x) = py(rZ1/2(x — u)). We use the standard notation of polynomial
norms, e.g. || p|| is the maximum (in absolute value) coefficient, ||p||, is the sum
of the absolute values of all coefficients etc. From Parseval’s identity we obtain
that the sum of the squared weights is less than 1 so these coefficients are clearly
not large. The large coefficients are those of the Hermite Polynomials. We consider
first the 1 dimensional Hermite polynomial and take an even degree Hermite
polynomial H;,. The explicit formula for the k-th degree coefficient is

2k/2—n/2\/a ;
<
(/2 —kJ2)k =2

see, for example, Szegd (1967). Similarly, we show the same bound when the
degree of the Hermite polynomial is odd. Therefore, we have that the maximum
coefficient of Hy (x) = []%, H;(x;) is at most [J4_, 2% = oxiio = 2V, Using
Lemma E.17 we obtain that

14

IN

Jravtrz 2], < (T )2V (Va2 )

Vi

d+ |V v|/2 2NV
("1 a0/

IN

Now we have

il s ¥ et [vem e < (1) waoary,

V|V |<k

(]

where we used the fact that since Y, |c»|?> < 1 it holds that |cy/| < 1 for all V. To
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conclude the proof we notice that we can pick the degree k so that

[ - 20| = | T s - Aw)| 2 /2

V| V|<k
Since the maximum coefficient of g(x) is bounded by d°%) we obtain the result.

The proofof Theorem 6.5 We first draw O(d?/e?) and compute estimates of the
conditional mean pic and covariance >c that satisfy the guarantees of Lemma E.2.
We now transform the space so that yic = 0 and rXc = rI. For simplicity we still
denote p and rX the parameters of the unknown Gaussian after the transformation.
From Lemma E.3 we have that ||r£71/2u|, < O(log(1/«)'/2/a), and Q(a?) <
|¥=1/2|, < O(1/4?). Let ity be the empirical moments of N (i, 7%, S), iy =

N .V . .
):’:Tlx. We first bound the variance of a moment xV".

1 1
<o B Y]=o  E (2 2xgp)?]

Var,._ xV] < -
N (urz,s) X ] < N ars) & xN(0,r1)

x~N(urL,5)
Following the proof of Lemma E.17 we get that || (rZ1/2x + )2 || . < (V4 ||[r=1/2), +
lI7]l,)!V]. Using Lemma 6.31 we know that if we set k = T'(S)/e* then given any
guess of the parameters i, Z, S we can check whether the corresponding truncated
Gaussian N/ (u, )E, S ) is in total variation distance € from the true by checking that
all moments E__ NS [xV] of the guess are close to the (estimates) of the true mo-
ments. Using the above observations and ignoring the dependence on the constant
a we get that || (rZ1/2x + pu)?V|| . < d°). Chebyshev’s inequality implies that
with dO) /€2 samples we can get an estimate such that with probability at least
3/4 it holds |y — my| < €/d°®). Using the standard process of repeating and
taking the median estimate we amplify the success probability to 1 — é. Since we
want all the estimates of all the moments V with |V| < k to be accurate we choose
6 = 1/d°% and by the union bound we obtain that with constant probability
ity — my| < e/d°® for all V with |V| < k. Now, for any tuple of parameters
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(7, Z,S) we check whether the first 4°) moments of the corresponding truncated
Gaussian N (, f., S ) are in distance €/ dOK) of the estimates my . If this is true for
all the moments, then Lemma 6.31 implies that dry (N (#,7%,5), N (#,%,5)) < €

The proof of Lemma 6.30 Without loss of generality we may assume that N; =
N(0,7I) and N, = N (u,rA), where rA is a diagonal matrix with elements A; > 0.
We define the normal N = N (0,7R) with r; = max(1, A;). We have

N (u,rA; x)?
N(0,7R; x)

VIrR|

_ T A1
—Wexp(—# A" )

: /exp (xT (%rR_l - rA_1> +2yTrA_1x) dx

-~

I

D,2(N2[[N) +1 = dx

We have

( zriyiz )
d A2

1 1 i 2r;iAi—As

_ 2 Hi d/2

I1=T] — ) +28 ) dyi = (2 | |

z_l/exp< i ( ri /\i) /\iXI) %i = (27) V2/Ai=1/ri

Therefore,

D.»(N>||N) + ﬁ 2
A +14/20, — /\2 1 P\ 2ra = A2
i N 27
i—1 2)\ )\2/1’1 27’1')\1' — /\12

Using the fact that r; = max(1, A;) we have

d ’ 1 1
log | -=—5— | = log| —— | < (— —1) < |lrAH
L log (2/\1~—)\?/r1~> Mél °8 <2Ai—Ag> = IAZ Ai <|r

I\JIH
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where we used the inequality log(1/(2x — x?)) < (1/x — 1)? which holds for all
€ (0,1). Moreover,

4 2ru? 2u2 2uz & 2u
_ < 1
122)\ A2 1212)\ A2+Z N SLa

where we used the inequality 1/(2x — x?) < 1/x which holds for all x € (0,1).
Combining the above we obtain

D,2(N2|IN) < exp (% H,,A—l/zsz +o HrAfl B ”IHi)

Similarly, we compute

d r; 1 Ai
DXZ(N1||N)+1:H 2_1/ri:eXP <§Z log<2—1/)\i)>

1 2
< exp (5 max(||rAl,,1) Hr/\*1 - rIHF)

The following lemma gives a very rough bound on the maximum coefficient of
multivariate polynomials of affine transformations.

Lemma E.17. Let p(x) = Ly.|jv|<k cyxV be a multivariate polynomial of degree k. Let
dxd d d+k k
rA € RO b € RY. Let g(x) = p(rAx+b). Then g < [|pll (%) (VallrAll, + [b]l)

Proof. We have that
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Therefore,

d

d d vi .
lall, < ) CvH(Z!Aij\Hbi\) < Y v TUrAlle + [Blle)”
=1

V| V|<k  i=1 V:VI<k  i=1

d+k k
= % cvlliral+ 161" < el (1) (Al + 100
V| VI<k

ol (3 F) (VAlraL + o1

IA
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F APPENDIX TO CHAPTER 7

FE1 Multidimensional Taylor’s Theorem

In this section we present the Taylor’s theorem for multiple dimensions and we
prove Theorem 7.3. We remind the following notation from the preliminaries

o

: T & I & R 1% |
section x =X "X, X5

Theorem E.1 (Multi-Dimensional Taylor’s Theorem). Let S C R% and f : S — R be
a (k + 1)-times differentiable function, then for any x,y € S it holds that

D.f(x)

fy)= ), T(y —x)*+ He(y;x),  with
€N |a| <k )
Hi(y;x)= Y. Rg(yx)(y—x)P
BEINY, | B|=k+1

and
Royix) = L [ (1= 0B 1Dty — ),

We now provide a proof of Theorem 7.3.

Proof of Theorem 7.3. We start by observing that

BENY,| B|=k+1 'B'

f(y) = iy x)| < ( Y l,) REFL. W,

This inequality follows from multidimensional Taylor’s Theorem by some simple

calculitlfns. Now to show wanted result it suffices to show that } g g1—x11 B =
+
(%) . To prove the latter we first show that mingc e g—k+1 B! = (A= (0 +

1)) where £ = [*f1] andr = k+ 1 (mod d). We prove this via contradiction, if

this is not true then the minimum ming g1 B! is achieved in multi-index
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B such that there exist i,j € [d] such that B; < £ and B; > ¢ + 1. In this case we
define B’ to be equal to B except for f; = B; +1and p; = B; — 1. In this case we get

Bl < % B! = B!, which contradicts the optimality of B. Therefore we have that

L BeN?, | B|=k+1 % < (dﬂf{l) W. Now via upper bounds from Stirling’s approx-
k+1 (14 d )FH k+1 k+1

. . di-k e 1+ 2

imation we get that ( ?;:1) ((£+11)!)d < ((k+1()/d)}§<tllzkl < (%) <1 + %)

and the Theorem follows from simple calculations on the last expression.

F2 Missing Proofs for Single Dimensional Densities

In this section we provide the proof of the theorems presented in Section 7.2.

Proof of Theorem 7.7

We are going to use the following result that bounds the error of Hermite polyno-
mial interpolation, wherein besides matching the values of the target function the
approximating polynomial also matches its derivatives. The following theorem
can be seen as a generalization of Lagrange interpolation, where the interpolation
nodes are distinct, and Taylor’s remainder theorem where we find a polynomial

that matches the first k derivatives at a single node.

Lemma F2 (Hermite Interpolation Error). Let x1, ..., xs be distinct nodes in [a, b]
and let my,...,ms € N such that }; | m; = k+ 1. Moreover, let f be a (k+ 1) times
continuously differentiable function over [a, b] and p be a polynomial of degree at most k

such that for each x;

p(xi) = f(x:) P'(x) = f(x) oo p™ D () = 0 (x).
Then for all x € [a, b], there exists { € (a,b) such that

_ fEDE) 2
flx)—px) = mg(x — ;)

m;
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We are also going to use the following upper bound on Kullback-Leibler diver-
gence. For a proof see Lemma 1 of Barron and Sheu (1991).

Lemma E3. Let P, Q be distributions on R with corresponding density functions p, q.
Then for any ¢ > 0 it holds

D1 (P]|Q) < elllos(p )=l / p(x (log —;C)) - c> dx.
Before, the proof of Theorem 7.7 we are going to show a useful lemma. Let
f, g be two density functions such that Dy (f||g) > 0 and let  another function r
that lies strictly between the two densities f, g. The following lemma states that
after we normalize r to become a density function 7 we get that 7 is closer to f in
Kullback-Leibler divergence than g.

Lemma F.4 (Kullback-Leibler Monotonicity). Let f, g be density functions over R such
that the measure defined by f is absolutely continuous with respect to that defined by g,
i.e. the support of f is a subset of that of . Let also r be an integrable function such that
r(x) >0, forall x € R, and moreover, for all x € R\ Z

fla) <r(x) <glx) or g(x) <r(x) < flx)

where Z is a set that has measure O under both f and g. Then, if 7(x x)/ [r(x
is the density function corresponding to r(-), it holds that

Dk (f[I7) < Dxu(fllg)-

Proof. To simplify notation we are going to assume that the support of f is the
entire R, and we define the sets Ac = {x €¢ R:r(x) < g(x)}, A~ = {x e R:
r(x) > g(x)}. In the following proof we are going to ignore the measure zero
set where the assumptions about g, 7, f do not hold. Denote C = [r(x)dx =
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1— [(g(x) —r(x))dx. We have

Di(7lg) ~ Dea (1) = | fx)log 553 dr = [ f(x)log 70 e~ logC
z/r(x)log%dx—logC,

where for the last inequality we used the fact that f(x) < r(x) forall x € A
and f(x) > r(x) for all x € A-. Using the inequality log(1 + z) < z we obtain
—logC > [(g(x) — r(x))dx. Using this fact we obtain

Dic(7lp) ~ Dra (£ = [ rix)tog £ d+ [ (g(x) = r(x) o
r(x)
> / (r(x) logg(—x) +g(x) — r(x)) dx.

To finish the proof we observe that r(x) log(r(x)/g(x)) + g(x) — r(x) > 0 for every
x. To see this we rewrite the inequality as log ;((—’;)) -1+ ‘% > 0. To prove this we

7

use the inequality log(z) —1+41/z > 0 forall z # 1. O

We are now ready to prove the main result of this section which is Theorem 7.7.

Proof of Theorem 7.7

Recall that

p = argmin Dxp (D(f, S)[|D(q,S)).
q€Q

To simplify notation, we define the functions ¢¢(x) = f(x) — ¢(f,S) and
¢p(x) = p(x) — ¢(p,S). Notice that these are the log densities of the conditional
distributions D(f,S) and D(p, S) on the set S, viewed as functions over the entire
interval I (i.e. they are the conditional log densities without the indicator 1g(x)).
Notice that ¢, is a polynomial of degree at most k. Let g(x) = ¢¢(x) — ¢p(x). We
first show the following claim.

Claim E5. The equation g(x) = 0 has at least k + 1 roots in S, counting multiplicities.
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Proof of Claim E.5. To reach a contradiction, assume that it has k (or fewer) roots.
Let ¢y, ...,Gs € I be the distinct roots of g(x) = 0 ordered in increasing order and
let my, ..., ms be their multiplicities. Denote by Iy, ..., I; the partition of I using
the roots of ¢(x), that is

Ip = (—oo,g’l] NnIl= [Co&fﬂz L= [Clz‘:Z]z v I = [CSI‘:SH] = [(js,—|-oo) nI.

Let g be the polynomial that has the same roots as g(x) and also the same sign
as g(x) in every set I; of the partition. We claim that there exists A; > 0 such
that, for every j and x € int(I;), the expression ¢¢(x) — (¢p(x) + Aq(x)) has the
same sign as ¢y (x) — 9y (x) and also ¢ (x) — (¢ (x) + A;q(x))] < [(x) — ().
Indeed, fix an interval I; and without loss of generality assume that g(x) > 0 for
all x € I;\ {¢j,¢j+1}. Then it suffices to show that there exists A; > 0 such that
0 < g(x) — Ajg(x) < g(x). Since g(x) > 0 for every x € int(;), we need to choose
Aj < g(x)/q(x). Since g; is a root of the same multiplicity of both g(x) and g(x)

and g(x),q(x) > 0 for all x € int(l;) we have limx_>gj+ % = a > 0. Similarly, we
. glx) _ . . .
have lim_, o a0 = b > 0. We can now define the following function
a, X =gj
h(x) =1 8(x)/9(x), & <x <G
b, X =Gjt1

We showed that 1(x) is continuous in I; = [}, {;11] and therefore has a minimum
value r; > 0 in the closed interval I;. We set A; = r;. With the same argument as
above we obtain that for each interval I; we can pick A; > 0. Since the number of
intervals in our partition is finite we may set A = min;—g__ s A; and still have A > 0.

We have shown that the polynomial 7(x) = ¢, (x) + Ag(x) is almost everywhere,
that is apart from a measure zero set, strictly closer to ¢(x). In particular, we
have that ¢,(x) for every x € [0,1], |pf(x) —r(x)| < [¢pf(x) — ¢p(x)| and for
every x € S\ {o,...,Gsy1} it holds [¢s(x) —r(x)| < |ps(x) — ¢p(x)|. Moreover,
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by construction we have that ¢¢(x) — r(x) and ¢s(x) — p(x) are always of the
same sign. Finally, the degree of r(x) is at most k. Using Lemma F.4 we obtain
that Dx(D(f,S)||D(r,S)) < Dxkr(D(f,S)||D(p,S)), which is impossible since we
know that p is the polynomial that minimizes the Kullback-Leibler divergence. [J

We are now ready to finish the proof of our lemma. Using Lemma F.2 and
Claim E5 we have that ¢, and ¢y are close not only in S but in the whole interval I.

In particular, for every x € I it holds

‘f(x) — log/Sef(x)dx —p(x) +log/sep(x)dx < WR"H = Wr. (E1)
Using the above bound together with Lemma F.3, where we set ¢ = log %m,
we obtain

Dxc(D(f, DID(p, 1)) < ™ Wg.
Proof of Theorem 7.12

We first show that the minimizer of the Kullback-Leibler divergence belongs to
the set Dy. Let " = argmin_. o Dki(D(f,S)|[D(q, S)) be the minimizer over the
set of degree k polynomials. From the assumption that f € L« (I, B) we have that
e B < [ ef¥)dx < eP and therefore |¢(f,S)| < B +log(1/a). We know from
Equation (F.1) that for all x € I it holds

19(x) =99, S) = f(X) + (£, S)| < Wi = 57

In particular, for x = 0 using the above inequality we have |(g*,S)| < Wi +
l9(f,S)|+|f(0)] < Wi+2B+1log(1/a). Therefore, g* € Dy. From the Pythagorean
identity of the information projection we have that for any other g € Dy it holds

Dxw(D(f,5)ID(4,5)) = Dx(D(f, $)[D(q% S)) + Dx(D(q", $)[[D(g, 5))-
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Therefore, from the definition of 4 as an approximate minimizer with optimality
gap € we have that Dx.(D(g%,5)||D(gq,S)) < € and from Pinsker’s inequality we
obtain dry(D(g%,S), D(g,S)) < v/€. Using the triangle inequality, we obtain

dry(D(q,1), D(f,1)) < drv(D(q,1), D(q%, 1)) + drv(D(q", 1), D(f, 1))

From Theorem 7.7 and Pinsker’s inequality we obtain that dty (D(g*,I), D(f,1))
e™We/2W. Moreover, from Lemma 7.18 we have that dry(D(q,1), D(g*,1))
4¢10B(2C /a)k+8, /e, where C is the absolute constant of Theorem 7.17.

VARVAN

E3 Missing Proofs for Multi-Dimensional Densities

In this section we provide the proofs of the lemmas and theorems presented in
Section 7.3.

Proof of Lemma 7.16

We remind that Q) is the space of polynomials of degree at most k with d variables
and zero constant term, where we might drop d from the notation if it is clear from
context.

The bound on the norm ||1xp||., follows directly from Taylor’s theorem. In
particular, using Theorem 7.3 we obtain that there exists the Taylor polynomial
fx(+;0) of degree k around 0 satisfies | 1x(f — fi)|lo, < (15MRd/k)*+1.

The bound on the Kullback-Leibler now follows directly from the following
simple inequality that bounds the Kullback-Leibler divergence in terms of the /
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norm of the log-densities. We have

DkL(D(f, 5)IID(g,5)) (F2)
= /SD(f,S;x)(f(x) —g(x))dx +log (/s eg(")dx) — log </S ef(x)dx)

< | Ts(f — 8)llo +1og (/S ef(x)Jr”]lS(fg)'oodx) —log (/S ef(x)dx>

<21s(f = 8)lleo - (E3)

The polynomial provided by Theorem 7.3 does not necessarily have zero con-
stant term. We can simply subtract this constant and show that the Lo, norm of the
resulting polynomial does not grow by a lot. Using the triangle inequality we get

1Tk (fie = @) oo < Mk f oo + [Mx(fx = Pl + 1f(0)]

k+1
<omn (158

Finally, we observe that the polynomials f; and f; — f;(0) correspond to the same
distribution after the normalization, therefore it still holds Dk (D(f,S)||D(fx —
f¢(0),5)) = Dk(D(f, S)ID(fi, S)) < 2(15MRd/ k). x

Proof of Distortion of Conditioning Lemma 7.18

The Distortion of Conditioning Lemma contains two inequalities; an upper bound
and a lower bound on d1v (D(p,K), D(gq,K))/drv(D(p,K), D(g,K)). We begin our
proof with the upper bound and then we move to the lower bound.

Upper Bound. We first observe that for every set R C K it holds

e~ ItxPlloyol(R) < / @ dx < elltxPlloyol(R) (F4)
R

which implies that |¢(p, R)| < ||1kp| + log(1/vol(R)).
Now to prove the upper bound on the ratio dry (D(p, K), D(q,K))/dtv(D(p,K), D(q,K)),



371

we will prove an upper bound on dry(D(p, K), D(g,K)) and a lower bound on
drv(D(p,K), D(gq,K)). We begin with the lower bound on dty (D(p, K), D(g,K)).

ep(x) gq(x)
e¥(p.S) B e¥(4.5)

' eP(x)

> g (m) /s -
e 211kpll

- Vol / ‘

where r(x) = g(x) — ¢(q,S) — (p(x) — ¢(p, S)). For some v > 0 we define the set
Q=Kn{z:|r(z)| < ~v}. Using Theorem 7.17 for the degree k polynomial r(x) and

setting g = 2k, v = <2C1‘1]1(1)1}1W> \/ Jx(r(x))2dx, we get that vol (Q) < vol(S)/2.

Using these definitions we have

/ 11— ™ |dx > / 11— ™ |dx > vol(S) min |1 —¢"®)|.
S S\Q 2 xes\Q

dx

241y (D(p,5),D(0,9)) = |

e_P(x) (ﬂ(x)

09 s |

(E5)

Since |r(x)| > v for all x € S\ Q we have that if 7 > 1 then from the inequality
|1 —e*| > 1/2for |x| > 1 and from equation (F.5) we obtain

—2[[1kplle
2d1y(D(p,5),D(g,5)) > “——

If ¥ < 1 then we can use the inequality |1 —e*| > |x|/2 for |x| < 1 together with
(E5) to get

e 2IMxplle

2dry(D(p,5), D(q,5)) 2 ————vol(5) - 7.

and hence for every value of y we have that

2d7v(D(p,S),D(q,5)) > ﬁmm{m@) 71l (E6)
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Next we find an upper bound on dty (D(p, K), D(gq,K)). In particular, we are going
to relate the total variation distance of D(p) and D(q) with the integral [, (r(x))?dx.

Applying Lemma E3 with ¢ = —(¢(q,K) — ¢(p,K)) + (¢(q,S) — ¥(p, S )) we have
that

Di(D(p, K)[D(q, K) < el's7l [ D(p, ;) (r(x))dx < el t17let2hevls | (r())2

From equation (F.4) we obtain that || 1g7 ||, < 2||1xP ||« +2 | 1kq]|s +2log(1/vol(S)).
Now, using Pinsker’s and the above inequality we obtain

2P lleotI1kqlle
iny(D(p,K),D(9,K0) < \/Pa(D(p, K)[D(9,K0) < o [ ()2

(2C min{d, 2k})k
vol(S)k+1

< 2IMkplleotltralle

which implies our desired upper bound on the ratio
and vol(S) < 1.

dTv<D<p,1<>/D<qJ<>)>, using (F.6)

drv(D(p,S),D(q,S)

Lower Bound. We now show the lower bound on dtv (D(p,K), D(gq,K))/dtv(D(p,S),D(q,S)).
We have that

21(D(p,5),D1,9) = [ 15) | 3 45 — B |
:/1 () |PPKi%) D@ Kx)  DlgKx) DlgKx)l,,
*|D(p,K;S)  D(p,K;S)  D(p,K;S) D(q,K5S)

1
< W/ s(x)|D(p, K;x) — D(q,K; x)| dx

D(7,K;x) D(q,Kx)

+/15(") D(p,K:S)  D(g,K;5)|

< Srs v (D(p ), Dl K >>+\%—1'
2

< WdTV(D(PI K),D(g,K)),

where for the last step we used the fact that |D(p, K; S) — D(gq,K; S)| < dty(D(p,K), D(gq,K)).
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Using again equation (F.4) we obtain that

-1
S K

e~ IMxPllovol(S) S 2B vol(S)

= elblevol(K) = °  vol(K)’

and since vol(K) = 1 the wanted bound of the lemma follows. O

Proof of Theorem 7.8

From Lemma 7.16 we obtain that by choosing 0 € K, there exists v such that
|10 my(x)||, < 2B+ (15Md/k)**!. Moreover, from the same lemma we have
that mingep Dir (D(f, S)|D(w, S)) < DxL(D(f,S)||D(v,S)) < 2 (15Md/k)**.
To simplify notation set r, = 2 (15Md/k)*"!. Now, let g(x) = uTmy(x) be any
approximate minimizer in D of the KL-divergence between D(gq,S) and D(f,S)
that satisfies

D (D(f,S)ID(w,S)) < min Dyr (D(f, S)|D(w, S)) +€ < e+ e.
Using the triangle inequality, we have
dTv(D(f,K),D(u,K)) < dTv(D(f,K),D(U,K)) + dTv(D(U,K),D(M,K)).

Using Lemma 7.18 we obtain that dyy (D(v,K), D(u,K)) < Udty(D(v,S),D(u,S))
where U = 4¢'°8(2Cd)* /a¥+3. Using again the triangle inequality we obtain that

dry(D(v,K), D(u,K)) < U (drv(D(v,5), D(f,$)) +drv(D(f,S),D(u,5)))

Overall, we have proved the following important inequality that shows that we
can extend the conditional information to whole set K without increasing the error
by a lot. In other words, the polynomial with parameters u that we found by
(approximately) minimizing the Kullback-Leibler divergence to the conditional
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distribution is a good approximation on the whole convex set K.

drv(D(f, K), D(u,K))
<drv(D(v,K),D(f,K)) + U (drv(D(v,S),D(f,S)) + drv(D(f,S), D(u,S)))
< (U +1)(2/7c + VE).

17131\/1+

&2

> (1/€)~Qog(d/2) s the optimality gap of the vector
u. For the last inequality we use Pinsker’s inequality to get that dry (D(v,S), D(f,S)) <
vDkL(D(v,S)||D(f,S)) < /7« since the guarantee of Lemma 7.16 holds for every
subset R C K. Using again Pinsker’s inequality to upper bound the other two total

where we seté = 2 (

variation distances we obtain the final inequality. Substituting the values of U, L
we obtain that

(U+1)(2yr) =0 ( 15B (i&ig (15M;(1k);<2/2+1/2)

=0 (exp (15B+10g <@> + klog (C’?) — klog \/E)) ,

where C’ is an absolute constant. Therefore, for k = O(d*M/a? + B) + 2log(1/¢)
it holds that U (2,/7) < €/2. Moreover, we observe that U+/é < €/2 and therefore
for this value of k we have dry(D(f,K),D(u,K)) <e/2+¢€/2 <e. O

Proof of Theorem 7.20

We start with two lemmas that we are going to use in our proof of Theorem 7.20.

Lemma F.6 (Theorem 46 of Ben-David et al. (2018)). Let p be a polynomial with real
coefficients on d variables with some degree k such that p € Le([0,1]%, B). Then, the

magnitude of any coefficient of p is at most B(2k)3* and the sum of magnitudes of all
coefficients of p is at most Bmin((2(d 4 k))3k,20(@),
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We note that in Ben-David et al. (2018) the (2(d + k) )3 upper bound is given,
the other follows easily from the single dimensional bound 2°0),

Lemma E7 (Renegar (1992a,b)). Let p; : RY + R,i € [m] be m polynomials over
the reals each of degree at most k. Let K = {x € R : p;(x) > 0, forall i € [m]}. If
the coefficients of the p;’s are rational numbers with bit complexity at most L, there is an
algorithm that runs in time poly (L, (mk)?) and decides if K is empty or not. Furthermore,
if K is non-empty,the algorithm runs in time poly(L, (mk)?,10g(1/5)) and outputs a
point in K up to an L, error d.

Objective Function of MLE

Now we define our objective, which is the Kullback-Leibler divergence between f
and the candidate distribution, or equivalently the maximum-likelihood objective.

L(v) = Di(D(f, $)IID(v, 5)) E)
= /D(f,S;x) logD(f,S;x)dx—/D(f,S;x)vak(x)dx+10g/sevT1nk(x)dx

The gradient of L(v) with respect to v is

T
m(x)e® ") d
VyL(v) = _/D(f' 8; )y (x)dx + . s ev mi(¥)dx

= waEév,S)[mk(x)] - xNDE('f,S)[mk(x)] (F.8)

The Hessian of L(a) with respect to v is

_ Jsmi(x)m] (x)e? B dx oy (x)m] (x)e? M dx
fS EUka(X) (fs evak(x)>2

= E mm{() - E im(@] E (] (F9)

ViL(v)
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We observe that the Hessian is positive semi-definite since it is the covariance of
the vector my (x). Therefore, we verify that L(v) is convex as a function of v.

Convergence of PSGD

Now, we prove that using Algorithm 13 we can efficiently estimate the parameters
of a polynomial whose density well approximates the unknown density D(f, [0, 1]%)
in the whole unit cube.
We want to optimize the function L(v) of Equation E.7 constrained in the convex
set
D = {v eR™ : H]lKvak(x)Hoo < C} .

To be able to perform SGD we need to have unbiased estimates of the gradients. In
particular, from the expression of the gradient (see Equation F.8) we have that in or-
der to have unbiased estimates we need to generate a sample from the distribution
D(v, S). We first observe that the initialization v(?) € D. Using rejection sampling
we can generate with probability at least 1 — § a sample uniformly distributed on
S after log(1/6)/a draws from the uniform distribution on K. Using the samples
distributed uniformly over S we can use again rejection sampling to create a sample
from D(v,S) using as base density the uniform over S. Since e? (%) < o€ the
acceptance probability is e~*. We need to generate ¢¢ log(1/6) samples from the
uniform on S in order to generate one sample from D(v,S). Overall, the total
samples from the uniform on K in order to generate a sample from D(v, S) with
probability 1 — 6 is O(e“Clog(1/5)). To generate an unbiased estimate of the gra-
dient we can simply draw samples x; ~ D(v,S),y: ~ D(f,S) and then take their
difference, i.e. g(t) = my(x(")) — m;(y*)). We have Hg(t) Hi < Z(d;gk) for any x € K.
Moreover, we need a bound on the L, diameter of D. From Lemma F.6 we have
that since vTmy (x) € Lo (K, C) we get that ||v], < ||v||; < C(2(d +k))*. Now, we
have all the ingredients to use Lemma 7.21, and obtain that after

. CZZO(dk),(d-;(-k) (C290(dk)

€? €?
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rounds, we have a vector v(T) with optimality gap e.

We next describe an efficient way to project to the convex set D. The projection
to D is defined as argmin,,_, ||u — v ||3- We can use the Ellipsoid algorithm (see for
example Martin Grotschel (1993)) to optimize the above convex objective as long
as we can implement a separation oracle for the set D. The set D has an infinite
number of linear constraints (one constraint for each x € K but we can still use
Renegar’s algorithm to find a violated constraint for a point v € D. Specifically,

given a guess v we set up the following system of polynomial inequalities,

vTm(x) > C
0<ux;<1foralliel[d],

where x is the variable. Using Lemma F.7 we can decide if the above system is
infeasible or find x that satisfies v"my(x) > C in time poly(((d + 1)k)¥), where
we suppress the dependence on the accuracy and bit complexity parameters.! If
Renegar’s algorithm returns such an x we have a violated constraint of D. Since D
bounds the absolute value of v”m(x) we need to run Renegar’s algorithm also
for the system {x : vTmy(x) < —C,x € K}. The overall runtime of our separation
oracle is poly(((d 4+ 1)k)?) and thus the runtime of Ellipsoid to implement the
projection step is also of the same order. Combining the runtime for sampling, the
projection, and the total number of rounds we obtain that the total runtime of our
algorithm is 20(#+C) / (ne?). O

ISince the dependence of Renegar’s algorithm is polynomial in the bit size of the coefficients
and the accuracy of the solution it is straightforward to do the analysis of our algorithm assuming
finite precision rational numbers instead of reals.
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Algorithm 13 Projected Stochastic Gradient Descent. Given access to samples from
D(f,S).
1: procedure SGD(T,#,C) > T: number of steps, 7: step size, C: projection
parameter.
00 0
Let D = {v : maxyecx |[0Tmy(x)| < C}
fort=1,...,Tdo
Draw sample x(*) ~ D(o(t=1),8) and y!) ~ D(f, S)
g my(x) — my (y )
vl projp (ol=1) —5gt))
return
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G APPENDIX TO CHAPTER 8

G.1 Training Models from Coarse Data

Consider a parameterized family of functions x — f(x; w), where the parameters w
lie in some parameter space ¥V C IRP. For instance, the family may correspond to a
feed-forward neural network with L layers. Given a finely labeled training sample
(x1,Y¥1),--.,(*N,yN) € X X ), the parameters w are chosen using a gradient
method in order to minimize the empirical risk,

N
Extew) = 5 L U(ftxiw) ),

i=
for some loss function £ : ) x J — R and the goal of this optimization task is to
minimize the population risk function £(w) = E(y )p(w)[{(f (¥ w), y)] (Where
the distribution D(w*) is unknown). For simplicity, let us focus on differentiable
loss functions. Performing the SGD algorithm, we can circumvent the lack of
knowledge of the population risk function L. Specifically, instead of computing
the gradient of £(w), the algorithm steps towards a random direction v with
the constraint that the expected value of v is equal to the negative of the true
gradient, i.e., it is an unbiased estimate of —V £(w). Such a random vector v can
be computed without knowing D(w*) using the interchangeability between the
expectation and the gradient operators. Assume that the algorithm is at iteration
t > 1. Let (x,y) ~ D(w*) be a fresh sample and define v; be the gradient of the

loss function with respect to w, at the point wy, i.e.,

Eofw]= B [VAf(xw),y)] =V E _ [U(f(xw),y)] = VL(w).
(x,y)~D(w*) (xy)~D(w*)

Hence, an algorithm that has query access to a SQ oracle can implement a noisy

version of the above iterative process (with inexact gradients, see e.g., d’Aspremont

(2008); Devolder et al. (2014); Feldman et al. (2015a)) using the query functions
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7i(x,y) = (VL(f(x;wy),y)), forany i € [p]. Note that the algorithm knows the loss
function ¢, the parameterized functions’ family {f(-;w) : w € W} and the current
guess w;. Specifically, the algorithm performs p queries (one for each coordinate
of the parameter vector) and the oracle returns to the algorithm a noisy gradient
vector r; that satisfies |1y — VL(w¢) |l < T.

In our setting, we do not have access to the SQ oracle with finely labeled
examples. Our main result of this section (Theorem 8.4) is a mechanism that
enables us to obtain access to such an oracle using a few coarsely labeled examples
(with high probability). Hence, we can still perform the noisy gradient descent of
the previous paragraph with an additional overhead on the sample complexity,
due to the reduction.

G.2 Multiclass Logistic Regression with Coarsely
Labeled Data

A first application for the above generic reduction from coarse data to statistical
queries is the case of coarse multiclass logistic regression. In the standard (finely
labeled) multiclass logistic regression problem, there are k fine labels (that corre-
spond to classes), each one associated with a weight vector w, € R" with z € [k].
We can consider the weight matrix W € R¥*". Given an example x € R", the
vector x is filtered via the softmax function o(W, x), which is a probability dis-
tribution over A* with o(W, x;z) = exp(w]x)/ ¥Lycj exp(wyx),z € [k] and the
output is the finely labeled example (x,z) € R" x [k]. The goal is to estimate the
weight matrix W, given finely labeled examples. Let us denote by D(W) the joint
distribution over the finely labeled examples for simplicity. When we have access
to finely labeled examples (x,z) ~ D(W™), the population log-likelihood objective
L of the multiclass logistic regression problem

L(W) = (x/Z)N]lED(W*) [wZTx — log <]§ exp(wfx))] ,
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is concave (see Friedman et al. (2001)) with respect to the weight matrix W ¢ Rkxn
and is solved using gradient methods. On the other hand, if we have sample access
only to coarsely labeled examples (x,S) ~ D (W*), the population log-likelihood

objective L of the coarse multiclass logistic regression problem

L (W)= (x,s)wgﬂ(w*) [log <Zezsexp(wZTx)) — log <]€Zz exp(ijx)” ,

which is no more concave. However, as an application of our main result (Theo-
rem 8.4), we can still solve it. In fact, since we can implement statistical queries
using the sample access to the coarse data generative process D, (W*), we can
compute the gradients of the log-likelihood objective that corresponds to the finely
labeled examples. Hence, the total sample complexity of optimizing this non-convex
objective is equal to the sample complexity of solving the convex problem with an
additional overhead at each iteration of computing the gradients, that is given by
Theorem 8.4.

G.3 Geometric Information Preservation

In this section, we aim to provide some intuition behind the notion of information
preserving partitions. The following result provides a geometric property for the
partition distribution 7r. We show that if the partition distribution satisfies this
particular geometric property, then it is also information preserving. We underline
that the geometric property is quite important for our better understanding and it
has the advantage that it is easy to verify. Hence, while the notion of information
preserving distributions may be less intuitive, we believe that the geometric preser-
vation property that we state in Lemma G.1 can fulfill this lack of intuition. The
property informally states that, for any hyperplane, the sets in the partition that
are not cut by this hyperplane have non trivial probability mass with respect to
the true Gaussian. In the case of mixtures of convex partitions, we would like the

same property to hold in expectation.



382

Figure G.1: (a) is a very rough partition that makes learning the mean im-
possible: Gaussians N ((0,z)) centered along the same vertical line (0,z) as-
sign exactly the same probability to all cells of the partitions and therefore,
dry (N=((0,21)), Nz((0,22))) = 0: it is impossible to learn the second coordinate
of the mean. (b) is a convex partition of R?, that makes recovering the Gaussian
possible.

Before stating Lemma G.1, let us return to Figure G.1. Observe that, in the first
example with the four halfspaces, the geometric property does not hold, since there
exists a line (i.e., a hyperplane) that intersects with all the sets. On the other hand,
if we consider the second example with the Voronoi partition and assume that the
true mean lies in the middle of the picture, we can see that any hyperplane does
not intersect with a sufficient number of sets and, hence, the union of the uncut
sets has non trivial probability mass for any hyperplane.

For a hyperplane Hy o = {x € R? : w'x = ¢} with normal vector w € R?
and threshold ¢ € R, we denote the two associated halfspaces by H, . = {x €
R? : wTx > c} and Hy, = {x € R : w'x < c}. Before stating the next Lemma,
we shortly describe what means for a hyperplane to cut a set with respect to a
Gaussian V. The set S is not cut by the hyperplane #, if it totally lies in a halfspace
induced by the hyperplane, say H*, i.e., it holds that N'(S) = N (SNH™T).

Lemma G.1 (Geometric Information Preservation). Consider the generative process of
coarse d-dimensional Gaussian data N (u*), (see Definition 8.5). Consider an arbitrary
hyperplane Hq,,c with normal vector w € R? and threshold ¢ € R. For a partition
X € supp(7r) of RY, consider the collection that contains all the sets that are not cut by



383

the hyperplane Hq ¢, i.e.,
Unox = {8 € 1N (SN ML) = N*(S) VA (SN He,e) = N*(S) |

Assume that 7t satisfies

E [N Uuer)] >, G1)

X~

for some a € (0,1]. Then, for any Gaussian distribution N (p), it holds that

dry (Nz(p), Na(#*)) = Co - dry (N (1), N (07))

for some C, that depends only on « and satisfies C, = poly(a), i.e., the partition distribu-
tion is Cn-information preserving.

Hence, the above geometric property is sufficient for information preserva-
tion. If we assume that the total variation distance between the true Gaussian
distribution N (p*) and a possible guess N (u) is at least € and the partition
distribution satisfies the geometric property of Equation (G.1), we get that the
coarse generative process preserves a sufficiently large gap, in the sense that
dry (N (p*), Nz(p)) > poly(a)e. The proof of the above lemma, which relies on
high-dimensional anti-concentration results on Gaussian distributions, follows.

Proof of Lemma G.1. Let us denote the true distribution by N* = N (p*, I) for short.
Consider an arbitrary hyperplane ., with normal vector w € R? and threshold
¢ € R. Since the partition distribution (supported on a family of partitions B)
satisfies Equation (G.1), we have that, for the random variable N*(Uy, .y ), that
takes values in [0, 1], there exists a such that

E [N*(uw,c,z)} —a.

X~

We will use the following simple Markov-type inequality for bounded random

variables.
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Fact G.2 (Lemma B.1 from Shalev-Shwartz and Ben-David (2014a)). Let Z be a
random variable that takes values in [0,1]. Then, for any a € (0, 1), it holds that

E[Z] —«a

Pr|Z >
t[Z > a] > T2

> E[Z] —«a.
By the Fact G.2, it holds that

Pr [N*(leclz) > oc/Z} > /2.

X~TT

Hence, the mass of the “good” partitions is at least a /2. Fix such a partition & € B
(in the support of the partition distribution) and consider the true N* = N (u*)
and the guess N = N (u) distributions. For this pair of distributions, consider the
set

H={xeR:x"(u—p*) = (|nl}— |m15)/2} -
Observe that this set is a hyperplane with normal vector u* — p, that contains the
midpoint %(y + p*) (see Figure G.2).

Figure G.2: Illustration of the worst-case set in testing the hypotheses h; = {1 =
ptand by = {p = p*}.

Our main focus is to lower bound the total variation distance of the coarse
distributions NV} and N;. We claim that this lower bound can be described as a

fractional knapsack problem and, hence, it is attained by a worst-case set, that
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(intuitively) places points as close as possible to the hyperplane H, until its mass
with respect to the true Gaussian N* is at least a /2. Recall that the total variation
distance between the two coarse distributions is

dry (N, N7) = X 7(E) 1 [NV (S) = V¥ (8)].

XeB Sex

So, the LHS is at least ©@(«) times the absolute gap of the masses assigned by A/ and
N* over a worst-case set that lies in a good partition (one with N*(Uy, ¢ x) > a/2).
This holds since the probability to draw a good partition is at least a/2. The
following optimization problem gives a lower bound on the mass gap of a worst-
case set in a good partition and, consequently, a lower bound on the total variation

distance between N and N7.
min | [(V (%) = N ) 15 ()],

subj. to /./\f(,u*;x)ls(x)dx >a/2.

We begin with a claim about the shape of the worst case set. Let t = (|l .”H% _
|#*15) /2 be the hyperplane threshold.

Claim G.3. Let H™ = {x:xT(u—p*) < t}and H™ = {x: xT(up — u*) > t}. The
mass of the solution of the fractional knapsack is totally contained in either H™ or H .

Since the partition distribution satisfies Equation (G.1) with respect to the true
Gaussian NV (p*) and since the set H is a hyperplane, the probability mass that is
not cut by H is at least a. Hence, there exists a halfspace (either H* or %) with
mass at least a/2. Also, observe that the hyperplane # is the zero locus of the
polynomial g(x) = ||x — u||3 — ||x — p*||3 and, hence, it is the set of points where
the two spherical Gaussians N () and N (p*) assign equal mass. We have that

H+:{x:N(y*)>N(y)}.

Hence, we can assume that the worst-case set lies totally in # ™ and, then, the
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optimization problem can be written as

msin/ <1 — %) N(0;x)15(x)dx,

subj. to /N(O;x)ls(x)dx >wa/2, SEHT.

Without loss of generality, we assume that N* = N (0,I) and N = N (g, I). In
order to design the worst-case set, since the optimization has the structure of the
fractional knapsack problem, we can think of each point x € H™ as having weight
equal to its contribution to the mass gap (N(0;x) — N (u; x)) and value equal to
its density with respect to the true Gaussian N (0; x). Hence, in order to design
the worst-case set, the points x € ‘H T should be included in the set in order of
increasing ratio of weight over value, until reaching a threshold T. So, we can
define the worst-case set to be

S:{xEHJF:l—%E‘zjz; gT}:{x€H+:1—exp(p(x))§T},

where p(x) = —3(p — x)T(p — x) + 3xTx = — 1Ty + u"x and note that p(x) <0
for any x € H*. We will use the following anti-concentration result about the
Gaussian mass of sets, defined by polynomials.

Lemma G.4 (Theorem 8 of Carbery and Wright (2001)). Let g,y € R4, p € RY and
X in the positive semidefinite cone S%.. Consider p : R? — R a multivariate polynomial of

degree at most £ and let
Q= {xeR": |p(x)| <7}

Then, there exists an absolute constant C such that

Cq,),l/f
(Ezn(uy)llp(2)|7 )Y

N L Q) <

We can apply Lemma G.4 for the quadratic polynomial p(x) by setting v =
% V Exon+[p?(x)] with g = 4, where C is the absolute Carbery-Wright constant.
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Hence, we get that the Gaussian mass of the set @ = {x : |p(x)| < 7} is equal to
N*(Q) <ua/4.

So, for any point x in the remaining « /4 mass of the set S, it holds that |p(x)| > 1.
We first observe that y can lower bounded by the total variation distance of N'*
and V. It suffices to lower bound the expectation E,.x+[p*(x)]. We have that

LB [P)] 2 Vare [p(o)] = Varee [~ guTue+ uta] = ul,

and, hence

0(2

We will use the following lemma for the total variation distance of two Normal

Y2

distributions.

Lemma G.5 (see Corollaries 2.13 and 2.14 of Diakonikolas et al. (2016b)). Let
Ny = N(p1,21), No = N (pz, Xp) be two Normal distributions. Then, it holds

9,8 3 [ <+ 1 -5

Applying Lemma G.5 to the above inequality, we get

2
T2 e A (N (1), N ().

To conclude, we have to lower bound the L; gap between N (0, I;x)1s(x) and
N (p, I x)15(x) and since S lies totally in H+

[N ©x) = N(x)dx = E [1-exp(p(x))[1s(x)]

To proceed, we distinguish two cases: First, assume that y < 1 and recall that
Q = {x: |p(x)| < v}. Note that for y € [—1,0], it holds that 1 — exp(y) > |y|/2
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and, hence, we have that:

o

f ) - Naix = B [P 000] 2 B [151000] = 27

and, by the lower bound for -, we get
LN, L) = N (1, 1)) = Ca-dry (N (), N (),

for some C, = Q(a®). Otherwise, let 7 > 1. Note that for y < —1, it holds that
1 —exp(y) > 1/2. Hence, we get that

1
/S(N(O;x) — N (p; x))dx > xj\/* {Els\g(x)} > /8.
In conclusion, we get that
dry (N, Ny) > Cy-dry (N5, N,

where C, = poly(«) and depends only on «. O

G.4 Literature Overview on Partial Label Learning

The problem of learning from coarse labels falls in the regime of semi-supervised
learning Chapelle et al. (2006) and it appears in various literature threads termed as
(i) partial label learning Cour et al. (2011), (ii) ambiguous label learning Cour et al.
(2009); Hiillermeier and Beringer (2006), (iii) superset label learning Hiillermeier
and Cheng (2015) and (iv) soft label learning Come et al. (2008). Closely related to
these tasks are the problems of learning from complementary labels Ishida et al.
(2017) and, more generally, learning from noisy and corrupted examples Angluin
and Laird (1988); Scott et al. (2013); Blanchard and Scott (2014); Van Rooyen and
Williamson (2017); Lukasik et al. (2020).

We stick with the term partial label learning for now since this is the most
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widely used. Many real-world learning tasks were solved under the framework of
partial label learning such as multimedia content analysis Cour et al. (2009, 2011)
and semantic image segmentation Papandreou et al. (2015).

We refer to Jin and Ghahramani (2002); Nguyen and Caruana (2008) and the
references therein for some seminal papers in the area. Through the years, vari-
ous approaches have been proposed to solve this challenging problem by utiliz-
ing major machine learning techniques, such as maximum likelihood estimation
and Expectation-Maximization Jin and Ghahramani (2002), convex optimization
Cour et al. (2011), k-nearest neighbors Hiillermeier and Beringer (2006) and error-
correcting output codes Zhang (2014); Zhang et al. (2017a). For an overview of
the practical treatment on the problem, we refer the interested reader to ?Xu et al.
(2021); Wen et al. (2021) (and the references therein) and more broadly to Triguero
et al. (2015); Van Engelen and Hoos (2020).

Despite extensive studies on partial label learning from an industrial perspective
(applied ML), our theoretical level of understanding is still limited. A fundamental
line of research deals with the statistical consistency (see e.g., Cour et al. (2011);
Cid-Sueiro et al. (2014); Feng et al. (2020); Cabannnes et al. (2020); Lv et al. (2020);
Wen et al. (2021)) and the learnability Liu and Dietterich (2014) of partial label
learning algorithms. Moreover, Cauchois et al. (2022) present a methodology
between partial supervision and validation.

Closer to our learning from coarse labels approach are the works of Cid-Sueiro
(2012) and Van Rooyen and Williamson (2017). In the former, the goal is to estimate
the posterior class probabilities from partially labelled data while, in the latter, the
authors study a more general problem of learning from corrupted labels and aim
to “invert” the corruption. This technique is inspired by the work of Natarajan et al.
(2013), where the authors proposed the method of unbiased estimators (which is
close to the connection between random classification noise and the SQ framework
of Kearns (1998)). This backward correction procedure of Natarajan et al. (2013);
Cid-Sueiro (2012); Van Rooyen and Williamson (2017) recovers the information
lost from the corrupted labels (under some structural assumptions) and results in
an unbiased estimate of the risk with respect to true distribution. Crucially, these
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works have to assume that the corruption process (i.e., the coarsening mechanism)
is known. This is also commented in Cabannnes et al. (2020). Our SQ reduction does
not require to know the mechanism; in some sense, the algorithm uses rejection
sampling and learning coarse discrete distributions (which is an unsupervised
learning problem) in order to invert the coarsening in the sense of Van Rooyen and
Williamson (2017) and obtain statistical queries with respect to the distribution

over the finely-labeled examples.
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