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Abstract 
With the increase in the development efforts of vehicular automation, driving automation systems 

are expected to assist and replace human drivers to reduce traffic crashes due to human errors. 

Most driving automation systems to date make the task of driving a vehicle one that is shared 

between the system and the driver. This research aims to contribute by advancing the 

understanding of driver behavior in automated driving systems to develop more feasible and 

reliable driving automation systems when encountering permissive left-turn maneuvers. 

Specifically, this research examines the control transitions from automation systems to human 

drivers when approaching a signalized intersection and desired left-turn maneuver with permissive 

left turn operations in urban environments. Permissive left turns are selected because of the 

inherent complexities in gap selection and traffic signal phasing determination required to safely 

complete this maneuver. 

Throughout the proposed research, two key issues associated with control transitions will be 

conquered, which are:  

(1) How drivers will resume control from the automation system and complete the left-turn 

task at permissive left-turn signal indications; and 

(2) How control transitions affect traffic operations and safety of a signalized intersection. 

To thoroughly explore these two problems, the proposed research first examines the state-

of-the-art of the levels of driving automation systems and their deficiencies. Recognizing that 

human drivers still need to intervene the control process and to resolve certain critical situations 

that currently are out of automation’s limits, this research focuses on the human driver’s role in a 

SAE Level 3 driving automation system. When the AI-powered driving automation system 
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encounters a permissive left-turn operation at a signalized intersection, it needs to traverse the 

intersection efficiently and safely, or at least as well as a human driver does. Building upon the 

knowledge gained regarding the behavior of driving automation systems at signalized intersections, 

this study further examined how the vehicle control will be switched from the automation system 

to the human drivers. There is a need to understand the timing and the sequence of driver behavior 

during the takeover and the left-turn maneuvers. Therefore, the delivery of takeover requests 

(TORs), drivers’ situational awareness, supervision over driving automation system, and takeover 

performances will be closely studied. 

Driving automation is expected to relieve drivers from the tedium of driving, opening new 

ways for drivers to spend their time on things of their own interest. Accordingly, non-driving 

related tasks (NDRTs) that could keep drivers physically and mentally occupied from driving tasks 

will be utilized in this research. However, making a left turn at a permissive left-turn signal 

indication is complex for human drivers when traffic coming from opposing direction is heavy, 

gaps between vehicles are tight, or the available acceptable gaps are few. The incorporation of 

NDRTs is intended to simulate a more realistic future situation in which distracted human drivers 

must resume control before or as the driving automation fails to make a left turn. Through meta-

regression analysis, this research investigates how drivers would perform permissive left-turn 

maneuvers with different TOR lead times while engaging in NDRTs. 

After investigating the effects that NDRTs and TORs have on takeover behavior in the 

circumstance of permissive left turns, this research then models drivers’ takeover behavior in 

VISSIM. The impact that the occurrence of taking-over control has on traffic operations at an 

intersection remains unknown. Accordingly, the second component of the proposed research is to 

examine the impact of the control transitions from automation to driver when approaching a 
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signalized intersection where the driving automation planned to make a left turn and permissive 

left turn operations is detected. Multiple simulation tasks are accomplished to fill this knowledge 

gap.  

This research focuses the discussion of potential impact of takeover on traffic efficiencies 

on the circumstance of signalized intersections that allow for permissive left-turn maneuvers. To 

evaluate the throughput, delay, and queuing at an intersection where left-turning movements with 

mixed manual vehicles and automated driving systems are permitted, three different penetration 

rates of the driving automation systems will be adopted with optimized cycle lengths and signal 

timings.  

Based on the simulation results, this research identifies the impact of control transition 

from automation to drivers on traffic operations at a signalized intersection. The overarching goal 

is to identify how drivers would reclaim control from the system to complete a left-turn task and 

how this transition will affect the traffic speed, queue length, delay, and safety at signalized 

intersections. 

This research utilized results from existing control-transition studies and extended it to 

predict takeover behavior in new disengagement scenarios. The results of this research show that 

operating speed of vehicle before automation disengagement, lead time, driver age, and NDRTs 

are four main factors that affect drivers’ takeover response. A XGBoost model is also developed 

that uses the identified influencing factors to predict drivers’ takeover behavior. Through meta-

regression analysis, Driver-automation system (DAS) modeling, and VISSIM simulation, it is 

shown that even though triggering events of disengagements could be very different, drivers’ 

response to TORs is only determined by when to take over control and how much longitudinal and 
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lateral control is needed. There is no previous research that has similarly combined the results of 

multiple studies and apply them to new scenarios. This research made a significant contribution 

by systematically assessing study-level results and then derive high-level summary measures of 

takeover behavior.  

Methodologically, this research has demonstrated a statistical procedure that combined 

data from multiple studies focusing on the same question—takeover behavior in control transitions 

to consolidate research evidence into a quantitative estimates of drivers’ takeover behavior. How 

learned knowledge and quantitative estimates of takeover behavior can be incorporated in 

simulation is also shown in this research. A model framework capturing the interactions of a DAS 

during control transition in the context of PPLT scenario is also presented in this research. The 

core problem of a DAS in PPLT scenario is how a driver might take back control from an 

automation system. Automation disengagement and driver takeover behavior can be simulated by 

an event-based approach in VISSIM. The methods used in this research including meta-regression 

analysis, DAS modeling, and VISSIM simulation serve as a general framework enabling 

comprehensive data consolidation and knowledge enhancement and expansion. The unique model 

calibration method and simulation analysis in this study have potential to be used in practical 

engineering applications for safety evaluations of signalized intersections. 
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Chapter 1 Introduction 

1.1 Driving automation  

The use of automation technology and artificial intelligence (AI) has been witnessed in the fields 

of automobile and transportation engineering as safer and smatter ways of traveling. Vehicles are 

enabled to automatically adjust speed to maintain safe distances from vehicles ahead, to keep 

centered in the lane, and to automatically park. Nearly all major automobile manufacturers have 

introduced automated driving systems. Various advantages are promised by the advent of 

autonomous driving technologies, including improved traffic flow efficiency and increased  

highway capacity (Friedrich, 2016; Michael et al., 1998; Talebpour and Mahmassani, 2016), 

reduced parking demand (Zakharenko, 2016; Zhang et al., 2015), reduced fuel consumption and 

emissions (Barth et al., 2014; Brown et al., 2014; Mersky and Samaras, 2016), and greater social 

benefits for both commuters and those who are unable to drive (Fagnant and Kockelman, 2015; 

Tettamanti et al., 2016; Zakharenko, 2016). In fact, automated driving systems are believed to be 

capable of fundamentally changing the entirety of the future transportation through assisting and 

replacing human drivers to reduce traffic crashes brought about by human errors. Compared to 

human drivers, driving automation systems are expected to perform driving tasks better through 

quicker reaction times, better recognition, improved judgment, and the elimination of road rage, 

fatigue driving, distracted driving, and impaired driving.   

Even though driving automation systems could assist and replace human drivers to reduce 

traffic crashes due to human error, there is still no consensus on their potential safety impacts. For 

example, semi-automated vehicles are expected to reduce speed limit violations and therefore 
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reduce speed related crashes by 50% (Pérez-Marín and Guillen, 2019). Forward collision warning 

(FCW) could reduce front-to-rear (FTR) crash by 27% and FTR injury crash by 20% (Cicchino, 

2017). When combined with autonomous emergency braking (AEB), FCW could reduce FTR 

crashes and FTR injury crashes by 50% and 56% respectively (Cicchino, 2017). On the other hand, 

inherent safety and security challenges still remain at the forefront in the development of driving 

automation systems (Cui et al., 2018), given the fact that innovative methods to demonstrate safety 

and reliability of automated vehicles are lacking (Kalra and Paddock, 2016).  As indicated in 

previous studies, a human-centered approach is more appropriate when introducing the next 

generation of driver assistance and intelligent vehicles to improve traffic safety (Bencloucif et al., 

2019; Carsten and Martens, 2018; Goodrich and Boer, 2003, 2000; McCall et al., 2004; Moon and 

Yi, 2008; Nguyen et al., 2017; Ohn-Bar and Trivedi, 2016; Saito et al., 2018; Sentouh et al., 2018; 

Solís-Marcos et al., 2018; Wada, 2018; Z. Wang et al., 2019, 2018). As a matter of fact, the driving 

automation system still requires a human driver’s adequate supervision and cooperation when 

reaching system limits. It is crucial that we gain a full comprehension on how drivers will perform 

when driving automated vehicles. It is likewise imperative to fully explore the effects on a driver’s 

situational awareness, monitoring, and out-of-loop performance, with and without secondary tasks.   

The Society of Automotive Engineers (SAE) International recommends using the terms 

“driving automation” and “driving automation systems” to convey the concept that the object of 

the automation is the driving, rather than the vehicles. Terms such as autonomous, driving mode(s), 

self-driving, unmanned, and robotic are often misused to describe driving automation systems and 

vehicles equipped with them (SAE International, 2018). It is notable that the National Highway 

Traffic Safety Administration (NHTSA) prefers the term automated driving system in its 

documents to guide and aid the research and development of vehicle safety technologies. For the 
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sake of clear communication, the terms driving automation systems and automated driving systems 

are more appropriate for characterizing systems that perform part or all of given dynamic driving 

tasks. Therefore, driving automation system and automated driving system are used 

interchangeably in this research. The term autonomous vehicle is not used since it could prompt 

functional imprecision, confusion, misunderstanding, misjudgment, and decreased credibility.  

There are broadly six levels of automation ranging from no driving automation to full 

driving automation as defined by SAE international (SAE International, 2018). Circumstances 

permitting automated driving and requiring human intervention are the main factors in defining 

these six levels. At the basic level (Level 0), human drivers are responsible for all dynamic driving 

tasks, and must have full control of the brakes, steering wheel, throttle, power, and so on. The 

driving tasks shift more and more from the driver to the automation system as the level of 

automation increases. Along with that, the automated functions expand from patricidal, to 

conditional, to high, and all the way up to full automation. At Level 4 and Level 5, all driving tasks 

are automated and human intervention is not required. However, driving automation at Level 4 is 

limited to specific driving circumstances and human supervision is still required when operating 

outside those circumstances. It is still in discussion whether the full driving automation (Level 5) 

under any driving circumstances can be achieved in the near future (Casner et al., 2016; Etemad, 

2015; Glander and Rooij, 2018; Grace et al., 2018; Kirkpatrick, 2015; Koopman and Wagner, 

2016). 

A number of driving automation systems are actively being developed and tested under 

different levels of automation. The NHTSA encourages stakeholders involved in the development 

of automated driving systems to share insights into their approaches to safety in developing driving 

automation systems. Ten technological giants and automobile manufacturers to date, including 
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Waymo, Uber, Zoox, Nvidia, Nuro, Starsky Robotics, Navya, GM, Ford, and Mercedes-

Benz/Bosch, have submitted their reports of Voluntary Safety Self-Assessments to NHTSA 

(Bosch and Mercedes-Benz, 2018; Ford Motor Company, 2018; Navya, 2018; Nuro, 2018a; 

NVIDIA, 2018; Starsky Robotics, 2018; Uber Advanced Technologies Group, 2018; Waymo, 

2018a; Zoox, 2018a).  

1.2 Research context 

1.2.1 Intersection safety 

Urban intersections probably represent the most challenging driving situations for drivers; where 

the drivers are most likely to be cognitively overloaded. Drivers must comprehend the traffic 

control rules, predict the intention of other road users, and evaluate and identify the best 

alternatives to complete their necessary driving tasks to get to their desired destinations. In the 

United States, around 27% of fatal crashes occur at intersections (FHWA, 2018)while 33% of 

police-reported crashes are related to intersections in Germany (Sander and Lubbe, 2018). 

Furthermore, left-turn crashes account for a high percentage of total crashes occurring at signalized 

intersections (Wang and Abdel-Aty, 2008). Take Florida for instance, 64.2% of  left-turn crashes 

caused injuries, whereas the injury rate of other crashes was 50.1% (Wang and Abdel-Aty, 2008). 

Left-turning vehicles are more involved in pedestrian crashes at intersections, compared to right-

turning and straight-through movements (Qi and Guoguo, 2017).  

Unlike protected left-turns, driving automation systems may need to interact with other 

road users including opposing traffic while turning left at a permissive left-turn signal as oncoming 

vehicles are active agents having the right-of-way and making decisions for their own utility only. 

In other words, an automated driving system must negotiate and compete with the oncoming traffic 
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when it plans to turn left during a permissive left-turn signal. The speed, location, and behavior of 

the oncoming traffic must be detected and predicted by the driving automation system before 

starting the left-turn maneuver.  

1.2.2 Automation crash and disengagement 

The world’s first fatal crash involving a Level 2 driving automation (a Tesla Model S) occurred in 

China on January 20th, 2016 after Tesla’s autopilot feature was first introduced to the Chinese 

market (Lulu Chang and Luke Dormehl, 2018). The vehicle was traveling in autopilot mode in the 

left lane of a two-way eight-lane divided highway. The car ahead of the Model S encountered a 

street sweeper in the left lane, and moved into the center lane, leaving the street sweeper directly 

on the victim’s path. According to the video, no warnings were activated by the vehicle before it 

crashed into the back of the sweeper (CGTN, 2016). Counterintuitively, Tesla Model S manual 

stated that the Traffic-Aware Cruise Control would  be unable to detect stationary objects at a high 

speed (50 mph) (Tesla, 2016).  

About three months later, the first US fatal crash - which also happened to involve a 2015 

Tesla Model S occurred on May 7th, 2016 in Florida (NTSB, 2017). In this crash, the Tesla vehicle 

was using Traffic-Aware Cruise Control and Autosteer lane-keeping, which Tesla refers to as 

Autopilot.  It was traveling at 74 mph on the divided four-lane Highway 27A with a posted speed 

limit of 65 mph when it crashed into a tractor-semitrailer truck that was making a left turn onto the 

highway (NTSB, 2017). According to the crash investigation (NTSB, 2017), the probable causes 

of this crash were  (1) the truck driver’s failure to yield to the right-of-way to the Tesla vehicle, 

and (2) the Tesla driver’s inadequate monitoring due to overreliance on the automation, which 

resulted in the driver’s absence of  reaction to the presence of the truck.  
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On March 18th, 2018, a pedestrian was fatally injured by an Uber driving automation test 

vehicle in Arizona (NTSB, 2018a). As the Uber test vehicle was traveling in the right-through lane, 

its right-front side struck a pedestrian who was walking a bicycle crossing Mill Avenue. According 

to the data retrieved from the crash vehicle, the vehicle first registered the pedestrian about 6 s 

before impact, when traveling at 43 mph. The pedestrian was initially classified as an unknown 

object, then as a vehicle, and lastly as a bicycle with uncertain future path. The system recognized 

the need for an emergency braking just 1.3 s before the impact. A safety driver was present, 

however  the system was not designed to alert the safety driver (NTSB, 2018a). Uber stated that 

the developmental driving automation still relied on an attentive safety driver to facilitate safe 

testing and manage a number of  types of risks (Uber Advanced Technologies Group, 2018).  

Another fatal crash occurred on US Highway 101 in California on March 23rd, 2018 

involving a 2017 Tesla Model X P100D using Traffic-Aware Cruise Control and Autosteer Lane-

Keeping with the speed set at 75 mph. The Tesla vehicle approached a gore area dividing the travel 

lane and the exit ramp, then crossed the gore area and struck a damaged crash attenuator at a speed 

of 70.8 mph. A review of the performance data downloaded from the vehicle showed the following 

(NTSB, 2018b): 

• In the 60 s before the crash, the driver’s hands were detected on the steering wheel three 

times for an aggregate 34 s; 

• At 8 s preceding the crash, the Tesla was following a lead vehicle at 65 mph; 

• At 7 s preceding the crash, the Tesla started steering left while still following a lead vehicle; 

• At 4 s preceding the crash, the Tesla was not following a lead vehicle anymore; 

• At 3 s prior to the crash and until the time of impact, the Tesla increased its speed from 62 

to 70.8 mph without braking or taking any evasive action. 
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When driving automation fails or reaches its limits, the automation mode disengages, and 

drivers are expected to resume manual control. All the driving automation tests on California 

public roads are mandated to be retrofitted to include a back-up driver by the California 

Department of Motor Vehicles (DMV). In addition, automation disengagement and crash data 

regarding driving automation on-road tests is  required to be submitted and to become publicly 

available (California Department of Motor Vehicles, 2017) in California. Automation 

disengagement refers to the process that an automation system withdraws from actively 

performing driving tasks in a particular situation; either when it reaches its limits or when the 

safety driver of the system recognizes a need to take immediate control of the system. The outcome 

of an automation disengagement is the control of the vehicle switches from the system to the driver. 

The disengagements of automation mode can be classified into (1) passive disengagement, when  

the disengagement is initiated by the system when it is unable to cope with the current situation;, 

and  (2) active disengagement, when the driver actively resumes manual control though the system 

does not detect any failure (Lv et al., 2018). The dominant causes for both passive  and active 

disengagements are software issues including inadequacies of perception, decision making, path 

planning, and vehicle control (Lv et al., 2018). The detailed causes of disengagement reported by 

manufacturers are reviewed in Chapter 2. 

Based on the reported disengagement data (Favarò et al., 2018), system failure (hardware 

or software system failures) and human factors (human drivers deciding to initiate the 

disengagement due to discomfort, uneasiness, or a lack of trust in the system) are the major causes 

of automation disengagement, accounting for 52% and 30%, respectively. Similar results were 

also found in an earlier study in which 56.1 % of disengagement were caused by system failures 

and 26.57 % were driver- initiated (Dixit et al., 2016). It is noticed that Mercedes Benz was mostly 
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involved in the human factors-related disengagement data (Favarò et al., 2018). The 

disengagements of Delphi driving automation were more often caused by external conditions (such 

as fading lane markings, debris on the road, or excessive pedestrian traffic) (Favarò et al., 2018). 

After evaluating the cause, dynamics, and impact of automation disengagement across a wide 

range of manufacturers, Banerjee et al  revealed that (Banerjee et al., 2018): 

• Machine-learning-based systems for perception, decision making, and control led to 64% 

of automation disengagement; 

• Driving automation systems are 15 to 4000 times worse than human drivers regarding crash 

per miles driven; 

• Compared to other safety-critical automation systems, driving automation systems are 4.22 

times worse than airplanes and 2.5 times better than surgical robots regarding reliability 

per mission; and 

• Drivers of driving automation systems ought to be as vigilant as drivers driving 

conventional vehicles. 

According to the California DMV rule regarding disengagement reporting, the reaction 

time of the safety driver is measured as the time elapsed from when the safety driver was alerted, 

to when he or she resumed manual control from the system. Based on the driving automation test 

data between September 2014 and November 2015, it was found that for Waymo and Mercedes 

Benz, when the disengagement occurred due to system failures, safety drivers‘ average reaction 

times are 0.83 and 0.84 s with standard deviations 0.53 and 0.9, respectively (Dixit et al., 2016). 

Considering all test situations, the reaction times of safety drivers in resuming control when 

automation disengagement occurred were actually quite stable, regardless of the disengagement 

causes. The  disengagement reaction time data collected in (Dixit et al., 2016) reveals that the 
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average reaction time of a total of 1330 disengagement events is 0.85 s with a standard deviation 

of 0.70. However, ordinary drivers’ reaction times are not as consistent as the safety drivers of 

those driving automation prototypes. In an experimental study using a driving simulator, reaction 

times of 100 regular drivers ranging from 0.81 s to 2.44 s with a mean of 1.33 s and a standard 

deviation of 0.27 s were discovered (Broen and Chiang, 1996). The perception-reaction times 

(PRT) seem to reveal more solid information regarding driver PRTs when further investigated 

along with age effect on PRTs. Based on  on-road test results of 116 subjects (more than 200 

subject in total) ranging from ages 20 to over 70 years old , during emergency braking (avoiding 

a crash barrel), most of the observed fast PRTs were from young people, with less than 1.25 s 

(Lerner, 1993). However, no differences were found in either central tendency (mean = 1.5 s) and 

upper percentile (85th percentile = 1.9 s) among the age groups (Lerner, 1993). The design value 

of 2.5 s for PRT was used for horizontal curves, vertical curves, approaches to intersections, sign 

placement, traffic signalization, and other roadway design elements in American Association of 

State Highway and Transportation Officials (AASHTO) (AASHTO, 2001) .    

1.2.3 Traffic control 

Various traffic controls have been developed to regulate traffic and to facilitate efficient and safe 

traffic movements. One of the earliest traffic signals consisting of only red and green indications 

was installed in Cleveland in 1914 and had to be operated manually. In 1917, yellow lights were 

added to the manual traffic lights in Detroit. Later, traffic indications for pedestrian crossing were 

added to the traffic control family in 1931. Looking back at the control mechanism of traffic signals, 

the evolution has been from manual control to partially automated, and finally to fully automated 

control. Meanwhile following the success of traffic signals at intersections, signal control was first 

introduced to the highway ramp on the I-290 Eisenhower Expressway in Chicago in 1963. The 
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development of computer and information technology has then further allowed for more advanced 

traffic control mechanism, including real-time adaptive control and corridor-wide, or city-wide 

coordinated control. In 1984, the first intelligent traffic light system was put into operation right 

before the Olympic Games in Los Angeles (Roper, 1987). A more comprehensive review on the 

invention, development, and evolution of traffic signal lights can be found in (Kellerman, 2019, 

2018).  

Traffic signals are the most fundamental type of traffic controls used in urban environments. 

On the other hand, traffic signs and pavement markings are usually used together to resolve 

conflicts at intersections for efficient and safe movements of vehicles, pedestrians, and bicyclists. 

Examples of traffic signs and pavement markings include warning signs, regulatory signs, guide 

signs, turning arrow markings, yield markings, lane-use markings (such as for bike lanes and for 

two-way center left-turn lanes). Intersections feature a variety of design elements to process the 

traffic stream in an efficient and safe way, requiring any agent traversing the intersection to 

comprehend and follow the rules. Depending on how traffic is controlled at an intersection, 

intersections can usually be categorized as signalized intersections and unsignalized intersections 

(such as Stop sign-controlled and Yield sign-controlled). Traffic lights at intersections can 

effectively resolve conflicts between vehicles, pedestrians, and bicyclists by assigning signal 

phases to all the crossing and turning movements of each moving entity.   

The advent of automated driving technology has brought traffic control to the spotlight. 

Consequently, during the past decade we have witnessed a tremendous advance in traffic control 

research. Connected and autonomous vehicles (CAVs) are expected to fundamentally change our 

current traffic control mechanism. For example, a reservation-based control protocol has drawn a 

lot of attentions in traffic control research to alleviate congestion (Bashiri et al., 2018b; Carlino et 
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al., 2013; Dresner and Stone, 2007, 2005; Dukic et al., 2013; Fajardo et al., 2011; Guler et al., 

2014; Hausknecht et al., 2011; Li et al., 2013; Middlesworth et al., 2008; Perdomo López et al., 

2017; Schepperle et al., 2008; Schepperle and Böhm, 2008, 2007). The reservation-based control 

protocol allows driver agents to reserve the temporal-spatial resource from the intersection control 

agent when approaching an intersection. The control agent simulates the requested time-dependent 

path and accepts the reservation if the path is available or rejects it if conflicts exist in the request. 

Novel control protocols such as priority-based (Alonso et al., 2011; Gregoire et al., 2014; Hassan 

and Rakha, 2014; Qian et al., 2014), sequenced-based (Perronnet et al., 2013), demand responsive-

based (Yang et al., 2016), optimized reservation- based (Levin and Rey, 2017) , and synchronized 

arrival flow-based (Azimi et al., 2015) have been developed with the interest of harvesting the 

benefits from driving automation technology as well as from the technologies of vehicle-to-vehicle 

(V2V), Vehicle-to-Infrastructure (V2I), and Vehicle to both vehicles and the infrastructure (V2X) 

communications.  

1.2.4 Traffic conflicts, protected, and permissive movements 

In an urban environment, drivers often need to yield to other road users and to respond to 

unexpected events It is often challenging for automated driving systems to handle these situations. 

Signal lights are often used to resolve conflicts between crossing and turning movements at 

intersections. Intuitively, path-crossing points are the spots where traffic conflicts can potentially 

occur. Usually, there are 32 vehicle-to-vehicle conflicting points at a generic four-leg intersection, 

including eight diverging points, eight merging points, and 16 crossing points (Figure 1-1). 

Procedures and software programs have been developed for automatic determination of conflicts 

points at an intersection dependent on lane configurations and traffic movement regulations (Lu et 

al., 2013; Pan et al., 2013). It is worth noting that diverging conflicts occur before entering an 
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intersection while merging and crossing conflicts occur after entering an intersection. The number 

and distribution of conflicting points are often used in evaluations of intersection safety (Ahn and 

Del Vecchio, 2018; Alhajyaseen, 2015; Chen et al., 2017; Essa and Sayed, 2018; Guo et al., 2018). 

In this research, to facilitate the discussion of protected and permissive movements, only merging 

and crossing conflicts are considered.  

 

 

 

 

 

 

 

Intersection signal controls usually allow compatible traffic movements to simultaneously 

enter an intersection at a given time. Protected movement refers to the traffic movements that are 

granted the right-of-way by a dedicated green indication while any conflicting movements are 

required not to interfere the warranted moving agent. When facing an exclusive protected 

movement signal, driving automations’ intersection traversal movements are warranted and other 

conflicting agents are stopped. For example, the left-turn movements are protected on a green left-

turn arrow while other vehicular movements pedestrians and bicyclists must stop for the left-

turning vehicles. Permissive movement refers to the traffic movements that must share the right-

of-way with other protected movements while they execute their desired movements through gaps 

Figure 1-1 Vehicle-to-vehicle conflict points at an intersection 
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in the conflicting traffic. For example, when turning right on a red indication, drivers must stop 

and yield to the oncoming vehicles and merge into the desired lane in a subsequent safe gap.  

Permissive left-turns were added to traffic signals to allow for more left-turn maneuvers 

during a signal cycle. The prevalence of these permissive left-turn signals requires a driving 

automation to yield both to opposing traffic and to crossing pedestrians - while identifying a safe 

turning gap between oncoming vehicles to complete its left-turn maneuver. When facing 

permissive signals, the driving automation’ trajectory planning must account for conflicting 

moving agents coming from the opposite direction, who actually have the right-of-way. It is also 

possible for a traffic signal cycle to have a dedicated phase to grant the right-of-way solely to left-

turning movements, which would be protected left turns during this portion of the signal cycle. A 

permissive left-turn phase could be added through solid green or flashing yellow arrow during the 

remainder of the signal cycle, which would result in the commonly known protected-permissive 

left-turn control (Brehmer et al., 2003; Knodler et al., 2007a, 2005; Noyce et al., 2014). 

Intersections with permissive only or protected/permissive left-turn (PPLT) controls are 

nonetheless still challenging circumstances for driving automation. To turn left, the driving system 

must yield both to opposing vehicles and to pedestrians while trying to find a safe turning gap. 

1.2.5 Driving automation decision-making at intersections 

Left-turn maneuvering is still a challenging task for a driving automation system. To make a left 

turn, a driving automation must thoroughly analyze the traffic situation at the intersection and 

follow the traffic rules. Localization, object detection, object tracking, mapping, path planning, 

and control are generally unraveled issues for automated driving systems (Chen et al., 2019b, 

2019a; Fethi et al., 2018; H. Guo et al., 2019; Hu et al., 2018; Li et al., 2018; Nguyen et al., 2018; 

Saraoglu et al., 2018; Stern et al., 2018; Y. Wang et al., 2019; You et al., 2019). However, 
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challenges remain in regard to how driving automations can make decisions using the sensor data 

in complicated urban environments. Lane-changing (Bahram et al., 2014; Nilsson and Sjoberg, 

2013; Noh and An, 2018; P. Wang et al., 2018; Wei and Dolan, 2009),  car-following (Nilsson and 

Sjoberg, 2013; Wei and Dolan, 2009), highway on-ramp merging (Amezquita-Semprun et al., 

2018; Rios-Torres and Malikopoulos, 2017a, 2017b; Wang and Chan, 2018; Zhou et al., 2018a, 

2018b), and speed strategy on curvy sections (Bosetti et al., 2015; Chu et al., 2018, 2017; Xinli 

Geng et al., 2016; Zhang et al., 2013) have been extensively studied. In particular, the research on 

decision-making processes at intersections for driving automation is still at its developing stage 

(Noh, 2019). Socially acknowledged behaviors are expected from driving automation, even at 

complex urban intersections where traffic with uncertain intentions may exist. To understand how 

driving automations behave at intersections, current research and practices of available automation 

prototypes on decision-making at intersections are reviewed. It remains challenging for researchers 

and engineers to develop a decision-making framework for driving automation; particularly one 

that is capable of quickly analyzing an intersection situation and predicting the future movements 

of another moving agent within and near the intersection.   

When solving the problem of automation decision-making in various traffic circumstances, 

the strategy learning from human drivers is often adopted. For example, a human-like decision-

making algorithm was developed based on human driver recordings at unsignalized intersections 

and roundabouts (de Beaucorps et al., 2017).  After reviewing human driver models, (Liu and 

Ozguner, 2007) also demonstrated an algorithm for a left-turn scenario at an unsignalized 

intersection. It is worth noting that this algorithm was based on rather simple assumptions of driver 

characteristics. The Partially Observable Markov Decision Process (POMDP) is often employed 

in  decision-making frameworks of intersection traversal, in which the intentions of the other 
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agents at the intersection are not directly observable and are encoded as hidden variables 

(Hubmann et al., 2017; Kye et al., 2015; Liu et al., 2015; Sefati et al., 2017). However, the POMDP 

is usually intractable in real-time applications, making it difficult to solve for decision making at 

intersections. 

One notable trend regarding driving automation’s decision-making processes at 

intersections is the unsignalized intersection traversal. Some of the representative studies are listed 

as below:  

• A human-like decision-making algorithm was proposed and validated at unsignalized 

intersections and roundabouts in an artificial environment (de Beaucorps et al., 2017). 

According to the algorithm, a decision must be made before a driving automation entered 

the decision zone 30 meters ahead of an intersection while a short-term prediction needs to 

be made about another moving agent during each time step (approximately 100 ms) with a 

time horizon of 2 s if the AV reaches the intersection within this horizon.  

• A decision-making algorithm considering the interactions and the uncertainties of 

surrounding vehicles based on a POMDP was proposed and evaluated in an artificial 

environment, which included an unsignalized intersection and a T intersection (traffic 

control method was not specified) (Hubmann et al., 2017). The ego vehicle plans to turn 

left at the unsignalized intersection and the T intersection. However, more particles in the 

solver are needed if incorporating the existence of pedestrians.  

• A generalized approach towards high-level decision-making based on POMDP was 

proposed. The model validation only considers longitudinal behavior planning (maneuvers 

that only involves accelerating, braking, or keeping a constant velocity) in varied 

unsignalized intersection scenarios (Sefati et al., 2017).  
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• A intention-aware decision-making model based on POMDP was proposed and evaluated 

at unsignalized intersections in the real world (Kye et al., 2015). The intention-aware model 

only makes decisions on longitudinal movement (go, stop, and undetermined).   

• The first on-road demonstration of cooperative traversal at an unsignalized intersection was 

accomplished in France, in which  three vehicles determined the turning order and 

successfully traversed an intersection without a collision (J. Baber et al., 2005).  

The prototypes on roads present another picture about driving automation’s decision-

making at intersections. As was noticed earlier, automation disengagements occur so frequently 

that  52% of disengagements occurred due to system failure, and among all disengagements, 49% 

happened on streets (Favarò et al., 2018). One of Waymo’s driving automation’s technical flaws 

is its hesitation at the intersection (Efrati, 2018). According to (Efrati, 2018), Waymo’s driving 

automations would stop at least three s at a Stop sign. It is stated that Waymo’s automation have 

issues with unprotected left turns when a left-turning vehicle does not have the right-of-way at 

places where there are no left-turn lanes (Efrati, 2018). As a matter of fact, Waymo driving 

automations were often observed to have difficulties in traversing a Stop sign controlled 

intersection (Rapier, 2017): it would stop 10 s even when there is no crossing traffic and sometimes 

turned into the wrong lane. Waymo driving automation is designed to pause at a green light at an 

intersection. A Waymo vehicle was observed  sitting at a flashing yellow light waiting to turn, and 

then the safety driver resumed control and ran the red light to complete the left-turn task (Waymo 

and whatasimpleton, 2018). There are countless examples of Waymo having difficulties in 

traversing an intersection. Therefore, this research aims to investigate how a driver collaborates 

with the driving automation system to complete an intersection traversal task especially making a 

left turn when encountering permissive left-turn signals. 
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1.3 Research scope and research gaps 

The objective of this section is to define, limit, and motivate the present research. In this research, 

the terms autonomous vehicles and automated vehicles both refer to driving automation systems 

that require human drivers’ backup when the system reach its limits. Recognizing that human 

drivers are still needed to resolve some critical situations that currently are out of automation’s 

limits, this research focuses on the human driver’s role in a SAE Level 3 driving automation system. 

Existing studies have demonstrated different ways to model the cognitive decision-making 

processes of driving automations when encountering different driving environments. To truly 

fulfill its potential, the AI-powered driving automation system must be able to use human-like 

reasoning about an intersection situation to traverse it efficiently and safely, or at least as well as 

a human driver does. Therefore, drivers’ situational awareness, supervision over driving 

automation system, and takeover performances will be closely studied. 

From the discussions and remarks presented in Section 1.2, there is still a transition period 

before the fully automated driving system can efficiently and appropriately react to any driving 

circumstance including permissive left turns at signalized intersections. Recent advancement in 

sensors and communications also have made it possible to create advanced traffic control methods 

in the future. However, V2V-, V2I-, and V2X- based traffic control that allows for effortless 

intersection traversal seems distant due to the lack of necessary robust wireless communication 

and other technical barriers, and missing governmental regulations in the development of future 

traffic control methods. Efforts are still needed to study how driving automation copes with current 

common traffic controls. Extensive studies have been focusing on driving automation’s  Stop-sign 

controlled intersection maneuvering (Jonathan Baber et al., 2005; de Beaucorps et al., 2017; 
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Hubmann et al., 2017; Kye et al., 2015; Sefati et al., 2017) , while Waymo prototypes are still not 

able to traverse a Stop-sign controlled intersection as naturally as a human driver does (Efrati, 

2018; Rapier, 2017). Permissive left-turn maneuvering at signalized intersections requires more 

reliable situation-aware and intention-aware decision-making of the automated driving system. 

When driving automation reaches its limits in a permissive left-turn situation, drivers need to take 

back control to safely and efficiently complete the left-turning task without causing delays or 

disturbances to other vehicles. Therefore, this research mainly focuses on the situation in which 

driving automation requests the human drivers to take back control and complete the left turn when 

facing a permissive left-turn traffic signal operation. Given the complexities of permissive left 

turns in gap selection and the potential for non-motorized (pedestrians and bicycles) interactions, 

the take back control message is required at every required permissive left turn.  There is a need 

to understand the timing and sequence of driver behaviors during the takeover and the left-turn 

maneuvers.  

Driving automation is expected to relieve drivers from the tedium of driving and thus open 

up new ways for drivers to spend their time on things of their own interest. A substantial number 

of non-Driving-related Tasks (NDRTs) were used in previous takeover behavior studies (Banks et 

al., 2018;Körber et al., 2016; Merat et al., 2012; Naujoks et al., 2018, 2016; Radlmayr et al., 2014; 

Schwalk et al., 2015; Shen and Neyens, 2017; Wan and Wu, 2018a; Wandtner et al., 2018c, 2018b; 

Zeeb et al., 2017, 2016). This research chooses to focus on NDRTs that could keep drivers 

physically and mentally occupied from driving tasks, with an increasing level of NDRT difficulty. 

In fact, making a left turn at a permissive left-turn intersection is even harder for human drivers 

when opposing traffic is heavy, gaps between vehicles are tight, or the available acceptable gaps 

are few. The incorporation of NDRTs is intended to simulate a more realistic future situation in 
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which distracted human drivers need to resume control when the driving automation fails to make 

a left turn. Through meta-regression analysis, this research attempts to investigate how drivers 

would perform a permissive left-turn maneuver when resuming control from the automation when 

engaging in NDRTs. 

The driving automation developed by Waymo has been known for spending too much time  

in attempting to make a left-turn at intersections (Rapier, 2017). When an automation reaches its 

time budget in decision-making at an intersection, the Takeover Request (TOR) will be delivered 

to its human driver. Furthermore, fatal crashes involved in driving automations (Lulu Chang and 

Luke Dormehl, 2018; NTSB, 2018a, 2018b, 2018c, 2017) could be avoided or at least the severities 

could be reduced through an  effective TOR design. Various studies have explored different ways 

to effectively deliver the TOR message considering the effects that the format and the timing may 

have on driver reactions (Bazilinskyy et al., 2018; Dogan et al., 2017; Epple et al., 2018; Forster 

et al., 2017; Gold et al., 2016; Melcher et al., 2015; Merat et al., 2014b; Naujoks et al., 2018; 

Petermeijer et al., 2017b; Schwalk et al., 2015; van den Beukel et al., 2016; Yun et al., 2018; Zeeb 

et al., 2017). However, most of these TORs were tested on highways, few of them were in the 

context of an urban environment, and none of them focused on performing a left-turn task after 

reestablishing control from the automation. Driving experiment will be developed with different 

TORs to alert the human driver to resume control from the automation while approaching a 

signalized intersection. The message informs the human driver that the left-turn will be delivered 

at different locations along the urban street, giving drivers a varying range of times to complete 

the left-turn task. 
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As highlighted earlier, besides the uncertainties associated with drivers’ engagement in 

NDRTs and how the TOR message should be delivered to drivers when approaching a signalized 

intersection, the implication of control transition before traversing an intersection on traffic 

operations is another equally important issue which needs to be studied. Though growing 

literatures focusing on the impact of CAVs on intersection capacities and efficiencies (Azimi et 

al., 2015; Chen and Englund, 2016; Dresner and Stone, 2008; Ilgin Guler et al., 2014; Levin and 

Rey, 2017; Li et al., 2013; Xu et al., 2018), how the occurrence of taking-over control before an 

intersection remains unknown. Multiple simulation tasks could be accomplished to fill this 

knowledge gap. In this research, we narrow down the discussion of its potential impact on traffic 

efficiencies to intersections allowing for permissive left-turn maneuvers.  

In SAE Level 3 automation, a driver's main responsibility is to respond quickly and 

correctly when the driving automation system reaches its limits. During automated driving, drivers 

may shift their attentions away from information relevant to the driving task to one of non-driving 

related secondary tasks. The switch inattention could potentially affect drivers’ ability to perceive, 

comprehend, and foresee events in the driving scene, thereby decreasing their situation awareness 

and readiness to resume control when the system triggers a TOR that a manual intervention is 

needed. An effective way to deliver the TOR is especially critical when driving in an urban 

environment and especially when a left-turn maneuvering is coming; there is still a need to fully 

understand the timing and sequence of driver performance during takeovers. The effect of drivers’ 

NDRT engagement while resuming control from the automation to perform a left-turn maneuver 

in urban environment is rarely investigated. Solving traffic safety issues and the potential impact 

of driving automation on traffic operations where drivers are driving automated vehicles is rarely 

a simple task. The development of driving automation systems requires driver mental models for 
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better situation awareness shared between the system and the human driver. The takeover effect 

on traffic operation needs to be investigated to provide insight on how a human-automation driving 

entity would affect our future traffic operations and how we can find effective ways to 

accommodate their presences in urban driving environments. 

1.4 Research questions and research goals 

The automobile industry and the top technology companies have committed to the development 

of driving automation systems. Recognizing the advantages and potential benefits of V2V, V2I, 

and V2X communication, research on more advanced and more efficient traffic control methods 

has been developed to better manage future heterogenous traffic flow (manual vehicles, automated 

driving systems, and connected vehicles). What will be the role of human drivers in such a rapidly 

changing era? Clearly, before achieving full driving automation, a future driver of L2 – L4 driving 

automation systems will face two intelligent systems, one being the driving automation system, 

and the other being the traffic control system.  

This research aims to advance the understanding of driver behavior in automated driving 

systems and develop more feasible and reliable driving automation systems when encountering 

permissive left-turn circumstances. When driving automation system is introduced, the role of the 

human driver becomes supervising and taking-over control in circumstances that are out of the 

system’s limits. Most driving automation systems to date make the task of driving a vehicle shared 

between the system and the driver. To this end, the following research question needs to be 

answered: 
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Question 1: Are human drivers reliable and capable of cooperating with a shared 

automation system when encountering a permissive left-turn situation?  

In fact, the amount of visual information available to drivers is found to be influential on 

how quickly drivers would resume control (Louw et al., 2017). Research also shows that the 

presence of NDRTs would affect drivers driving performance (Jamson et al., 2013; Merat et al., 

2014a; Wandtner et al., 2018b; Zeeb et al., 2017, 2015). In particular, NDRTs are employed in the 

driving experiment to reflect the fact that drivers would take the advantage of driving automation 

and thus driving time is spent on other non-driving related activities. This research therefore aims 

to investigate the NDRTs’ effect involved during the transition period by answering the following 

question: 

Question 2: How would NDRTs affect drivers’ performance during transition period and 

left-turning performance after resume control from the system when using a SAE L3 

automaton? 

Automation crashes reviewed in Section 1.2.2 (Lulu Chang and Luke Dormehl, 2018; 

NTSB, 2018a, 2018b, 2018c, 2017) have indicated that when and how to deliver the takeover-

request (TOR) is critical when the human driver is decoupled from active control. A well-designed 

automation system should predict when it can no longer handle the driving situation, and ask the 

human driver to resume control simultaneously. Meanwhile, automation surprises exist in any 

shared automation system and have been studied extensively in the aviation domain (De Boer et 

al., 2017; De Boer and Hurts, 2017; Dehais et al., 2015; Landman et al., 2017a, 2017b; Mauro et 
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al., 2017; Rankin et al., 2016). This research also recognizes the importance of TOR design for 

safe takeover performance by raising the following three questions:  

Question 3: How do different TORs affect drivers’ reaction time (time-to-steering wheel, 

time to-brake) and takeover performance? 

Question 4: How are different automation surprises associated with different lead time in 

TOR design in driving automation?  

Question 5: How do different types of TORs affect drivers’ subsequent permissive left-

turn behavior in permissive left-turn circumstances? 

After investigating the effects of NDRTs and TOR design on takeover behavior in 

permissive left turns, this research attempts to quantitatively identify critical NDRTs that could 

negatively affect drivers’ driving behaviors in an urban environment. A good TOR timing design 

prompting good takeover performance in urban traffic situations will also be highlighted. With the 

knowledge gained in the driving experiment, this research then focuses on the impact of takeover 

behavior at the operational traffic level. Although traffic density has been shown to have an impact 

on drivers’ takeover performance (Dogan et al., 2017; Gold et al., 2018, 2016; Jamson et al., 2013; 

Körber et al., 2018a, 2016; Radlmayr et al., 2014), few information is available as to what extent 

takeover could affect urban traffic flow especially intersection efficiency. In this respect, 

microsimulation of intersections with permissive left turns in VISSIM will be employed to 

investigate the takeover impact on traffic flow at signalized intersections. Longer cycle lengths are 

known to be more effective as traffic volume increases. To evaluate the throughput, delay, and 
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queuing of an intersection allowing for left-turning movements with mixed manual vehicles and 

automated driving systems, three different penetration rates will be simulated with three different 

cycle lengths. Then the following two questions can be answered:    

Question 6:  How does TORs affect the traffic efficiency at an intersection as the traffic 

volume increases or as the traffic cycle length increase? 

By exploring these research questions above, this dissertation hopes to shed more light on 

some of the issues of shared human-automation control, driving safety, NDRT engagement, and 

on intersection efficiency when a driving automation switches to manual control.
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Chapter 2 State-of-the-Art 

This chapter summarizes and discusses the state of the art for topics relevant to how a driver-

automation system collaborates to complete the left-turn task at signalized intersections with 

permissive left-turn signal indications. First, the definitions of automation levels and human 

factors issues are reviewed; How automation system can disengage in different triggering 

conditions is then investigated; Section 2.3 introduces a brief history of traffic signal control 

systems along with issues and challenges facing by driving automation at signalized urban 

intersections; Section 2.4 highlights the functional requirements for a driver-automation system 

when facing a permissive left signal. 

2.1 Driving Automation 

2.1.1 Levels of automation 

The concept of levels of automation was first introduced in 1978 to illustrate how various 

automation modes could take over functions that were previously performed by humans (Sheridan 

and Verplank, 1978). In 2013, the first set of driving automation levels was established by the 

NHTSA, ranging from Level 0 with no automation to Level 4 with full self-driving automation 

(NHTSA, 2013). These five levels of automation definition were mainly based on what role a 

driver plays in the target system: 

• In Level 0, drivers are responsible for all driving tasks.  

• In Level 1, drivers can choose to use driving automation to aid him or her in driving.  
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• In Level 2, at least two driving controls are automated, but the driver is still fully 

responsible for monitoring the road.  

• In Level 3, driving automation system allows the driver to cede control of the vehicle under 

certain environment. However, some critical situations still expect the driver to be available 

to resume control for safe operation.  

• In Level 4, the driver becomes a true passenger. To complete a trip, the driver only needs 

to inform the driving automation system his or her destination.  

Who is responsible for executing longitudinal and lateral control of the vehicle? Who is 

responsible for monitoring the driving environment? Who is supposed to back up the driving 

system when an automation disengagement occurs? And what driving modes of a driving 

automation are allowed? The definitions of NHTSA seem not explicit enough to answer these 

questions. In order to bring more clarity to the development of driving automation systems, the 

SAE International defined five levels of automation in 2014 based on the NHTSA’s delimitations. 

In 2018, these levels were expanded to six levels, which are presented as follows (SAE 

International, 2018):  

• At Level 0, all functions are manually controlled.  

• At Level 1, most functions are still performed by the driver, but some specific functions 

can be controlled automatically by the vehicle.  

• At Level 2, driver assistance system of steering and acceleration/ deceleration are 

automated using information about the driving. Therefore, driver starts getting disengaged 

from operating the vehicle by having their hands off the steering wheel or foot off the pedal. 
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However, driver still need to be alert and must always be ready to take over control of the 

vehicle. 

• At Level 3, safety-critical functions are mostly shifted to vehicles under certain traffic or 

environmental conditions. Drivers are still present and will intervene if needed. However, 

drivers are not required to monitor the driving environment as are required by Level 2. 

• At Level 4, vehicles are capable of all safety-critical driving functions and monitoring 

roadway conditions for the entire trip. However, the Operational design domain (ODD) of 

the vehicle at this level is limited since every possible driving scenario is not guaranteed. 

• At Level 5: this level refers to a fully-autonomous system in which it is expected that the 

vehicle's performance to equal that of a human driver, in every driving scenario—including 

extreme environments like dirt roads that are unlikely to be navigated by driverless vehicles 

soon. 

These levels defined by both NHTSA and SAE International have achieved standard and 

authority acknowledgement. In both sets, drivers in the automation Level 0 to 2 need to execute 

the driving task and monitor the driving situation with the help of driver assistance systems. In the 

rest of levels (NHTSA Leve 3 and 4, SAE Levels 3 to 5), driving tasks and monitoring task are 

executed mainly by the driving automation system. It indicates that driving automation will 

gradually take on more and more driving tasks from human drivers until all the driving tasks are 

automated in all possible driving conditions and none needs to be done by drivers. NHTSA’s 

automation definitions seem clearer in terms of drivers’ role in each level of driving automation 

while SAE International’s Level 4 and Level 5 complicates drivers’ role and make full automation 

ambiguous.  
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To comprehend these levels, it is vital to have a detailed review on the definitions, 

functional features, drivers’ responsibilities, and system capabilities of these automation levels. 

Table 2-1 details all these automation levels considering the levels issued by both NHTSA and 

SAE international. It’s also worth noting that most Advanced Driver Assistance Systems (ADAS) 

include Level 0 to Level 2 features, such as automatic emergency braking, adaptive cruise control, 

forward collision warning, blind spot detection, lane departure warning, lane keep assist, rear cross 

traffic alert, and highway assist.; automated driving systems (ADS) are features at Level 3 to Level 

5 that might be able to operate a vehicle under limited conditions and will not operate when it is 

out of the operational design domain.  
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Table 2-1 Levels of driving automation systems (NHTSA, 2013; SAE International, 2018) 

Level 

Name Definition 
Execution of 
Steering and 

Acceleration/Decel
eration 

Monitoring of 
Driving 

Environment 

Fallback 
Performance of 

Dynamic 
Driving Task 

System 
Capability 
(Driving 
Mode) N

H
TS

 

SA
E  

0 0 No 
Automation 

The full-time performance by 
the human driver of all 
aspects of the dynamic 
driving task, even when 
enhanced by warning or 
intervention systems 

Human driver Human driver Human driver N/A 

1 1 Driver 
Assistance 

The driving mode-specific 
execution by a driver 
assistance system of either 
steering or 
acceleration/deceleration 
using information about the 
driving environment and with 
the expectation that the 
human driver performs all 
remaining aspects of the 
dynamic driving task 

Human driver and 
system 

Human driver Human driver Some 
driving 
modes 

2 2 Partial 
Automation 

The driving mode-specific 
execution by one or more 
driver assistance systems of 
both steering and 
acceleration/deceleration 
using information about the 
driving environment and with 
the expectation that the 

System Human driver Human driver Some 
driving 
modes 
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human driver performs all 
remaining aspects of the 
dynamic driving task 

3 3 Conditional 
Automation 

The driving mode-specific 
performance by an automated 
driving system of all aspects 
of the dynamic driving task 
with the expectation that the 
human driver will respond 
appropriately to a request to 
intervene 

System System Human driver Some 
driving 
modes 

3/4 4 High 
Automation 

The driving mode-specific 
performance by an automated 
driving system of all aspects 
of the dynamic driving task, 
even if a human driver does 
not respond appropriately to a 
request to intervene 

System System System Some 
driving 
modes 

5 Full 
Automation 

The full-time performance by 
an automated driving system 
of all aspects of the dynamic 
driving task under all 
roadway and environmental 
conditions that can be 
managed by a human driver 

System System System All driving 
modes 
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2.1.2 Human factors issues in Automation 

Important challenges need to be resolved while reaching for higher levels of automation in 

different driving environments. Though the key aspects of the levels of driving automation are 

outlined in Table 2-1, foundational work concerning human factors in parallel is also critical for 

the development of driving automation. Therefore, potential human factors issues associated with 

each level of driving automation are presented in Table 2-2 to provide insight into driver-

automation interactions. What responsibilities do driving automation require drivers to undertake? 

Table 2-2 presents the role of the driver at each level of automation. 
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Table 2-2 Driver's role in automation systems 

Level 

Automation level Driver’s role Human factors issues 

N
H

TS
A

 

SA
E  

0 0 No Automation Full-time 
driver 

The vehicle only provides warnings but not driving automation. Essentially, all 
human factors issues existing nowadays are challenges faced by Level 0 
automation, including distracted driving, drunk driving, speeding, impaired 
driving, fatigued driving, aggressive driving, and road rage.  

1 1 Driver Assistance Driver with 
assistance 

The vehicle starts to provide active assistance to enhance vehicle systems for safety 
and better driving. Many modern vehicles nowadays are equipped with advanced 
driver assistance system (ADAS), such as lane keeping assistance and cruise 
control to assist drivers have a better lateral and longitudinal control of the vehicle. 
Cruise control was developed to automate the driving task of headway 
maintenance. From a human factors perspective, cruise control need explicit 
activation and deactivation by drivers to allow them not to attend to headway and 
speed. Nevertheless, inadequate understanding towards it could lead to collision 
(Seppelt and Lee, 2015). Wu and Boyle also highlighted the danger of being 
distracted while using adaptive cruise control (Wu and Boyle, 2015). The Fitts’s 
list of 11 statements, also known as the MABA-MABA list (refers to men are 
better at and machines are better at), were developed to determine whether humans 
or machines are better at certain tasks of a system (Fitts, 1951).  

2 2 Partial Automation Co-driver Automation at this level starts to change drivers’ typical role as a driver and the 
way how driving tasks are performed though the driver is still in control of the 
vehicle at all times. Simple tasks of longitudinal and lateral control are eliminated 
by automation. However, complex cognitive tasks and tasks superficially easy are 
left to drivers. The changes in the driving task structure leads to well-known effect 
of automation clumsy (Cook et al., 1991; Wiener, 1989).  
For example, drivers tend to take their attention away from the driving tasks as 
automation becomes increasingly capable at this level.  
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3 3 Conditional 
Automation 

Backup driver Drivers starts to be automated out of the control loop by automated driving 
functions, leading to the likelihood that drivers rationally disengage with the 
feedback of the current states of the vehicle, the road, and the traffic situation. The 
driving system is required to monitor the driving environment. Drivers’ constant 
attention is not required while moving from high-engagement mode to low-
engagement mode (riding to resuming control when requested). However, it is 
difficult for drivers to timely re-engage and to resume control of the vehicle (Beller 
et al., 2013a; Eriksson and Stanton, 2017; Gold et al., 2016; Körber et al., 2016; 
Louw et al., 2017; Merat et al., 2014b; Zeeb et al., 2015). Driving tasks are divided 
in such a way that drivers need to replace the automation when the driving system 
reaches it limits. As driving tasks and driving responsibilities are gradually shifted 
to the system, the role of a driver becomes a backup level of the driving process. 
Most feedback available to drivers from manual control is replaced by automation.  

3/4 4 High Automation Minimum 
driver 

The diminished driving tasks that accompanies automation often has a negative 
impact on driving skills. Therefore, a trainer module was patented to prevent 
driving skill atrophy by disabling certain automated driving tasks based on the 
driver’s current skill level, and  forces the driver to utilize and sharpen his or her 
driving aptitudes (Chang, 2014). In fact, skills that were gained over a long time 
period may atrophy and may not be available when called upon with the increase 
in automation (Sheridan et al., 1983). Automation moves the feedback from raw 
data to prepared and integrated information. The absence of low-level information 
regarding the driving situation makes it difficult for the driver to properly and 
timely diagnose and respond to the system limits. After reviewing 32 studies, a 
proper feedback system is found to be critical regarding drivers situation 
awareness in driving automation (Joost C F de Winter et al., 2014). 

5 Full Automation Full-time 
passenger 

When traveling as a passenger in a vehicle, human don’t need to responsible for 
driving safety at all(Koopman and Wagner, 2016).  
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2.2 Automation disengagement 

2.1.1 Disengagement reporting 

A driving automation system can disengage either initiated proactively by a safety driver or 

triggered because of design limitations regarding a particular circumstance. By January 2018, there 

were 50 manufacturers with valid permits to test driving automation prototypes with the presence 

of a safety driver on California public roads (California DMV, 2018). The California DMV 

mandates manufactures to report disengagement events during their testing on interstates, freeways, 

highways, rural roads, streets, and in parking facility in California (California DMV, 2014). There 

are requirements for a manufacturer to be qualified for testing their driving automation prototypes 

on California public roads. Title 13, Division 1, Chapter 1 Article 3.7 § 227 requires that driving 

automation prototypes to be tested must meet the standards of SAE Levels 3, 4, or 5. In addition, 

information regarding (1) testing permits on California public roads, (2) financial responsibility, 

(3) instrument of insurance, (4) surety bond, (5) self-insurance certificate,  and (6) a copy of proof 

of insurance and a copy of bond, (7) identifications of driving automation prototypes, (8) 

requirements and qualifications for test drivers, (9) test driver training programs can be found in 

(California DMV, 2014). The information that manufactures need to report about each 

disengagement stated in Title 13 Article 3.7 § 227 include (California DMV, 2014): 

• Whether the test vehicle is capable of operating without a test driver 

• Total number of disengagements 

• Total mileage each test prototype traveled in autonomous mode on public roads per month. 
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• Time duration between the time the system notifies a TOR and the time driver take back 

control of the vehicle. 

• Testing locations at the time of the disengagements including interstate, freeway, highway, 

rural road, street, or parking facility. 

• Facts causing disengagements (FCD) including weather conditions, road surface 

conditions, construction, emergencies, accidents or collisions, and whether the 

disengagement was the result of a planned test of the autonomous technology. 

The California DMV leaves freedom to manufacturers on how the required information 

should be presented in their reports. For example, Apple’s approach to assessing disengagements 

has advanced from categorizing causes of disengagement as manual takeovers and software 

disengagements (including perception, motion planning, controls, and communication) to adding 

more details about the causes since July 2018. In particular, certain disengagements were flagged 

as Important Disengagement that might lead to a safety-critical event or a violation of the traffic 

rules (Apple, 2018a). The facts that Honda reported on causing disengagements only show general 

information, including software discrepancy, hardware discrepancy, incorrect behavior of 

prediction, undesired motion planner, perception discrepancy, and reckless user (Honda, 2018).  

All the disengagements happened in Aurora were due to perception discrepancy, map discrepancy, 

planning discrepancy, and control discrepancy (Aurora, 2018). The description of facts causing 

disengagement provided by SAIC Motor included software discrepancy, decision-making 

discrepancy, and perception discrepancy (SAIC Motors, 2018). The lack of detail in the reported 

FCD makes it impossible to identify the exact technical bottlenecks in the development of higher 

levels of driving automation. The facts causing Nissan’s 26 disengagements are presented in detail 

in section 2.4.2), which were also categorized as the following main types of causes (Nissan, 2018):  
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• System fails and requires driver to take over 

• System does not recognize failure, but the needs to take over for safety 

• Test vehicle is about to collide with another vehicle or obstacle due to self-steering 

Though DMV mandates manufactures to provide the time elapsed between the 

disengagement and the safety driver resumes control, this information is still missing in some 

companies’ 2018 disengagement reports (Apple, 2018b; AutoX, 2018; BMW, 2018; GM Cruise, 

2018; Honda, 2018; Qualcomm, 2018; Roadstar.ai, 2018; SF Motors, 2018; Uber, 2018; Udelv, 

2018; Waymo, 2018b; WeRide, 2018; Zoox, 2018b). Honda explained that automation 

disengagement - manual engagement (ADME) time duration was not measured due to the facts (1) 

that not all driving situations require measurable driver input, and (2) rigorous training and 

qualification required by Honda for their safety drivers enables them to be immediately alerted 

and to resume control if the system disengages from automation mode (Honda, 2018). Nissan did 

provide the ADME time duration in their disengagement report, with minimal 0 s and maximal 1 

s (Nissan, 2018). NVIDIA stated that the average time of their test vehicles was less than 1 s 

(NVIDIA, 2018). Safety drivers in the case of  Udelv’s test vehicles were stated to be able to 

resume control within 1 s when a system failure or subpar execution of the automation technology 

was detected (Udelv, 2018).  

Regarding whether the test vehicle is capable of operating without a safety driver, AutoX 

highlighted that one of their test vehicles is capable of operating without a safety driver (AutoX, 

2018); Aurora reported that all of their test vehicles currently are not yet capable of operating 

without a driver and they always had a safety driver and copilot present (Aurora, 2018). Udelv’s 

two test vehicles were reported as capable of operating without a driver with the fact that there 
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were 125 disengagements in 461 miles traveled resulting in 3.688miles per disengagement (MPD) 

(Udelv, 2018). Pony AI’s all six test vehicles were reported as capable of operating without a 

safety driver with 1022.25 MPD (Pony AI, 2018). Nullmax’s only one test vehicle was also 

reported to be capable of operating without a driver, which had 9.18 MPD and 44.65 MPD in 2017 

and 2018 (Nullman, 2018). Telenav only had one test vehicle, and was reported as being capable 

of operating without a driver. It completed 30 miles test drive in a parking facility and had five 

disengagements (Telenav Inc, 2018). The requirement regarding whether an automation system is 

capable of operating without a driver in Title 13, Division 1, Chapter 1 Article 3.7 § 227 is 

incompetent to explain which automation level the test vehicle belongs to and its degree of 

reliability. On-road tests conducted by NIO USA have only been for Level 2 features between 

October 2016 and November 2017, thus having no automation disengagement of Levels 3, 4, and 

5 to report (NIO USA, 2018). In Qualcomm’s disengagement reports, it is stated that the all the 

FCDs in 2018 was due to “planned test of technology” (Qualcomm, 2018) , which Qualcomm 

interpreted as one type of probable causes while California DMV intended to decide if the 

disengagement was the result of a planned test or not. Majority of the other manufactures reported 

that their test vehicles were not capable of operating without a driver (AiMotive, 2018; Apple, 

2018c; Baidu, 2018; BMW, 2018; GM Cruise, 2018; Honda, 2018; Mercedes Benz, 2018; Nissan, 

2018; Phantom AI, 2018; PlusAi, 2018; Qualcomm, 2018; Roadstar.ai, 2018; SF Motors, 2018).  

The disengagement reporting form also requests information regarding who initiated each 

disengagement (e.g., the automation system, the safety driver, the remote operator, or the 

passenger). Qualcomm stated that all their disengagements were initiated by safety drivers 

(Qualcomm, 2018).  All the disengagements of the SAIC Motors were also initiated by the safety 

driver (SAIC Motors, 2018). BMW only used one of their test vehicles which had nine 
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disengagements in 41 miles drove in autonomous mode. Without exception, all these 

disengagements were initiated by safety drivers (BMW, 2018). Roadstar AI’s all 43 

disengagements were reported to be initiated by safety drivers with 175.33 MPD (Roadstar.ai, 

2018). GM Cruise’s all 86 disengagements were also initiated by safety drivers which all occurred 

on Street.  Pony AI’s 19 disengagements in an 18-month test period were initiated by safety drivers 

and the rest of one disengagement was initiated by the system while their four test vehicles were 

tested on Street (Pony AI, 2018). SF Motors’ all 232 disengagements were reported to be initiated 

by safety drivers with 11.04 MPD (SF Motors, 2018). All of the Phantom AI’s 200 disengagements 

were initiated by safety drivers and the disengagement locations were Street (Phantom AI, 2018). 

Telenav owned only one test vehicle which had five disengagements initiated by the safety driver 

within an accumulated test drive of 30 miles in autonomous mode (Telenav Inc, 2018). No further 

information was given that allows the readers to determine the exact system limits that lead to such 

a disengagement (SAIC Motors, 2018). Baidu had 88 disengagements including 86 initiated by 

the safety driver and the rest were initiated by the automation system (Baidu, 2018). Udelv had 15 

disengagements initiated by the system and the rest of 110 were initiated by safety drivers (Udelv, 

2018). Honda had 64 disengagements initiated by safety drivers and 13 disengagements initiated 

by the system (Honda, 2018). Pony AI had one disengagement triggered by the automation system 

and the rest of 15 were initiated by safety drivers in 2018 (Pony AI, 2018). AiMotive’s all 17 

disengagements were initiated by safety drivers (AiMotive, 2018).    

2.2.2 Causes of automation disengagements 

The automation disengagement investigated at an aggregated level (Dixit et al., 2016; Favarò et 

al., 2018) results in a loss of the details on which component or element of the system fails to fulfill 
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its role that caused the disengagement. This section provides the specific causes of automation 

disengagement reported across all companies. 

Waymo owned 111 test vehicles which resulted in 114 disengagements between December 

1st, 2017 and November 30th, 2018. Specifically, 91 of the disengagements occurred on Street, 16 

of them occurred on Highway, 5 of them occurred on Freeway, and 2 of them occurred on Interstate. 

It is also noted that, 8% of the disengagements were initiated by the system. The reported FCDs 

are presented as follows (Waymo, 2018b): 

• Hardware discrepancy caused by a potential performance issue either related to hardware 

component of the automation system or a component of the base vehicle. 

• The perception system failed to detect an object correctly causing a perception discrepancy. 

• Unwanted maneuver of the vehicle that was not desirable under the circumstances. 

• Incorrect behavior prediction of other traffic participants. 

• Adverse weather conditions during testing. 

• Reckless behavior of other road users. 

Zoox stated that more progress has been made in 2018 by completing more miles during 

the daytime, nighttime, in fog and rain, in dense downtown San Francisco and freeways (Zoox, 

2018b).    

The disengagements captured in Toyota’s report fall into four categories, which include 

(Toyota, 2018): 
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• Safety driver decided that extra braking should be applied to maintain an appropriate gap 

to the lead vehicle. 

This type of disengagements was initiated by safety drivers when the path established by 

the automation system was inappropriate or when manual intervention was requisite for 

safe and comfortable braking. 

• Automatic disengagement due to perception fault. 

This type of disengagements was initiated by the system when a camera or a sensor was 

not functioning within internal tolerance or issued a fault. By doing so, the system chooses 

not to rely on the remaining cameras and sensors but returns control back to the safety 

driver. 

• Automatic disengagement due to localization fault. 

This type of disengagements was initiated by the automation system when the localization 

system was unable to determine the vehicles’ exact location within a set time. 

• Automatic disengagement due to system integrity check. 

This type of disengagements was initiated by the automation system when a potential 

malfunction was detected in one of the redundant autonomy engagement mechanisms. 

Apple’s test vehicles completed 24,604 miles in automation mode, during which 40,198 

manual takeovers and 36,359 software disengagements occurred between April 14, 2017 to 

November 30, 2018 (Apple, 2018a). The details about manual takeovers and software 

disengagements are presented as below (Apple, 2018a): 

• Manual takeovers refer to circumstances that the safety driver decides to take back control 

from the vehicle software. Operational constraints such as emergency vehicles, 
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construction zones, or unexpected objects in and around the roadway usually will trigger 

manual takeovers. Safety drivers of Apple was also instructed to take back control anytime 

they feel imperative to do so. 

• Software disengagements refer to circumstances that the monitoring system detect an issue 

with the input, output, or decision-making capability of the automation system, which is 

further categorized as the following categories: 

- Disengagements due to perception: when the sensing system cannot sufficiently 

localize, detect and classify an object, or track the objects in the surrounding 

environment.  

- Disengagements due to motion planning: when the path planning system is unable 

to generate a motion plan. 

- Disengagements due to control: when vehicle or the actuator systems does not 

respond appropriately or as expected within the designed plan. 

- Disengagements due to Communication: when there are timing issues or dropped 

messages between processes.    

With five vehicles that are licensed for autonomous-driving test, WeRide have completed 

19,067 autonomous miles and a total of 251 reportable disengagements during the test period. The 

MPD has improved from 3 in 2017 June to over 600 in November 2018 (WeRide, 2018). The 

descriptions of FCDs are divided into five categories. The frequency and percentage of each FCD 

category is presented in Table 2-3. Examples of each type of FCDs are presented as follows: 

• Discrepancy in planning: the planning system determines and calculates the trajectory that 

the vehicle should maintain to negotiate obstacles or the driving circumstance. 
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- Improper braking or acceleration during a right turn on red traffic signal. 

- Failed to promptly or safely pass an obstacle or object on the roadside. 

• Discrepancy in perception: the perception system detects other road agents and objects in 

the driving environment. Perception issues may occur when the system is unable to detect 

an object, detects an object but classifies it incorrectly, or late detection.  

- Detected a bicyclist but classified it as a pedestrian. 

- Late detection of traffic lights due to lighting conditions or algorithm insufficiency. 

• Irregularity in control: the control system refers to the software program that dwells closest 

to the hardware that initiates the manipulate of the vehicle brake, steering, throttle, gear 

shift, turn signals, and so on. 

- Sudden vehicle acceleration or deceleration. 

- Excessive or insufficient turning during a driving maneuver.  

• Irregularity in hardware: the hardware system consists of the vehicle, computing unit, 

sensors, wiring, fasteners, or anything that is not related to the software. 

- Inappropriate camera angle or insufficient calibration resulting in erroneous or 

delayed traffic light detection 

- Mechanical failure of a sensor because of wear and tear. 

• Irregularity in the system: the system is defined as the middleware and auxiliary software 

components of the test vehicle that are liable for logging, monitoring, and coordinating 

data transfers between other subsystems such as control system and perception system. 

- Irregular or unsynchronized data flows in the subsystem 

- The state or performance of the subsystem is suboptimal or unsafe. 
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Table 2-3 WeRide’s autonomous miles and number of disengagements (WeRide, 2018) 
(gathered by author) 

Facts Causing Disengagements Counts Percentage 
Discrepancy in planning 86 34.40% 
Discrepancy in perception 63 25.20% 
Irregularity in control 40 16.00% 
Irregularity in hardware 33 13.20% 
Irregularity in the system 28 11.20% 

Total 250 100% 
 

During the period from December 1st, 2017 to November 30th, 2018, GM Cruise’s 

automation performance has improved a lot in terms of total autonomous miles driven as well as 

automation disengagements. Table 2-4 summarizes the total autonomous miles driven by GM 

Cruise’s test vehicles as well as their disengagements. 

Table 2-4 GM Cruise’s autonomous miles and number of disengagements (GM Cruise, 2018) 
(gathered by author) 

Year Autonomous Miles Number of Disengagements MPD 
2017 129764 105 1236 
2018 447621 86 5205 

 
According to the disengagement report of GM Cruise (GM Cruise, 2018), there are 

primarily four causes of disengagements, including planning related issues, perception related 

issues, control related issues, and other road users behaving poorly.  Examples of disengagements 

caused by the first three include the test vehicle took too long to realize that the road was clear, the 

planned turns were too tight, and the vehicle accelerated too quickly. Examples of other road users 

caused disengagements could be other vehicles were not yielding to the test vehicle, other vehicles 

drifting into the test vehicle’s lane, and other vehicles running stop signs. It is noticed from Table 

2-5 that almost 50% of the disengagements were caused by other users’ poor behaviors.  

Table 2-5 GM Cruise’s reported FCDs (GM Cruise, 2018) (gathered by author) 

Facts Causing Disengagements Counts Percentage 
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Another road user behaving poorly 41 47.67% 
Precautionary takeover to address planning 36 41.86% 
Precautionary takeover to address perception 8 9.3% 
Precautionary takeover to address controls 1 1.16% 

Total  86 100% 
 

Phantom AI provided a detailed explanation when reporting FCDs. According to the 

disengagement report, invalid object detection results, invalid traffic light results, invalid decision-

making results, and invalid high definition (HD) map results are found to be the primary causes of 

automation disengagements (Phantom AI, 2018). Table 2-6 presents each FCD along with its 

frequency. 

Table 2-6 Phantom AI’s reported FCDs (Phantom AI, 2018) (gathered by author) 

Facts Causing Disengagements Counts Percentage 
Hardware error 6 3% 
Vehicle control problem 4 2% 
Failed lane change maneuver 16 8% 
Invalid HD map information 26 13% 
Invalid motion planning result 5 2.5% 
Invalid traffic light result 34 17% 
Invalid localization result 8 4% 
Invalid object detection result 43 21.5% 
Invalid decision-making result 29 14.5% 
Invalid perception result (Unexpected pedestrian) 10 5% 
Invalid prediction result (Other vehicle unexpected or violated traffic 
rule) 

19 9.5% 

Total  200 100% 
 

With seven licensed test vehicles, NVIDIA completed 4142 autonomous miles resulting in 

206 disengagements during December 1st, 2017 to November 30th, 2018. All the tests were 

conducted on freeways as well as on- and -off ramps (NVIDIA, 2018). About 8.74% of those 

disengagements were initiated by the system and the rest were initiated by safety drivers. 

NVIDIA’s MPD has increased from 4.6 in 2017 to 201.1 in 2018 (See Table 2-7). The FCDs 

reported are categorized into four types and no detailed explanations of each category were 
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provided. Table 2-8 presents each FCD that NVIDIA reported along with their frequencies and 

percentages.  

Table 2-7 NVIDIA’s autonomous miles and number of disengagements (NVIDIA, 2018) 
(gathered by author) 

Period Autonomous Miles Number of Disengagements MPD 
12/01/2016 -11/30/2017 505 109 4.6 
12/01/2017- 11/30/2018 4142 206 20.1 

 
Table 2-8 NVIDIA’s reported FCDs (NVIDIA, 2018) (gathered by author) 

Facts Causing Disengagements Counts Percentage 
Disengaged due to operator discomfort 147 71.36% 
Disengaged due to perception mismatch 22 10.68% 
Disengaged due to software discrepancy 18 8.74% 
Disengaged due to operating outside Operational Design Domain 
(ODD) 

19 9.22% 

Total  86 100% 
 

Drive AI owned 13 licensed test vehicles which had completed 4616.19 autonomous miles. 

There were 55 disengagements in 2018 either due to a failure of the automation technology or 

because that the safe operation of the vehicle required the safety driver to take back control of the 

vehicle. Drive AI presented definitions and descriptions of the FCDs in their disengagement report, 

which included the following three categories (Drive AI, 2018) : 

• Motion planning discrepancy 

Deviation from the planned motion behavior is regarded as an error of` the path planning 

system. Examples of disengagements caused by this error could be insufficient clearance when 

passing other vehicles or late braking for pedestrians and bicyclists.  

• Perception discrepancy 
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Discrepancy or errors in the information collected by the perception system about the attributes 

of other agents, static obstacles, and traffic signals are regarded as perception discrepancy. 

Examples of disengagements caused by this may include false perception of traffic light caused 

the test vehicle to proceed at red light, poor perception of red light caused the test vehicle not 

to stop, poor braking for pedestrian with intent to cross protected crosswalk, and so on. 

• Localization divergence 

Errors that cause the vehicle to become uncertain about its location are regarded as localization 

divergence. Examples of disengagements caused by this may include poor lane placement, 

uncomfortable proximity to static objects, and failed to stop outside of crosswalk for 

pedestrians while making a right turn. 

Honda had 77 disengagements and the reported FCD are presented in Table 2-9.  

Table 2-9 Honda’s reported FCDs (Honda, 2018) (gathered by author) 

Facts Causing Disengagements Counts Percentage 
Incorrect behavior prediction 29 37.66% 
Perception discrepancy 20 25.97% 
Undesired motion planner 6 7.79% 
Hardware discrepancy 13 16.88% 
Software discrepancy 8 10.39% 
Reckless user 1 1.30% 

Total  77 100% 
 

SF Motors owned one test vehicle and accumulated 2561.8 miles in autonomous mode on 

both urban streets and highways (SF Motors, 2018). In the report, Longitudinal Control was used 

to portray the relevant components of the system that control the cruising speed and Later Control 

is used to describe the relevant components of the system that control the vehicle’s lateral position 

for path tracking. The FCDs reported by SF Motors were in great detail (SF Motors, 2018):  
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• Perception issue: 

- Test vehicle failed to detect red traffic light 

- The perception system failed to detect the vehicle ahead of it due to Lidar hardware 

or software issue  

- The performances of both Longitudinal Control and Lidar perception system were 

not ideal and fine tuning for safe operation is needed so the safety driver disengaged 

to log issues for further investigation.  

- The Lidar system failed to detect object. 

- Lane detection of the Perception system was not ideal, affecting Lateral Control 

performance and causing the test vehicle to oscillate within the lane.  

- The perception system failed to detect poor lane markings. 

- The perception system did not detect the edges of the traveling lane due to missing 

lane markings. 

- The perception system failed to detect the edges of the traveling lane due to sunlight 

reflections of the road surface. 

- The perception system mis-detected over-hanging bridges as an Object in the path 

so the test vehicle attempted to brake while the test driver take back control to avoid 

causing hazards in traffic.  

- The perception system failed to detect the lane markings due to foggy weather 

conditions. 

- The perception system failed to detect the lane markings due to wet roadway 

conditions.  

- The perception system failed to detect the lane markings due to rainy weather. 
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- The perception system mistook a bridge as a vehicle ahead of it and braked harshly. 

- Lane-changing maneuver failed since the perception system was not able to detect 

adjacent lane 

• Planning issue 

- The test vehicle lost planned trajectory due to planning software froze 

-  The planning system froze causing the test vehicle unresponsive to the traffic 

situation. 

- The planned path was too close to adjacent lanes causing the test vehicle to be off-

centered. 

• Control issue: 

- Test vehicle drove too close to the right of the lane, so the safety driver disengages 

the automation mode to center the vehicle. 

- The performance of Longitudinal Control was not ideal and fine tuning for safe 

operation is needed so the safety driver disengaged to log issues for further 

investigation.  

- The Lateral Control performance was not ideal, causing the test vehicle to oscillate 

within the lane 

- The test vehicle was programmed to keep a predefined time headway while 

following a lead vehicle. Other vehicles cut in and the safety driver applied harsh 

braking to accommodating the other vehicles.   

- The test vehicle did not decelerate adequately. 

• Hardware and software issue 
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- Planning software encountered issues, so the safety driver disengaged to reset 

hardware to address the issue. 

- Planning software exited unexpectedly. 

- Sensor delays caused delays in braking  

• Precautionary takeover 

- Safety drivers disengaged the automation system due to difficult road conditions 

such as a tight curve. 

- The test vehicle was not performing optimally in heavy traffic condition. 

- The test vehicle was going at the speed limit but slow than the traffic stream, so the 

driver took over control and sped up to avoid causing unnecessary disturbances in 

traffic flow. 

- Another overtaking vehicle cut in too closely, so the safety driver took back control 

to address the unanticipated event. 

- The test vehicle was too close to the edge of the traveling lane while going downhill 

on a tight curve. 

- The test vehicle was not decelerating enough, so the safety driver applied the brake 

to keep a safe distance to the lead vehicle. 

- The traffic lights turned red and the vehicle was not decelerating enough. Therefore, 

the safety driver braked cautiously. 

• GPS issue: 

- The GPS location of the test vehicle was not accurate. 
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Pony AI provided detailed descriptions of the FCDs regarding the test performance of their 

four test vehicles. The reported FCDs are adopted and slight altered to assist the readers have an 

understanding about the technical limits that hinder the development of higher levels of driving 

automation systems (Pony AI, 2018): 

• Delayed perception for a fast-approaching vehicle 

• The test vehicle drove too close to vehicles parked on the side of a street. 

• GPS lost connection, impairing localization accuracy. 

• The test vehicle lost traffic light status while creeping forward at an unprotected left turn 

• Poor GPS signal resulting in a failure of the localization module 

• The perception system detected an incoming car in a close distance at an unprotected right-

turn signal  

• Reckless cut-in from a neighboring vehicle 

• The test vehicle was not reacting to a reckless behavior of another vehicle 

• Poor yielding to U-turn cars due to a map issue 

• The test vehicle did not detect the existence of a truck until it was close to it 

• The test vehicle turned to the middle of the road at starting point 

• The test vehicle attempted to proceed at a red traffic signal while a large truck blocked the 

view of the traffic signal 

• The test vehicle failed to yield to pedestrians due to map issues 

• The test vehicle was not ready for autonomous driving due to on-board engineering error 

• The test vehicle was not yielding to pedestrians on crosswalks 
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• The test vehicle failed to yield to another vehicle which was attempting to merge into the 

lane. 

• The test vehicle stalled in the middle of the intersection due to the lead vehicle and crossing 

traffic 

• The test vehicle lost sensor data and the perception system timed out 

• The localization system failed sounds to match points due to two large neighboring vehicles. 

• Poor lane change maneuver when traffic light turned green 

There were only five disengagements occurred during Telenav’s test in a parking facility. 

The FCDs were presented as following (Telenav Inc, 2018): 

• Localization discrepancy: 

- The test vehicle deviated 2 meters away from its driving lane when traveling at a 

low speed. 

- The safety driver took back control since the back of the test vehicle was 2 meters 

from a wall when the vehicle was performing a parking maneuver. 

- When performing a parking maneuver, the safety driver took back control since the 

localization system notified the driver that it was no longer updating its location 

due to power cord was disconnected from one of the computers.  

• Perception discrepancy: 

- The safety driver took back control since there was a pedestrian within 10 meters 

close to the vehicle and the visual system misclassified the subject as non-

pedestrian object. 
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Nuro completed 24679.3 autonomous miles during December 1st, 2017 to November 30th, 

2018, during which 24 disengagements had occurred (Nuro, 2018b). Significant advancement was 

made between 2017 and 2018 with an increase of MPD from 476 in 2017 to 1028 in 2018. There 

were both a safety driver and a co-driver on the test vehicle throughout all those driving tests. 

Safety drivers were expected to be receptive to TORs delivered by the on-board system. Co-drivers 

are expected to ensure the safety driver was notified by the system to resume control of the vehicle. 

The detailed FCDs presented in the disengagement report include the following: 

• Object perception 

- The test vehicle briefly lost track of the vehicle stopped on the road resulting in an 

inadequate spacing between the planned trajectory and the stopped vehicle. 

- The object perception failed to detect a vehicle backing out of an occluded driveway 

resulting in an inadequate braking of the planned trajectory. 

- Erroneous sensor data caused the planned trajectory to diverge from the lane 

resulting in a potential contact with the median. 

- The late identification of a bicyclist resulting in a planned trajectory with 

inadequate time to yield. 

 

• Onboard map: 

- The inaccuracy of the onboard map resulted in a planned trajectory that could have 

contacted the curb while turning right. 

 

• Agent prediction 
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- The prediction failed to anticipate another reckless vehicle’s sudden lane change 

which pulled across the test vehicle’s lane to get to a left-turn lane. 

- The prediction failed to anticipate another reckless driver pulled out from a 

driveway and was pulling into the test vehicle’s right-of-way. 

- Another vehicle pulled out of a driveway across the planned path. 

- A reckless driver pulled out from an unmapped driveway leading to late perception 

and prediction 

- The agent prediction was unable to provide an accurate prediction regarding a child 

ride a scooter in circles on the road, resulting in an inadequate planned trajectory. 

- After coming around a sharp bend, the prediction erroneous identified a vehicle as 

parked which was actually reversing from a driveway.   

- The agent prediction failed to have an accurate prediction about a bicyclist resulting 

in inadequate yield in a planned right-turn trajectory. 

- The agent prediction failed to anticipate a reckless vehicle running a Stop sign. 

 

• Planning logic 

- The planned trajectory yielded late to on-coming vehicles during a unprotected left-

turn maneuver. 

- The planned trajectory failed to yield to on-coming vehicles during a right-turn onto 

a narrow road. 

- The planned trajectory failed to leave adequate space for parked car on a narrow 

road. 

- The planned trajectory failed to leave enough space for a parked vehicle. 
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- The planned trajectory failed to leave adequate room to vehicles in the adjacent 

lane during a right turn. 

- The planned trajectory executed erroneous sharp braking. 

- The planned trajectory inadequately brakes when a reckless driver pulled out from 

an occluded driveway of a parking lot. 

- The planned left-turn trajectory crossed the path of an oncoming vehicle at a four-

way Stop-sign controlled intersection. 

- The planned trajectory contacted the curb during a right-turn maneuver 

- The planned trajectory did not sufficiently slow down or nudge for a construction 

worker on the road. 

The detailed review on causes of automation disengagement provides the reader with a 

broad picture regarding what causes disengagements, how often it occurs, and where it usually 

occurs. Based on the reports covering December 1st, 2017 to November 30th, 2018 submitted 

pursuant to California Code of Regulations, Title 13, Article 3.7, Section 227.50, it is observed 

that almost everything regarding the automation system, including perception system, planning 

system, localization system, and prediction system, could trigger an automation disengagement. 

When automation disengages, human drivers need to reclaim control of the vehicle. 

2.3 Traffic control 

The growing vehicular traffic in the United States has contributed to the development and 

evolution of traffic signal lights. In the past decades, numerous efforts have been devoted to 

improving the efficiency of the traffic control system to meet the ever-growing traffic demands. 
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This section aimed to focus on the how traffic signal control systems have been improved, the new 

and advanced control that attempt to utilize the advantages that driving automation provides. More 

importantly, the issues and challenges driving automation faces at signalized urban intersections 

will also be highlighted.  

According to information used in current traffic control systems, there mainly three types 

of traffic signal control methods, including (1) fixed-time traffic signal control, (2) actuated traffic 

signal control, and (3) adaptive traffic signal control. The detailed information regarding each type 

of signal control is presented as follows:  

• Fixed-time traffic signal control does not use any real-time information to configure its 

signal timing and phasing. It is often used to provide pedestrians with regular and consistent 

intervals to cross the street in the urban area. Its maintenance cost is usually lower than 

actuated signal control. 

• Actuated traffic signal control needs real-time data collected through loop detectors 

installed at the road sections upstream of the intersection. It is often used in light traffic 

situation while the movements on the primary corridor is prioritized. Pedestrians and 

turning vehicles on the minor street need to use the push button and the loop detector, 

respectively, to activate the signal.    

• Adaptive traffic signal control uses real-time traffic state measures of approaching vehicles 

to adapt to the actual real-time traffic demand. It is often used to efficiently move traffic 

through a busy corridor. 

Innovations and advancement in the field of computer and communication technologies 

have motivated studies to develop more efficient next generation of traffic control methods. In the 



56 
 

 
 

past decade, various control automation methods have emerged with different optimization 

objectives to improve traffic efficiency at intersections. Minimizing the total delay becomes the 

most popular objective in prevalent studies, although with different constraints and optimization 

methods (Dresner and Stone, 2008; Li and Zhou, 2017; Müller et al., 2016; Zohdy et al., 2012). 

Specifically, (Li and Zhou, 2017) formulated the intersection control problem to be a CAV 

scheduling problem in which CAV are treated as jobs and intersections are taken as machines to 

process these jobs. The intersection automation method developed in this research could also be 

deployed network-wide to proactively schedule CAV’s paths. On the other hand, the control 

protocols such as First-in-First-out (FIFO) were also often used in intersection control automation 

to minimize either time heady or both space-time resources (Dresner and Stone, 2008; Kolodko 

and Vlacic, 2003; Müller et al., 2016; Zohdy and Rakha, 2016).  Simply put, most of the existing 

algorithms developed in intersection control automation employs V2V or V2I or both to improve 

intersection efficiency, which are presented as below: 

• Reservation-based control protocol (Bashiri et al., 2018b; Carlino et al., 2013; Dresner and 

Stone, 2007, 2005; Dukic et al., 2013; Fajardo et al., 2011; Guler et al., 2014; Hausknecht 

et al., 2011; Li et al., 2013; Middlesworth et al., 2008; Perdomo López et al., 2017; 

Schepperle et al., 2008; Schepperle and Böhm, 2008, 2007); 

• Priority-based (Alonso et al., 2011; Gregoire et al., 2014; Hassan and Rakha, 2014; Qian 

et al., 2014); 

• Synchronized arrival flow or platoon-based (Azimi et al., 2015; Bashiri et al., 2018b; Yu 

et al., 2018; K. Zhang et al., 2018; Zhao et al., 2018); 

• Consensus-based (Mirheli et al., 2019; Olfati-Saber et al., 2007; Peng et al., 2015; Qiu, 

2018; Tsianos et al., 2012); 
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• Cooperative-based (Alonso et al., 2011; Bichiou and Rakha, 2018a; Lee et al., 2013; Lee 

and Park, 2012; Ren et al., 2018; Rodrigues de Campos et al., 2017; Xu et al., 2018; Zohdy 

and Rakha, 2016);  

• Auction-based (Carlino et al., 2013; Levin and Boyles, 2015; Schepperle and Böhm, 2008) 

• Sequenced-based (Perronnet et al., 2013); 

• Demand responsive-based(Yang et al., 2016); 

• Optimized reservation- based (Levin and Rey, 2017) ; and 

• and others (J. Baber et al., 2005; Barthauer, 2019; Chen et al., 2018; Du et al., 2018; Feng 

et al., 2018, 2015; Mirheli et al., 2018; Wu et al., 2012).  

As an improvement to the current traffic control approaches, however, these 

aforementioned control algorithms have involved limitations and assumptions, such as non-

cooperative agents in the control system and equity problems when granting right-of-way. On the 

other hand, some of these algorithms also heavily rely on robust V2I, V2V, or V2X communication 

for their proper operation. Despite the significantly high cost of installing V2I control equipment, 

the V2I-based traffic control is usually a centralized system in which the intersection is a single 

point of failure. Once it fails, vehicles will have no other ways to coordinate their movements with 

other road users at the intersection. Another thing worth noting is that research has shown that 

traffic signal lights coexist with these newly proposed control automations to serve for human 

drivers (Barthauer, 2019; Dresner and Stone, 2007; Levin and Boyles, 2016; Sharon and Stone, 

2017; Yang et al., 2016; Zhao et al., 2018).  Table 2-10 presents some of the representative 

intersection control methods. 
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Table 2-10 Summary of intersection control protocols 

Study Control protocol Network 
control 

Traffic 
composition 

Communication Novelty and Limitations 

(Azimi 
et al., 
2015)(Be
ller et al., 
2013b)  

Synchronized 
arrival and passage 
at an intersection 

Decentralized Autonomous 
vehicles 

V2I is required to 
synchronize the 
arrival flow. During 
intersection 
traversal, no V2I is 
required 

The proposed control protocol allowed 
continuous flow of vehicles entering 
the intersection to utilize the 
maximum intersection capacity. 
However, this method enforced 
synchronized arrival of vehicles. 

(Azimi 
et al., 
2013) 

Concurrent 
Crossing-
Intersection 
protocol and 
Maximum 
Progression 
intersection 
protocol 

Decentralized Autonomous 
vehicles 

V2V The proposed method introduced 
Route Network Definition Files and 
constructing roundabout routes based 
on the GPS coordinates extracted from 
digital map databases. 

(Middles
worth et 
al., 
2008) 

Reservation-based Decentralized Autonomous 
vehicles 

V2V No arbiter agent is required and 
Collision free is only achievable when 
all vehicles respect the protocol 

(Hauskn
echt et 
al., 
2011)  

Reservation-based 
and Multiagent-
based approach 

Centralized Autonomous 
vehicles 

V2X The control protocol based on multi-
intersection optimization enabled 
novel, fine-grained, and dynamic 
control of autonomous vehicles 
through a grid of intersections 

(Sharon 
and 
Stone, 
2017) 

Reservation-based Decentralized Manual, 
connected, 
 and automated 
vehicles 

Traffic light for 
drivers and V2I for 
connected and 
autonomous 
vehicles 

The modified system could 
accommodate human-operated 
vehicles using traffic lights. 
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(Dresner 
and 
Stone, 
2005) 

Reservation-based Decentralized Connected 
vehicles 

V2I The proposed method allowed 
vehicles to accelerate while turning or 
traversing the intersection.  

(Dresner 
and 
Stone, 
2008) 

Reservation-based Decentralized Autonomous 
vehicles 

V2I The proposed control mechanism 
significantly outperformed current 
intersection control methods -- traffic 
lights and stop signs. However, how 
turning movements would affect the 
efficiency of the proposed control 
protocol remains unclear. 

(Li et al., 
2013) 

Reservation-based De-centralized Autonomous 
vehicles 

V2I  Evaluated the control protocol on a 
standard simulation platform allowing 
for reliable comparisons between 
different control mechanism  

(Ilgin 
Guler et 
al., 
2014) 

Reservation-based Centralized Connected 
vehicles 

V2V The proposed control algorithm can be 
used for penetration rates lower than 
100%. 

(Bashiri 
et al., 
2018a) 

Reservation-based Centralized Connected 
vehicles 

V2V and V2I A simple communication protocol was 
designed for V2I communication and 
two policies were introduced for the 
controller to minimize total delay and 
delay variance. 

(Gregoir
e et al., 
2014) 

Priority-based Decentralized 
but also 
possible for 
distributed 

  The priority graph is sued to develop 
collision free and deadlock free 
control protocol. However, Fixed path 
assumption; Priority law lacks the 
consideration of sensing and control 
uncertainty 

(Qian et 
al., 
2014) 

Priority-based Decentralized Manual and 
autonomous 
vehicles 

Traffic light for 
drivers V2I for 

Special priority policy to 
accommodate manual vehicles. 
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autonomous 
vehicles 

(Scheppe
rle and 
Böhm, 
2008) 

Reservation-based Decentralized Connected 
vehicles. 

V2V The design of effective mechanisms 
for intersection control, i.e., 
mechanisms which can reduce the 
average waiting time weighted by the 
driver valuations. 

(Roozbe
hani et 
al., 
2009) 

A feedback 
formation protocol 

Decentralized Autonomous 
vehicles 

V2V A flexible, computationally efficient, 
decentralized algorithm was developed 
to resolve conflicts among 
autonomous vehicles with simple 
internal dynamics at intersections. 

(Makare
m and 
Gillet, 
2011) 

Energy 
optimization 
approach 

Decentralized Autonomous 
vehicles 

Doesn’t require long 
range 
communication and 
robust to various 
communication 
failures 

Heavier vehicles have a priority to 
allow energy optimization for 
intersection crossing. 

(Hassan 
and 
Rakha, 
2014) 

Priority-based  Distributed Autonomous 
vehicles  

V2X The distributed algorithm enables 
vehicles in the vicinity of an 
intersection continuously cooperate 
with each other to develop a schedule 
that safe traversing of intersections 
while incurring minimum delays.  

(Yang et 
al., 
2016) 

Demand 
responsive-based 

Decentralized Manual, 
connected, and 
automated 
vehicles 

V2X The proposed control protocol could 
modify automated vehicles’ 
trajectories to reduce delay and stops. 
The fast branch and bound algorithm 
were used to improve computational 
efficiency.  

(Levin 
and Rey, 
2017)  

Optimized 
reservation-based 
by developing a 

Decentralized Autonomous 
vehicles 

V2I This study provided justification for 
using conflict region model to 
approximated traffic control protocols 
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subset of vehicles 
to move at each 
time step 

that uses tile-based reservation 
approach and also developed more 
system-efficient policies for 
reservation-based control. 

(Sun et 
al., 
2017) 

Optimized 
reservation-based 

Decentralized Manual, 
connected, and 
Automated 
vehicles 

Traffic light for 
drivers and V2I for 
connected and 
autonomous 
vehicles 

The proposed control protocol is able 
to serve bi-directional traffic in one 
signal phase and maximizes the 
intersection capacity by utilizing all 
lanes at any time. Right-turn traffic is 
not considered in this research. The 
proposed method is limited to 
theoretical analysis. Field 
implementation would not be possible 
unless enough CAVs are available in 
the real world. 

(Yu et 
al., 
2018) 

Optimized 
reservation-based 

Decentralized 
(isolated urban 
intersections) 

Manual, 
connected, and 
automated 
vehicles 

Traffic light for 
drivers and V2I for 
connected and 
autonomous 
vehicles 

Vehicle trajectory planning is 
integrated into traffic signal 
optimization in a unified framework to 
minimize vehicle delays. All vehicles 
are assumed to be controllable which 
restricts the implementation of the 
proposed model. The uncertainties in 
driving behaviors and traffic 
environment needs to be addressed 
when implementing the proposed 
control protocol. 

(Bichiou 
and 
Rakha, 
2018a) 

Sequenced-based Decentralized: 
only single 
lane 
intersections 
are considered 

Automated 
Connected 
Vehicles 

V2V, V2I for 
autonomous 
vehicles (Perfect 
communication 
between the vehicles 
themselves and 
between the 

The proposed algorithm outperforms 
the other intersection control strategies 
producing lower delays and CO2 
emissions with reductions of up to 
80 % and 40 %, respectively, relative 
to the best intersection control strategy 
(in this case the roundabout). High 
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scheduler is 
assumed.) 

computational cost associated with the 
nonlinear optimization makes it 
difficult for. real-time applications 

(Bichiou 
and 
Rakha, 
2018b) 

Sequenced-based Decentralized: 
only single-
lane 
intersections 
are considered 

Automated 
vehicles 

V2V, V2I for 
autonomous 
vehicles (perfect 
communication 
between the vehicles 
and between the 
scheduler is 
assumed) 

The proposed method used optimal 
control theory to formulate the 
complete dynamic model to provides 
optimality and/or sub-optimality with 
a guaranteed low computational 
burden. 

(Feng et 
al., 
2018) 

Two-level 
optimization 
approach 

Decentralized: 
isolated 
intersections 

CAV 
environment 

Communication 
between the vehicles 
themselves and 
between the 
scheduler is 
assumed 

This paper provides a joint control 
framework for controlling vehicle 
trajectories and traffic signals 
simultaneously to improve the 
efficiency of intersection operation as 
well as reduce vehicle emissions in a 
CAV environment. The control is 
extended from one dimension (either 
spatial or temporal) to two dimensions 
(spatiotemporal). The mixed traffic 
condition where not all vehicles are 
controllable is not considered 

(Fayazi 
and 
Vahidi, 
2018) 

Optimization-based 
approach 

Decentralized A mix of 
autonomous and 
human-
controlled 
connected 
vehicles. 

V2V, V2I (the 
controller resides on 
a computational 
server and receives 
information of all 
subscribing vehicles 
and then schedules 
the intersection 
access time for each 
vehicle) 

The proposed method not only 
significantly reduced intersection 
delay and number of stops compared 
to pre-timed intersection benchmarks, 
but also ensured that no crash occurred 
and did not compromise travel time. 
More modifications are required to 
make the proposed control scheme 
applicable to situations with purely 
manual vehicles that have no wireless 
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connectivity. Left- and right-turning 
vehicles were not included in this 
research. 

(Y. Guo 
et al., 
2019) 

Optimize CAV 
trajectories and 
intersection 
controllers: 
shooting heuristic 
algorithm is used 
to efficiently 
construct 
trajectories for a 
stream of traffic 
and dynamic 
programming 
algorithm to obtain 
an optimal signal 
timing plan 

Decentralized 
but possible for 
distributed 
implementatio
n 

CAV V2V, V2I for 
autonomous 
vehicles (Perfect 
communication 
between the vehicles 
themselves and 
between the 
scheduler and 
vehicles is 
assumed.) 

The proposed algorithm method can 
be applied and adapted to busy 
physical urban signalized corridors. 
Compared to the adaptive signal 
control, it reduces the average travel 
time and reduce fuel consumption. 
The issues associated with parallel 
computation algorithms, feedback 
control, and distributed computation 
need to be taken into further 
consideration. 

(Mirheli 
et al., 
2019) 

Dynamic 
optimization of 
acceleration to 
maximize 
intersection 
throughput 

Distributed 
coordinated 

Connected and 
automated 
vehicles 

V2V The distributed vehicle-level solutions 
were sent towards global optimality. 
The control protocol can be applied to 
a wide range of large-scale problems 
to assess its solution quality and 
computation efficiency. The effect of 
stochasticity on the performance of the 
proposed control protocol should be 
considered. 
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2.4 Permissive left turns 

Traffic engineers have adopted permissive left-turns to improve traffic control efficiency as a 

driver has fewer available gaps in the opposing traffic to execute a left turn safely. During a 

protected left-turn interval, the left-turning vehicle has the exclusive right-of-way and faces no 

conflicts. During a permissive left-turn interval, the left-turning vehicle can turn only after yield 

to conflicting traffic, pedestrians, and bicyclists. Permissive left-turn intervals can be 

communicated to drivers by different traffic signal indications, which include circular green (CG), 

flashing circular red (FCR), flashing circular yellow (FCY), flashing red arrow (FRA), and 

flashing yellow arrow (FYA) indications. Using different indications to communicate the same 

message to drivers appeared to be a significant issue considering their impact on driver behavior 

and driving safety. It is worth highlighting that FYA was found to be the most effective way to 

communicate permissive left turns (Brehmer et al., 2003; Knodler et al., 2007b; Noyce et al., 2014). 

The usage of FYA was approved by FHWA and was documented in the Manual of Uniform Traffic 

Control Devices (MUTCD) (MUTCD, 2009). According to (MUTCD, 2009), left-turning 

movements could be controlled by one of the following methods: 

• Protected only mode: left turns are only made during a left-turn green arrow signal 

indication 

• Protected/Permissive mode: both modes are used on an approach within one signal circle 

• Permissive only mode: left turns must be made on a circular green or a flashing left-turn 

yellow arrow 

• Variable left-turn model: control mode of left-turning movements could be above three 

modes and changes as the traffic condition changes. 
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Agency practitioners from 50 states have been surveyed regarding the yellow change and red 

clearance intervals (NCHRP 03-125). According to the survey results, the usage of FYA and FRA 

indications were presented as follows (NCHRP 03-125).: 

• Most of the respondents (82%) only use FYA indications;  

• Maryland and Delaware only used FRA indications for permissive intervals; and 

• Alabama, Arizona, Florida, Georgia, New York, Michigan, and Virginia used both FYA 

and FRA indications. 

In addition, most of the respondents (86%) reported that FYA or FRA indications were 

typically required at new signal installations where PPLT intervals were used (NCHRP 03-125). 

Regarding the future trend of permissive left-turn indications, the survey revealed that (NCHRP 

03-125): 

• More than half of the respondents (61%) reported that they had a plan to replace PPLT 

indications with FYA or FRA indications; 

• Only 36% respondents had no plans to address FYA usage; and 

• 3% of the respondents had already converted PPLT indications to FYA or FRA. 

The application context affects the organizations’ decisions on the implementation of FYA and 

FRA for permissive left-turn movements. The contextual factors may include the following 

(NCHRP 03-125): 

• Urban, suburban, and rural environments; 

• Locations with high volumes of pedestrians; 

• Near at-grade rail crossings; and 
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• Intersections with preemptions (such as emergency service or rail). 

The signal head configurations and signal phase sequences when using FYA and FRA 

indications were also investigated extensively (NCHRP 03-125).  Table 2-11 and 2-12 presents 

the surveyed results regarding the signal head configurations and signal phase sequences when 

using FYA and FRA Multiple configurations could be selected by respondents according to their 

actual situation. According to Table 2-11 and 2-12, the following can be concluded:  

• Majority of the respondents (77.7 %) use four-section signal heads when applying FYA;   

• Only 20.5% of the respondents use three-section signal heads; 

• Doghouses are still being used, though with a very low percentage of 1.4%; 

• Majority of the respondents (76.5%) use a red clearance before transition to FYA; 

• Majority of the respondents (70%) use three-section signal heads when applying FRA; and 

• Majority of the respondents (80%) use a red clearance before transition to FRA. 

Table 2-11 Flashing Yellow Arrow configuration and signal sequence (recreated based on NCHRP 
03-125). 

Display 
Type Signal Sequence Percentage 

Four-
Section 
Displays 

 

61% 

 

16% 
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Table 2-12 Flashing Red Arrow configuration and signal sequence (recreated based on NCHRP 
03-125) 

 

0.7% 

Three-
Section 

Displays 

 
6.5% 

 
0.7% 

 
9% 

 
4.3% 

Doghouse 
display 

 
0.7% 

 
0.7% 

Display 
Type Signal sequence Percentage 

Three-
section 
display 

 
60% 
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The automated driving system need to have a robust perception and planning system to be 

able to perform left-turn tasks at permissive left-turn signals. As is indicated by Tables 2-11 and 

2-12, there are various types of permissive left-turn signal indications. The variations of change 

intervals and clearance intervals used in various permissive left-turn indications also complicate 

the situation for driving automation system to properly react to it. To successfully perform a 

permissive left-turn task, the driving automation system needs to be able to perform the procedures 

presented in Table 2-13. 

Table 2-13 Pseudo-code for left-turn maneuvering when facing permissive left-turn signal 

Algorithm 1. Left-turn manoeuvring: LTM 
Input:  
- Intersection lane related 

lane_position: Move to the correct lane to prepare for the coming left-turn maneuver 
turn_time:	The estimated time to completely execute the left-turning maneuver 

- Traffic signal related 
signal_type:	The retrieved information on the type of traffic signal control; 
signal_phase : The recognized signal phase at the moment; 

- Traffic condition related 
gap: the calculated gaps from on-coming traffic flow f	in second 
pedestrian: the pedestrian existence on crosswalk 

pedestrian = 0: no pedestrian or all pedestrians are out of the critical zone 
pedestrian = 1: at least one pedestrian is in the critical zone 

 

10% 

Four-
section 
display 

 

20% 

 

10% 
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Output: The final decision-making of the left-turn execution 
Initialize: 
lane_position = left_turn 
signal_type = 	permissive_	only 
select	_gap = 	0 
pedestrian	_safe	 = 	False  
 
# Check signal 
While   t ≤ t!"# 

if signal_type			! = 	flashing_yellow: 
t	+= 1 

else 
     signal_phase	 = flashing_yellow 

end while 
 
# Check gap 
While   t ≤ t!"# 
         gap= get.gap(t, f) 
         for i in index(gap) 

if   turn_time > 	gap(i) 
i	+= 1 

else 
													select	_gap = 	gap(i) 

end while 
 
# Check pedestrian 
While   t ≤ t!"# 

if pedestrian = 1: 
t+= 1 

if  pedestrian = 0 
	   pedestrian	_safe = 	True 
 

# check time budget 
if 		t ≤ t!"# and  signal_phase	 = flashing_yellow and  select	_gap and		pedestrian	_safe 
										ego	vehicle	execute	left − turn 
else 
								request	to	intervene 
 

 
When the driving automation is indicated to have system limits, as is case with SAE 

Level 3, the driver should be able to detect or reminded by the automation system about the 

following critical situations:  
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• When what the automation system is doing is not in line with what drivers considered to 

be safe;  

• When the automation system is incapable of completing the necessary tasks (either 

because of a lack of human-like reasoning about the driving situation or a lack of logic 

for strategic reasoning) to follow the planned path; and 

• When the automation system is deviating from the current planned trajectory. 

When these three situations occurred during a left-turn task at a permissive left-turn signal, 

drivers need to reclaim control and complete the left-turn task. 

2.5 Driver-Automation system 

2.5.1 Defining Driver- Automation System 

The scope of automated vehicle technology is presented Section 2.1. The Driver-Automation 

System (DAS) in this research is defined as a system in which the functions of a driver and 

automated features are integrated. The DAS is treated as a single entity that interacts the external 

environment appropriately to complete all necessary driving tasks. While automation technologies 

at all levels are expected to provide a safety benefit, there are still human factors issues associated 

with them (see Table 2-2). The DAS entity takes full responsivities of lateral and longitudinal 

control, monitoring of the other road users and the environment, and ensures safety.  

2.5.2 Driver’s role in DAS 

Automation is often used to improve system efficiency and safety by lessening the degree of 

human involvement. To achieve a safe driving automation, a cross-domain set of challenges must 
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first be solved as identified in Section 2.2. As driving automation assists and even supplants drivers, 

the capability of automation to communicate and cooperate with human drivers becomes more 

important. As presented in Section 2.1, drivers continue to have a role in driving automation either 

as a controller, co-pilot, supervisor, or a backup figure before all the driving tasks become fully 

automated. Many cognitive factors are involved in when drivers interacting with an automated 

driving system. For the purpose of modeling control transition in a PPLT scenario, drivers’ visual 

scanning, attention selection, and response time will be reviewed.  

First, drivers need to visually monitor the traffic condition and the driving environment, 

which includes where is the ego vehicle’s current position and speed, other road users’ intention, 

positions, and speed, potential static objects on the road, location of off-road objects, traffic signals, 

and road surface conditions.  

With all the visual and other information collected, drivers need to select relevant 

information and neglect less relevant information to make decisions. Inattention can lead to 

degraded lane keeping, poor speed maintenance, delayed reaction time, missed traffic signs and 

traffic signals, and unsafe following distance.  

Section 1.2.2 touches on safety drivers’ and ordinary drivers’ reaction times: (1) the 

average reaction time of a total of 1330 disengagement events is 0.85 s with a standard deviation 

of 0.70; ordinary drivers’ reaction times in an experimental study ranges from 0.81 s to 2.44 s with 

a mean of 1.33 s and a standard deviation of 0.27 s (Broen and Chiang, 1996). More information 

can be found in Section 2.6 about drivers’ response time with regard to TOR. Lead time or time 

budget is another important concept in the studies of control transitions in an DAS. Section 2.7.1 

highlighted related studies investigating driver performance following a TOR. The motivation of 
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thoroughly understanding driver responses given different lead times arises from a need to identify 

operational parameters for DAS. See more details in Section 2.7.1. How a DAS should be designed 

to ensure reliable and safe behavior adaption is highly affected by how drivers react given different 

lead times. 

2.5.3 Control transitions 

When the driving automation system detects that the current driving situation is out of its 

operational design domain, it will issue a TOR to driver. Control transitions of a vehicle is a state 

transition of the vehicle control between the automated system and the human drivers. When an 

automated system requests the driver to resume control, meaning a resumption of responsibilities 

on lateral and longitudinal control, monitoring of the traffic and road conditions, and interacting 

with the vehicle displays and automated systems correctly. Influencing factors on the quality of 

drivers’ driving task execution after resuming control from automated driving systems are 

reviewed in Section 2.6. 

2.6 Takeover behavior 

This section attempts to carefully examine how drivers would resume control from various levels 

of driving automation in different situations with and without secondary tasks. It can be observed 

that takeover behavior in an automation system is a very important issue, especially in ensuring 

the overall safe driving performance of the shared-control system. In the following discussion, the 

relations between experimental factors and takeover performance, and the actual measures of 

takeover performance will be presented. Firstly, how drivers take back manual control over the 

automated system is investigated with the consideration of (1) whether drivers are engaged in a 
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NDRT, (2) what is the unfolding driving situation, and (3) what is the physical and mental 

condition when the automation request drivers to intervene. 

Regarding the effect of on-going situation  on takeover performance, traffic density  was 

found to have a significant impact on drivers’ takeover performance (Dogan et al., 2017; Gold et 

al., 2018, 2016; Jamson et al., 2013; Körber et al., 2018a, 2016; Radlmayr et al., 2014). Drivers 

experienced a longer reaction time in response to TOR with the presence of  traffic (Gold et al., 

2016). Regarding the effect of drivers’ characteristics on takeover performance, drivers’ ages were 

found to have a definite effect on their takeover performance (Körber et al., 2016). As a matter of 

fact, more than one hundred of experiment-based studies have been conducted to investigate how 

drivers will perform when the automation system requests the drivers to reclaim control in both 

critical and non-critical situation, on highways, on rural roads, around work zones, with high 

density traffic and with no traffic on the road. Similarly, how the drivers’ ages, alcohol intake, 

sleep deficiencies, and overall fatigue affect drivers’ takeover performance were also examined by 

the driving experiment-based studies. Figure 2-1 shows that a large number of participants were 

included in takeover studies. A total of  6339 subjects were included in those reviewed studies, 

including one survey-based study which had 3000 subjects from 102 countries (Bazilinskyy et al., 

2018). However, very few studies investigated takeover situations in urban scenarios especially on 
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taking back control at a signalized intersection. More detailed information regarding takeover 

behavior during various traffic situations is presented in Table 2-14. 

Figure 2-1 Number of participants in takeover studies 
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Table 2-14 Summary of takeover behavior studies 

Study Experiment Measures Conclusions 
(Boelhouwer et al., 
2019) 

• Apparatus: a driving simulator 
• Objective: the effect of system 

information on takeover decisions.  
• Participants: 28 

Scenarios: urban environment. Sharp 
curves, roadwork, T-junction, speed 
bumps, left-turns, non-signalized 
intersection, pedestrians, tunnel, 
crosswalk, dead end, small object, 
stranded vehicles, dirt road, and zone 
end were all included in the driving 
scenarios 

• The timing of the takeover 
• Correct and incorrect 

takeovers 
• Percentages of drivers that 

correctly decide to rely on 
the vehicle when possible 
and to take back control 
when necessary 
 

• At present, drivers in partially 
automated vehicles, in which 
the system still needs driver 
interaction in some cases, do 
not seem to have been 
prepared for a new role.  
After reading the system 
information, drivers ' mental 
models were not more 
accurate 

(Seppelt and Lee, 
2019) 

• Apparatus: a fixed-based driving 
simulator 

• Number of participants: 48 
• Objective: to evaluate the benefits and 

costs associated with providing drivers 
continuous feedback on the limits and 
behavior of vehicle control automation 

• Scene: four-lane urban and freeway 
roads with a jersey barrier separating 
opposing lanes of traffic. Traffic in the 
oncoming and passing lanes passed at 
a rate of 12 to 18 cars per minute. A 
continuous light fog and light rain was 
simulated with a limited sight distance 
of 1300 m Participants followed a lead 
vehicle that varied its speed according 
to a sum of two sine waves 

• Reaction time (brake 
response) 

• Time-to-collision  
• Frequency of responses 

prior to the event 
• Mental model accuracy 
• Proactive response behavior 
• Subjective trust and self-

confidence 
• Secondary task performance 

• Drivers responded earlier 
when provided with 
continuous display 
information than discrete 
warnings, and of the three 
forms, earliest with the multi-
modal feedback 

• The comparison of the 
discrete and continuous 
information displays also 
confirmed the response 
benefit of auditory 
information over visual 
information in event-critical 
situations 

• The experimental results also 
demonstrated the response 
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• NDRTs: roadside billboard detection 
task  

• Lead time: not mentioned 

benefit of auditory 
information over visual 
information in critical 
scenarios. and also revealed 
the importance of including 
visual information when 
communicating the TOR to 
drivers 

• Continuous feedback helped 
inform drivers the evolving 
relationship between the 
system performance and the 
operating limits 

(Wu et al., 2019) 
 

• Apparatus: a driving simulator 
• Number of participants:  115 
• Objective: to study the linear 

correlation between age and takeover-
performance  

• Scene: drivers encountered three types 
of driving situation including 
automated driving for 3 minutes, 
automated driving for approximately 
31 minutes, and automated driving for 
10 minutes followed by 10-minute of 
manual driving and then followed by 
another automated driving 

• Time consumed after 
takeover-request until the 
steering wheel is turned 
right by 1° 

• Time consumed until the 
brake pedal is pressed to 10 
percent of full braking 

• Reaction time 
• Standard deviation of the 

steering wheel angle after 
lane change 

• Time-to-collision 
• Eye blink duration 
• Karolinska Sleepiness Scale 

• Timely manual driving 
requires the driver to switch 
between manual and 
automated driving twice  

• Older drivers tend to be more 
vulnerable to the mental 
fatigue caused by the task 
switching that requires a 
functionality shift, and thus 
they react more slowly 

(Jarosch et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 73 
• Objective: to investigate the effects of 

task-induced fatigue in prolonged 

• PERCLOS: percentage of 
eyelid closure over the pupil 
over time 

• KSS: Karolinska Sleepiness 

• An engagement in 
monotonous monitoring tasks 
in conditional automated 
driving affects drivers’ state 
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conditional automated driving on 
takeover performance 

• Scene: a three-lane highway with hard 
shoulders.  The traffic density was low 
and there were two elongated curves 
and hardly any overtaking situations 
during the ride 

• NDRTs: a monotonous monitoring 
task (Pqpd task) and quiz tasks 

• Lead time: 7 s 

Scale 
• Center-of-road fixation time 
• Hands-on time 
• First steering maneuver 
• First braking maneuver 
• Maximum longitudinal 

acceleration 
• Maximum lateral 

acceleration 

and takeover performance 
when it comes to takeover 
situations 

• An adequate driver state is 
necessary for safety reasons 
especially in prolonged 
automated driving 

(Eriksson et al., 
2019) 
 

• Apparatus: a driving simulator 
• Number of participants: 25 
• Objective: to investigate driver 

behavior in takeover scenarios with 
different stages of supports including 
baseline, sphere, carpet, and arrow 
HMI interfaces 

• Scene: the automated vehicle drove in 
the right lane of a two-lane highway at 
110 km/h (68.4 mi/h) and approached 
a slow-moving vehicle (e.g., truck, 
tractor, or moped) driving at 58 km/h 
(36.0 mi/h) 

• NDRTs: played “Angry Birds” as a 
non-driving task 

• Lead time: 12s 

• Success Rate 
• Braking Rate 
• Eyes-on-Windshield 

Reaction Time 
• Hand-on-Wheel Reaction 

Time 
• Steer Move Time 
• Brake Reaction Time 
• Lane Change Time 
• Head Angle 
• The NASA-TLX 
• A nine-item technology 

acceptance questionnaire 

• The HMIs had no significant 
effect on drivers’ initial 
reaction to the takeover 
request 

• When drivers experienced the 
carpet or arrow interface, 
improvements were found in 
drivers’ correct decisions (for 
example, to brake or to 
change lane)  

• Visual HMIs can assist 
drivers in making a correct 
braking or lane change 
maneuver in a takeover 
scenario 

(Naujoks et al., 
2019) 
 

• Apparatus: On-road experiment with a 
a BMW 520d Touring 

• Number of participants: 34 
• Objective: to investigate the driver’s 

takeover performance when switching 
from working on different NDRTs 

• Takeover time 
• Standard deviation of lateral 

position 
• Standard deviation of the 

steering wheel angle 
• Velocity 

• The takeover times varied in 
a range of median values of 
2.71 s to 4.90 s in noncritical 
situations 

• The effects of different 
NDRTs on takeover 
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while driving with a conditionally 
automated driving function (SAE L3) 

• Scene: the driving wizard kept a 
constant speed of about 100 km/h 
while driving mostly on the right lane 
of the freeway, except for overtaking 
slower vehicles 

• NDRTs: reference task, audio book, 
search task, reading, and playing Tetris 

• Lead time: not mentioned 

• The vehicle’s lateral 
position 

• Rating scale for the 
assessment of driving and 
traffic situations 

• The level of drowsiness: the 
9-point Karolinska 
Sleepiness Scale 

performance could be shown 
to some extent 

• The adverse effects of taking 
back control from the driving 
automation on vehicle control 
were only visible during the 
first 5 s after the transfer of 
control 

• Drivers managed to regain 
control over the vehicle 
safely, nevertheless they 
needed more time to prepare 
for the manual takeover when 
the NDRTs caused motoric 
workload 

(Pampel et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 16 
• Objective: to investigate the impact of 

short (unplanned, five s) and long 
(planned, 50 s) TORs on drivers’ 
takeover performance while drivers 
were playing and were not playing an 
engaging tablet game 

• Scene: a busy UK motorway and the 
traffic slowed down to 40 mph and 
became a moving traffic jam. 

• NDRTs: an immersive game (Tetris) 
on a tablet 

• Lead time: not mentioned 

• Speed 
• Lateral stability 
• Mean fixation duration 
• Number of fixations on HMI 
• Percentage to road center 
• Spread of search 

• Comparisons of the 60-
second period of manual 
driving following automation 
suggested better longitudinal 
vehicle control as well as 
more appropriate SA 
following the long TOR, and 
automation periods without 
the game 

• Following no engaging game, 
lateral performance was 
worse during the first 10 s of 
manual driving 

• Control-level visual search 
patterns did not change with 
TOC time or the game. 
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(Jarosch Oliver and 
Bengler, 2019) 

• Apparatus: a driving simulator 
• Number of participants: (study 1) 52 

valid /56 in total, (study 2) 68 valid / 
73 in total 

• Objective: to compare two takeover 
situations that just differed in the 
duration of the automated driving 

• Scene: a three-lane highway with a 
hard shoulder, a crash in the lane of the 
ego vehicle 

• NDRTs: Quiz-task, PQBD-task 
• Lead time: 7 s 

• Takeover control rating 
• Takeover categories 
• Mean scores of takeover 

control rating  
• Reactions of the drivers 

• Takeover performance 
strongly differs among 
individuals 

• In conditional automated 
driving the human driver 
needs to be supported in 
takeover situation 

• The influence of the duration 
of the ride was stronger than 
that of the non-driving related 
task. 

• The TOC rating barely affects 
takeover performance if there 
are multiple options for a 
driver’s response 

(Vogelpohl et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 60 
• Objective: to investigate the 

progression of fatigue during 
automated driving and its effects on 
the ability to take back manual control 
after a TOR 

• Scene: a three-lane highway 
• NDRTs: not allowed 
• Lead time: 10 s 

Reaction time 
• Eyes on Road 
• Hands On 
• Feet On 
• Automation Off 
• Brake Reaction 
• Gaze Side Mirror  
• Gaze Speed 
Situation awareness 
• The time taken to look at the 

side mirror and at the speed 
display for the first time 
after the takeover 
request/warning signal 

• The type of reaction 
(braking and staying in the 
lane vs. steering and 

• Drivers of automated vehicles 
will likely be more prone to 
fatigue in the presence of a 
previously acquired lack of 
sleep than manual drivers 

• Fatigued drivers can be slow 
to react to takeover requests. 

• Drivers with automation 
needed longer to check their 
speed on a speed display after 
a takeover request 

• After a takeover request or a 
warning signal drivers tend to 
brake and stay in the lane 
behind a braking lead vehicle, 
compared to the manual 
drivers who often overtook 
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overtaking) (takeover 
modes) 

the braking lead vehicle 
without braking 

(Cramer and Klohr, 
2019) 
 

• Apparatus: On-road experiment 
• Car: Audi A5 (construction year: 

2012), partially automated driving 
• Number of participants: 39 
• Objective: to evaluate active vehicle 

roll motions as feedbacks for the driver 
to announce automated lane changes to 
obtain knowledge about the preferred 
roll motion design 

• Scene: a three-lane oval test track. The 
maximum speed of the test vehicle was 
60 km/h on the straight part and 22 
km/h in the curves of the test track 

• NDRTs: participants were instructed to 
supervise the system and no NDRTs 
were allowed 

• Questionnaires were chosen 
with increasing intensity 
from 1 to 5  

• First impression of the 
intensity of roll motions 

• Direction of roll motions 
• Angle of roll motion 
• Announcement time for lane 

changes 
• Roll profiles 
• Motion sickness 
• System awareness 
• Acceptance 
• General attitude 

• Active roll motions as a 
feedback for announcing 
automated lane changes 
should be perceptible and not 
misleading to support drivers 
to maintain their mode or 
system awareness 

(Yoon et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 20 
• Objective: to investigate the influences 

of TOR modalities on a drivers’ 
takeover performance after they 
engaged in NDRTs in highly 
automated driving 

• Scene: a four lanes two-way highway 
with no traffic and mostly consisted of 
straight roads 

• NDRTs: no-task, phone conversation, 
smartphone interaction, and video 
watching tasks 

• Lead time: 7 s 

• Takeover time 
• Hands-on time 
• Time to fixation 
• Questionnaire: participants’ 

subjective attitude towards 
the TOR 

• Takeover and hands-on times 
varied significantly between 
modalities, especially for 
phone conversations and 
smartphone interaction tasks.  

• Participants failed to takeover 
control of the vehicle when 
they were given visual TORs 
for phone conversation and 
smartphone interaction tasks. 

• The perceived safety and 
satisfaction varied for the 
NDRTs 
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• NDRTs significantly affected 
the takeover time, but there 
was no significant interaction 
effect between the TOR 
modalities and the NDRTs  

(Dogan et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 44 
• Objective: to investigate the effect of 

different types of NDRTs and takeover 
situations on driver performance 

• Scene: a three-lane highway with a 
speed limit of 130 km/h and was 
modeled after a real highway around 
the city of Clermont-Ferrand, France. 

• NDRTs: writing emails and watching 
videos 

• Lead time: 10 s 

• Takeover time (sec) 
• Lane change time (sec) 
• Lane change speed (m/s) 
• Maximum deceleration 

(m/s2) 
• Minimum time-to-collisions 

(sec) 
• Frequency analysis of 

steering wheel angle (Hz) 
• Standard deviation of speed 

(m/s) 
• Minimum time headway 

(sec) 
• Mental workload: Rating 

Scale Mental Effort (RSME) 

• Regardless of the type of 
NDRTs, the takeover 
situation had an effect on 
drivers’ takeover time and 
drivers had a shorter time in 
obstacle avoidance situation. 

• The criticality of the situation 
had an impact on takeover 
time and mental workload, 
while NDRT did not have a 
clear role 

• Measures of driver 
performance in the obstacle 
avoidance situation did not 
differ among manual and 
automated driving conditions, 
except for minimum TTC 

• Regardless of NDRTs that 
drivers engaged in, driving 
mode influenced both lateral 
and longitudinal control as 
well as minimum time 
headway in the missing lane 
situation  

(Yoon and Ji, 2019) • Apparatus: a driving simulator 
• Number of participants: 27 
• Objective: to investigate the influence 

• Gaze-on time 
• Fixation time 
• Hands on steering wheel 

• For both visual performance 
and takeover capability, there 
was a significant difference 
based on the task carried out. 
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of NDRTs on takeover performance in 
a highly automated driving context and 
the effect of workload on driver’s 
takeover performance  

• Scene: a 15 km long track. The 
participants were asked to take over 
control of the vehicle at three locations 
along the overall track (after 
approximately 3.5, 8, and 14 km) 

• NDRTs: (1) interacting with an 
entertainment console, (2) watching a 
video, and (3) interacting with a 
smartphone 

• Lead time: not mentioned 

time 
• Takeover time 
• NASA-TLX 

• Drivers’ reaction times when 
reaching for the steering 
wheel did not differ among 
NDRTs 

• The types of NDRTs had a 
significant effect while a 
positive correlation between 
the performance dimension 
and takeover was found 

•  Takeover performance for 
interaction with the 
entertainment console had a 
positive correlation, whereas 
watching a video or 
interacting with a smartphone 
had negative correlation with 
workload dimensions 

(Feldhütter et al., 
2019) 

• Apparatus: a driving simulator 
• Number of participants: 42 
• Objective: to investigate how 

prolonged periods of conditionally 
automated driving affect passenger 
fatigue level and their takeover 
performance and how both are affected 
by NDRTs 

• Scene: a 60 mins drive with 
conditional automation on a three-lane 
highway at a constant speed of 120 
km/h  

• NDRTs: play games on a computer 
tablet, listen to podcasts or watch 
videos, as well as read current 

• PERCLOS (percentage of 
eyelid closure) 

• Blink frequency 
• Takeover time 
• Maximum longitudinal 

accelerations 
• Maximum lateral 

accelerations 
• Minimal time-to-collision 
• Securing behavior 

• Twenty-five percent of the 
drivers in the fatigue 
encouraging condition 
temporarily showed strong 
evidence of fatigue or they 
fell asleep  

• The time of occurrence of 
fatigue phases varied among 
individuals (occurrence 
mainly after 20 to 40 mins of 
automated driving) 

• Drivers’ takeover 
performance in the takeover 
situation after 60 mins of 
conditional automated driving 
did not deteriorate in the 
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newspapers/journals or use the radio 
device that was provided 

• Lead time: 6 s 

fatigue condition compared to 
the alertness condition 

(C. Guo et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 12 
• Objective: to investigate the design of 

an override mode for automated 
driving systems and to explore a 
shared control framework for driver’s 
override of automatic steering control 

• Scene: a ramp track and a highway 
mainline track. The ego vehicle first 
encountered Scenario A - passing a 
work zone. After Scenario A, the ego 
vehicle merged to the mainline of a 
two-lane highway. The speed limit was 
90 km/h. However, vehicles in the 
right lane were purposely drive at 70 
km/h to trigger overtaking 

• NDRTs: not mentioned 
• Lead time: not mentioned 

• The root-mean-square of the 
driver’s steering torque 

• The number of steering 
wheel reversals  

• A questionnaire related to 
their experiences with this 
configuration, rate their 
efficiency, feeling of 
comfort, perceived safety, 
and ease of trajectory 
control 

• The proposed shared control 
framework allowed the driver 
to regain control with ease 
while ensuring the 
smoothness of control 
transition 

• Drivers’ steering efforts were 
not affected with system’s 
assistance during lane-
changing maneuvers 

(Li et al., 2019) • Apparatus: a driving simulator 
• Number of participants: 24 
• Objective: to explore the design of 

age-friendly human-machine 
interactions in highly automated 
vehicles and highlights the importance 
of considering the older drivers’ 
requirements when designing and 
developing automated vehicles 

• Scene: two types of roads including an 
urban road and a motorway in which 

• Self-reported driving 
behavior of older drivers. 

• Older drivers’ opinions 
towards the automated 
vehicles 

• Physical and potential 
control of the highly 
automated vehicles 

• Physical and potential 
control of the highly 
automated vehicles 

• Older drivers had a positive 
attitude towards highly 
automated driving and 
welcomed the hands-on 
experience with highly 
automated driving 

• Older drivers wanted to retain 
physical and potential control 
over the highly automated 
vehicles and would like to 
perform a range of NDRTs in 
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the ego vehicle will encounter a 
stationary car 

• NDRTs: monitoring driving and 
reading 

• Lead time: 20 s 

• Human-machine interaction 
during automated driving in 
highly automated vehicles 

• Human-machine interaction 
during taking over control in 
highly automated vehicles. 

• Driving style of highly 
automated vehicles 

highly automated vehicles. 
• Older drivers required an 

information system and a 
monitoring system to support 
their interactions with highly 
automated vehicles 

• Older drivers also expected 
the takeover request to be 
adjustable, explanatory, and 
hierarchical and the driving 
styles of the highly automated 
vehicle to be imitative and 
corrective 

(Madigan et al., 
2018) 

• Apparatus: a driving simulator  
• Number of participants: 29/30 
• Objective: to investigate the effects of 

vehicle automation on drivers' 
behavior during non-critical takeover 
situations, such as driver-initiated lane-
changing or overtaking 

• Scene: a three-lane motorway 
including straight and curved sections 
of road. There was a continuous stream 
of slow-moving traffic on the inside 
lane (left-hand lane) and no traffic in 
the outside lane (right-hand lane). The 
speed limit was set at 70 mph 

• Scenarios: In partially automated 
driving (PAD), drivers were required 
to resume control from an automated 
driving system to overtake a slow-
moving vehicle. While in conditional 

• Response time 
• Inverse time to collision and 

forward headway 
• Automation disengagement 

method 
• Lateral position 
• Speed profiles 
• Lateral acceleration 
• Subjective evaluation: 

drivers preferred automated 
system. 

• Subjective evaluation: 
ratings of system acceptance 

• While drivers' acceptance of 
both the PAD and CAD 
systems was high, they 
generally preferred CAD 

• A comparison of overtaking 
positions showed that drivers 
initiated overtaking 
maneuvers slightly later in 
PAD than in manual driving 
or CAD 

• When compared to 
conventional driving, drivers 
had higher deviations in lane 
positioning and speed, along 
with higher lateral 
accelerations during lane 
changes following PAD 

• Even in situations which are 
not time-critical, drivers' 
vehicle control after 



 
 
 

 
 

85 
 

automated driving (CAD), the driver 
used the indicator lever to initiate a 
system-performed overtaking 
maneuver 

• NDRTs: No. Drivers were required to 
monitor the system and the driving 
scene 

automation is degraded 
compared to conventional 
driving 

(Ko and Ji, 2018) 
 

• Apparatus: a driving simulator 
• Number of participants: 32 
• Objective: investigated the flow 

experience of a driver who 
concentrated on NDRTs that induce 
mental workload under conditional 
automation 

• Scene: not given but the vehicle was 
traveling at 80 km/h before takeover. 

• NDRTs: watching a video, reading an 
article, N-Back task (2-back) 

• Lead time: not mentioned 

• NASA task load index  
• The flow short scale  
• Perceived demand level  
• Gaze-on time  
• Road-fixation time  
• Hands-on time  
• Takeover time 

• Participants had the longest 
reaction time when they 
indicated the highest flow 
score, and had the longest 
gaze-on time, road-fixation 
time, hands-on time, and 
takeover time under the fit 
condition 

• No significant difference 
existed between drivers’ 
reaction times in the fit 
condition and the situation 
with N-Back tasks 

• Performing NDRTs that 
induce a high flow experience 
could influence driver 
reaction time similar to 
performing tasks with a high 
mental workload 

(Bourrelly et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 30 
• Objective: to provide new insight on 

the impact of one hour of autonomous 
driving on takeover performance. 

• Scene: a highway loop with a speed of 

• Driver’s drowsiness state 
self-reported by a 5-point 
Likert scale 

• Action times  
• Car trajectories 
• Time from the TOR until the 

• One hour of autonomous 
driving negatively affects 
drivers’ takeover behavior. A 
decline in the takeover 
performance and an increase 
of the drowsiness state was 
observed 
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110 km 
• NDRTs: watching a movie  
• Lead time: not mentioned 

driver put hands on the 
steering wheel 

• First feet application on the 
pedals (brake or accelerator) 

• Time from the TOR until the 
drivers changed lane and 
returned on the right lane 

• Distance and time to 
collision (DTC and TTC, 
respectively) 

• Lateral deviation at the level 
of the accident 

• Minimal and maximal 
lateral speeds 

• Steering angle 
• Longitudinal and lateral 

speed 

• Relatively frequent TORs 
could be beneficial to assist 
drivers to better resume 
control from the automation 
system 

 
(Schartmüller et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 20 valid /21 in 

total 
• Objective: to investigate how drivers 

perform in a text transcription task 
when interrupted by imminent 
takeover notifications  

• Scene: on the center lane of a 3-lane 
highway, an obstacle was hidden due 
to road curvature 

• NDRTs: text 
• Lead time: 7 s 

• Existing typing skills 
• Reaction time 
• Steering reversal rate 
• Time-To-Collision on lane 

change  
• Typing performance: words 

per minute and total error 
rate  

• NASA-TLX 
• Post-test Simulator Sickness 

Questionnaire (SSQ) 

• The windshield alternative 
positively affects takeovers, 
while heads-down feedback 
lead to better typing 
performance 

• Text difficulty (two levels) 
had no significant impact on 
drivers’ takeover time 

 
(Politis et al., 2018) 
 

• Apparatus: a driving simulator 
• Number of participants: 49 
• Objective: to evaluate users’ 

• Perceived Workload (PW, 
using Task Load Index – 
NASA-TLX) 

• The desired interaction during 
takeover needs to be concise 
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performance and views when exposed 
to the dialogue-based takeover 
interfaces 

• Scene: an about ten-mile long straight 
rural roads, and a motorway with no 
major curves. 

• NDRTs: using a 10-inch tablet 
Lead time: not mentioned 

• Perceived acceptance (PA, 
using the Acceptance Scale) 

• Perceived Usability (PU, 
using the System Usability 
Scale – SUS) 

• Perceived Situation 
Awareness (PSA, using the 
Situation Awareness Rating 
Technique – SART) 

• Dialogue Performance (DiP) 
• Time to Takeover (TT) 
Driving Performance  
• Speed 
• Longitudinal Acceleration 
• Absolute Angle Input 

and under participants’ timing 
control 

• The simplicity and personal 
choice of a count-down 
interface regarding when to 
takeover was appreciated the 
most. 

• The interface requiring 
response to questions about 
the road helps engage the 
driver the most. 

• The interfaces with repetition 
of phrases were the least 
preferred, even when multi-
modality was used 

(Kraft et al., 2018) • On-road experiment 
• Scenarios: two different in-vehicle 

displays in a partially automated 
vehicle and no display of a manual 
vehicle while driving on congested 
highway segment 

• Participants: 33 
• Scenarios: three consecutive drives of 

approximately 40 minutes 

• Total glance durations 
• Single glance duration 
• Glance frequency 
• Ratings on trust and 

helpfulness of the system 
• Ratings on strain and safety 

of the drives 

• Driving in partial automation 
mode could lead to a shift in 
drivers’ attention distribution 

• Drivers tend to spend more 
time looking at the in-vehicle 
display compared to manual 
driving mode 

• A simplified in-vehicle 
display could reduce glance 
duration and thus less 
distraction from it 

(Banks et al., 2018) • On-road experiment conducted using 
a right-hand drive Tesla Model S P90 
equipped with the Autopilot version 
7.x software 

• Inter-rater reliability 
• Driving performance during 

system warnings 

• Drivers are not properly 
support in complying with 
their new monitoring 
responsibilities and show 



 
 
 

 
 

88 
 

• Scene: In the experiment drivers 
would drive along public roads and 
highways (B4100, M40, M42) within 
Warwickshire 

• NDRTs: none 

• Drivers’ intentional testing 
the limits of the automated 
functionality 

• Drivers’ mode confusion on 
• Engagement in non-driving 

related secondary tasks 

behavior that is indicative of 
complacency and over-trust.  
• These characteristics can 

encourage drivers on the road 
to take more risks 

(Bellem et al., 2018) • Apparatus: a driving simulator 
• Number of Participants: 
• Objective: to identify comfortable 

driving strategies in highly automated 
vehicles 
 

• Personality traits 
• Self-reported driving style 
• Lane-changing, acceleration, 

and deceleration variations 

An automated driving style 
which is perceived as 
comfortable can be identified 
regardless of subjects’ 
personality 

(Belwadi et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 11/16 
• Objective: to investigate the influence 

of age on takeover time from 
autonomation system (Level 3) in an 
emergency scenario 

• Scene: a two-way road with opposing 
traffic, a head-on crash event where 
the opposing vehicle crossed the 
dividing line and was traveling 
towards the subject vehicle 

• NDRTs: not mentioned 
• Lead time: not mentioned 

• Max yaw Rate (deg/s) 
• Reaction time (s) 
• Stabilization time (s) 

• Older drivers (0.7 s) react 
slightly faster than younger 
drivers (1 second) 

• For reaction and recovery 
times, younger drivers have a 
slightly quicker reaction time 
(12 s) as compared to adults 
(14 s) 

• Younger drivers oscillated or 
overcorrected immediately 
after takeover 

• For both age groups, about 
10% of the drivers collided 
during the takeover in the 
presence of other road users, 
underscoring the difficulty of 
taking over in traffic 
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(Wan and Wu, 
2018b) 

• Apparatus: a driving simulator 
• Objective: to examine the effect of 

lead time and nondriving tasks on 
takeover behavior and driver 
acceptance to driving automation.  

• Participants: 36  
• Scenarios: in the middle lane of a 

five-lane freeway scenario 
• NDRTs: one of the six nondriving 

tasks, including reading, typing, 
watching videos, playing games, 
taking a nap, and monitoring during 
the experiment 

• takeover reaction time 
• Minimum TTC 
• Maximum lateral 

acceleration 
• Maximum longitudinal 

deceleration 
• Perceived loudness of 

warning messages 
• Automation acceptance 
• Workload 

• The optimal performance of 
drivers’ takeover occurs when 
the lead time of the takeover 
request is 10 to 60 s 
• Furthermore, drivers’ takeover 
performance is significantly 
influence by non-driving 
tasks. 
• When the lead time was 

relatively long, verbal 
message of takeover requests 
wa better to deliver specific 
information to drivers 

(Wandtner et al., 
2018b) 

• Apparatus: a driving simulator 
• Objective: how drivers voluntarily 

schedule a secondary task based on 
the availability and predictability of 
automated driving modes 

• Participants: 20 
• Scenarios: two-lane highway with a 

total length 72km and with alternating 
sections of manual and highly 
automated driving. Drivers were 
requested to resume control when 
approaching a sharp horizontal curve 
bending to the left.  

• TOR lead time: 8 s  
• NDRTs: A texting task prior to 

takeover situations to was also used to 
evaluate how drivers would perform in 
both manual and highly automated 

• Number of accepted tasks in 
dependence of the current 
driving mode 

• Disengagement from 
secondary tasks (task 
canceled vs. task continued) 
in takeover situations 

• Time until first gaze on 
road, time until hands were 
back at the steering wheel, 
time until system 
deactivation, and time until 
initiating steering 

• Variability of lateral 
position, lane exceedances, 
and maximum accelerations 

• Drivers accepted significantly 
more tasks during highly 
automated driving compared 
to manual driving. Drivers 
continued texting after being 
prompted to take over  
• Drivers also interacted less 
with NDRTs during 
demanding or critical driving 
situations  
• Once engaged in a NDRT, 
drivers tend to continue 
texting even in takeover 
situations 
• More critical tasks prior to 
takeover situations are 
rejected by drivers when they 



 
 
 

 
 

90 
 

driving modes could anticipate upcoming 
takeover situations 
•  

(Naujoks et al., 
2018) 

• Apparatus: a driving simulator with 
patricidal and high automation modes 

• Number of Participants: 64 
• Objective: to study the effect of non-

driving related tasks and drowsiness on 
takeover performance 

• Scene: the overall test course is a 
three-lane highway with only a little 
traffic. Drivers had to resume manual 
control in three different situations, 
including a construction site, a section 
of road missing lane markings, and a 
sudden sensor failure 

• NDRTs: smartphone reading, 
smartphone testing, smartphone video, 
smartphone social media, smartphone 
gaming, smartphone gaming, 
smartphone music, and magazine 

• Takeover reaction time 
• Minimum time-to-Collision 

(TTC) 
• Subjective rating of 

criticality 
• Fatigue 
• Visual workload 
• Mental workload 
• Motor workload 
• Motivation 

 

• Drivers readily engaged in 
various NDRTs on during a 
one or two hours partially or 
highly automated drive 

• Despite a long-automated 
drive, drowsiness stayed on a 
relatively low level, 
presumably as a result of 
stimulating interactions with 
the smartphone. 

• The duration of the automated 
drive did not influence the 
driver’s takeover 
performance, during both 
partially and highly 
automated driving. 

• Drivers’ drowsiness levels 
and interest in NDRTs had 
a negative impact on their 
takeover performance. In 
highly automated driving, no 
carry-over effects from 
NDRTs or drowsiness level 
on driver’s braking 
performance were observed 

(Wiedemann et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 36 
• Objective: effect of different levels of 

• Takeover time 
• The standard deviation of 

lateral position  

• A 0.08% BAC increases the 
time needed to re-engage in 
the driving task and impairs 
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blood alcohol concentrations on 
takeover time and quality was assessed 

• Scene: one-hour drive on a three-lane 
motorway with low traffic density, in 
which seven takeover situations were 
encountered by the ego vehicle 

• NDRTS: a RSVP (rapid serial visual 
presentation) task 

• The standard deviation of 
the steering wheel angle 

• The standard deviation of 
velocity 

• Minimum time-to-collision 
• Minimum headway to the 

broken-down vehicle 
• The criticality of the 

situation: rating scale for the 
assessment of driving and 
traffic situations 

several aspects of 
longitudinal and lateral 
vehicle control 

• This study also cannot 
conclude that a BAC level of 
0.05% does not impair 
takeover performance in 
automated driving 

(Yang et al., 2018) • Apparatus: a driving simulator 
•  Participants: 32 
• Objective: relaxing “non-driving 

postures (NDPs)” influence takeover 
performance 

• Independent Variables:  Torso angle, 
Knee angle 

• Relaxing NDPs are built by 
manipulating the driver’s knee angle 
(133°) and torso angle (38°) via seat 
adjustments 

• NDRTs: 1-back task 

• Reaction time (Hands-on 
time, Takeover time) 

• Maximum longitudinal 
deceleration 

• Maximum absolute lateral 
acceleration 

• Time to collision 
• Standard deviation of lateral 

position 

• The torso angle is identified 
as a significant impacting 
factor 

• The reclined driver takes over 
more poorly 

• A larger relaxing knee angle 
does not affect takeover 
performance if the heel is able 
to contact the pedal 

(Epple et al., 2018) •  Driving simulator and interview data 
•  Participants: 40 
•  Scenarios: 100 km/h automated 

driving 
•  Objective: examines driver behavior 

when experiencing a two-step TOR 
procedure in different modalities 

•  Drivers’ reaction time 
•  Minimum time to collision 

(TTCmin) 
•  Maximum change of 

steering wheel angle 
(SWAmax). 

•  A large number of drivers 
resumes controls after the 
second step, resulting in a 
higher number of crashes 

•  Driving and interview data 
suggest that step two of the 
TOR should be presented 
earlier 
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•  NDRTs:  Questions-and-answers 
game 

•  A multistep TOR could be 
used to increase drivers’ 
situational awareness 

•  Auditory TORs are 
associated with shorter 
reaction times than visual-
auditory TORs 

(Borojeni et al., 
2018a) 

• Apparatus: a driving simulator 
• Number of participants: 16 
• Objective: to investigate the effect of 

motion on TOR responses 
• Scene:  the ego vehicle was traveling 

at a speed of 80 km/h on a single lane 
track with no traffic 

• NDRTs: a complex reading span task 
• Lead time: The TORs were presented 

in random intervals between 1 to 2 
minutes 

• NASA TLX questionnaire 
• Motion realism 

questionnaire 
• Reaction time 
• Lateral deviation from the 

center of the lane 
• Performance in reading span 

task 

• Drivers responses to TORs 
vary depending on the road 
context where TORs are 
issued 

• While previous work showed 
that drivers are fast to 
respond to urgent cues, this 
study further confirmed that 
this is true only when TORs 
are presented on straight 
roads 

• Urgent cues issued on curved 
roads incurred slower 
responses than non-urgent 
cues on curved roads  

• TORs should be designed to 
be aware of road context to 
accommodate natural driver 
responses 

(Borojeni et al., 
2018b) 
 

• Apparatus: a driving simulator 
• Number of participants: 18 
• Objective: we investigated the role of 

decision priming cues as TORs across 
different levels of NDRT engagement. 

• Overall workload ratings 
(NASA TLX) 

• Reaction time 
• Time to collision to obstacle 

(TTC) 
• Number of collisions 

• Priming drivers with 
upcoming maneuvers had 
faster responses and longer 
time to collision to obstacles 

• However, the level of 
engagement in NDRTs does 
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• Scene: a two-lane highway with light 
traffic density. In the driving scenario, 
the highly automated ego vehicle was 
following a lead car with a speed of 
27.0 m/s (approximately 100 km/h) 
and a time-headway of 1.6 s 
(equivalent to a distance of 44.4 m). In 
regular intervals of approximately one 
minute, the lead vehicle suddenly 
braked: in case of the two braking 
scenarios the speed was reduced from 
27 to 21.0 m/s and for the two 
overtaking situations from 27 to 22.5 
m/s 

• NDRTs: reading span task 
• Lead time: 9.9s, 9.6s, and 8.9s 

• Number of alternative 
maneuvers 

• Eye-gaze behavior: the 
number and duration of 
glances 

• Performance in reading span 
task 

not affect drivers’ responses 
to TORs 

(Sportillo et al., 
2018) 

• Apparatus: a driving simulator 
• Number of participants: 60 
• Objective: the effectiveness of a light 

Virtual Reality training program for 
acquiring interaction skills in 
automated cars was investigated 

• Scene: a straight two-lane road with 
guardrails. No traffic was 
implemented. Only trees were placed 
on the roadside 

• Scenarios: (a) a 10s TOR caused by a 
road narrowing provoked by a 
stationary; (b) a 10s TOR caused by a 
loss of road marking; (c) a 5s TOR 
caused by a sensor failure. car on the 
right lane 

• A demographic 
questionnaire (containing 
questions about driving 
habits, familiarity with 
Virtual Reality, and previous 
experiences with driving 
simulators) 

• Questions survey to evaluate 
graphical and physical 
realism of the Virtual 
Environment 

• Simulator Sickness 
Questionnaire 

• Reaction time 
• Maximum deviation from 

the lane center 

• The training system affects 
drivers’ takeover 
performance. 

• Self-reported measures 
indicated that light VR 
training is preferred with 
respect to the other systems. 

• Virtual reality plays a 
strategic role in the definition 
of the set of metrics for 
profiling proper driver 
interaction with the 
automated vehicle 
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• NDRTs: using a tablet to watch a 
video of a TEDx Talk in French 

• Lead time: 5s and 10s 

• TTC 
• Stress and confidence in the 

vehicle 
(Clark et al., 2018) • Apparatus: a driving simulator (2 

drivers in 1 car)  
• Number of participants: 40 
• Objective: to investigate the concept of 

a vocal handover assistant by 
exploring information delivered in 
naturalistic vocal handover between 
two drivers 

• Scene: a motorway junction exit where 
the vehicle needed to move into the 
left lane exit 

• NDRTs: not mentioned 

• Three questionnaires: the 
NASA-TLX, the SUS, and 
the SAS. 

• Mean percentage of 
handovers involving 
information transmission 
before and after pre-defined 
conditions 

• Longitudinal speed post-
handover 

• Lateral velocity following 
handover 

• Qualitative feedback 

• An efficient way to confirm 
information transfer so that 
drivers do not become 
frustrated with handover 
interactions 

• Drivers receive the 
information they require 
without unnecessary 
information being received 

• A degree of personalization in 
the information delivery to 
facilitate individual 
differences and preferences 

(Naujoks et al., 
2017b) 

• Apparatus: a driving simulator 
• Objective:  driver performance during 

system limits of partially automated 
driving 

• Scenarios: missing lane markings, 
temporary lines, and high curvature 
that may lead to failures of lateral 
guidance functionality are chosen as 
the test scenarios. During the 
experiment, a relatively stable traffic 
flow in low speed driving condition 
was designed 

• Independent variables: three levels of 
automation including hands-free 
driving possible for 120s, and hands-

•  Deactivate method  
• Time-to- Deactivation  
• Velocity 
• Standard deviation of lateral 

position 
• Maximum lateral deviation 
• Lane exceedances  
• Subjective rating of situation 

criticality 
• Subjective rating of the 

Helpfulness the takeover 
control 
 

• Regardless of the level of 
automation, all participants 
could control the situations 
safely 

• Even when they were able to 
take their hands off the 
steering wheel for longer 
periods, all participants kept 
the vehicle in the lane  

• The situations were therefore 
mostly rated as' harmless.' No 
negative influence of 
secondary tasks on the driving 
performance measures was 
observed under the 
experimental conditions of 
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free for 10s, and manual reference 
drive were considered 

this study 

(Shen and Neyens, 
2017) 

• Apparatus: a driving simulator 
• Objective: quantify drivers’ response 

to a safety critical event during 
automated driving while engaging in a 
non-driving secondary task 

• Number of participants: 48 
• Scene: two levels of automated 

driving: (a) driving with no 
automation, and (b) driving with 
adaptive cruise control and lane 
keeping systems engaged; NDRTs: 
two levels of a non-driving task (a) 
watching a movie and (b) no non-
driving task 

• Level of engagement in non-
driving tasks 

• Effects of automation on 
drivers' glance durations 
during non-driving tasks 

• Drivers' responses to the 
lane departure events 

• Reaction time 
• Lane departure duration 
• Maximum steering wheel 

angle 

• Drivers using the automated 
systems responded worse 
than those manually driving 
in terms of reaction time, lane 
departure duration, and 
maximum steering wheel 
angle to an induced lane 
departure event 

• In the automated driving 
condition, drivers’ responses 
to the safety critical events 
were slower, especially when 
engaged in a non-driving task 

(Forster et al., 2017) • Driving simulator and follow-up 
interview 

• Participants: 17 
• Scenarios: emerging secondary lanes 
• Objective: compares the effects of 

different auditory outputs in form of 
(1) generic warning tone and (2) 
Speech + generic warning tone 

• NDRTs: reading a magazine 

• Reaction time 
• Complete HMI regarding 

usefulness, ease of use and 
perceived visual workload 

• Ratings on usability and 
acceptance 

• Reaction times showed that 
hands-on-the-steering wheel, 
the termination of NDRT 
were shorter for ‘Speech + 
generic’ compared to 
‘Generic’ situation.  

• While reaction time, 
reflecting allocation of 
attention (i.e., first glance 
ahead), did not show any 
difference 

• Subjective ratings were in 
favor of the system with 
additional speech output 
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(Petermeijer et al., 
2017a) 

• Apparatus: a driving simulator 
• Number of participants: 24 
• Objective: investigate the effects of 

TOR modality and left/right 
directionality on drivers' steering 
behavior when facing a head-on 
collision without having received 
specific instructions regarding the 
directional nature of the TORs  

• Independent variables: 3 session with 
different TOR modality (auditory, 
vibrotactile, and auditory-vibrotactile).  

• 6 TORs/session (2 left, 2 right, and 2 
both left and right) 

• scenarios: 120km/h, 21.9 km, about 
11.5 min. A total of six stationary cars 
in the middle lane, 7s lead time 

• sec-tasks: SURT 

• A questionnaire on 
usefulness and satisfaction 

• NASA Task Load 
Index(NASA-TLX) 

• Steer touch: absolute 
steering wheel velocity 
greater than 1deg/s. 

• Steer initiate: absolute 
steering wheel angle greater 
than 0.25 deg 

• Steer turn: absolute steering 
wheel angle greater than 2 
deg 

• Car avoid  
• Absolute deviation from the 

lane center greater than 
1.00 m 

• Lane change: absolute 
deviation from the lane 
center greater than 2.00 m 

• Brake: pedal depression 
greater than 0% 

• between the three TOR 
modalities tested, the 
multimodal approach is 
preferred. 
• Moreover, directional auditory 
and vibrotactile stimuli do not 
evoke a directional response 
in uninstructed drivers 
• More salient and 

semantically congruent cues, 
as well as explicit 
instructions, may be needed 
to guide a driver into a 
specific direction during a 
takeover scenario. 

(Petermeijer et al., 
2017c) 

• Apparatus: a driving simulator 
• Participants: 101 
• Scenarios: two-lane motorway with a 

speed limit of 120 km/h, 6 Takeover 
Scenarios: breakdown car, breakdown 
truck, lane closed, roadworks, traffic 
jam, off-ramp 

• Eyes-on-road reaction time 
• Steer initiation time 
• Steer turn time 
• Self-reported usefulness 

(usefulness and satisfaction 
questionnaire) 

• Auditory and tactile takeover 
requests yielded overall 
faster reactions than visual 
takeover requests 

• The expected interaction 
between takeover modality 
and the dominant modality of 
the non-driving task was not 
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• Objective: investigated the interaction 
between takeover request modality 
and type of non-driving task, 
regarding the driver’s reaction time. 

• Independent variable:  non-driving 
task (Video, Call, Reading) 

•  NDRTs: reading (visual task), calling 
(auditory task), or watching a video 
(visual/auditory task) 

found 

(Eriksson and 
Stanton, 2017) 

• Apparatus: a driving simulator 
• Number of participants: 26 
• Objective: to determine the time it 

takes drivers to resume control from a 
highly automated vehicle in 
noncritical scenarios 

• Scenarios: noncritical scenarios, 70 
mph on a 30-km, three-lane highway 
with some curves 

• NDRTs: read a newspaper, or monitor 
the system 

• Reaction time 
• Standard deviation of 

steering angular rate 
(degrees per second) 

• Workload score (NASA-
TLX) 

• Drivers take longer to 
resume control when under 
no time pressure compared 
with that reported in the 
literature 

• Drivers occupied by a NDRT 
exhibited larger variance and 
slower responses to requests 
to resume control  

• Workload scores implied 
optimal workload 

(Happee et al., 2017) • Apparatus: a driving simulator 
• Participants: 48 
• Scene: a three-lane highway with a 

speed limit of 120 km/h and two 
stationary vehicles with flashing 
warning lights appeared at their current 
lane at a distance of 233 m 
representing a time budget of 7 s 

• Traffic settings: Participants were in 
the middle lane with traffic on the left 

• Minimum time to collision 
(TTC) 

• Minimum clearance towards 
the obstacle 

• Lane position  
• Extended time-to-collision 

(ETTC) 

• Effect of cognitive distraction 
was similar to visual 
distraction for the 
intervention time with effects 
on the surrogate safety metric 
TTC being larger with visual 
distraction 

• However, the precision of 
the evasive maneuvers was 
hardly affected with a similar 
clearance towards the 
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and right lanes with a density of 
approximately 30 vehicles/km; no 
traffic existed, and participants were in 
the right, left, and middle lane, 
respectively 

• NDRTs: n-back task, SuRT 

obstacle, similar overshoots 
and similar excursions to the 
hard shoulder 
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2.7 Takeover request design 

Automated driving systems will also entail significant evolution of the communication system 

between vehicles and drivers. The level of safety of a safety-critical human-automation system 

directly relies on the appropriate level of drivers’ attention and intervention, which is closely 

related to the design of delivering TORs to drivers. A TOR is when the system initiates a control 

transition from automated driving to manual control. There is a well-developed body of knowledge 

about drivers’ takeover performance when the driving automation system requests the driver to 

intervene. As presented in Section 2.5, there has been a substantial number of studies dedicated to 

the issues of driver takeover performance when the driving automation was not able to provide full 

automation. As is highlighted by previous studies (Harris and Li, 2017; Parasuraman and Riley, 

1997),  automation fundamentally changes the nature of the cognitive demands and obligations of 

the human operators of the system.  A plethora of experiment�� and evaluative methods are 

therefore also presented to investigate drivers’ takeover performance in the case of different TOR 

designs (See Table 2-11).  

Driver attention and intervention can be activated in a timely manner by a good TOR design. 

The Highway Code of the United Kingdom also clearly requires drivers not to rely on driver 

assistance systems, such as cruise control and lane departure warnings, which are means to assist 

but not to reduce drivers’ concentration levels (Department for Transport, 2018). When working 

with automation systems, it is an essential prerequisite for the driver to be aware of not only what 

automated functionalities are provided by the system, but also what is expected from the driver in 

terms of supervision of the automation status and readiness in resuming control. During the 

automated driving mode with no need for driver intervention, drivers may disengage from driving 

by attending some NDRTs. When takeover is needed, the system should have the programming to 
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responsibly alter the driver. It is vital to develop effective notification to elicit swift driver 

intervention.  

2.7.1 TOR design and lead time 

Overall requirements and general principles on Human-Machine Interface (HMI) design have been 

explored extensively in the research community. For example, (Naujoks et al., 2017a) presented a 

prototypical HMI, which was evaluated by experts in the cognitive engineering field, to facilitate 

drivers to develop a better cooperative perception of the driving environment when TORs were 

delivered. The concept cooperative perception refers to the information perception completed by 

the ego vehicle and then reinforced by the advance information collected by other road users. With 

the help of cooperative perception, TORs thus can be delivered in advance, giving the driver more 

time to come back to the control loop before the system reaches the critical situation. Furthermore, 

a substantial of studies have reported the usage of TOR design in their studies on takeover behavior 

under various driving circumstances (Bazilinskyy et al., 2018; Epple et al., 2018; Forster et al., 

2017; Melcher et al., 2015; Naujoks et al., 2018, 2017a; Petermeijer et al., 2017a; Wu et al., 2019; 

Yang et al., 2018; Yoon et al., 2019).  

The effectiveness of TORs is usually determined by two factors: timeliness and the 

modality of the request message. The lead time of TORs is defined as the time budget available 

until the critical event of interest is reached. Recent studies have used a TOR lead time in a range 

of 0 to 60 s to investigate takeover behaviors. A review on TOR lead times based on 25 studies 

from 2012 to 2016 revealed the mean of the lead time was 6.37 s with a standard deviation of 5.36 

s (Eriksson and Stanton, 2017). In this study, the lead times used in the most recent studies on 

takeover behavior are highlighted as below: 
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• A lead time of  7 s was given drivers to respond to the TOR triggered by a broken, stopped 

vehicle 233 m ahead of the subject vehicle (Gold et al., 2016). However, it worth noting 

that lead times of 5 s, 5.5 s, 6.1s, 7 s, and 7.78 s were utilized by Gold et al in their preivous 

takeover behavior studies (Gold et al., 2015a, 2014, 2013).  

• A lead time of 4 s was given drivers to take over vehicle control when the TOR was 

triggered by a curve on the simulated highway and the traveling speed of the subject vehicle 

was 60 km (Zeeb et al., 2016). 

• A lead time of 7 s was designed before the subject vehicle collide with the obstacle on a 

simulated six-lane highway at 120 km/h (Körber et al., 2016). 

• A lead time of 3.5 s was given drivers to resume control when the automation system failed 

to detect the lane markings while traveling at 130 km/h on the simulated three-lane 

highway (Zeeb et al., 2017). 

• According to the experiment set-up that a stationary car ahead on the simulated highway 

while the automation system approaching it at a speed of 120 km/h,  it can be calculated 

that a lead time of 6.69 s was used to study the takeover behavior while vibrotactile seat 

was used as one part of TOR delivery (Petermeijer et al., 2017b).  

• A lead time of 7 s was used as in all test scenarios with varying NDRTs and varying fog 

conditions to investigate drivers’ takeover reactions (Louw et al., 2017).  

• A lead time of 10 s was used to deliver TORs to drivers with different levels of blood 

alcohol concentrations during takeover transitions (Wiedemann et al., 2018). 

• A lead time of 8 s was used as the driving automation system approaching an braking 

vehicle on the simulated highway and needed the driver to take back control from the 

driving simulator (Naujoks et al., 2018) .  
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• A varied lead time between 60 s to 120 s was used in an investigation of  control transitions 

when the automation traveling at 80 km/h on a simulated single lane track with no traffic 

was approaching curves on a highway (Borojeni et al., 2018a) 

• Controlled lead times of 3 s, 6 s, 10 s, 15 s, 30 s, and 60 s were used to evaluate drivers’ 

takeover behavior while involving in realistic NDRTs in a simulated five-lane freeway 

environment  (Wan and Wu, 2018b). 

From a safety point of view, it is found that drivers crashed more frequently when time 

budgets are 4 s, 5 s, 6 s but not 8 s  (Damböck et al., 2012). Gold et al. (2013) compared drivers’ 

response following an auditory TOR at either 5 s or 7 s TTC with a stationary vehicle ahead to a 

control group that performed the same task but in manual driving. It is found that drivers were able 

to react faster with a 5 s time budget than a longer time budget of 7 s.  Nevertheless, drivers with 

5 s time budget tend to have fewer glances at the rear and side mirrors before a lane change and 

were also less likely to use indicators. Hence, drivers who were given 5 s time budget tend to be 

more erratic following a TOR. In a similar rear-end near-crash situation, 47.5% and 12.5% of 

drivers were found to be unable to avoid collisions with a braking lead vehicle when the lead time 

is 1.5 s and 2.8 s, respectively (Van Den Beukel and Van Der Voort, 2013). Similar results were 

found in a later study where 45% of drivers when given a 4.9 s time budget collided with a lead 

vehicle while 15% of drivers when given a 6.6 s time budge crashed (Zeeb et al., 2015). These 

studies showes that it is more difficult for drivers to resume control under time-pressured takeover 

scenairos.  

Regarding the TOR modality, a substantial study has utilized different ways to present to 

TORs to drivers. In general, TORs could be auditory, visual, haptic, or a mix of these three features. 

Compared to the effect that NDRTs have on takeover performance, the modality of TORs has a 
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more significant effect on drivers’ reaction times to TORs (Petermeijer et al., 2017c). (Petermeijer 

et al., 2017c) found that auditory and tactile TORs were more effective than the visual ones after 

analyzing 666 takeover events in six different takeover situations.  

2.7.2 HMI design 

HMIs are used to provide feedback to users which is argued to be important for appropriate human-

automation interactions. Insufficient or incorrect feedback in a DAS could lead to insufficient or 

inaccurate mental models of drivers, which could further lead to errors in decisions. To eliminate 

potential hazards caused by HMI design, Norman 1990 suggested four design criteria for 

automation HMIs, which are (Norman, 1990): 

• Assume the existence of errors; 

• Continually provide feedback; 

• Interact with operator in an effective manner; and 

• Allow for worst of situations 

The driver feedback and warning systems for automated driving systems to communicate 

with drivers typically include different modalities (see Section 2.6). The design of HMI has been 

found to have a mediating effect on driver performance following a TOR. For instance, the 

usefulness of TORs was investigated via a simulator study with 101 participants (Petermeijer et 

al., 2017c). It is found that that auditory and tactile TORs yielded overall faster reactions than 

visual TORs. Auditory and tactile takeover requests yielded higher scores than visual ones in terms 

of self-reported usefulness. The authors also concluded that auditory and tactile stimuli are equally 

effective as TORs regardless of the NDRTs.  It is also found that auditory warnings elicited 
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significantly shorter braking time regardless of whether drivers were distracted or not (Lee et al., 

2002). Symbols of automation uncertainty was used as well to study if it can improve driver-

automation interactions (Beller et al., 2013a).  The authors found that when providing drivers with 

automation uncertainty, TTC is increased. Again, these studies demonstrate the importance of 

feedback during control transitions in improving driver performance.   

2.7.3 TOR and HMI examples in automobile industry 

After reviewing the designs of TOR used in the research community, it would be beneficial to have 

an overview about actual TOR designs used in the automobile industry. The Audi AI traffic jam 

pilot on the new A8 was claimed to be the world’s first automation system that meets the SAE 

Level 3 definition (Audi, 2017) (See Figure 2-2). When the traffic jam pilot engages, continuous 

monitoring of the vehicle and the road is not required from the driver. Drivers just need to stay 

alert and be ready to resume control in case a TOR is prompted. The speed of the vehicle is limited 

to 60 km/h (37.3 mph) when the traffic jam pilot is in use. When the traffic jam pilot requests 

drivers to resume manual control of the vehicle, the driver is given about 10 s to respond (Audi, 

2017). When the automation system needs drivers to take back control, the TOR is delivered to 

drivers through three phases: 

• Phase I: when the TOR is initially delivered  

A red AI icon lights up at the lower right corner of the virtual cockpit and the digital instrument 

cluster is highlighted with red light. A subtle audio warning signal is also present in Phase I. 

• Phase II: when the driver overlooks the prompt delivered in Phase I 
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The TOR warning signal becomes more salient and the warning text message “Traffic jam 

pilot: ending. Please resume full control of the vehicle” appears at the center of the virtual 

cockpit. Concurrently, the vehicle slows down, gently at first, then with a jolt, and then the 

safety belt will be tightened gently three times.  

• Phase III: when the driver still remains nonresponsive after Phase II’s warning 

The Emergency Intervention will start in Phase III. The warning signal becomes piercing 

and the safety belt is fully tightened. The vehicle slows down and stops in its current lane and 

simultaneously switches on the hazard lights. The system activates the parking brake, shifts the 

Tiptronic to P position, unlocks the doors, turn on the interior lights, and initiates an emergency 

call if there is still no response from the driver.  

 

Figure 2-2 The TOR interface when the traffic jam pilot of Audi A8 request drivers to take back 
control (source: AUDI AG, Image No: A1710305) 
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Volvo’s Pilot Assist is a SAE Level 2 driving automation, which, as itself claims, is not a 

substitute for drivers’ attention and judgment (See Figure 2-3). Pilot Assist provides steering 

assistance to adaptive cruise control by having the vehicle keep up with the traffic, maintain 

appropriate lateral position in the current lane, and stop completely if necessary. In Volvo’s HMI 

design, green is used to indicates that steering assistance is active, and gray means it is deactivated. 

According to Volvo’s manual (Volvo, 2018a, 2018b), Pilot Assist can toggle between on and off 

without prior notice if anything makes the Pilot Assist unable to clearly interpret the lane markings. 

Volvo also highlights that Pilot Assist is supplementary driver support and cannot handle all traffic, 

weather, and road conditions. Only if the driver puts his or her hands on the steering wheel does 

Pilot Assist function. If drivers’ hands are not detected on the steering wheel, a symbol and text 

message will appear to require drivers to steer the vehicle; if their hands are still not detected after 

a few seconds, the TOR will be repeated along with an audible signal; if drivers still don’t have 

their hands on the steering wheel after a few more seconds, the audible signal will become more 

intense and the Pilot Assist steering function will become inactive. Additionally, Volvo’s Lane 

Keeping Aid also functions only if drivers’ have their hands on the steering wheel.  

Figure 2-3 The virtual cockpit display of Pilot Assist: (1) Pilot Assist is off when the steering 
wheel symbol is grey, and (2) Pilot Assist is on when the steering wheel symbol is green (Volvo, 
2019) 
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Tesla AutoPilot will periodically prompt drivers to reclaim control by flashing a lighted 

ring around the digital instrument cluster. The hands-off steering wheel time varies based on 

different sources : (1) drivers could remove their hands from the steering wheel of Tesla for 60 s 

(Solís-Marcos et al., 2018); (2) the hands-off steering wheel time was 3 minutes before a text 

message “hold steering wheel” was shown without acoustic warnings (Carsten and Martens, 2018); 

(3)  the Tesla autosteer requires drivers to always keep their hands on the steering wheel, the system 

will deliver a warning signal after three to five minutes if drivers’ hands were not detected (Endsley, 

2017). (Endsley, 2017) further revealed that there was no pressure sensor in the steering wheel. 

The system relies on the left- and right- inputs of the steering wheel to detect if drivers’ hands are 

on the steering wheel.  

As is observed, the TOR design varies across different automobiles. Nevertheless, the 

regulators in Europe have amended existing regulations by explicitly stating that: 

• A system failure shall be signaled to the driver by an optical warning signal only except 

when the system is manually deactivated by the driver.  

• The automation system should be able to detect if the driver is holding the steering control 

when the system is active with a speed in the range of max ((Vsmin, 10), Vsmax) km/h. 

• An optical warning signal possibly accompanied by explanatory text shall be delivered if 

the driver is still not holding the steering wheel after a period no longer than 15 s.  

• If the driver is not holding the steering control after a period of no longer than 30 s, the 

pictorial information of the optical warning signal can be highlighted in red and an acoustic 

warning signal can be provided. 
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• The system will automatically switch off in 30 s after the acoustic warning signal has begun.  

The system also needs to inform the driver that the system is deactivated using a different 

an acoustic signal than the previous one. 

2.8 Non-driving related Tasks (NDRTs) 

It is found that the absence of NDRTs, the execution of simple NDRTs, and the involvement of 

more complex NDRTs could affect drivers’ takeover performance differently (Banks et al., 2018; 

Körber et al., 2016; Naujoks et al., 2018, 2016; Radlmayr et al., 2014; Schwalk et al., 2015; Shen 

and Neyens, 2017; Wan and Wu, 2018a; Wandtner et al., 2018d, 2018b; Zeeb et al., 2017, 2016). 

In particular, (Wandtner et al. (2018a) have investigated how drivers would self-regulate their 

engagement in NDRTs from the perspectives of planning level, decision level, and control level. 

Engaging in NDRTs requires some judgment regarding the relative utility of the NDRTs. Drivers 

may strategically schedule their NDRTs during or after automated driving periods (planning level).  

After evaluating the traffic situation and the status of the automation system, drivers will decide if 

current situation allows for an engagement in NDRTs (decision level). Once a NDRTs is initiated, 

drivers would regulate current NDRTs to accommodate potential TORs from the driving 

automation system (control level). Other research has also shown that the presence of NDRTs 

would affect drivers visual attention which further affects drivers driving performance (Jamson et 

al., 2013; Merat et al., 2014a; Wandtner et al., 2018b; Zeeb et al., 2017, 2015). Interestingly, it 

was found that drivers’ reaction time was not affected by NDRTs engagement but the quality of 

takeover performance degraded (Gold et al., 2016). When investigating NDRTs in driving 

automation, drivers’ level of responsibility can be determined on the basis of the level of 

automation. As a matter of fact, NDRTs can only affect drivers’ takeover performance in drivers’ 
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monitoring responsibility at Level 2 and fallback responsibility at Level 3 and Level 4. It has been 

found  that drivers operating Adaptive Cruise Control (ACC) and other highly automated driving 

systems were much more likely to engage NDRTs (Joost C.F. de Winter et al., 2014). 

The advances in vehicle automation may change the role of a driver from being actively 

controlling the vehicle to monitoring the automation system and the driving environment. Studies 

have suggested that driving automation might affect the propensity of drivers to involve in NDRTs. 

Driving tasks operated through automations instead of drivers might lead to a perceived reduction 

in cognitive workload. This, consequently, is likely to result in increased NDRT engagements 

(Joost C F de Winter et al., 2014).  Drivers’ willingness to engage in NDRTs while driving with 

different levels of automation has been investigated through on-road tests (Naujoks et al., 2016). 

It was found that drivers who were familiar with the ACC increased the frequency of engaging in 

an in-vehicle NDRT when the subjective and objective driving safety were not affected by the 

levels of automation. Drivers also adjusted their level of engagement in NDRTs according to the 

traffic situation (Naujoks et al., 2016). In addition, drivers’ tactical decisions regarding whether to 

engage in a NDRT were distinctive during assisted and non-assisted driving (Naujoks et al., 2016).  

More interestingly, this study also revealed that increased NDRT engagement may indicate both 

positive consequences of driving assistive technologies, such as decreased workload and negative 

consequences such as decreased situation awareness.  

How drivers would voluntarily schedule NDRTs on the basis of the availability and 

predictability of automated driving modes was also investigated through driving simulator-based 

experiment (Wandtner et al., 2018b). Similar to the prior study (Naujoks et al., 2016), there was a 

clear distinction in drivers’ preferences for NDRT engagement during highly automated and 
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during manual driving (Wandtner et al., 2018b). More specifically, there was an increase in the 

level of NDRT engagement with partial automation such as an ACC (Wandtner et al., 2018b). 

However, drivers started to focus their attention on the primary driving task when speed increased 

(Wandtner et al., 2018b). (Wandtner et al., 2018b) also proposed the concept of situation-adaptive 

behavior to demonstrate how NDRT engagement was associated with both the driving automation 

mode and driving situation. (Wandtner et al., 2018d) found that the task modalities of NDRTs 

significantly affect drivers’ takeover performance as well. For example, a task of visual-manual 

texting could degrade the takeover performance the most. Interestingly, (Wandtner et al., 2018d) 

suggested that the effect of an auditory-vocal task was similar to taking back control without any 

NDRTs.  

Conversely, (Stanton, 2019) stated that if drivers didn’t engage in a NDRT, they may suffer 

from reduced attentional resources and may result in being unable to reclaim control from the 

automation system in emergency. It was suggested that engagements in NDRTs had a protective 

effect on drivers’ attentional resources by invoking a quicker takeover time  (Stanton, 2019). In an 

earlier study based on driving simulator experiments in 1997,  (Stanton et al., 1997) also found 

that one third of drivers failed to resume control of the vehicle before a collision occurred. Stanton 

and his colleague also revealed that there was a reduction in mental workload, within a NDRT 

paradigm, associated with certain forms of automation (Stanton et al., 1997; Stanton and Young, 

1998).  The concept of malleable attentional resources theory (MART) was developed to explain 

that the pool of attentional resources is dynamic and strongly affected by task demands (Young 

and Stanton, 2002). According to the MART, as the task demand reduces due to vehicle automation, 

drivers’ pools of attentional resources also decrease (Young and Stanton, 2002). The MART 

challenges traditional beliefs of fixed attentional resource pools and the expectation that automated 
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driving grants drivers spare cognitive capacity for other NDRTs. The most recent review by 

(Stanton, 2019) emphasized the automation dilemma that driving automation needs to keep drivers 

busy with other activities if they are developed to replace human drivers. By keeping drivers busy, 

it could make drivers well-placed to reclaim control of the vehicle when automation reaches its 

limits. One of the advantages of driving automation is the plausibility to engage in NDRTs amid 

driving. Figure 2-4 illustrated NDRTs that were used in takeover studies.  

 

Based on the reviewed studies on takeover performance during automation disengagements 

(Table 2-14), the NDRTs include the following: 

Figure 2-4 NDRTs used in takeover studies 
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1. Any activity: drivers could engage at their own will in any activities that are not related to 

the driving task (Banks et al., 2018; Jamson et al., 2013; Naujoks et al., 2018, 2016). For 

example, drivers were instructed to bring and use their own smartphones to engage in 

various NDRTs in a study investigating the relationship between NDRTs, drowsiness, and 

takeover performance (Naujoks et al., 2018). 

2. Gaming: drivers played Angry Bird, Tetris, the “1-50” game that requires pressing the 

numbers from 1 to 50 as fast as possible, or other games on smartphones, iPads, or tablet 

(Eriksson et al., 2019; Feldhütter et al., 2019; Jamson et al., 2013; Naujoks et al., 2019, 

2018; Olaverri-Monreal et al., 2018; Pampel et al., 2019; Schwalk et al., 2015; Wan and 

Wu, 2018b, 2018a; Yoon and Ji, 2019). 

3. Surrogate reference task (SuRT): drivers were required to detect a target of a larger circle 

among smaller distractor circles.  (Beller et al., 2013a; Gold et al., 2018; Happee et al., 

2017; Kalb et al., 2018; Kerschbaum et al., 2014; Körber et al., 2018b, 2015; Lorenz et al., 

2014; Petermeijer et al., 2017a). 

4. Twenty question task (TQT):  this task required drivers to guess an item from within an 

overriding category by asking a maximum of twenty questions (Gold et al., 2018, 2015b; 

Körber et al., 2016; Merat et al., 2012). 

5. N-back task:  the n-back task required drivers to respond to a series of stimuli, such as 

spatial locations, visual objects, and letters if the current stimulus is the same as the one 

seen n trials back (Cools, 2010).  Takeover performance studies that used 1-back tasks 

(Borojeni et al., 2016; Yang et al., 2018); that used 2-back tasks (Heikoop et al., 2018) ; 

and  that used n-back tasks (Happee et al., 2017; Petermeijer et al., 2017b). 
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6. Questions-and-answers game: drivers were required to select one of three possible answers 

to a question at a time (Epple et al., 2018) while in autonomous driving mode. 

7. Arithmetic task: drivers were encouraged to do the NDRTs as many as possible. The 

arithmetic tasks include addition, subtraction, multiplication, and division of two-digit 

numbers (Wang and Soffker, 2018).  

8. Auditory task: drivers make a phone call (Petermeijer et al., 2017c). 

9. Visual and auditory task: drivers were instructed to watch a video from an entertainment, 

the first episode of “Brooklyn Nine-Nine”, a video of a group of people passing a ball, 

movie clips, an excerpt from a scientific television show, a collection of films and TV 

programs chose by drivers or other video clip showed on a tablet, a smartphone, or a DVD 

player (Braunagel et al., 2015; Dogan et al., 2019; Feldhütter et al., 2019; Jamson et al., 

2013; Petermeijer et al., 2017c; Shen and Neyens, 2017; Sportillo et al., 2018; Wan and 

Wu, 2018b, 2018a; Wu et al., 2018; Yoon and Ji, 2019; Zeeb et al., 2016).  

10. Visually demanding search task: drivers were instructed to search for a distinctive feature 

among several similar images on an iPad mounted to driver’s left side on the simulator’s 

dashboard (Kim et al., 2018; Körber et al., 2018b; Solís-Marcos et al., 2018). For instance, 

drivers were instructed to decide whether an arrow point upward was present in a 4 by 4 

matrix of arrows on a tablet placed to the right of the steering wheel. Figure 3-5 also 

presents examples of images used as visually demanding search tasks in (Kim et al., 2018).  
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Figure 2-5 Sample images of visually demanding search task (Kim et al., 2018) 
 

11. Rapid serial visual presentation (RSVP) task: drivers were presented with a series of letters 

on a head-down display at the lower half of the middle console. Some numbers appeared 

randomly between letters with a probability of 20%. Drivers had to react to the appearance 

of numbers by pressing a button positioned at the arm rest. Real-time feedback regarding 

drivers responses were also presented on the same head-down display (Wiedemann et al., 

2018) 

12. Auditory-vocal task: drivers were asked to repeat sentences read out by a text-to- speech 

software  (Wandtner et al., 2018d, 2018a). 

13. Visual-vocal task: drivers needed to read the sentences aloud that were displayed on a tablet 

computer mounted in the center console (Wandtner et al., 2018d). 

14. Visual-manual task: drivers were required to transcribe sentences displayed on a handheld 

tablet computer using the virtual keyboard of the device (Wandtner et al., 2018a). 

15. Reading task: reading tasks might include reading books, magazines, journals, a piece of 

newspaper, internet webpages emails, or texts on a smartphone (Braunagel et al., 2015; 

Buckley et al., 2018; Eriksson and Stanton, 2017; Feldhütter et al., 2019; Forster et al., 

2017; Jamson et al., 2013; Li et al., 2019; Louw et al., 2015; Naujoks et al., 2019, 2018; 

Petermeijer et al., 2017c; Schwalk et al., 2015; Wan and Wu, 2018a, 2018b; Wright et al., 
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2018; Zeeb et al., 2017, 2016). For example, in one study, drivers were instructed to read 

preselected articles in a weekly German print magazine. Experimenters also informed the 

drivers that they would be examined about the content of the article at the end of the 

experiment to ensure that drivers would actively engage in the NDRT (Forster et al., 2017).  

16. Reading span task: drivers were required to read unconnected sentences in their native 

language (German) and to determine whether they semantically made sense on a Surface 

Pro 2. There was a single word placed at the end of each sentence. Drivers were asked to 

recall these words and type them in the correct order (Borojeni et al., 2018b, 2018a). This 

task is a standardized cognitive task that is similar to reading, writing text messages, and 

having conservations in an automated driving context (Pfleging et al., 2016). 

17. Writing emails: the emailing task required drivers to reply emails sent by the experimenter 

(Braunagel et al., 2015; Dogan et al., 2019; Zeeb et al., 2016). For example, the emails 

could be an invitation to a meeting which the driver had to reply to and the email was 100 

words long (Zeeb et al., 2016). 

18. Typing task: drivers were required to type via a smartphone(Wan and Wu, 2018a, 2018b).  

19. Texting task: the texting task could be asking the drivers to complete the missing word of 

a saying or copying a given sentence (Zeeb et al., 2015), fill-in-the-blank text (Gold et al., 

2018),  asking drivers to decide when and whether or not to engage in self-paced short-

sentence and long-sentence texting tasks during highly automated driving (Wandtner et al., 

2018b),  or to read and replicate different messages from the Enron Mobile dataset 

(translated to German) on a Windows phone 10 with the disabled word suggestion function 

(Wintersberger et al., 2018). 
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20. Phone conversation: drivers were asked to call the experimenter to finish a twenty-question 

task. Drivers had to hold the phone during the conversation (Yoon et al., 2019). 

21. Audio podcast task: drivers listened to podcasts (Feldhütter et al., 2019) chose one of three 

podcasts before the drive. During the drive, drivers were instructed to listen to the podcast 

carefully (Naujoks et al., 2019). 

22. Using the radio : drivers are permitted use the radio device (Feldhütter et al., 2019; Jamson 

et al., 2013; Yoon and Ji, 2019). For example, the interaction task with the radio device 

involved continuously searching for a radio station. Once a radio station was found, the 

driver was asked to search for the next radio station (Yoon and Ji, 2019).  

23. Taking a nap: drivers were instructed to relax and take a nap (Wan and Wu, 2018a, 2018b). 

24. Pqpd task: drivers were instructed to perform a monotonous monitoring task that might 

induce task-related fatigue. In the Pqpd task, the letters P, q, p, and d were randomly 

presented for a varying time period of 10 to 15 s. On average, the letter p appeared once a 

minute. Whenever the letter p was presented, the driver had to touch the screen (Jarosch et 

al., 2019). 

25. Quiz task: drivers were instructed to finish a quiz task similar to quiz applications like 

Quizduell or Quizup (Jarosch et al., 2019). Correct and incorrect answers were highlighted 

in green and red, respectively, a total score was also displayed to motivate the quiz task 

(Jarosch et al., 2019). A game of quiz question on a mobile phone was also employed as a 

quiz task (Melcher et al., 2015). 

26. Physically demanding search task: drivers had to turn around to reach a bag with building 

blocks and figures behind the central console of the vehicle. Then they had to pick specific 

items and place them in the cup holder of the vehicle (Naujoks et al., 2019).  
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27. Internet search: examples of internet search non-driving related tasks might be going to a 

mobile site or using a search engine (Zeeb et al., 2015).  

28. Billboard detection task: drivers engaged in a pattern detection task of 8*19 ft billboards 

on both sides of the road at a spacing of approximately 200 meters (Seppelt and Lee, 2019). 

During the experiments, drivers were required to press a button on the steering wheel when 

they observed two consecutive dice (dots arranged from one to six) that were identical 

(Seppelt and Lee, 2019). 

29. Weather-information searching: drivers were informed to voluntarily search for weather 

information on a touch screen that was installed at a fixed position at the upper part of the 

central information display (Naujoks et al., 2017b, 2016).  

2.9 Summary 

With the increase in vehicular automation, automated driving systems are expected to assist and 

potentially replace human drivers to reduce traffic crashes due to human errors. Most driving 

automation systems to date make the task of driving a vehicle shared between the system and the 

driver. Chapter 1 and Chapter 2 identify critical issues in a new transportation system where 

vehicles are developed with different levels of automation, drivers are expected to take over control 

when the automation system reaches the limits of its operational design domain, and the traditional 

traffic signals at intersections might remain because of human-driven vehicles. Emerging trends 

and challenges in the development of driving automation systems were represented in Chapter 1 

and Chapter 2.  

Future trend and challenges of traffic control is briefly discussed in Section 1.2.3 and is 

further reviewed in Section 2.3. When the AI-powered driving automation system encounters a 
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permissive left-turn situation at a signalized intersection, it needs to traverse the intersection 

efficiently and safely, or at least as well as a human driver does. Recognizing the limitations of the 

driving automation systems at signalized intersections, this study further investigated how vehicle 

controls will be switched from the automation system to the human driver. The development of 

more feasible and reliable driving automation systems when encountering permissive left-turn 

circumstances cannot be separated from the understanding of drivers’ behaviors in automated 

driving systems.  

Chapter 2 contributes with the following aspects: 

 (1)  Critical issues and challenges in the development of driving automation systems are 

identified;  

(2) Technical barriers and governmental regulations in the development of future traffic 

control methods are discussed; and 

(3) The characteristics and implications of delivery of takeover requests and drivers’ take-

over performances are presented.  
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Chapter 3 Meta-analysis of drivers’ takeover behavior 

 
Previous chapters showed that automated driving systems have the potential to improve driving 

efficiency and safety. However, a limit of this potential could occur in the control transition process, 

and a model of DAS (see Section 2.5) in takeover process is dispensable for assessing the impact 

of control transitions on traffic flow. Three main challenges in using a DAS model for ensuring 

traffic safety and in assessing the impact of control transitions include: 

• Identifying factors that may affect drivers’ takeover behavior; 

• Modeling the impact of those identified influential factors; and 

• Validating the effect that influencing factors have on takeover behavior. 

Chapter 2 presented past research as narrative summaries. This chapter aims to address the 

first two challenges based on reviewed studies in Chapter 2 by conducting a meta-analysis on 

control transitions and driver takeover behavior. Meta-regression uniquely offers critical insights 

into the current stage of knowledge of how control transitions affect takeover behavior and how it 

affects traffic operations and safety. Specifically, Section 3.1 and Section 3.2 serve to derive a 

comprehensive list of factors that may affect drivers’ takeover behavior. In Section 3.3, a new 

effect metric called takeover quality (TOQ) is presented to replace various study effects reported 

in previous studies and a meta-regression model is developed to predict drivers’ takeover behavior. 

3.1 Literature selection 

Previous studies mostly focus on one aspect when trying to identify factors that affect drivers’ 

takeover behavior, which include (1) triggering event of the control transitions, (2) lead time of 

TOR, (3) TOR design, (4) driver age and gender, (5) alcohol impact, (6) NDRTs, and (7) the road 
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and traffic situation. An extensive literature review was conducted in Chapter 2 to ensure that 

sufficient studies are included to reflect the aforementioned seven factors.  Publications in leading 

journals including Accident Analysis & Prevention, International Journal of Human–Computer 

Interaction, Human Factors: The Journal of the Human Factors and Ergonomics Society, 

International Journal of Human-Computer Studies, Transportation Research Part F: Traffic 

Psychology and Behavior, IEEE Transactions on Human-Machine Systems, along with 

dissertations and conference proceedings are included if the study is related to control transition. 

Studies that meet the following criteria were included in the meta-analysis: 

• The study focused on a control transition from partially, conditionally, or highly 

automated driving system to manual driving mode; 

• The study hypothesized certain triggering events could cause control transitions; 

• The study presented how TOR is communicated to drivers; 

• The study measured how drivers react to the TOR stimulus and triggering event on the 

road; and 

• The study investigated how takeover behavior is affected by the engagement of NDRTs. 

 An examination of selected studies showed similar results. A majority of studies used a 

full-scale driving simulator, several studies used a desktop driving simulator, four studies used a 

self-designed vehicle, and five studies used a Tesla Model S P90, 2017 Volvo S90, BMW 520d 

Touring F11, Audi A5 2012, and a 2013 Mercedes-Benz E-class, respectively, in their control 

transition experiments. Driver related data including driving behavior, takeover quality, driver 

physiological data, and NDRT performance data, vehicle kinematic data (such as steering wheel 

speed and lateral speed), driver history related information (such as motion sickness and crash 

history), and time related data that is derived from direct driver and vehicle measures are collected 
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from these selected studies though they used simulators of different levels of fidelity and different 

vehicles different triggering events, TOR designs, and different NDRTs. The selected studies 

provide an informative basis for assessing how drivers may resume control from the automated 

system when encountering a PPLT scenario. A preliminary analysis showed that there were 6,339 

subjects involved in all reviewed control transition studies, including a few large sample studies 

having more than 100 subjects, some moderate-sized studies with more than 60 subjects, and some 

normal size studies consisting of more than 30 subjects. 

3.2 Research results encoding 

Based on the related work that attempted to solve similar questions using comparable research 

design in Chapter 2, a significant problem still remains when one seeks to encode the research 

findings into a database that can meaningfully support practical design in industry and theoretical 

analysis in academia. Hence, a standardized survey protocol was adopted to survey selected studies.  

 This section focuses on the aggregation and comparison of the findings of research studies 

presented in Chapter 2. Coding the studies and entering the data into one dataset is a large task in 

this research. It is challenging to summarize effects in the context of the heterogeneity arising 

among diverse study designs, analysis approaches, and various variable categorizations. Through 

results encoding, the raw data of selected studies becomes manageable as a single database. It is 

necessary that those findings can be meaningfully compared. The results of each selected study 

including effect types and sizes are coded along with the study characteristics that affect the 

accuracy of their results (such as the sample size and reliability of key measures).  The process of 

results encoding can be divided into four major steps, including: 

1. Conducting systematic reviews of the related work 
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2. Extracting results from selected studies 

3. Synthesizing individual study estimates to a common scale 

4. Estimating a summary estimate using a weighted average of individual study results 

3.2.1 Takeover time, steering time, and braking time 

Metrics such as takeover time, steering time, and braking time are often used to measure driver’s 

takeover behavior during the control transition. After examining the experiment conditions and 

reported data of 21 valid studies containing 2,056 subjects, the mean takeover time, steering time, 

and braking time given different lead times are presented in Figure 3-1.  

 

The lead time can be further classified into four levels (see Table 3-1 column 1). Weighted 

mean takeover time, braking time, and steering time are computed considering the weight of 

sample size from each study. Besides lead time, there are other confounding factors that affect 

drivers’ response time when an automation system disengages and drivers need to take back 

Figure 3-1 Lead time, takeover time, steering time, and braking time during control transitions 
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control, which include involvement of NDRTs, TOR modality, and urgency of the triggering 

events. The weighted means of takeover time, braking time, and steering time are presented in 

Table 3-1. 

Table 3-1 Weighted average takeover time, braking time, and steering time 

Lead Time (s) Takeover time(s) Braking time(s) Steering time(s) 
Critical (1.5 s ≤ LT ≤ 2.8 s) 2.11 -- 1.60 
Low (3s ≤ LT ≤ 6 s) 1.89 2.22 1.93 
Moderate (6 < LT ≤ 8 s) 2.98 2.56 3.14 
High (LT > 8 s) 3.67 3.27 2.18 

 

Braking time with a critical lead time cannot be calculated since it was not reported in any 

of the selected studies. 2,056 involved subjects from studies reported both lead times and at least 

one type of response times (i.e., takeover time, braking time, and steering time). The valid sample 

sizes for calculating weight mean takeover time, weighted mean braking time, and weighted mean 

steering time are 1623, 462, and 888, respectively.  According to Table 3-1, it is noticed that: 

• The minimum weighted mean steering time is identified when lead time is critical; 

• The minimum weighted mean takeover time happened when lead time is low; 

• The maximum weighted mean takeover time happened when lead time is high; 

• The maximum weighted mean steering time happened when lead time is moderate; and 

• The maximum weighted mean braking time happened when lead time is high. 

A new metric response time to TOR is defined as the time it takes for a driver to respond 

to a given TOR or triggering event. Then TOR response time is the minimum value of takeover 

time, braking time, or steering time if any of them exists for the following reasons: 

• It can provide more information and impute the missing values for later analysis; and 
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• It indicates the shortest time they need to react to triggering event that causes automation 

disengagement. 

Additionally, based on reported disengagement events, the reaction times of safety drivers 

in resuming control when automation disengagement occurred were quite stable, regardless of the 

disengagement causes which include system failure, adverse weather conditions, road users, 

construction zones, streets, and highways. The average reaction time of a total of 1330 

disengagement events is 0.85 second with a standard deviation of 0.70 (Dixit et al., 2016). 

3.2.2 TOR modality  

Depending on the modality of the TOR designs, its effectiveness in engaging drivers increases as 

more modalities are used. Accordingly, the effect of TOR design is presented as following: 

• Low (only visual or only audio) 

• Moderate (visual and audio) 

• High (visual, audio, and haptic) 

3.2.3 Takeover measures 

The selected studies in the meta-analysis are considered as multiple-endpoint studies since they 

often measure multiple outcomes for each subject. To describe driver behavior and resulting 

vehicle behavior, metrics used in reviewed studies are categorized into the following classes: 

1. Vehicle kinematic related 

2. Time related 

3. NRDT related 

4. Human Physiological related 
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5. Situation awareness related 

6. Simulator sickness related 

7. After experiment effect 

8. Collision in experiment 

9. Quality related 

10. Automation trust and self-confidence 

11. Human-automation interaction related 

Table 3-2 shows the detailed metrics that are included in each class. Metrics extraction and 

variable coding in Table 3-2 are based upon reviewed results in Table 2-3. The categorization of 

takeover measures allows further categorization of takeover studies so that missing values in 

independent variables can be computed.  

Table 3-2 Metrics used in driver takeover experiments based on selected studies 

Human 
physiological 
related 

Quality related Time related Vehicle 
kinematic 
related 

Situation 
awareness related 

Fatigue (1) Takeover action (18) Takeover time (25) Velocity (10) Side mirror (1) 
Loudness of 
warning messages 
(1) 

Minimum clearance 
towards the obstacle 
(1) 

Minimal distance 
and time headway to 
leading vehicle (1) 

Absolute angle 
input (1) 

Glances on latent 
hazard (1) 

Glance Frequency 
(5) 

Correct and false 
detection (6) 

Average braking 
time (1) 

Car trajectories 
(4) 

Brake application 
(1) 

Head Angle (1) Daimler lane change 
performance (1) 

Lane change time (2) Steering Reversal 
Rate (2) 

Point-of-no-return 
(1) 

Standard deviation 
of lateral position 
(5) 

Percentage of drivers 
making a right 
decision (1)  

Minimal time to lane 
crossing (1) 

Roll profiles (1) System awareness 
(1) 

Eye blink duration 
(1) 

Standard deviation 
of speed (2) 

Time to first steer (1) Lane Change 
Speed (1) 

Spread of search 
(1) 

Karolinska 
Sleepiness Scale 
(4) 

Maximal deviation 
of the ego-vehicle 
from the center of 
the ego-lane (1) 

Percentage time with 
PA2 (1) 

Absolute steering 
wheel velocity (3) 

Situation 
Awareness Rating 
Technique (SART) 
(1) 
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Eye- and head-
tracking (1)  

Maximum 
longitudinal 
acceleration (7) 

Time to steering 
peak (1) 

Longitudinal 
Acceleration (1) 

Driving history 
related 

Center-of-road 
fixation time (2) 

Inter-rater reliability 
(1) 

Extended time-to-
collision (1) 

Lane position (2) SUS (1) 

Short Stress State 
Questionnaire (1) 

Maximum lateral 
deviation (1) 

Reaction Time (81) Lateral Position 
(3) 

SAS (1) 

Mean fixation 
duration (1) 

Lane exceedances 
(3) 

Time-to-Collison 
(23) 

Lateral 
acceleration (1) 

Workload (5) 

Percentage to road 
center (1) 

Physical and 
potential control (1) 

Stabilization Time 
(1) 

Road wheel angle 
(1) 

Flow Short Scale 
(1) 

Eye-gaze number 
(1) 

Steering wheel 
reversals (2) 

Time-to-
Deactivation (1) 

Steering Angle 
(3) 

Perceived demand 
level (1) 

Number of 
Fixations on HMI 
(2) 

Number of 
alternative 
maneuvers (1) 

Glance duration (11) Deceleration rate 
(1) 

Rating Scale 
Mental Effort (1) 

Glances at the 
central display (1) 

RMS of the driver’s 
steering torque (1)  

Eyes-off-road time 
(1)  

Lateral Deviation 
(3) 

Human-
automation 
related 

Pupil diameter (1) Lateral deviation (3) NDRT related Lateral Speed (4) Deactivation 
method (1) 

First gaze at the 
road (2) 

Maximum steering 
wheel angle (1) 

Number of accepted 
tasks (1) 

Longitudinal 
speed (3) 

Number of off-
switches (1)  

Percentage time on 
the left lane (1) 

Standardized brake 
pedal travel (1) 

Disengagement from 
secondary task (1) 

Braking Rate (2) Automation trust 
and confidence (1) 

Horizontal gaze 
deviation (1) 

Frequency control of 
steering (1) 

Performance in 
reading span task (2) 

Direction of roll 
motions (1) 

Human-machine 
interaction (1) 

Percentage of 
eyelid closure over 
the pupil over time 
(2)  

Frequency of 
responses prior to 
the event (1) 

Number of trials 
completed per 
minute (1) 

Lateral 
acceleration (1) 

Handovers 
involving 
information 
transmission (1) 

Gaze accumulation 
(3) 

Rates of lane change 
errors (1) 

Recall accuracy (1) Lateral Speed (4) Subjective trust and 
self-confidence (2) 

Galvanic skin 
responses (1) 

Steering wheel angle 
after lane change (8) 

NDRT performance 
(1) 

Braking Rate (2) Securing Behavior 
(1) 

Percentage of Time 
on Area of Interest 
(1) 

Percentage of drivers 
making a right 
decision (1)  

Subjective measures 
(1) 

Direction of roll 
motions (1) 

Number of drivers 
disengaging the 
automated system 
(1) 

Bio-signals (1) Mental model 
accuracy (1) 

Success Rate (1) Simulator 
sickness related 

Questionnaire 
related 

Proportion of gaze 
fell within road 
center area (2) 

Maximum 
longitudinal 
deceleration (3) 
 

Level of engagement 
in non-driving tasks 
(1) 

Post-test 
Simulator 
Sickness 
Questionnaire (2) 

Questionnaire after 
Experiment (37) 
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Attention 
allocation (1) 

RMS steering speed 
(1) 

Secondary task 
performance (2) 

Motion sickness 
(1) 

Questionnaire before 
experiment (28) 

Glance location 
probability (1) 

Maximum lateral 
acceleration (13) 

Typing Performance 
(3) 

Collision related 
 

Perceived vibration 
intensity (1) 

Maximum 
deceleration (2) 

Dialogue 
Performance (1) 

Number of 
Collison (4) 

 

Percentage eyes 
closed (1) 

Minimum time 
headway (3) 

Multitasking 
performance (1) 

  

Blink Frequency 
(2)  

Proactive response 
behavior (1) 

Flow Short Scale (1) 
  

  

Angle of roll 
motion (1) 

Maximum yaw rate 
(1) 

   

Head and eye 
tracking data (1) 

Maximum 
acceleration (2) 

   

NASA-TLX (19)  Average lateral 
acceleration (1) 

   

Gaze heading (1) Average absolute 
acceleration (1) 

   

Lateral Stability (1) Average deviation 
from lane center (1) 

   

Sight patterns (1) 
    

*Note, numbers in the bracket represents number of times this metric has been used in selected 

publications. 

3.2.4 NDRTs summary 

The impact of NDRTs on takeover behavior is discussed from three perspectives in Section 2.8. 

Evidence from both theoretical and applied research showed that NDRTs might lead to impaired 

takeover performance. The reviewed results are presented in Table 3-3.  

Table 3-3 The impact of NDRTs on Drivers’ takeover behavior 

Absence of NDRTs 

 

Malleable attentional resources theory (Young and Stanton, 2002):  

the pool of attentional resources is dynamic and strongly affect by task 

demands. 
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If drivers don’t engage in a NDRT, they may suffer from reduced 

attentional resources and may result in being unable to reclaim control 

from the automation system in emergent situations. 

Traditional beliefs of fixed attentional resource pools 

Automated driving grants drivers spare cognitive capacity for NDRTs. 

Simple NDRTs Driving automation might affect the propensity of drivers to involve in 

NDRTs.  

Drivers would voluntarily schedule NDRTs on the basis of the 

availability and predictability of automated driving modes. 

Situation-adaptive behavior (Wandtner et al., 2018d) 

NDRT engagement is associated with both driving automation mode 

and driving situations. Levels of NDRT engagement increase with 

levels of automation (Wandtner et al., 2018b). However, drivers started 

to focus their attention on the primary driving task when speed 

increases (Wandtner et al., 2018b). 

Complex NDRTs 

 

Complex NDRTs prolongs the time it takes drivers to take back control 

over the vehicle and there might be performance deficits after a control 

transition. 

 
3.2.4 Driver gender and age 

There was a total of 6,339 subjects participated in all selected studies, including 1,677 male and 

1,070 female participants (some of these studies didn’t report subject gender in their experiments). 

A new variable called male percentage is created to reflect the potential effect from subject gender 

in takeover behavior. If gender information was available in a study, the male percentage is 

calculated as the number of male subjects divided by the total number of subjects in the study.  

For all selected studies, the grand mean male percentage is 58.2%. The mean ages of 

subjects in selected studies range from 19 to 72 years old, indicating a good coverage of age groups. 

In addition, the mean ages of subjects in selected studies with no missing values in other variables 
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range from 21 to 45 years old. Drivers ages are transformed to be categorical variable according 

to the following rules: 

• Young (age ≤ 30) 

• Middle aged (31 ≤ age ≤ 64) 

• Old (age > 64) 

3.2.5 Missing data 

It is inevitable that some selected studies contributing to the meta-analysis have missing data. The 

intention of this section is to outline missing data issues and illustrate how missing values of 

independent variables are computed since input to regression models can be null.  Independent 

variables extracted from selected studies include sample size, mean and standard deviation of 

subject ages, male percentage, NDRT, lead time, TOR modality, and operating speed before 

disengagement. Dependent variables include takeover time, steering time, braking time, TTC, 

deceleration rate, lateral acceleration, and angular velocity. All variables of categorical types are 

treated as nominal variables and the rest are treated as numeric variables. A hierarchical clustering 

model is applied to those studies with complete attribute information, then the mean values of each 

corresponding groups are used to impute the missing values. According to the tree plot (Figure 3-

2), 30 studies with complete independent variable information are categorized into four groups. 

Finally, after using hierarchical clustering to infer those missing values from the existing data, the 

relationships of influencing factors and response variables in complete data are presented in Figure 
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3-3. The determination of the effects that lead time, driver ages, NDRTs, and TOR modality have 

on takeover time is presented in Section 3.3.   

Figure 3-3 Data imputation based on hierarchical clustering results 

Figure 3-2 Takeover time versus driver ages, NDRTs, lead time, and TOR modality 
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3.3 Machine learning-based Meta-analysis  

Based on the summaries in Section 3.1 and Section 3.2, this section consolidates the findings from 

previous studies into requirements needed by a DAS model using a regression technique from 

machine learning. In fact, meta-regression is often used in meta-analysis as a tool to evaluate the 

impact of moderator variables on study effects. As presented in Chapter 2, there is substantial 

heterogeneity over the selected studies. Possible causes of the heterogeneity need to be considered. 

In the context of meta-analysis, this can be addressed by covariates on the study level that explains 

the differences between studies and covariates on the subject level. In this research, a new metric, 

Takeover quality (TOQ), is designed to estimate the outcomes of selected studies.  

Machine learning -based meta-analysis integrates research findings across studies, which 

is an improved approach to analyze multiple end-point studies. This section is organized as follows. 

In Section 3.3.1, a new study effect metric is designed to represent different study effects presented 

in selected studies. Section 3.3.2 presents a general introduction of XGBoost regression method 

with more than one covariate.  I�� Section 3.3.3, the results of a meta-regression model (i.e., 

XGBoost model) is presented.   

Finally, through quantitative estimating findings across diverse studies, the machine 

learning -based meta-analysis can bring new knowledge to light and facilitate the DAS modeling 

work in Chapter 4.  

3.3.1 Takeover quality (TOQ) 

Since more than one metric are often reported in selected studies (see Table 3-2), a novel metric, 

TOQ, is created and designed to replace diverse study effects reported in selected studies. TOQ is 

defined as follows: 
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!"# = % ∗ '! + (1 − %)	
"∗$%&(()
**+!*,*																																													(3-1)	

	Where	

%	is a penalty parameter (unitless) 

'!	is the magnitude of deceleration rate (m/s2) 

4 is velocity when driver first taking back control (m/s) 

5  is the absolute steering wheel angular input from the driver (deg) 

!!6 is the measured time-to-collision (s) 

!"! is drivers’ takeover time (s) 

TOQ is Takeover Quality (m/s2) 

There are two terms in the TOQ definition with the intention that deceleration rate, speed, 

steering wheel angular input, and time difference between TTC and TOT can be translated into a 

single measure on how well a driver responds to a TOR. The first term in the TOQ metric is a 

penalty parameter times deceleration rate. The main logic behind TOQ is that higher deceleration 

rate will cause more discomfort to the driver and passengers, indicating lower takeover quality. It 

is also possible that higher deceleration rate is needed when the driver first takes back control 

because of the urgency or criticality of the situation. The penalty parameter, %, varies from 0.0 to 

1.0. The optimal value of % is identified as 0.8, since gives the minimal RMSE when using all 

candidate values of %.  
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The second term in the TOR metric is a penalty parameter multiplied by a scaled rate of 

velocity change. The numerator is the product of velocity 4 and a scale factor that converted from 

steering wheel angular input 5. When both takeover velocity 4 and steering wheel angular input 

5	 are high given a fixed difference between TTC and TOT, the resulting acceleration is also high, 

and vice versa  When both takeover velocity 4 and steering wheel angular input 5	 are fixed, an 

increased difference between TTC and TOT results in a reduced acceleration.�It is expected that 

when TTC is greater than TOT, the resulting scaled rate of velocity change should be less given a 

takeover velocity.  

5 is the absolute steering wheel angular input from the driver reported in selected studies. 

Some studies had more detailed metrics related lateral takeover. For instance, Petermeijer et al., 

(2017) measured steer touch, steer initiate, and steer turn in their experiment, which are defined as 

following: 

• Steer touch: absolute steering wheel velocity greater than 1deg/s. The steer-touch reaction 

time was also a measure of how quickly participants touched the steering wheel after 

receiving a TOR. 

• Steer initiate: absolute steering wheel angle greater than 0.25 deg, which is also the 

minimum that could be reliably detected by the steering sensor as being different from the 

steering angles that were measured during automated driving.  

• Steer turn: absolute steering wheel angle greater than 2 deg. 

3.3.2 XGBoost regression algorithm 

Section 3.1 and 3.2 have demonstrated that Challenge One presented in the beginning of Chapter 

3 can be essentially addressed by meta-regression as the statistical combination of study results. 
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There are many regression analysis methods that can be used in the meta-regression analysis, 

including linear regression, decision tree regression, random forest regression, Adaboost 

regression, and XGboost regression. In this research, the XGBoost regression is adopted to analyze 

drivers’ takeover behavior as XGBoost is a powerful tool for building regression models. The 

details on the model selection and model tuning can be found in Appendix A. By using metrics 

defined in equation 3-5, 3-6, and 3-7, the performance of each model candidate is compared in 

Table 3-4. 

XGBoost is an ensemble of decision trees in which new trees are grown to minimize errors 

produced by previous trees (Chen and Guestrin, 2016). New trees are added until the error can no 

longer be improved in the model. The reasons why XGBoost is selected include:  

• XGBoost is well known to have better results than other machine learning algorithms. In 

fact, it has been used in many different fields on structured dataset of various topics since 

its initial release in 2015. It has consistently outperformed other machine learning 

algorithms. 

• XGBoost is a boosting algorithm using gradient boosting framework at its core. It builds a 

set of weak learners and provides an improved prediction accuracy. When building tree 8, 

the model output is weighted based on the result of previous tree 8 − 1. 

• XGBoost is designed with efficient parameter tuning for cross-validation, regularization, 

user-defined objective functions, and tree parameters.  

More technical details about XGBoost can be found in (Chen and Guestrin, 2016). 

Algorithm 3.1 demonstrates how to build XGBoost trees for regression. Let 9 =	 {(;- , =-):	8 =

1. . . ?, ;- ∈ ℝ., =- ∈ ℝ}  represent the dataset collected from Section 3.2, which include C 
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features and ? observations and a corresponding response variable =. Let =-
^

 represent the output 

of the XGBoost regression model, which can be expressed as below: 

=-
^
	= D E0(;-)

0
012 , E0 ∈	F                                                (3-2) 

Where  

E0 represents a regression tree 

E0(;-) represents Similarity Score given by the	8$3 observation  

F is the space of regression trees. 

 In order to learn a set of functions, the following regularized objective function should be 

minimized: 

F(G) 	= 	∑I(=-
^
	; =-)) 	+ ∑Ω(E0)																																				      (3-3) 

Ω(E0) 	= 	L!	 +	24 %||N||
4	                                         (3-4) 

Where 

	I is a differentiable convex loss function that measures the difference between the prediction =-
^

 

and the target =- 

Ω penalizes the complexity of the regression tree functions to prevent overfitting and to simplify 

the model produced by the algorithm 

g regulates the minimum loss reduction required to make a further partition on a leaf node  

! is the number of leaves in the tree 
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N is the leaf weight and N- represents the score of the 8$3 leaf 

% regulates the magnitude of leaf weight N 

Table 3-4 XGBoost regression algorithm 

Algorithm 3.1 XGBoost regression trees 
Definitions:  
ResidualV:		the	difference	between	the	observed	and	predicted	values 
SRS: sum of residuals, squared 
l: regularization parameter, which is intended to prevent overfitting by reducing prediction’s 
sensitivity to individual observations. 
g: tree complexity parameter 
e: learning rate 

Similarity	Score(SS): SS = 	
SRS

cdCefg	hE	gfV8id'IV + 	l	 

j'8?:		j'8? = 	FfEk5-.-6%7$8 + l8mℎk5-.-6%7-$8 − lhhk_V8C8I'g8k= 
Output: 

Output	value	 = 	
Sum	of	Residuals

cdCefg	hE	gfV8id'IV + 	l 

 
Initialize: 
initial	prediction: : 0.5 
l	 = 0 
g = 0 
e = 0.3 
Process: 

1. All samples in the training set are grouped into the same partition (root); 
2. Allocate the data into two partitions using all possible binary split according to 

percentiles of feature distribution; 
3. Compute Similarity Score and Gain and select thee split that minimizes SS; 
4. Repeat the splitting rule to each of the new branches; 
5. Repeat step 4 until each node reaches a minimum node size and becomes a terminal 

node; 
6. Prue the tree by calculating the differences between Gain and g according to: 

 

j'8?	 − 	L	 = 	 s>= 	0	, ih?′k	vgd?f
< 0,								vgd?f											x 

  
 

It is worth noting that the output value is different from the Similarity Score and is the sum 

of residuals that are not squared. In addition, when l > 0, then it will reduce the amount that this 
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individual observation adds to the overall prediction, preventing over fitting the training data. 

When l = 0, there is no regularization. 

The model performance is evaluated by comparing predicted and observed TOQ values 

using the Root Mean Squared Error (RMSE), the Mean Absolute Error (MAE), and l4. The key 

difference is that RMSE penalizes large errors more harshly than MAE. Let =- , . . . , =&, ? ≥ 1 

denote observed TOQ values,  =2
^
, . . . , =&

^
, ? ≥ 1 represent the predicted values, and 	=	be the mean 

of observed values. 

The RMSE is defined as: 

lz{|	 = 	}2
&∑(2

&
=- − =-

^
)4					                                             (3-5) 

The MAE is defined as: 

z~|	 = 2
&∑|2

&
=- − =-

^
|                                                   (3-6) 

R2 is the proportion of variance explained by the model, which can be calculated as 

follows: 

!! 	= 	1	 −
∑(
!

"
$#%	$#

^ )%

∑(
!

"
$#%$)%

                                               (3-7) 

Five machine learning models were compared for takeover behavior analysis before 

finalizing on using XGBoost in this study.  By comparing RMSE, MAE, and R2, all candidate 
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models are compared. The results are shown in Table 3-5. It is evident that XGBoost model 

outperforms the other four models. 

Table 3-5 Initial model selection for meta-regression analysis 

 

 

 

�

3.3.3 XGBoost modeling 

The Scikit-Learn python package is used to train a XGBoost model (Open source, 2020). A 

detailed training process can be found in (Jason Brownlee, 2018). An example of python code is 

given in Appendix A, which details each step of the model training and parameter tuning.  

The model trained using 32 studies with 1,295 subjects can be used to predict how a driver 

would take back control when the automation system disengages while approaching a signalized 

intersection with the signal phase being PPLT. The detailed model training and model tuning 

process is also presented in Appendix A. Generally, the XGBoost modeling tuning process can be 

summarized as following: 

• Start with a relatively high learning rate the model tuning process; 

• Determine the optimal number of trees for the initial learning rate; 

• Tune tree-specific parameters including max_depth, min_child_weight, subsample, 

colsample_bytree for decided learning rate and number of trees. Note that we can choose 

different parameters to define a tree;  

Model RMSE MAE R2 
Linear regression 2.409 1.457 0.781 
Decision tree regression 0.826 0.537 0.927 
Random forest regression 0.868 0.587 0.945 
AdaBoost regression  0.752 0.513 0.925 
XGBoost regression 0.620 0.336 0.979 
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• Tune regularization parameters (gamma, lambda, alpha) for XGBoost which can help 

reduce model complexity and enhance performance; and 

• Lower the learning rate and decide the optimal parameters. 

 

One comparison of all candidate models’ prediction on test dataset can be visualized in 

Figure 3-4. It is evident that tree-based regression is generally better than linear regression model 

in addressing takeover behavior issues. The value of tree-based regression and its superiority can 

be explained as follows. By tracing the sample ID to the original publication where linear 

regression result is very different from the tree-based models, the actual scenario described by 

independent variables and response variables can be reviewed. It is possible that cases of large 

difference between linear regression result and ground truth is caused by its nature – always fits to 

a linear relationship between response variable and independent variables. Predictions from tree-

based models are always an average of the predictions by all trees built in the forest. Tree-based 

regression essentially splits sample data over different combinations of features using objective 

Figure 3-4 Prediction results of different regression models 
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function that minimize the loss, step by step. Unlike linear regression, tree-base regression models 

are capable of capturing the non-linear interactions between the feature (used as the split node) 

and the response variable. Specifically, each tree that is constructed in XGBoost model is done by 

recursive partitioning the node (random sampled at each step) to identify the best split point with 

that feature. Tree-based models when trained properly is quite robust to noise even on a small 

training dataset. 

The results for the trained XGBoost predictive model can be obtained after loading the 

saved model in Python. After the model selection and model tunning process presented in 

Appendix A, it is found that AdaBoost (RMSE = 0.752, MAE = 0.513, R2 = 0.925) and XGBoost 

(RMSE = 0.620, MAE = 0.336, R2 = 0.979) have comparable predictive performance on the 

training dataset. However, XGBoost has more accurate prediction on test dataset than Adaboost.  

Based on an initial trained XGBoost model, the importance of all features is presented in 

Figure 3-5. It is found that vehicle operating speed at the moment when automation system 

disengages and lead time of TOR are comparatively the most important features in determine 

drivers’ takeover behavior among all covariates.  

Figure 3-5 Feature importance score from XGBoost regression model 
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Furthermore, driver age, TOR modality and driver gender are less important compared to 

vehicle operating speed before automation disengagement, lead time, driver age, and NDRT 

involvement. This allows us to parameterize driver models that is implemented in VISSIM to truly 

reflect driver’s takeover reaction when affected by different factors analyzed in Section 3.2. Table 

3-5 summarizes how driver age and different NDRT activity are categorized by XGBoost model 

in predicting TOQ. It has been suggested that potential inter-individual differences might exist in 

takeover behavior and imply that the difference should be investigated in future studies (Körber et 

al., 2015). Parameters in VISSIM are tuned to model drivers’ takeover time, braking deceleration 

rate, and steering wheel control. More details are presented in Chapter 4 and Chapter 5.  Once a 

XGBoost model is obtained, its parameters are tuned to minimize the RMSE, resulting in an 

optimized penalty coefficient L	 in TOQ, which is 0.8 . For more robust and reliable future 

predictions, the trained model parameters and L = 0.8 in equation 3-1 is used.  

3.4 Estimation of Takeover behavior 

Samples that cover all 48 combinations of cases (Table 3-6) are generated and takeover behavior 

is then estimated by XGBoost model. Increasing samples to ensure that there is at least one sample 

in each case reduces the limitation in the original dataset obtained in Section 3.2 and also allows 

for a more comprehensive presentation of the drivers in takeover scenarios.  

Table 3-6 Driver age and NDRT categorization in XGBoost regression model 

Driver  Values Levels 
Speed 35mph 1 
Lead time Critical, Low, Moderate�High 4 
Driver age Young, Middle-aged, Old  3 
NDRT involvement None, Reading, Searching, Playing 4 
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Figure 3-6 highlights the key points presented in Chapter 3, starting from takeover 

experimental data collection, XGBoost regression model training that minimizes the RMSE of 

TOQ, then resampling more input variables to have a better coverage of takeover settings, next 

using the trained XGBoost model to get takeover behavior. The last step after getting the output is 

to use distribution tests to identify the distribution of takeover behavioral data. Then, the 

probability distributions of the outputs including takeover time, TTC, deceleration rate, and 

steering wheel angular speed of the XGBoost model are obtained to ensure that models 

implemented in VISSIM can reflect how drivers might respond to TOR at a PPLT intersection. 

Examples of estimated probability densities are presented in Figure 3-7 to Figure 3-10. 

Figure 3-6 Workflow of takeover behavior estimation 
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Figure 3-8 Estimated probability density of takeover time 

Figure 3-7 Estimated TTC probability density 
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Figure 3-10 Estimated probability density of angular speed 

Figure 3-9 Estimated probability density of deceleration rate 
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Taken together, meta-regression analysis of disengagement events and takeover behaviors 

ensure that the outputs of the human-automation model are acceptable, which is based on two types 

of data:  

• data that was used in the construction of the model; and 

• data that was created to extend the scenario space.  

Validations based on the collected data from related studies involves analyzing the 

goodness-of-fit of the model. Whether the model's predictive performance decreases when applied 

to pertinent new dataset was used as the validations of the hypothesized data. Finally, the XGBoost 

model that has been validated by two different approaches then is used to estimate drivers’ 

takeover behavior in PPLT-induced disengagement events. The output for the XGBoost model is 

then transformed to probability densities and implemented in a VISSIM simulation on drivers’ 

responses to disengagement events when approaching a signalized intersection. 

3.5 Summary 

Three main challenges in using a DAS model for ensuring traffic safety and in assessing 

the impact of control transitions were highlighted in Chapter 3. The main contributions of Chapter 

3 are summarized as below: 

(1) Summarized key factors that may affect drivers’ takeover behavior (Section 3.1 and 

Section 3.2); 

(2) Defined a unique TOQ metric that can assess driver takeover behavior during control 

transitions and the RMSE of TOQ can be optimized when the penalty factor is 0.8. 



146 
 

 
 

(3) Presented a XGBoost regression algorithm to assess the impact of those identified 

influential factors on takeover behavior (Section 3.3);  

(4) Identified that operating speed before disengagement, lead time, driver age, and NDRT 

engagement are more significant factors that affect driver’s takeover behavior (Section 

3.3.3) 

(5) Highlighted the extensive and unique computer code (Appendix A) developed to 

complete the required analysis. 

(6) Demonstrated a sound process from data collection of takeover behavior, XGboost 

regression model training, and data resampling, to making predictions of drivers’ 

takeover time, TTC, deceleration rate, and steering wheel angular speed to reflect how 

drivers might respond to TOR at a PPLT intersection. 

(7) Made generalizable estimates and validated the effect that influencing factors has on 

takeover behavior (Section 3.4) 
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Chapter 4 Modeling takeover transitions 

Most previous studies of automation disengagement have focused on capturing the behavior 

differences in various disengagement-triggering events. Nevertheless, takeover time, braking time, 

TTC, and other non-time related response measures do not detail the quality of vehicle control 

after a human driver resumes control from the automation counterpart. Chapter 4 develops a DAS 

model that describes the interactions between automation systems and human drivers in a PPLT 

scenario. The DAS model generates driver takeover time, deceleration rate, and steering wheel 

speed to a PPLT disengagement event. The DAS model is then included in VISSIM simulation 

where different percentage of left-turn movements disengages due to permissive left-turn signal 

and a human driver needs resume vehicle control from the automation system. As mentioned 

throughout, the complexities of permissive left-turn decision making likely requires 

disengagement under nearly all conditions. 

4.1 Takeover behavior and automation system 

This chapter describes a model framework to capture the interactions of a DAS during control 

transition in the context of PPLT scenario. First, drivers in a DAS are modeled according to a set 

of states based on reviews in Section 2.5 and Section 3.2. The core problem of a DAS in PPLT 

scenario is how a driver might take back control from an automation system. As noted in preceding 

narrative reviews and meta-regression analysis, effective modeling of DAS interactions must be 

developed according to the following requirements: 

• Requirement 1: Functions allocated to each agent (a driver or an automation system) must 

be within their reasonable capability; and 
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• Requirement 2: Each agent’s functionality must be compatible with the dynamics of the 

DAS entity. 

To satisfy Requirement 1, drivers’ takeover time, braking deceleration rate, steering wheel 

speed, and overall TOQ must be within a reasonable range, which can be compared with previous 

takeover studies as well.  When allocating driving tasks to drivers, the impact of driver ages on 

their takeover behaviors also must be considered. Similarly, how much lead time can an 

automation system provide to the driver must be reasonable for certain disengagement scenarios. 

For instance, if a system is known to have limited capability on PPLT handling, then it usually 

gives drivers enough lead time to take back control. Further, to address Requirement 2, a model of 

DAS interactions must be able to reflect the dynamic aspects of tightly coupled driver and 

automation system since their tasks are interdependent. 

In case of DAS, the driver manages the longitudinal and lateral control of the loop to 

minimize the discrepancy between the actual and targeted driving goal (such as speed and lateral 

position). The automation part takes over the task of vehicle control so that the driver becomes out 

of the feedback loop. To successfully undertake the driving task, the driver needs to continuously 

observe the external environment and re-calibrate his or her driving tasks at the moment. A more 

complete illustration of the driver-automation feedback loop is shown in Figure 4-1. 
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4.2 DAS model contributing to evaluation of TOQ 

In Section 4.1, three aspects that should be considered in the DAS model are described, which 

enable a description of the DAS model that can be implemented in VISSIM. 

4.1.1 Driver’s out-of-the-loop state as a result of automation systems 

First, drivers’ out-of-the-loop state is defined as a driver’s state of readiness to timely take back 

control from the automation. When a driver is in the out-of-the-loop state, he or she needs some 

time to have the up-to-date knowledge of the vehicle state and the external environment, such as 

vehicle operating speed, position, speed of headway vehicle, and road conditions, and the like. The 

driver also needs time to predict the driving situation and to develop a safe driving strategy to react 

to current driving situation or a disengagement event.  Depending on the level of readiness, a driver 

Figure 4-1 Driver-automation feedback loop 
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can also be in the in-the-loop state even though the automation system takes full control of the 

vehicle. Overall, drivers can be out-of-the loop at different levels. A deeper out-of-the-loop state 

can result in longer reaction times (Eriksson et al., 2019; Naujoks et al., 2019) and inaccurate 

situation awareness (Köhn et al., 2019; Strand et al., 2014). A driver can be in a high out-of-the-

loop state as a result of different causes, such as engagement in a NDRT. 

Contrary to out-of-the-loop state, when drivers are in-the-loop, their attentions on the 

external environment and current vehicle state are constantly required. When automation starts to 

take over certain driving tasks from time to time, the driver allocates a part of his or her attention 

to a NDRT and no longer takes full charge of driving tasks including collecting information on 

external environment, and thus reaches the out-of-the-loop state. 

4.1.2 Individual differences 

It has been shown that there might be potential inter-individual differences in takeover behavior. 

Körber et al. (2015) suggested that the difference should be investigated in future studies. To keep 

the driver at a low out-of-the-loop state, he or she needs to update external environment (such as 

road and other vehicles) and vehicle state for driving safety while being engaged in a NDRT at the 

same time. Impact of NDRTs on drivers’ takeover behavior is discussed from three different 

perspectives in Section 2.8. Evidence from both theoretical and applied research showed that 

NDRTs might lead to impaired takeover performance. The reviewed results in Section 2.8 are 

summarized in Table 3.1 
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It has been shown that drivers’ engagement in NDRT varies by the complexity of those 

tasks. Therefore, their potential to reach a critical out-of-the-loop state due to NDRT engagement 

also might differ. Meta-analysis in Section 3.3 reveals that when drivers are not engaged in any 

NDRTs, their takeover time is generally shorter than when they are engaged in some reading, 

monitoring and searching, and playing tasks. Out-of-the-loop state leads to longer reaction times 

when compared to in-the-loop state. Thus, it is safe to expect that NDRT engagement is directly 

related to how long it may take a driver to take over control of the vehicle from automation systems. 

The impact of driver ages on takeover behavior has also been investigated through 

experiment-based studies which included 36 older drivers ( greater than 60 years old) and 36 

younger drivers (Körber et al., 2016). In the experiment, how drivers perform in a critical traffic 

event when automation disengaged were investigated with an addition of a verbal NDRT and with 

different levels of traffic density (no traffic, medium, and high). Older drivers reacted as fast as 

younger drivers in critical events. Furthermore, older drivers braked more often and much harder 

and maintained a higher TTC (Körber et al., 2016). (Körber et al. (2016) also observed deteriorated 

takeover time and quality due to increased traffic density and engagement in a NDRT on the same 

level for both age groups. Likewise, 30 participants in ages from 61 to 79 years old (mean 68.4, 

SD = 5.2) were recruited to study whether explanation on the traffic scenes where the driving 

automation system may fail to detect a hazard has an impact on drivers’ takeover behavior (Liu et 

al., 2018). It is suggested that drivers that were explained the possible system failures in certain 

scenes can deal well and it might be necessary for car makers or dealers to explain to drivers on 

possible scenes where the driving automation system may fail to detect a hazard (Liu et al., 2018). 

Subjects of the majority of takeover studies included in meta-regression analysis belongs to the 

young (age ≤ 30) to middled age (31 ≤ age ≤ 64). The XGBoost regression revealed that driver age 
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actually is one of the significant features that determine TOQ. If needed, an appropriate assumption 

can be made on how an older driver performs in a traffic event that causes automation 

disengagement compared to younger drivers while holding the other factors the same (such as 

event type, TOR modality, NDRT engagement, traffic density, and operating speed before 

disengagement) 

Individual reaction time has also been suggested as another factor influencing takeover 

time (Körber and Bengler, 2014). This seems intuitive and Section 2.5.2 highlights that the average 

reaction time of safety drivers during 1,330 automation disengagement is 0.85 second with a 

standard deviation of 0.70. Beyond this, ordinary drivers’ reaction times in an experimental study 

range from 0.81 s to 2.44 s with a mean of 1.33 s and a standard deviation of 0.27 s (Broen and 

Chiang, 1996). Here in the DAS model, it is appropriate to adopt a positive correlation between 

individual reaction time and takeover time. Accordingly, no additional parameters will be added 

to capture this positive correlation in the DAS interaction model. Implementing a DAS interaction 

model in VISSIM which can reflect the positive correlation between reaction time and takeover 

time is not in the scope of this research. 

4.1.3 Automation system limitations and automation disengagement 

When an automation system reaches its limitation, it will disengage and the vehicle control will 

be transitioned to a driver from the automation system. If the human model of control contradicts 

or deviates from the external environment to be controlled, it will result in a mismatch during the 

control transition. Automation system reduces feedback from the controlled external environment 

when driver is out-of-the-loop. Meta-regression analysis in Chapter 3 reveals that compared to 
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driver age, gender, operating speed, lead time, and NRDT engagement, the TOR modality is least 

important in predicting drivers’ TOQ. It is therefore reasonable that the impact of TOR modality 

on drivers’ takeover behavior in PPLT-induced disengagement event is not directly considered in 

microscopic simulation. When developing a representation matrix of the automation system for 

VISSIM simulation, accordingly, only lead time is considered as an input that affects driver 

takeover behavior. 

4.3 DAS model process 

Section 4.1 presents the key aspects that must be addressed in the DAS model. In this research, the 

modeling of driver takeover behavior is event-based. Only when automation disengages when 

encountering a PPLT scenario, driver behavior will be described in the DAS model and then 

implemented in VISSIM simulation. This section aims to describe how the driver behavior 

component and the automation component are modeled during a disengagement-triggering event. 

Figure 4-2 shows the detailed steps on DAS modeling and how DAS model can be incorporated 

into VISSIM simulation��

�
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The first step in the modeling process is TOR generation, which differs in different cases. 

In the DAS model, TOR is represented primarily by lead time. As highlighted in Section 3.2.1, the 

lead time before an automation system issues a TOR could be very short, short, moderate, and 

long. When implementing the DAS model in VISSIM, the effect that lead time of TORs has on 

takeover behavior can be realized through adding vehicle attribute decisions on links. 

Figure 4-2 Process of event-based driver behavior modeling during disengagement-trigger events 
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 Besides lead time, other influencing factors of takeover behavior also must be addressed 

when parameterizing driver behaviors during control transitions. Table 4-1 highlights those 

influencing factors that are identified and analyzed in Chapter 2 and Chapter 3. It needs to be 

pointed out that the conclusions and findings of Chapter 3 is not a direct input for VISSIM 

simulation. Nevertheless, their effect, or in other words, the resulting takeover behavior is one of 

the primary components in the DAS model. Through the simulation of takeover behavior in 

VISSIM and the analysis of the simulation results, the DAS model further empowers the author to 

interpret the impact of those influencing factors on overall traffic operations.  

Table 4-1 Primary influencing factors of takeover behaviors 

Lead time NDRT Age 
Critical (1.5 s ≤ LT ≤ 2.8 s) None Young (age ≤ 30 years old) 

Low (3s ≤ LT ≤ 6 s) Reading Middle aged (31 ≤ age ≤ 64 years old) 
Moderate (6 < LT ≤ 8 s) Searching Old (> 64 years old) 

High (LT > 8 s) Playing -- 
 

The driver takeover behavior data in the event-based driver behavior modeling indicates 

when and how a driver takes back control. The behavior data in a PPLT-induced disengagement 

event is parameterized as takeover time, deceleration rate, and vehicle steering wheel speed. The 

behavior data is determined by the XGBoost modeled trained in Chapter 3. Once takeover behavior 

data is determined, it is then implemented through driver behavior parameters in VISSIM. The 

detailed relationship from takeover data to driver behavior in VISSIM is presented in Section 5.4. 

In addition, driver reaction model in PPLT-induced disengagement is not independent of 

global settings of the traffic conditions. The geometric layout including number of lanes, lane 
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widths, turning bay length, speed limits, and traffic signal optimization are presented in Section 

5.2.1.  The traffic inputs and parameter setting, and signal optimizations for three intersections in 

the simulated network is presented in Section. 5.2.2 and 5.2.3.  

In general, TOR generation and impact from influencing factors on takeover behavior can 

capture driver’ reaction to PPLT-induced disengagement event, and drivers’ during behavior 

during the control transition also relates current traffic conditions. To sum up, this section 

discusses the process of modeling takeover behavior so that an applicable model can be 

implemented in VISSIM to demonstrate these relations. 

4.4 DAS model input I: automation attribute 

The purpose of describing reasonable attributes that an automation system havee when 

disengagement occurs is to enable more specific analysis of control transitions in VISSIM 

simulation. The attributes summarize information useful for the modeling of control transitions 

from automation system to human drivers and forms a basis for inputs that reflect system 

characteristics during a disengagement event, which is dependent on particular response strategy 

based on TOQ value.  

 In case of PPLT-induced disengagement event, the automation system is treated as a 

component that knows ahead about the characteristics of approaching intersection. Lead times of 

four levels presented in Table 4-1 are all attributes of the automation part in the DAS.  The maximal 

lead time in collected data is 12 s. Different lead times are considered such that automation system 

might disengagement at different locations when approaching a signalized intersection.  
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4.5 DAS model component II: driver behavior 

The reaction to TOR during a disengagement event is mostly about when to and how to take over. 

Most event-based problems are modeled as a binary compliance problem. However, as indicated 

by meta-regression results in Section 3.3, drivers’ takeover strategy is more complicated than a 

single compliance rate. In this research, drivers’ reactions to TORs or to disengagement-triggering 

events are mainly modeled using a probabilistic approach. When the lead time and operating speed 

are fixed and the driving scenario is set (such as lane configuration, intersection signal timing, and 

so on), drivers’ takeover behavior will be treated as a discrete choice model to reflect driver 

decisions as a function of disengagement-scenario parameters and traffic characteristics.  

Drivers’ takeover time to PPLT-induced disengagement event is calculated from the point 

of system disengagement to the point driver takes back control. Each takeover strategy is 

determined by TOQ based on driver, automation, and scenario parameters.  

Most simulation studies of driver behaviors such as car-following and lane-changing 

modeling assume all the vehicles would act as the same according to the rules defined in the model. 

DAS modeling enables the addition of subtle differences of individual drivers when some events 

occur. The interactions of a driver and an automation system are realized by input variables of the 

XGBoost model representing a disengagement event and response variables describing how 

drivers might respond to.   
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4.6 Summary 

The automation component in the DAS model describes when a disengagement event will occur. 

The driver component of the AS model generates TTC, takeover time, deceleration rate, and 

steering wheel angular speed to a PPLT disengagement event. Since the determination of TOQ 

involves TTC, it indirectly allows the DAS model to reflect the relationship between the driver’s 

vehicle and the lead vehicle regrading velocity and relative position.  

As outlined in Figure 3-7 to Figure 3-10, there are uncertainties in automation system when 

disengagement occurs resulting in a variety of lead times.  How drivers take back control to 

complete following driving tasks is also stochastic. Chapter 3 summarized previous disengagement 

studies from an analytical approach. The insights learned from Chapter 3  forms the basis for the 

modeling of DAS interactions. On important finding from Section 3.2.1 is that, despite different 

lead times from critical to high, there is no significant variations in drivers’ takeover time. The 

development of an effective driver-automation decision-making model is necessary to demonstrate 

not only how each sub-function is carried out by each agent in the process of turning left when 

encountering a PPLT signal at intersections.  

Taken together, the variations in automation component and drivers’ takeover response 

must be accommodated by the DAS model. As shown in Figure 4-3, the uncertainties in 

automation component and stochastic takeover when disengagement occurs lead to the 

incongruence to the external environment. The vertical axis in Figure 4-3 represents the degree of 

congruence ranging from ideal to low. The horizontal axis presents the dynamic process of control 

transitions. Figure 4-3 is not intended to establish exact measure of variations in each DAS 
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components, but to illustrate more clearly that variations exist in DAS components regardless of 

the level of congruence between vehicle control and external environment. Gaps A and B in Figure 

4-3 are examples of how model congruence could appear when driver states vary during a 

disengagement event.  From the previous problem descriptions and discussions above, it follows 

that the inputs of automation component and driver components in DAS model must be sufficiently 

complex to detect and act on possible variations.   

 

Variations in automation component and drivers’ takeover response must be 

accommodated by the DAS model. Uncertainties in automation component and stochastic takeover 

when disengagement occurs lead to the incongruence to the external environment. Inputs of 

automation component and driver components to the DAS model described in Chapter 4 are 

Figure 4-3 Variations and gaps in model congruence during a control transition 
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sufficiently complex to detect and act on possible variations during control transitions. The output 

from the XGBoost model is transformed to probability densities which are then implemented in 

VISSIM simulation as drivers’ responses to disengagement events when approaching a signalized 

intersection. The key contributions of Chapter 4 are as follows: 

(1) Presented a unique and feasible approach to incorporate uncertainties in automation 

component and stochasticity of takeover behavior during control transitions;  

(2) Elaborated on how different influential factors including driver age, gender, operating 

speed, lead time, NRDT engagement, and TOR modality are treated in a DAS model. 

Specifically, TOR modality is least important in predicting drivers’ TOQ, which is 

therefore reasonable that the impact of TOR modality on drivers’ takeover behavior in 

PPLT-induced disengagement event is not directly considered in microscopic 

simulation; 

(3) When developing a representation matrix of the automation system for VISSIM 

simulation, accordingly, only lead time is considered as an input that affects driver 

takeover behavior; and 

(4) Described detailed steps about the implementation of DAS model into VISSIM 

simulation. 
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Chapter 5 VISSIM Simulation: takeover in permissive left-turn 

scenarios 

5.1 Introduction 

5.1.1 Overview of microscopic traffic simulation 

Microscopic traffic simulation software has become increasingly popular to analyze traffic 

operations in various traffic conditions.  Traffic simulation models usually use stochastic processes 

to model traffic conditions given a set of geometric layouts, signal controls, traffic demand, and 

driver behavior inputs. Most previous studies regarding the impact of driving automation systems 

on traffic operations relied heavily on self-developed simulation tools to implement and evaluate 

their algorithms. Nevertheless, the usage of unstandardized simulation platforms makes it really 

hard to evaluate the effect of the existence of driving automation systems in traffic streams. This 

research explores a way to model automated-to-manual transitions when approaching a signalized 

intersection where the automation system planned to make a left turn. Standardized simulation 

software such as VISSIM provides standard modeling parameters and enables standard outputs to 

reveal the impact of control transitions when approaching a signalized intersection. There has been 

a number of studies us VISSIM as the simulation platform for the modeling of connected and 

automated vehicles (Le Vine et al., 2015; Li et al., 2013; Mirheli et al., 2018; Papadoulis et al., 

2019; Rahman et al., 2019; Shao et al., 2019).   
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5.1.2 Simulation Platform 

The traffic simulation PTV VISSIM 10.00-05 was used to evaluate the operational impact of 

driving automation systems that requires human drivers to regain control of the vehicle to complete 

a left-turn task at signalized intersections in an urban environment. When considering the 

circumstance that a driving automation disengages before executing a left-turning task at an 

intersection, the operational performance of mixed traffic consisting of both manual vehicles and 

automated vehicles under different traffic demand levels was evaluated. To investigate the traffic 

impact when a driver is requested to resume control and complete the left-turning task, the 

simulation models must be calibrated. Model calibration refers to the adjustment of model settings 

and parameters such that the developed model is capable of accurately reflecting certain prevailing 

conditions of the roadway network. In VISSIM, adjustable model parameters may include car 

following behavior, drivers’ lane changing aggressiveness, lane change gap acceptance, vehicle 

route choice, vehicle speed distributions, and vehicle acceleration distributions.  

5.2 Base model development 

This section provides the detailed design regarding the development of the VISSIM traffic 

simulation model. The geometric layout including number of lanes, lane widths, turning bay length, 

speed limits, and traffic signal optimization will be presented.  
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5.2.1 Geometric layout 

In this research, a simple two-way two-lane urban street was developed to model the automation-

to-manual transitions. Specifically, the roadway network featured three signalized intersections, 

four sections of two-way two-lane roadways with one dedicated left-turn lanes, called as Major 

street I, and six sections of two-way two-lane roadways without dedicated left-turn lanes, called 

as Minor streets A, B, and C. The intersections in this network are referred as intersections IA, IB, 

and IC. Figure 5-1 provides an illustration of the roadway network used in the VISSIM simulation. 

It is worth mentioning Figure 5-1 does not reflect the actual dimensions of those roadway design 

elements. The roadway sections of Major street I between intersections were set as 1000 ft. Left-

turn, though, and right-turn movements were all allowed at all three simulated intersections IA, IB, 

and IC in VISSIM. Specifically, each of these three intersections had one dedicated left-turn lane 

and one shared through-and-right lane at all eastbound and westbound approaches along Major 

street I. All the northbound and southbound approaches had only one lane for all intersections.  

IA IB IC 

Figure 5-1 Roadway network in VISSIM simulation 
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5.2.2 Traffic inputs and other parameter settings 

Traffic demand used in microscopic traffic simulations in urban streets varies depending on study 

issues and objectives. For instance, to study the safety impact of driving automations, an 

intersection of two three-lane arterial roads with bus routes were implemented according to the 

actual scene in Melbourne, Australia (Morando et al., 2018). The traffic volume per intersection 

lane groups ranges from 760 to 2,260 vph. Li et al. (2013) increased the traffic demand per 

approach from 150 veh/hr up to 2,850 veh/hr of a four-way six-lane intersection was increased. In 

(Sharon and Stone, 2017), the traffic demand was simulated from 100 veh/hr/ln to 900 veh/hr/ln. 

The percentages of turning movements kept consistent throughout all simulations. According to 

the analysis of four plausible future developments for automated vehicles in the Netherlands for 

2030 and 2050, the penetration rates of driving automation systems were expected to  be between 

1% and 11% (mainly conditional driving automation at NHTSA Level 3) in 2030 and between 7% 

to 61% (mainly fully automated driving automation at NHTSA Level 4) (Milakis et al., 2017) in 

2050. The adoption rates of CAV technologies in the United States were predicted to be 24% 

pessimistically and 87% optimistically at Level 4 by 2045 (Bansal and Kockelman, 2017). When 

studying the effectiveness of an intersection control protocol, (Sharon and Stone, 2017) used CAV 

penetration rates of 0% (baseline scenario), 1%, 5%, 10%, and 50% for a four-way intersection 

case. According to Table 5-1, there will be 6*7*1 distinctive simulation scenarios to investigate 

the impact of takeover transitions when approaching a signalized intersection.  

Table 5-1 Experiment variables in simulation 

Traffic Characteristics Values Levels 
Traffic demand of Major street I 400, 500, 600, 700, 800, 900  6 
Penetration rates of driving automations 0%, 10%, 30%, 50%,70%, 100% 7 
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Table 5-2 Traffic demand inputs and optimized signal timings 

Traffic 
demand per 
intersection 
approach 
(pc/hr/ln) 

Demand by 
movement 
(pc/hr/ln) 

*Optimal 
cycle 

length (s) 

Timings of Signal 
phasing (s) 

Capacity of 
an 

intersection 
lane group 
(pc/hg/ln) 

*LT *Thru *RT 

   
400 80 280 40 40 16 16 1520 
500 100 350 50 40 16 16 1520 
600 120 420 60 46 22 16 1569 
700 140 490 70 50 24 18 1596 
800 160 560 80 50 26 16 1596 
900 180 630 90 75 44 23 1697 

 

*Note: 1. LT: left turn, 2. Thru: through, 3. RT: right turn, 4. The optimized cycle lengths and 

signal timings for various traffic demand was obtained with the speed limits of 35 mph 

5.2.3 Signal optimization and capacity of intersection lane group 

Based on the geometric design and varying traffic demands in Sections 5.2.1 and 5.2.2, the traffic 

signals at each intersection of the simulated urban network need to be optimized. In this research, 

the signal timings of these three signalized intersections were optimized using Synchro 10. This 

section presents the procedures and parameter settings for the coding and development of Synchro 

models and traffic simulations of those three intersections and ten road sections. Table 5-3 

represents the parameter settings when using Synchro to optimize the cycle lengths and signal 

timings of intersections IA, IB, and IC. The results of the Synchro signal optimization at nine 

different levels of traffic demand are then implemented in in VISSIM. The optimal cycle length 

and timings of signal phasing for each demand scenario are presented in Table 5-2. 

Table 5-3 Parameter settings in signal optimization 

Item  Parameter Valu e 
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Lanes Lane width (ft) 12 
Flow Rate (vphpl) 1900 
Stored Passenger Car Length (ft) 25 
Allow Right Turns On Red √ 
Travel Speed (mph) 35 
Critical gap for permitted left turn (s) 4.5 
Follow-up time for permitted left turn (s) 2.5 
Stop threshold speed (mph) 5.0 
Critical merge gap (s) 3.7 

Volumes Peak Hour Factor 0.92 
Growth Factor 1.00 
Heavy Vehicles (%) 0 
Conflicting Pedestrians (#/hr) 0 
Pedestrian Walking Speed (ft/s) 4.0 
Analysis Period (min) 15 

Timings Cycle Length (s) 40.0 
Maximum Cycle Length (s) 150.0 
Allow Lead/Lag Optimization √ 
Yellow Time (s) 3.5 
All Red Time (s) 0.5 
Lost Time Adjust (s) 0.0 
Reference Phase 2+6 
Offset Style Begin of Green 
Minimum Split Thru (s) 20.0 
Minimum Split Left (s) 8.0 
Control Type Pretimed 

Phases Minimum Initial (s) 4.0 
Vehicle Extension (s) 3.0 
Minimum Gap (s) 3.0 
Predestine Phase (Through Phase) √ 
Fixed Forceoffs √ 
Yield Point Single 

Simulation Taper Length 25 
Crosswalk Width 16 
Simulation Left Turn Speed (mph) 15 
Simulation Right Turn Speed (mph) 9 

 
According to HCM 2010 (HCM, 2010), intersection capacity is determined by the critical 

lane group that requires the most amount of green time. Equation 5-1 is used to calculate the 

capacity of an intersection lane group: 
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Ä- 	= 	 V- Å
9(
+ Ç                                                        (5-1) 

Where 

Ä- is the capacity of lane group 8, veh/h 

V- is the saturation flow rate for lane group 8, veh/hg 

m- is the effective green time for lane group 8, s 

6 is the signal cycle length, s 

Saturation flow rates vary widely with a variety of prevailing conditions, including lane 

widths, heavy-vehicle presence, approach grades, parking conditions near the intersection, bus 

presence, pedestrian demands, and others. The current ideal saturation flow rate included in HCM 

2010 is 1900 pc/hg/ln (HCM, 2010). When saturation headway is 2 s, then the saturation flow rate 

of a lane group is 1800 veh/hg/ln.  By using Equation 5-1, cycle length, and signal timing in Table 

5-2, flow rate, yellow time, all-red time in Table 5-3, and set start-up lost time and clearance lost 

time to be 2 s, the theoretical capacity of an intersection approach for different scenarios in Table 

5-2 can be then be obtained, which are presented in the last column of Table 5-2. 

5.3 VISSIM traffic implementation 

The VSSIM traffic model files for both baseline scenario and experiment scenarios were created 

by setting speed distributions, vehicle composition, and vehicle routes. This section details the 

experiment set-up of traffic stream in VISSIM. 
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5.3.1 Speed distributions 

Desired speed distributions were set based on a posted speed limit of 35 mph in the simulation 

design for road sections. In addition, desired speeds for right turns and left turns were set as 7.5 

mph to 15.5 mph and 12.4 to 18.6 mph, respectively.  

5.3.2 Vehicle composition 

In this research, only two vehicle classes were considered: cars and cars with automation systems 

(denoted as AV in VISSIM file) to better concentrate on the core problem and reduce additional 

work required if other vehicle types were included. Uniform vehicle composition and basic 

behavior was set network wide in all simulation scenarios.  

5.3.3 Vehicle routes 

The traffic network (Figure 5.1) is balanced in terms of both geometric design and traffic volumes. 

For all scenarios, there are 8*7 possible routes, and routes are defined so that the traffic volumes 

for all possible origin-destination pairs are homogeneous. Two fixed routes are designated to 

model the movement of cars with automation systems which will disengage when approaching 

intersection IB.  
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5.4 DAS model implementation 

The purpose of DAS model implementation in PPLT scenarios in VISSIM is to reveal how human-

automation interactions affect the overall traffic operations at an urban signalized intersection. In 

VISSIM, there are four ways to implement driver behaviors in the simulation of automation 

disengagement events, which are: 

1. Modification of driver behavior parameters; 

2. VISSIM COM; 

3. Using External Driver Model DLL; and 

4. A mixture of the above 

In section 4.2, the event-based driver takeover behavior is described by a set of parameters. 

Modification of driver behavior parameters is suitable to model most of the TOR generation during 

a disengagement-triggering event. VISSIM COM needs complicated computations to obtain 

certain attributes of the traffic flow, which is not a necessity for event-based behavior modeling. 

Continuous events such as platooning or CV research are generally more complicated than one-

time event-based event modeling, which can be realized by VISSIM COM, External Driver Model, 

or a mixture of these two. In this research, drivers’ reaction to TOR is implemented by modifying 

driver behavior parameters in VISSIM.  
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5.4.1 Control transitions 

The Driving Behavior module of VISSIM allows the author to implement takeover behavior 

defined by the proposed DAS model for some or all vehicles in simulation. During a simulation 

run, VISSIM processes the DAS parameters for each DAS-equipped vehicle at each simulation 

time step to determine its behavior. Specifically, VISSIM passes the current state of the vehicle 

and surrounding vehicles to the DAS. Then the DAS computes the longitudinal and lateral 

behavior and passes these values back to VISSIM. Figure 5-2 shows how the DAS model is 

incorporated in VISSIM simulation. 

 

The DAS model is achieved for vehicles equipped with automation systems in VISSIM 

simulation by checking the vehicle composition box as “AV” in the Vehicle Input tab. The 

independent variables presented in Table 4-3 are used to simulate disengagements. Drivers’ 

takeover behavior when approaching an intersection are estimated by XGBoost model. The section 

below describes how estimated takeover behavior can be incorporated in VISSIM simulation.  

Figure 5-2 Mechanism of DAS model in VISSIM 
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5.4.2 Driving behavior 

Vehicle class-specific driving behaviors are allowed for each link and connector in VISSIM 

simulation, which allows a vehicle from vehicle class cars with automation systems behave 

differently than a conventional car that are simulated by vehicle class car in all simulation runs. 

There are predefined driving behaviors such as Urban (motorized), Right-side rule (motorized), 

Freeway (free lane selection) that can be adjusted to represent a specific driving behavior. Default 

values of parameters in driving behavior model proposed by PTV VISSIM are based on empirical 

studies. Conventional cars in VISSIM representing normal traffic flow are defined by default 

driving behavior which is called as Urban (motorized).  

 In the list of Link behavior types, driving behavior to be used can be specified for each link. 

The behavior of a car with automation systems will be determined by three models: (1) car with 

automation systems will behave as good as human drivers before it approaches a permissive left-

turn intersection and its behavior is modeled as “AV”; (2) when it enters a critical area triggered 

by a predefined lead time, the car with automation systems keeps its current driving speed and 

lateral position, and (3) a human-control behavior model will be activated according to the 

takeover time, deceleration rate, and steering wheel angular speed. Figure 5-3 provides an example 

of how to set different driving behaviors to urban traffic in the VISSIM simulation.  



172 
 

 
 

 
 

Figure 5-3 Driving behavior set-up in VISSIM simulation 

Some assumptions of autonomous vehicles in VISSIM simulation are adopted for driving 

behaviors of cars with automation systems in this research, which include: 

• Cars with automation systems keeps smaller standstill distance; 

• Cars with automation systems keeps smaller headway; and 

• Cars with automation systems keeps the desired speed strictly. 

Lastly but not least, lane-changing logic in VISSIM is used to decide if it is possible to 

change to the decided lane. A vehicle’s lane selection process for lane changes is based on gap 

acceptance. More detailed information about lane-changing logic in VISSIM can be found in 

(Sukennik, 2018). 

5.4.3 Takeover behavior 

In both of a real-world disengagement scenario and a simulation scenario, the study area is spatially 

divided into four zones where different driving behavior models are needed. In the AV_capable 

zone, the car with automation systems could use normal driving logic; In the AV_challenging zone, 

the car with automation systems will disengage because of its limitation in handle permissive left-

turn tasks; In the Human_takeover zone, a human_control behavior model will be activated to 
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resume the remaining driving tasks; For other regular cars in urban (motorized) zone, the link 

behavior is defined as default one.  As a result, driving behaviors of one vehicle could be modeled 

using different driving logics in different areas of a network. Table 5-3 illustrates how different 

logics are determined for each zone. 

Table 5-4 Specification of driving logics in different zones 

Zone 
Driving logic 

AV_normal(N) AV_disengaged (D) Human_takeover(HT) 
AV_capable: urban street N -- -- 
AV_challenging: 
disengagement-triggering 
area 

-- D -- 

Takeover zone: control 
transition -- -- HT 

Intersection area: links 
and connectors within 
intersections 

N -- -- 

 
 

5.5 Evaluation setup 

5.5.1 Seeding period, evaluation period, observations, and simulation run times 

This section presents different evaluation methods and the evaluation parameters to measure the 

control transitions in a PPLT scenario. Firstly, each simulation run consists of a 600 s seeding 

period and a 3000-to-13500 s evaluation period. A seeding period is required to initialize the model 

to match with the network conditions (Figure 5-1) by the time the evaluation period starts. Once 

the simulation configuration and input of driver behavior model are ready, the Evaluation 

Configuration Window in VISSIM is used to set the simulation time periods. Accordingly, traffic 

measurements are only collected during the evaluation period which is set in the Result Attributes 

tab through “From time” to “To time” attributes. An evaluation period of 50 minutes to 900 

minutes are used based on the fact that left turn values range from 80 to 180 veh/hr/ln to ensure at 



174 
 

 
 

least 30 observations are collected for each simulation experiment. The optimal cycle lengths are 

40, 46, 50, and 75 s corresponding to different traffic demands in all simulation experiments, which 

allows takeover behavior data to be collected for 75, 65, 60, and 40 times in a 3,600-second 

simulation. Lastly, each simulation experiment was run 10 times to obtain representative data.  

5.5.2 Baseline scenarios 

Baseline scenarios are when all vehicles are human driving vehicles in the simulation and there 

will be no control transitions when approaching a signalized intersection. Conversely, 

experimental scenarios are when the cars with automation systems are present but their 

autonomous functions are disengaged when approaching a signalized intersection. Their operating 

and control transition characteristics can be individually compared to the baseline scenarios. There 

are a total of six baseline scenarios corresponding to six levels of traffic volumes. Without cars 

with automation systems, vehicles are operating as human driving using calibrated VISSIM’s 

driver model. 

5.5.3 Simulation data recording 

There are various kinds of data that can be collected from VISSIM simulation to evaluate traffic 

operations from different perspectives:   intersection, route, and network. Results Attributes in 

Evaluation Configuration can be used to determine which attributes to be recorded during each 

simulation run in VISSIM, including: 

• Area measurements 

• Areas & ramps 

• Data collections 
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• Delays 

• Links 

• Nodes 

• Queue counters 

• Vehicle travel times 

• Vehicle network performance 

• And others 

Node evaluation results are exploited to evaluate the impact that takeover behaviors have 

on intersections. In this research, a Node boundary is constructed around the intersection under 

study (IB in Figure 5.1) to collect traffic measurements, which primarily include volume, stopped 

delay, queue length, and number of stops. Queue length estimated through Node evaluation is 

calculated as the arithmetic mean length of the queue at each time step. 

The Node evaluation settings can also be adjusted in the embedded Queue counter so that 

queues at the intersection under study (IA) are measured from the downstream position of the 

Queue counter to the furthest upstream vehicle in the queue. Two Queue counters were placed 180 

ft upstream at the dedicated left turn lane of the westbound and eastbound approaches, respectively. 

Another two Queue counter were placed 500 ft at the shared through-and-right lane of the 

westbound and eastbound approaches, respectively. The second set of Queue counters were added 

in case uneven lane utilization or queue spillover from the turn lane occur. The following queue 

metrics are collected: 
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• Maximum queue length: the longest distance from the first vehicle in the queue to the last 

vehicle entering the queue during a simulation run; 

• Average queue length: a queue length is recorded for each timestamp, and an average queue 

length is the average length of the queue during a simulation run. 

Travel Time can also be collected by specifying a starting and an end point, which is 

calculated as the average time it takes for vehicles to traverse the specified segment during a 

selected time period of a simulation run. Considering the output from VISSIM simulation is 

stochastic, the travel times, speed, and queue lengths recorded in each simulation will be different. 

The averages of travel times, speed, and queue lengths from all 10 runs for each simulation 

experiment were taken to be the estimated measures. 

5.6 Model calibration 

As previously mentioned, this research aims to reveal how control transitions affect intersection 

efficiency and how the timing of TORs affect the traffic efficiency at an intersection as the traffic 

volume increases through VISSIM simulation. For any microscopic traffic models to be useful, it 

must be correctly calibrated so that it can replicate actual traffic conditions. This section documents 

the procedures and assumptions used to develop and calibrate the VISSIM simulation for the 

takeover behavior study. The VISSIM model for each scenario were calibrated to real world 

conditions, as documented using a variety of field data and reference study sources.  
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5.6.1 Calibration method 

According to the description of model development (Section 5.2 and 5.3), there are 36 simulation 

models which include six baseline scenarios that don’t include a DAS model and no 

disengagement will occur.  All baseline scenarios in the simulation experiment are assumed to be 

accurate as the field data on intersection traffic operations. Numerous sources of traffic data on 

urban network or urban intersections are available. Furthermore, calibration measures that can be 

used for model calibration in this study are presented in Table 5-4. Through calibrating the 

measures collected both at the intersection level and at the link or route level, the final model with 

adjusted parameters is used to replicate the temporal and spatial characteristics of an urban street 

with signalized intersections.  

Table 5-5 Calibration measures, data sources, and calibration threshold 

Calibration 
measures 

Areas for 
calibration 

VISSIM 
output 

Calibration threshold 

Volume 
Different targeted 
inputs must be met 
for at least 90% of 
approaches 

Intersection 
approach 

Data 
collection 
points 

Within ± 5 % for volume < 400 veh/h 
Within ± 8 % for 400 veh/h < volume < 600 veh/h 
Within ± 10 % for 600 veh/h < volume < 800 veh/h 
Within ± 15 % for 800 veh/h < volume < 900 veh/h Link Link 

evaluation 

Travel Times 
Different targeted 
travel times must be 
met for a minimum 
of 85% routes 

Link Data collection 
points 

Within ±  40s for routes with theoretical travel 
time that are less than 360s 
 Node 

evaluation 

Speed 
Targeted speed 
around 35 mph must 
be met for at least 
85% of the links or 
routes 

Intersection 
approach 

Data 
collection 
points 

Speed heat maps were used to qualitatively review 
the patterns and duration of congestions 
Average speed of vehicle routes must be within ± 
11% of design speed Link Travel time 

segments 

Queue lengths 
Target queue lengths 
must be met for at 
least 85% of the 
critical locations 

Intersection 
approach 

Node 
evaluation 

Queue spillback from turn lanes 
Modeled queues qualitatively reflect the impact of 
input turning movements in the target intersection 
area 
 

Link Queue 
counter 
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5.6.2 Calibration results 

According to the calibration methods presented in Section 5.6.1 and the calibration threshold in 

Table 5-5, the calibration results for all baseline scenarios are summarized in Table 5-6. Overall, 

the proposed calibration criteria are met. After calibration, on average, 86% of the traffic volumes 

for starting points of 10 links and 12 intersection approaches were accomplished in all baseline 

scenarios. In addition, the targeted values of travel times, speed, and queue lengths had better 

calibration results in all baseline scenarios compared to traffic volumes.  

 Based on the results obtained in calibration process, the final version of VISSIM models is 

reasonably calibrated to replicate realistic traffic operations as well as to meet the design standards 

used in this research. These calibrated baseline models are then used with a deduction of left-turn 

movements of human driving vehicles and an addition of cars with automation systems to simulate 

control transitions.  

Table 5-6 Summary of calibration results 

Calibration 
measures Areas used for calibration 

Total 
calibration 
data points 

Percentage Target 
met 

Volume Intersection approach (n = 12) 
22 86% Yes 

Link (n = 10) 

Travel 
Times Link (n = 10*2) 20 88% Yes 

Speed Intersection approach (n = 12) 
32 100% Yes 

Link (n= 10*2) 

Queue 
lengths 

Intersection approach (n = 12) 
32 96% Yes 

Link (n= 10*2) 
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Chapter 6 Simulation results and discussions 

After all simulation runs, the collected simulation data can be analyzed to investigate the impact 

of control transitions at a signalized intersection. The traffic network shown in Figure 5-1 contains 

three signalized intersections, 68 links, and one node. Delays and queues at the westbound and 

eastbound approaches of intersection IB are analyzed in this research.  

6.1 Delays and queues 

In this research, average vehicle delays are the delay of a vehicle computed by the differences 

between the theoretical travel time and actual travel time. The theoretical travel time is the travel 

time that can be achieved if there were no other vehicles or no signal controls or no other causes 

for stops.  

There are two independent variables in this research, which are traffic volume and AV 

penetration rate. As is shown in Table 6-1, there are six levels in both traffic volume and AV 

penetration rate. The dependent variable is vehicle delay and queue length. Figures 6-1 and 6-2 

show the vehicle delays and queue lengths in scenarios with different levels of traffic volume and 

AV penetration rates. A two-factor analysis of variance (ANOVA) is used to further analyze 

simulation results of control transitions in different scenarios.  

It is hypothesized that there may be difference in delays and queues with the presence of 

cars with automation systems that request drivers to take back control. The simulation results are 

shown in Table 6-1 and are organized by volume and AV penetration rates. The ANOVA 

computations are presented in an ANOVA table where the variation is partitioned into that due to 

the main effect of penetration rates, the main effect of traffic volume, and the interaction effect. 
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Table 6-1 Delays and queue lengths by traffic volume and AV penetration rate 

Volume Penetration rate Vehicle Delay (s/veh) Queue length (ft) 

400  

0% 7.73 91.56 

10% 9.42 92.35 

30% 10.29 103.28 

50% 11.34 101.47 

70% 12.1 91.52 

100% 9.45 93.76 

500  

0% 6.96 92.43 

10% 8.42 106.17 

30% 11.91 94.28 

50% 9.83 107.61 

70% 10.78 101.21 

100% 12.15 104.35 

600  

0% 10.71 102.29 

10% 13.32 106.74 

30% 12.85 111.21 

50% 11.61 119.86 

70% 13.39 116.46 

100% 12.28 115.62 

700 

0% 12.67 122.64 

10% 13.46 134.71 

30% 14.67 128.86 

50% 15.98 141.49 

70% 15.26 136.82 

100% 16.13 146.53 

800 

0% 14.21 136.49 

10% 13.87 134.21 

30% 15.86 157.46 

50% 17.07 149.36 

70% 16.69 152.38 

100% 17.43 144.63 

900 

0% 14.93 168.43 

10% 15.46 155.78 

30% 18.13 149.58 

50% 16.41 163.46 

70% 17.79 157.21 

100% 17.39 156.46 
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Figure 6-2 Queue lengths in scenarios with different levels of traffic volume and penetration rate 

Figure 6-2 Vehicle delays in scenarios with diffeerent leevels of traffic volume and penetration rate 
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Two two-factor ANOVA models with interaction tests for delays and queue lengths are 

conducted and discussed individually. There are three statistical tests in the ANOVA tables for 

delay analysis (Table 6-2) and for queue length analysis (Table 6-3), respectively. These three tests 

correspond to three null hypotheses, which are as following: 

• There is no difference in group means at any level of the first independent variable; 

• There is no difference in group means at any level of the second independent variable; and 

• The effect of one independent variable is independent of the effect of the other independent 

variable. 

Firstly, box plot was created to visualize the data group by the combinations of 

independent variables, which is shown in Figure 6-3. Table 6-2 contains the main delay of 

vehicles in each level of traffic volume for different levels of AV penetration rate. Notice in 

Figure 5-6 that the dot represents actual vehicle delays when the traffic volume changes. The 

ANOVA analysis for vehicle delays is to evaluate whether there is a difference among the 

means of vehicle delays in different scenarios. The R function aov() was used to do the 

ANOVA test and R function summary() was used to summarize the analysis of variance results. 

The test results for vehicle delays are presented in Table 5-8. Each row in Table 5-8 shows the 

main effects of traffic volume, penetration rates, and the interaction effect on vehicle delays. 
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A significant P-value in ANOVA shows that some of the group means are statistically 

different. In this research, there was a statistically significant effect of traffic volume on 

average vehicle delays (F(1, 24),  P-value < 0.05). Since the main effect of traffic volume is 

significant (p < 0.05), it can be generalized that traffic volume has a significant impact on 

vehicle delays at signalized intersections with the presence of control transitions between 

automation systems and human drivers. The change of AV penetration rates was also identified 

to have a statistically significant impact on vehicle delays. However, the interaction between 

traffic volume and AV penetration rate does not reach a statistical significance (P-value = 

0.887). 

Figure 6-3 Boxplot of vehicle delays in different simulation scenarios 
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Table 6-2 ANOVA table for two-factor ANOVA analysis of vehicle delays 

 
Source of variation Degree of freedom Sums of squares Mean squares F-value P-value 
Penetration rate 5 46.29 9.26 7.111 0.000331 
Volume 1 241 241 185.132 8.89E-13 
Volume * Penetration rate 5 2.18 0.44 0.335 0.886709 
Residual 24 31.24 1.3 

  

*Note: ‘***’ indicate statistically significant 
 
 

In addition, it is unknown which groups are different. Multiple pairwise-comparisons 

can be performed to identify if means between certain pairs of experiments are statistically 

significant. R function TukeyHSD() was used to compute Tukey Honest Significant 

Differences (Tukey HSD). The results of the Tukey multiple comparison of means are 

presented in Table 6-3 and visualized in Figure 6-4.  Tukey’s testing among six levels of 

penetration rates requires 15 tests and any adjusted P-value less than 0.05 is honestly 

significant.  The output contains the difference in means, confidence levels, and the adjusted 

P-values for all pairs. It is found that the differences between scenarios with penetration rate 

of 0% and of 30%, 50%, 70%, and 100% are large enough to be significant.  

Table 6-3 Tukey Test results for Vehicle delays 

Pairs Differences Lower Upper P-adjusted 
10%-0% 1.1233 -0.9134 3.1601 0.5416 
30%-0% 2.7500 0.7133 4.7867 0.0041 
70%-0% 3.1333 1.0966 5.1701 0.0010 
50%-0% 2.5050 0.4683 4.5417 0.0099 
100%-0% 2.9367 0.8999 4.9734 0.0020 
30%-10% 1.6267 -0.4101 3.6634 0.1731 
50%-10% 1.3817 -0.6551 3.4184 0.3217 
70%-10% 2.0100 -0.0267 4.0467 0.0545 
100%-10% 1.8133 -0.2234 3.8501 0.1010 
50%-30% 0.2450 -1.7917 2.2817 0.9989 
70%-30% 0.3833 -1.6534 2.4201 0.9913 
100%-30% 0.1867 -1.8501 2.2234 0.9997 
70%-50% 0.6283 -1.4084 2.6651 0.9279 
100%-50% 0.4317 -1.6051 2.4684 0.9852 
100%-70% 0.1967 -1.8401 2.2334 0.9996 
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Likewise, the ANOVA test for queue length is also started with a box plot, which is shown 

in Figure 5-7. The results of ANOVA test of queue lengths in different scenarios are summarized 

in Table 5-9. The F statistic for the main effect of volume on queue length is 317.55 and is highly 

statistically significant with the P-value as 2.45e-15. The main effect of penetration rate on queue 

lengths is not statistically significant (P-value = 0.184). The interaction between traffic volume 

and AV penetration rate does not reach statistical significance. 

Table 6-4 ANOVA table for two-factor ANOVA analysis of queue lengths 

Source of variation Degree of freedom Sums of squares Mean squares F-value P-value 

Penetration rate 5 497 99 1.654 0.184 

Volume 
1 19058 19058 317.55 

2.45e-15 
*** 

Volume * Penetration rate 5 119 24 0.397 0.846 

Residual 24 1442 60   

*Note: ‘***’ indicate statistically significant 
 

Figure 6-3 Differences in means of vehicle delays between scenarios with different penetration rate 
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The Tukey HSD test was also conducted for queue lengths in different scenarios. The 

results are summarized in Table 6-5 and are visualized in Figure 6-6. As mentioned earlier, the 

HSD is a test statistic that determines if there is a significant difference between groups. It is shown 

that there is no statistically significant difference in queue lengths in different scenarios.  

Table 6-5 Tukey Test results for Vehicle delays 

Pairs Differences Lower Upper P-adjusted 
10%-0% 2.6867 -11.1513 16.5247 0.9900 
30%-0% 5.1383 -8.6997 18.9764 0.8562 
70%-0% 11.5683 -2.2697 25.4064 0.1398 
50%-0% 6.9600 -6.8780 20.7980 0.6339 
100%-0% 7.9183 -5.9197 21.7564 0.5027 
30%-10% 2.4517 -11.3863 16.2897 0.9934 
50%-10% 8.8817 -4.9563 22.7197 0.3795 
70%-10% 4.2733 -9.5647 18.1114 0.9276 
100%-10% 5.2317 -8.6063 19.0697 0.8469 
50%-30% 6.4300 -7.4080 20.2680 0.7053 
70%-30% 1.8217 -12.0163 15.6597 0.9984 
100%-30% 2.7800 -11.0580 16.6180 0.9883 

Figure 6-4 Boxplot of vehicle delays in different simulation scenarios 
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70%-50% 4.6083 -9.2297 18.4464 0.9032 
100%-50% 0.9583 -12.8797 14.7964 0.9999 
100%-70% 3.6500 -10.1880 17.4880 0.9618 

 

6.2 Safety 

6.2.1 Speed variation 

Safety cannot be directly quantified using crashes from VISSIM simulations. However, the 

stability of traffic flow can be used as a surrogate safety indicator. Higher variations in vehicular 

behaviors generally indicate an increased risk in traffic flow. In this research, variations of speed 

are used to measure the stability of traffic flow. Lower variations in speed indicates a relatively 

stable traffic flow. The variation measures of speed are collected by lane types. Table 5-11 shows 

the standard deviation of speeds for both left-turn lane (LL) and shared through and right-turn 

lane (TRL).  

Figure 6-5 Differences in means of queue lengths between scenarios with different penetration rate 
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It is found that the maximum speed standard deviation for left-turn lanes occurs when 

traffic volume is 400 veh/h/ln with an AV penetration rate of 50%, which is 5.52 mph. The 

maximum speed standard deviation for shared through and right-turn lanes occurs when traffic 

volume is 800 veh/h/ln with an AV penetration rate of 50%, which is 5.88 mph. Based on the data 

presented in Table 6-6, the average speed standard deviations for the same level of flow rate can 

also be calculated. It is found that when traffic demand increases from 400 veh/h/ln to 900 veh/h/ln, 

the average speed standard deviation of traffic flow does not change significantly, and is always 

in the range of 1.99 to 2.98 mph. Likewise, the average speed standard deviations of traffic flow 

for the same level of AV penetration rate ranges from 2.40 to 2.66 mph.  

Table 6-6 Standard deviation of speeds for different movements at intersection IB 

Volume 
(veh/h/ln) AV % *Speed Std 

(mph) 
Volume 
(veh/h/ln) AV % *Speed Std 

 (mph) 

400 

0% 
LL:1.67 

700 

0% 
LL:1.83 

TRL:2.12 TRL:2.65 

10% 
LL:1.11 

10% 
LL:1.77 

TRL:3.35 TRL:1.56 

30% 
LL:2.18 

30% 
LL:3.35 

TRL:1.06 TRL:3.51 

50% 
LL:5.52 

50% 
LL:3.57 

TRL:3.5 TRL:5.1 

70% 
LL:3.59 

70% 
LL:1.08 

TRL:2.02 TRL:4.5 

100% 
LL:3.75 

100% 
LL:1.43 

TRL:4.69 TRL:2.76 

500 

0% 
LL:1.26 

800 

0% 
LL:1.87 

TRL:0.59 TRL:1.35 

10% 
LL:2.24 

10% 
LL:2.17 

TRL:0.84 TRL:3.5 

30% 
LL:2.95 

30% 
LL:2.38 

TRL:0.61 TRL:1.1 

50% 
LL:2.93 

50% 
LL:5.02 

TRL:2.19 TRL:5.88 

70% 
LL:0.62 

70% 
LL:3.76 

TRL:4.15 TRL:2.08 

100% 
LL:4.48 

100% 
LL:1.84 

TRL:2.67 TRL:2.81 
600 0% LL:0.92 900 0% LL:0.93 
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TRL:2.08 TRL:1.31 

10% 
LL:1.29 

10% 
LL:2.82 

TRL:0.72 TRL:1.1 

30% 
LL:2.53 

30% 
LL:1.28 

TRL:2.05 TRL:1.13 

50% 
LL:3.98 

50% 
LL:2.73 

TRL:2.03 TRL:3.49 

70% 
LL:4.88 

70% 
LL:4.41 

TRL:3.55 TRL:1.53 

100% 
LL:4.28 

100% 
LL:4.74 

TRL:3.45 TRL:3.35 

*Notes: LL: left-turn lane; TRL: through and right-turn lane 
 

 
The impacts of takeover behavior on traffic flow when flow rates changes and when AV 

penetration rate changes are further investigated in Figure 6-7 and Figure 6-8 respectively.  No 

apparent linear relationship was observed between speed variations and traffic volumes for both 

LL and TRL movements. When investigating the impact of AV penetration rates on speed 

variations, two linear models were fitted for both LL and TRL movements, respectively. It can be 

observed in Figure 6-8 that 23% and 26.6% of the variances of the speed are explained by the 

changes of AV penetration rates for LL and TRL movements.  
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Figure 6-6 Standard deviation of speeds with different flow rates 

 
 

 

Figure 6-7 Standard deviation of speeds with different AV penetration rates 
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6.2.2 Surrogate safety measures 

The software Surrogate Safety Assessment Model (SSAM) is used to conduct intersection 

conflicts analysis. SSAM identifies conflicts from vehicle trajectory files generated by 

microscopic simulation, such as VISSIM. In SSAM, six surrogate safety measures are defined for 

safety assessment, including (1) Time-to-collision (TTC), (2) Post Encroachment time (PET), (3) 

deceleration rate, (4) Maximum speed, (5) speed differential, and (6) Location of the conflict point 

(Gettman and Head, 2003). Three types of conflicts were considered in SSAM, including rear-end 

conflicts, lane-change conflicts, and crossing conflicts. A vehicle interaction is considered as a 

conflict when TTC or PET exceed predetermined threshold values. Given the definitions of 

surrogate safety measures and computational algorithms, an event file can be obtained that include 

a list of conflicts. The details of algorithms computing calculating surrogate safety measures can 

be reviewed at (Gettman and Head, 2003). 

In this research, TTC* = 1.5 s and PET* = 2.0 s are used to determine whether an event is a 

valid conflict event. Ten replications were conducted for each experiment case and the resulting 

trajectory data were analyzed by SSAM. The simulated traffic conflicts are presented in Table 6-

7.  According to Table 6-7, the highest number of rear-end conflicts is 51, which occurred when 

traffic volume is 900 veh/hr/ln and the AV penetration rate is 50%; the highest number of lane-

change conflicts is 68, which also occurred when traffic volume is 900 veh/hr/ln and the AV 

penetration rate is 50%; the highest number of crossing conflicts is 42, which occurred when traffic 

volume is 900 veh/hr/ln and the AV penetration rate is 100%. When traffic volume is low, rear-

end conflicts, lane-change conflict, and crossing conflicts could be zero. The means of conflicts in 

each level of traffic volume are also computed and are presented in Table 6-8.   
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Table 6-7 Simulated traffic conflicts in different experimental conditions 

Volume 
(veh/h/ln) 

 Penetration 
rate 

Rear-end 
conflicts 

Lane-change 
conflicts 

Crossing 
conflicts 

Total 
conflicts 

400  0% 1 0 0 1 

 10% 2 1 0 3 

 30% 0 2 1 4 

 50% 3 5 3 11 

 70% 4 3 2 9 

 100% 2 3 0 5 

500  0% 3 3 1 7 

 10% 5 1 0 6 

 30% 7 2 7 16 

 50% 6 7 6 19 

 70% 5 3 3 11 

 100% 4 4 5 13 

600  0% 8 6 2 16 

 10% 6 4 7 17 

 30% 7 7 9 23 

 50% 11 10 10 31 

 70% 16 13 8 37 

 100% 9 15 12 36 

700  0% 8 11 11 30 

 10% 14 9 9 32 

 30% 21 12 15 48 

 50% 17 18 14 49 

 70% 18 13 12 43 

 100% 15 12 17 44 

800  0% 21 28 25 74 

 10% 28 37 19 84 

 30% 29 32 31 92 

 50% 36 48 34 118 

 70% 32 44 27 103 

 100% 25 46 24 95 

900  0% 33 44 23 100 

 10% 31 61 28 120 

 30% 45 52 24 121 

 50% 51 68 37 156 

 70% 37 57 24 118 

 100% 46 51 42 139 
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Table 6-8 Average traffic conflicts with different levels of traffic volume 

Volume 
(veh/hr/ln) 

Rear-end 
conflicts 

Lane-change 
conflicts 

Crossing 
conflicts 

Total 
conflicts 

400 2 2 1 6 

500 5 3 4 12 

600 10 9 8 27 

700 16 13 13 41 

800 29 39 27 94 

900 41 56 30 126 

 

Table 6-8 indicates what is expected to happen when traffic increasing from 400 veh/hr/ln 

to 900 veh/hr/ln, that is rear-end conflicts, lane-change conflicts, crossing conflicts, and total 

conflicts increase as traffic volume increase. 

 Linear regression analysis was conducted to identify if simulated traffic conflicts present 

any correlation: (1) between traffic volumes and traffic conflicts, and (2) between penetration rates 

and traffic conflicts. The linear regression analysis is presented in Figure 6-8 and Figure 6-9. The 

R2 for rear-end conflicts vs. traffic volume is 0.928; for lane-change conflicts vs. traffic volume is 

0.848; for crossing conflicts vs. traffic volume is 0.940; for total conflicts vs. traffic volume is 

0.905. The high R2 in the analysis of traffic conflicts in relation to traffic volume indicates that 85% 

to 94% traffic conflicts were explained by the change of traffic volume.  In addition, Figure 6-7 

also indicates that the increase of traffic volume has the greatest impact of the number of rear-end 

conflicts. According to Figure 6-8, AV penetration rates can only explain about 1% to 2% changes 

in traffic conflicts. It is intuitive since the incorporation of takeover behavior in VISSIM only 

model how driver react to the disengagement event in the very beginning of the control transition. 
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Based on the observations of the traffic conflicts, the following conclusions can be drawn: 

• The numbers of rear-rend conflicts, lane-change conflicts, crossing conflicts, and total 

conflicts increase as traffic volume increase; and 

• The effect that AV penetration rates have on the numbers of rear-rend conflicts, lane-

change conflicts, crossing conflicts, and total conflicts is not statistically significant. 

 

 

 

Figure 6-8 Traffic conflicts with different flow rate 
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6.3 Conclusions  

Chapter 5 presented how disengagement-triggering events can be modeled in VISSIM. Traffic 

model files for both baseline scenario and experiment scenarios can be created by adjusting speed 

distributions, vehicle composition, driving behavior, and vehicle routes to model an urban network 

in which the signalized intersections allow permissive left turns. Section 6.1 and 6.2 presented the 

simulation data and analysis of results. In Section 6.1, vehicle delays and queue lengths in different 

scenarios with different levels of traffic volume and AV penetration rates are first analyzed by the 

ANOVA test. Then the hypothesis testing was further analyzed by a post hoc analysis that is 

Tukey’s HSD test. Post-hoc analysis usually provides greater insights into the differences between 

Figure 6-9 Traffic conflicts with different penetration rates 
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certain groups and is thus a significant step in data analysis. The list below summarized the main 

conclusions of VISSIM simulation work: 

(1) The control transition is modeled by reserving one type of vehicle in vehicle inputs, 

whose behavior were defined according to driving area and will be transitioned from 

AV_normal, to AV_disengaged, and then to Human_takeover mode if it enters a 

disengagement-triggering area; 

(2) Traffic volume has a significant impact on vehicle delays at signalized intersections 

with the presence of control transitions between automation systems and human drivers. 

The change of AV penetration rates was also identified to have a statistically significant 

impact on vehicle delays. However, the interaction between traffic volume and AV 

penetration rate does not reach statistical significance (P-value = 0.887); 

(3) The differences of vehicle delays among scenarios with penetration rate of 0% and of 

30%, 50%, 70%, and 100% are large enough to be statistically significant; 

(4) Traffic volume has a statistically significant impact (P-value = 2.45e-15) on queue 

lengths at signalized intersections with the presence of control transitions between 

automation systems and human drivers. The impact that penetration rate has on queue 

lengths is not statistically significant (P-value = 0.184). The interaction effect on queue 

lengths between traffic volume and AV penetration rate does not reach statistical 

significance. 

(5) No statistically significant difference was found in queue lengths in scenarios with 

different penetration rates;  

(6) No statistically significant difference is found in queue lengths in scenarios with 

different levels of AV penetration rate; 
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(7) No interaction effect between traffic volume and penetration rate was found in the both 

vehicle delays and queue lengths� 

(8) A higher market penetration rate of cars with automation systems that disengages at 

permissive left turn signals results in longer delays and longer queues; 

(9) The maximum standard deviation of speed for left-turn lanes occurs when traffic 

volume is 400 veh/h/ln with an AV penetration rate of 50%, which is 5.52 mph. The 

maximum speed standard deviation for shared through and right-turn lanes occurs when 

traffic volume is 800 veh/h/ln with an AV penetration rate of 50%, which is 5.88 mph.  

(10) When traffic demand increases from 400 veh/h/ln to 900 veh/h/ln, the average 

speed standard deviations of traffic flow does not change significantly and is always in 

the range of 1.99 to 2.98 mph. Likewise, the average speed standard deviations of 

traffic flow for the same level of AV penetration rate ranges from 2.40 to 2.66 mph; 

(11) No apparent linear relationship was observed between speed variations and traffic 

volumes for both LL and TRL movements; 

(12) For LL and TRL movements, 23% and 26.6% of the variances of the speed are 

explained by the changes of AV penetration rates, respectively; 

(13) No apparent linear relationship was observed between speed variations and traffic 

volumes for both LL and TRL movements; 

(14) Traffic volume in different scenarios has no direct impact on the speed variations 

of traffic stream. 
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Chapter 7 Contributions and future research 

This research thoroughly studies issues related to control transitions based on narrative review 

(Chapter 2), meta-regression analysis (Chapter 3), modeling (Chapter 4), and simulation (Chapter 

5). The final chapter summarizes main contributions of each part, elaborates on potential 

engineering applications, and suggests directions for the future research. Overall, this dissertation 

provides a theoretical foundation of influencing factors of control transitions, computation 

resources of takeover behavior, and workflow outline for performing a simulation evaluation on 

control transitions’ impact on traffic operations and safety. Detailed conclusions and contributions 

are also presented at the end of each chapter.  

7.1 Theoretical contribution 

Most driving automation systems to date make the task of driving a vehicle shared between the 

system and the driver. Chapter 1 and Chapter 2 identify critical issues in a transportation system 

where vehicles are developed with different levels of automation, drivers are expected to take over 

control when the automation system reaches the limits of its operational design domain, and the 

traditional traffic signals at intersections might remain because of human-driven vehicles.  

 This dissertation theoretically unified control transition related factors and a model used to 

predict takeover behavior. Existing disengagement-related studies focused on individual 

disengagement scenarios such as urban roads with a stationary car, highways with two stationary 

vehicles, highways with a sharp horizontal curve bending to the left, highways with straight and 

curved sections, highway driving with a lead vehicle suddenly brakes, highways with exit lane on 

the left side, and missing pavement markings (Clark et al., 2018; Eriksson and Stanton, 2017; 
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Happee et al., 2017; Li et al., 2019; Madigan et al., 2018; Naujoks et al., 2017b; Petermeijer et al., 

2017a; Petermeijer et al., 2017c;  Sportillo et al., 2018; Wandtner et al., 2018b). This research 

utilized results from previous control-transition studies and extended it to predict takeover 

behavior in new disengagement scenarios. Through meta-regression, DAS modeling, and 

simulation, it is shown that even though triggering events of disengagements could be very 

different, drivers’ response to TORs is only determined by when to take over control and how 

much longitudinal and lateral control is needed. There is no previous research that has similarly 

combined the results of multiple studies and apply them to new scenarios. This research 

systematically assesses study-level results and then derive high-level summary measures of 

takeover behavior. 

7.2 Methodological contribution 

The development of more feasible and reliable driving automation systems when encountering 

permissive left-turn circumstances cannot be separated from the understanding of drivers’ 

behaviors in automated driving systems. Meta-regression analysis was performed by extracting 

independent variables that described the disengagement scenario and by designing a TOQ variable 

that unifies different metrics used in existing studies as a response variable. The methodological 

contribution of this research is twofold: 

• It demonstrated a statistical procedure that combined data from multiple studies focusing 

on the same question—takeover behavior in control transitions to consolidate research 

evidence into a quantitative estimates of drivers’ takeover behavior; and 

• It showed how learned knowledge and quantitative estimates of takeover behavior can be 

incorporated in simulation. 
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Chapter 4 described a model framework to capture the interactions of a DAS during control 

transition in the context of PPLT scenario. The core problem of a DAS in PPLT scenario is how a 

driver might take back control from an automation system. Based on discussions in Chapter 3 and 

Chapter 4, it follows that automation disengagement and driver takeover behavior can be simulated 

by an event-based approach in VISSIM (Chapter 5). This research conducted XGBoost-based 

meta-regression analysis, developed a DAS model whose core is a computational model of 

XGBoost, and implemented the DAS model in VISSIM simulation. The whole process serves as 

a general framework enabling comprehensive data consolidation and knowledge enhancement and 

expansion. The unique model calibration method and simulation analysis in this study have 

potential to be used in practical engineering applications for safety evaluations of signalized 

intersections.  

7.3 Engineering significance 

Automated driving systems have the potential to fundamentally change the entirety of future 

transportation through assisting and replacing human drivers to reduce traffic crashes brought 

about by human errors. Compared to human drivers, driving automation is expected to perform 

driving tasks better through quicker reaction times, better recognition, improved judgment, and the 

elimination of road rage, fatigue driving, distracted driving, and impaired driving.  The following 

three parties are identified to be stakeholders that may interested in the effect of control transitions 

between an automation system and a human driver: 

• Industry 

• Academic institutions (such as universities and research institutes) 

• Governmental agencies 
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One common goal shared by these three parties are to effectively manage the performance 

of a DAS system before fully self-driving technology arrives so that the DAS system in traffic 

stream is safe and efficient.  As illustrated in Figure 7-1, when trying to achieve an effective DAS 

system, automobile manufacturers, academic institutions, and governmental agencies have look 

into both driver behavior and the design of automation systems. This research starts by identifying 

problems in the process of developing a highly automated driving systems where a driver is 

expected to take full control of the vehicle if the automation system disengages.  

Firstly, the automobile manufactures need to design those ADAS feature in a reliable way 

such that whenever an automation system disengages, the risk caused by disengagement can be 

managed by a driver to a tolerable level. The design parameters of the automation system should 

be reasonable and representative. The lead time, operating speed, and takeover time analyzed in 

Figure 7-1 Achieving safety and efficiency goal through efforts of stakeholders 
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this research serve as a solid foundation for the testing and validation of any automation feature 

that may disengage in certain scenarios. The takeover dataset collected and XGBoost model 

trained in this research can serve as a computational engine for practical applications that need to 

estimate driver behavior when designing ADAS features.  

Considering undergoing development of autonomous driving or advanced automated 

driving technologies, the approach to event-based DAS modeling explored in this research centers 

on the development of driver models in the context of disengagement scenarios. AI-based models 

of vehicle control focus on tasks such as lane keeping and car-following, which emphasize more 

on vehicle dynamics and pay little attention to driver and thus fail to generalize cases such as 

takeover behavior after an automation disengagement and NDRTs’ engagement during control 

transitions. Many successes of vehicle behavior models in the research field have exemplified the 

significance of rigorous modeling for both theoretical elaboration of driving behavior and practical 

applications in system development.  

This research is based on the culmination of several years of related work focusing on 

control transitions issues in different disengagement-triggering conditions. The influencing factors 

of takeover behavior have been assessed by XGBoost analysis outside the context of specific 

disengagement-triggering events as a stand-alone set of features input to a computational model. 

During the XGBoost training process, it has demonstrated how the XGBoost regression model can 

account for takeover behavior across a number of empirical studies. It is hoped that both the 

computational model (XGBoost regression) and the DAS framework model can be extended to 

other applicable scenarios in the near future. In fact, the disengagement event in urban driving 

context has unblocked explorations of a number of interesting scenarios. The impact of control 
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transitions in other specific urban driving scenarios can also be assessed following the same steps 

described in Figures 3-6 and 4-3.  

Just as the rapid evolution of electric vehicles, the industry, research institutes, and 

governmental agencies need to have clear strategies to address issues identified in this research. 

The next decade promises to be very exciting for the automobile industry and more advanced 

systems capable of taking control of more and more complex driving tasks will be implemented. 

Researchers must also be able to solve potential problems in the driver-vehicle interaction and to 

provide effective solutions to them. The conclusions and methods presented in this research help 

system designers and technology researchers and innovators in vehicle feature development. This 

research also provides government agencies with valuable insights on control transition issues to 

ensure their safe implementations in the real world.  

7.2 Limitations 

All takeover behavioral data used in this research (Chapter 3) is collected from studies that 

conducted driving simulator-based experiments. When using driving behavior data collected from 

driving simulators, it must acknowledge that there are validity limitations in using driving 

simulator data to assess real world driving scenarios. Besides, as shown in Table 2-14, different 

tools (retrofitted vehicles, Tesla, desktop driving simulator, or full-scale driving simulator), 

different experimental design, different disengagement scenarios, and different behavioral 

measures were used in different studies. The limitation of comparability due to variations in those 

studies should be recognized. 

 Another limitation of this research is the availability of the most up-to-date knowledge on 

autonomous driving technology: as a potential game changing innovation, most of the technologies 
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are patented or are still in development, and how automation might occur and how often it occurs 

depend on the system design and their technology maturity. Meanwhile, this research must make 

reasonable hypothesis and to rely on conclusions from related works. 

 Based on a critical review of the key aspects in driving automation systems, traffic control 

methods, and human-automation interactions, research challenges to address current limitations 

are identified and future research directions are suggested so as to remove barriers for the 

realization of reliable and safe driving automation systems in urban environments.  

7.3 Future research 

The findings identified in this research also raised new questions that can be addressed in 

future research. To start with, one aspect that deserves further investigation is how the modeling 

procedure presented in this research can be extended to study broader operational conditions. The 

XGBoost model can to be trained on a dataset that can feature new scenarios of interest.  

In addition, future research should also account for distinctive driving behavior of 

automated vehicles in VISSIM. Currently, this research adopted the driving behavior parameters 

proposed by (Sukennik, 2018) to model the behavior of cars with automation systems. In future, 

if new driving behavior models become available for cars with automation systems, comparative 

studies can be conducted by implementing different driving behaviors of automated vehicles. 

As mentioned before, the simulation scenario in this research is a simplified case. Vehicle 

delays, queue lengths, and speed variations investigated at the target intersection are a point 

analysis of the impact that control transitions have on urban traffic operations and safety. A more 

realistic traffic network or corridor calibrated by field data can be developed to further assess 

control transitions’ impact on traffic operations and safety. 
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Finally, this research has developed a common procedure for evaluating a broad range of 

future operational principles. There is a great need for better understanding the relationship 

between control transitions and traffic operations. It has been pointed out that disengagement 

events in traffic stream can also been modeled in other ways rather than the event-based approach 

used in this research. It is also important to develop a robust simulation model that allows for 

experimentations with more types of driving behaviors. One possible future exploration could be 

building agent-based models to assess more driver-automation interactions in traffic stream. 

 

 



206 
 

 
 

 

Appendix A Machine learning-based meta-analysis 
Global	setting	
import	time	
import	xgboost	as	xgb	
from	sklearn.tree	import	DecisionTreeRegressor	
from	sklearn.ensemble	import	RandomForestRegressor	
from	sklearn.ensemble	import	AdaBoostRegressor	
from	sklearn.linear_model	import	LinearRegression	
from	xgboost	import	plot_tree	
from	sklearn	import	tree	
import	graphviz	
from	scipy.spatial.distance	import	pdist	
from	sklearn.neighbors	import	DistanceMetric	
from	sklearn.datasets	import	load_boston	
from	sklearn.model_selection	import	train_test_split,	RepeatedKFold	
from	sklearn.model_selection	import	cross_val_score,	KFold,GridSearchCV	
from	sklearn.metrics	import	mean_squared_error	
from	sklearn.model_selection	import	train_test_split		
from	sklearn.metrics	import	mean_squared_error	as	MSE	
from	sklearn.metrics	import	mean_absolute_error	as	MAE	
from	sklearn.metrics	import	explained_variance_score	as	r2	
from	sklearn.metrics	import	r2_score,make_scorer,accuracy_score	
import	csv	
import	numpy	as	np	
import	pandas	as	pd	
from	collections	import	defaultdict	
	

import	matplotlib.pyplot	as	plt		
import	matplotlib.pylab	as	pylab	
params	=	{'legend.fontsize':	'x-large',	
										'figure.figsize':	(15,	5),	

									'axes.labelsize':	'x-large',	

									'axes.titlesize':'x-large',	

									'xtick.labelsize':'x-large',	

									'ytick.labelsize':'x-large'}	

pylab.rcParams.update(params)	

	

#load	data	
d	=	pd.read_csv('prepared_xgboost_data.csv')		
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1	Data	preparation¶	

1.1	Training	and	testing	
d.columns 
Index(['ID', 'Sample size', 'Age_mean', 'Age_sd', 'NDRT', 'Lead_time', 
       'Modality', 'Speed', 'Takeover', 'TTC', 'Deceleration', 'Angle', 
       'Lateral_acceleartion', 'Male_percent', 'Modality_A', 'Modality_V', 
       'Modality_H', 'TOQ', 'Group', 'Age_Y', 'Age_M', 'Age_O', 'Age'], 
      dtype='object') 
X = d[['Age_mean', 'Age_sd', 'NDRT', 'Lead_time', 'Speed', 
        #'Takeover', 'TTC', 'deceleration', 'angle', 
       'Male_percent', 'Modality_A', 'Modality_V', 
       'Modality_H', 'Age_Y', 'Age_M', 'Age_O']] 
y = d['TOQ'] 
X_train, X_test, y_train, y_test=train_test_split(X, y, test_size=0.25) 

2	Model	fitting	and	model	selection	

• For our regression problem, we considered linear regression, decision tree regression, 
random forest regression, AdaBoost regression trees, and XGBoost regression. 

• We can start with its default parameters. 
• We can then set the new parameter values according to the data characteristics. 

2.1	Train	and	compare	multiple	regression	models	
 

l_regression = LinearRegression()  
dt_regression = DecisionTreeRegressor(criterion = 'mse', max_depth = 4) 
rf_regression = RandomForestRegressor(max_depth= 4, random_state=0) 
adab_regression = AdaBoostRegressor(DecisionTreeRegressor(max_depth=4),n_estimators=10) 
xgb_regression = xgb.XGBRegressor(base_score=0.5,  
                        booster='gbtree',  
                        colsample_bylevel=0.8, 
                        colsample_bynode=0.8, colsample_bytree=0.7, gamma=0, gpu_id=-1, 
                        importance_type='gain', interaction_constraints='', 
                        learning_rate=0.300000012, max_delta_step=0, max_depth=3, 
                        min_child_weight=0.8, monotone_constraints='()', 
                        n_estimators=10, n_jobs=0, num_parallel_tree=1, random_state=0, 
                        reg_alpha=0, reg_lambda=1, scale_pos_weight=1, subsample=1) 
 
model_names = ['l_regression','dt_regression', 'rf_regression','adab_regression','xgb_regression'] 
model_algorithms = [l_regression, dt_regression, rf_regression, xgb_regression, adab_regression]  
results = defaultdict(list) 
linetype = ['x', 'o', '*','d','^'] 
plt.figure(figsize=(18,10)) 
x_ax = range(len(y_test)) 
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plt.plot(x_ax, y_test, label='Test dataset', color="blue", linestyle = '--',alpha = 0.6, linewidth = 3) 
i = -1 
for name, algorithm in zip(model_names, model_algorithms): 
    i += 1 
    # model training 
    t0 = time.time() 
    m = algorithm.fit(X_train, y_train) 
    t1 = time.time() 
    #print('training_time:%.2f' %(t1-t0)) 
    # training score     
    # testing accuracy 
    y_pred = m.predict(X_test) 
    print(m,y_pred) 
    print('training score:%.2f' % m.score(X_train, y_train)) 
     
    m_RMSE = mean_squared_error(y_test, y_pred)**(1/2.0) 
    print("RMSE: %.2f" % m_RMSE) 
    m_MAE = MAE(y_test, y_pred) 
    print("MAE : % f" % (m_MAE)) 
    m_R2 = r2(y_test, y_pred) 
    print("R2 : % f" % (m_R2)) 
    results[name].append(algorithm.score(X_train, y_train)) 
    results[name].append(m_RMSE) 
    results[name].append(m_MAE) 
    results[name].append(m_R2) 
    plt.plot(x_ax, y_pred, label=name, marker = linetype[i],markersize=12) 
plt.title("Driver TOQ test and predicted data",fontsize=17) 
plt.xlabel('Sample ID',fontsize=14) 
plt.ylabel('TOQ',fontsize=14) 
plt.legend() 
plt.savefig('regression.png') 
plt.show() 
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2.2	Fit	XGBoost	model	with	training	data.	
m_0 = xgb_r0.fit(X_train, y_train) 
score_0 = xgb_r0.score(X_train, y_train)   
m_1 = xgb_r1.fit(X_train, y_train) 
score_1 = xgb_r1.score(X_train, y_train)   
print("Training score of the original model with default parameters in xgboost: ", score_0) 
print("Training score of a slightly tuned model: ", score_1) 
Training score of the original model with default parameters in xgboost:  0.9920678901069927 
Training score of a slightly tuned model:  0.9651487763041269 

2.3	Feature	selection	using	XGBoost	
xgb.plot_importance(m_0)  
plt.show() 
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xgb.plot_importance(m_1) 
plt.show() 

 
 

X_sf = d[['Age_mean', 'Lead_time', 'Speed', 'Age_sd', 'NDRT',  
        #'Takeover', 'TTC', 'deceleration', 'angle', 
       'Male_percent',  
       'Modality_A', 'Modality_V','Modality_H']] 
y = d['TOQ'] 
 
#prepare training and test data with selected features 
X_train_sf, X_test_sf, y_train, y_test=train_test_split(X_sf, y, test_size=0.30, random_state= 88) 
m_2 = xgb_r1.fit(X_train_sf, y_train) 

3	Fine	tune	XGBoost	

General Approach for Parameter Tuning 

• Choose a relatively high learning rate. Generally a learning rate of 0.1 works but somewhere 
between 0.05 to 0.3 should work for different problems. XGBoost has a very useful function 
called as “cv” which performs cross-validation at each boosting iteration and thus returns 
the optimum number of trees required. 

• Tune tree-specific parameters ( max_depth, min_child_weight, subsample, 
colsample_bytree) for decided learning rate and number of trees. Note that we can choose 
different parameters to define a tree and I’ll take up an example here. 

• Tune regularization parameters (gamma, lambda, alpha) for xgboost which can help reduce 
model complexity and enhance performance. 

• Lower the learning rate and decide the optimal parameters . 

3.1	Fix	learning	rate	and	number	of	estimators	for	tuning	tree-based	parameters	

• max_depth = 5 : This should be between 3-10. We start with 5 but can choose a different 
number as well. For instance 4-6 can be good starting points. 

• min_child_weight = 3: A smaller value is chosen because it is a highly imbalanced class 
problem and leaf nodes can have smaller size groups. 
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• gamma = 0 : A smaller value like 0.1-0.2 can also be chosen for starting. This will anyways 
be tuned later. 

• subsample = 0.8 
• colsample_bytree = 0.8: This is a commonly used used start value. Typical values range 

between 0.5-0.9. 

Note: all the above are initial estimates and will be tuned later. Let's take the default learning rate of 
0.3 here. 
	

xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.3,  
                                n_estimators=15,  
                                max_depth=5, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8, 
                                nthread=4, 
                                seed=123) 
xgb_regression.fit(X_train_sf,y_train) 
 
y_pred= xgb_regression.predict(X_test_sf) 
 
rmse = np.sqrt(mean_squared_error(y_test, y_pred)) 
print("RMSE: %f" % (rmse)) 
RMSE: 0.311697 

3.2	Tune	max_depth	and	min_child_weight	

We tune these two first as they have the highest impact on model results. To start with, let’s set 
wider ranges and then we will perform another iteration for smaller ranges. 

Note: Grid search will be used here. 
param_test1 = { 
            'max_depth':[2,3,4,5,6], 
            'min_child_weight':[1,2,3,4,5,6] 
            } 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.3,  
                                n_estimators=15,  
                                max_depth=5, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8 
                                nthread=4, 
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                                seed=123) 
gsearch1 = GridSearchCV(estimator = xgb_regression, 
                        param_grid = param_test1,  
                        scoring='neg_root_mean_squared_error',n_jobs=4,cv=5) 
gsearch1.fit(X_train_sf,y_train) 
gsearch1.cv_results_, gsearch1.best_params_, gsearch1.best_score_ 
({'mean_fit_time': array([0.06914434, 0.06477427, 0.07418652, 0.08946395, 0.07399149, 
         0.07418313, 0.08257132, 0.04834652, 0.03838239, 0.03309889, 
         0.02857733, 0.01923876, 0.02565651, 0.03169475, 0.0262897 , 
         0.0217351 , 0.0255991 , 0.01748786, 0.03509641, 0.04841871, 
         0.05525994, 0.04165025, 0.02619538, 0.03762488, 0.04483619, 
         0.04031148, 0.03043842, 0.03587546, 0.02648158, 0.02418895]), 
  'std_fit_time': array([0.02213433, 0.01733126, 0.01693679, 0.01925612, 0.01037552, 
         0.010806  , 0.0162457 , 0.01935588, 0.01352371, 0.01117872, 
         0.00573296, 0.00289405, 0.004512  , 0.0073314 , 0.00827404, 
         0.00438414, 0.00567055, 0.00278533, 0.00400507, 0.02084447, 
         0.02387915, 0.0168719 , 0.00817314, 0.02497207, 0.01038586, 
         0.01195659, 0.00515445, 0.00728379, 0.00570908, 0.00893661]), 
  'mean_score_time': array([0.02290215, 0.02548485, 0.0276731 , 0.02675705, 0.02583351, 
         0.03039956, 0.03011417, 0.02607913, 0.0299943 , 0.03190985, 
         0.02411203, 0.031602  , 0.03362484, 0.02846489, 0.02671523, 
         0.03016214, 0.02761588, 0.02830238, 0.02871351, 0.03150692, 
         0.02514129, 0.0282145 , 0.03144321, 0.02746887, 0.02619486, 
         0.02990918, 0.02582316, 0.02786756, 0.02721434, 0.0232223 ]), 
  'std_score_time': array([0.00287229, 0.00448565, 0.00438941, 0.00336137, 0.0027243 , 
         0.00137548, 0.00200494, 0.00255534, 0.00374077, 0.01032948, 
         0.00371764, 0.00820281, 0.00173397, 0.00900439, 0.00654243, 
         0.00467975, 0.00617575, 0.00786779, 0.00776421, 0.00564419, 
         0.00437671, 0.00576635, 0.00669617, 0.00462996, 0.00258719, 
         0.00545624, 0.00490076, 0.00548594, 0.00319542, 0.00462534]),  
  'param_max_depth': masked_array(data=[2, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 
                     5, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6, 6], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False],  
         fill_value='?', 
              dtype=object), 
  'param_min_child_weight': masked_array(data=[1, 2, 3, 4, 5, 6, 1, 2, 3, 4, 5, 6, 1, 2, 3, 4, 5, 6, 
                     1, 2, 3, 4, 5, 6, 1, 2, 3, 4, 5, 6], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False], 
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         fill_value='?', 
              dtype=object), 
  'params': [{'max_depth': 2, 'min_child_weight': 1}, 
   {'max_depth': 2, 'min_child_weight': 2}, 
   {'max_depth': 2, 'min_child_weight': 3}, 
   {'max_depth': 2, 'min_child_weight': 4}, 
   {'max_depth': 2, 'min_child_weight': 5}, 
   {'max_depth': 2, 'min_child_weight': 6}, 
   {'max_depth': 3, 'min_child_weight': 1}, 
   {'max_depth': 3, 'min_child_weight': 2}, 
   {'max_depth': 3, 'min_child_weight': 3}, 
   {'max_depth': 3, 'min_child_weight': 4}, 
   {'max_depth': 3, 'min_child_weight': 5}, 
   {'max_depth': 3, 'min_child_weight': 6}, 
   {'max_depth': 4, 'min_child_weight': 1}, 
   {'max_depth': 4, 'min_child_weight': 2}, 
   {'max_depth': 4, 'min_child_weight': 3}, 
   {'max_depth': 4, 'min_child_weight': 4}, 
   {'max_depth': 4, 'min_child_weight': 5}, 
   {'max_depth': 4, 'min_child_weight': 6}, 
   {'max_depth': 5, 'min_child_weight': 1}, 
   {'max_depth': 5, 'min_child_weight': 2}, 
   {'max_depth': 5, 'min_child_weight': 3}, 
   {'max_depth': 5, 'min_child_weight': 4}, 
   {'max_depth': 5, 'min_child_weight': 5}, 
   {'max_depth': 5, 'min_child_weight': 6}, 
   {'max_depth': 6, 'min_child_weight': 1}, 
   {'max_depth': 6, 'min_child_weight': 2}, 
   {'max_depth': 6, 'min_child_weight': 3}, 
   {'max_depth': 6, 'min_child_weight': 4}, 
   {'max_depth': 6, 'min_child_weight': 5}, 
   {'max_depth': 6, 'min_child_weight': 6}], 
  'split0_test_score': array([-0.94245889, -0.92056283, -1.17855449, -1.14651788, -1.16464744, 
         -1.10468371, -0.79421058, -0.91640572, -1.15781442, -1.14651788, 
         -1.16464744, -1.10468371, -0.78725149, -0.91341449, -1.15781442, 
         -1.14651788, -1.16464744, -1.10468371, -0.79303033, -0.91674564, 
         -1.15781442, -1.14651788, -1.16464744, -1.10468371, -0.79200763, 
         -0.91674564, -1.15781442, -1.14651788, -1.16464744, -1.10468371]), 
  'split1_test_score': array([-0.21035683, -0.66466289, -1.2754679 , -1.30270059, -0.64272579, 
         -0.6855188 , -0.59635561, -0.69659788, -1.23887359, -1.30270059, 
         -0.64272579, -0.6855188 , -0.60431161, -0.701104  , -1.19129511, 
         -1.30270059, -0.64272579, -0.6855188 , -0.60613996, -0.701104  , 
         -1.19129511, -1.30270059, -0.64272579, -0.6855188 , -0.60613996, 
         -0.701104  , -1.19129511, -1.30270059, -0.64272579, -0.6855188 ]), 
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  'split2_test_score': array([-0.32924678, -0.7331672 , -0.78366722, -0.92953401, -1.08658606, 
         -1.26881116, -0.42979857, -0.66695107, -0.75510595, -0.9304019 , 
         -1.08658606, -1.26881116, -0.43027843, -0.66773192, -0.75510595, 
         -0.9304019 , -1.08658606, -1.26881116, -0.43027843, -0.66773192, 
         -0.75510595, -0.9304019 , -1.08658606, -1.26881116, -0.43027843, 
         -0.66773192, -0.75510595, -0.9304019 , -1.08658606, -1.26881116]), 
  'split3_test_score': array([-0.45571388, -0.19003662, -0.48148195, -0.22597922, -0.72263102, 
         -0.46509092, -0.61775814, -0.47338089, -0.41173669, -0.19508305, 
         -0.72263102, -0.46509092, -0.61736027, -0.3808303 , -0.41173669, 
         -0.19508305, -0.72263102, -0.46509092, -0.61736027, -0.3808303 , 
         -0.41173669, -0.19508305, -0.72263102, -0.46509092, -0.61736027, 
         -0.3808303 , -0.41173669, -0.19508305, -0.72263102, -0.46509092]), 
  'split4_test_score': array([-1.64759495, -1.7944064 , -1.86000927, -1.94807055, -2.11575773,  
         -2.24245552, -1.43804362, -1.70503197, -1.82271224, -1.94807055, 
         -2.11575773, -2.24245552, -1.32191085, -1.7036034 , -1.82518975, 
         -1.94807055, -2.11575773, -2.24245552, -1.32191085, -1.7036034 , 
         -1.82518975, -1.94807055, -2.11575773, -2.24245552, -1.32191085, 
         -1.7036034 , -1.82518975, -1.94807055, -2.11575773, -2.24245552]), 
  'mean_test_score': array([-0.71707427, -0.86056719, -1.11583616, -1.11056045, -1.14646961, 
         -1.15331202, -0.77523331, -0.89167351, -1.07724858, -1.10455479, 
         -1.14646961, -1.15331202, -0.75222253, -0.87333682, -1.06822838, 
         -1.10455479, -1.14646961, -1.15331202, -0.75374397, -0.87400305, 
         -1.06822838, -1.10455479, -1.14646961, -1.15331202, -0.75353943, 
         -0.87400305, -1.06822838, -1.10455479, -1.14646961, -1.15331202]), 
  'std_test_score': array([0.52766446, 0.52533335, 0.46817752, 0.55765374, 0.52475383, 
         0.61553507, 0.35094115, 0.43027597, 0.47644759, 0.56745213, 
         0.52475383, 0.61553507, 0.30642627, 0.44843037, 0.47438141, 
         0.56745213, 0.52475383, 0.61553507, 0.30639009, 0.44849189, 
         0.47438141, 0.56745213, 0.52475383, 0.61553507, 0.30636414, 
         0.44849189, 0.47438141, 0.56745213, 0.52475383, 0.61553507]), 
  'rank_test_score': array([ 1,  6, 20, 19, 21, 26,  5, 10, 14, 15, 21, 26,  2,  7, 11, 15, 21, 
         26,  4,  8, 11, 15, 21, 26,  3,  8, 11, 15, 21, 26], dtype=int32)}, 
 {'max_depth': 2, 'min_child_weight': 1}, 
 -0.7170742658539622) 
 
Here, we have 5∗6=305∗6=30 combinations with wider steps between values. The optimal values 
for max_depth and min_child_weight are 2 and 1, respectively. Let's go one step deeper and look for 
optimum values. 
 

3.3	Tune	gamma	

Next we tune gamma by using the parameters already tuned above. gamma controls the minimum 
loss reduction required to make a further partition on a leaf node of the tree. The larger gamma is, 
the more conservative the algorithm will be. 
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XGBoost supports regularization by regularization parameters to penalize the model as it become 
more complex. 

gamma: controls whether a given node will split based on the expected reduction in loss after the 
split. A higher value leads to fewer splits. Supported only for tree-based learners. reg_alpha: L1 
regularization on leaf weights. A large value leads to more regularization. reg_lambda: L2 
regularization on leaf weights and is smoother than L1 regularization. We will first tune gamma and 
come back to reg_alpha and reg_lambda later. 

 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.1,  
                                n_estimators=10,  
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8, 
                                nthread=4, 
                                seed=123) 
param_test3 = {'gamma': [0, 0.01, 0.05, 0.1,0.2,0.3,0.4,0.5]} 
grid_search3 = GridSearchCV(estimator = xgb_regression,  
                         param_grid = param_test3, 
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=4,  
                         cv=5) 
 
grid_search3.fit(X_train_sf,y_train) 
grid_search3.cv_results_, grid_search3.best_params_, grid_search3.best_score_ 
({'mean_fit_time': array([0.02588873, 0.03407421, 0.03873544, 0.0669899 , 0.05812616, 
         0.06388497, 0.0688868 , 0.0560194 ]), 
  'std_fit_time': array([0.01005763, 0.02447646, 0.01978489, 0.00439791, 0.01885385, 
         0.00685591, 0.01094218, 0.0112568 ]), 
  'mean_score_time': array([0.02224045, 0.02858472, 0.02645292, 0.02833934, 0.02508025, 
         0.02428141, 0.0272007 , 0.02363753]), 
  'std_score_time': array([0.00758065, 0.00533258, 0.00530758, 0.0066716 , 0.00349368, 
         0.0019218 , 0.00549833, 0.00284006]), 
  'param_gamma': masked_array(data=[0, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5], 
               mask=[False, False, False, False, False, False, False, False], 
         fill_value='?', 
              dtype=object), 
  'params': [{'gamma': 0}, 
   {'gamma': 0.01}, 
   {'gamma': 0.05}, 
   {'gamma': 0.1}, 
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   {'gamma': 0.2}, 
   {'gamma': 0.3}, 
   {'gamma': 0.4}, 
   {'gamma': 0.5}], 
  'split0_test_score': array([-2.35769618, -2.35769618, -2.36006415, -2.36006415, -2.36006415, 
         -2.36006415, -2.36006415, -2.36006415]), 
  'split1_test_score': array([-1.52574078, -1.52574078, -1.52574078, -1.52574078, -1.53090985, 
         -1.53090985, -1.53090985, -1.53090985]), 
  'split2_test_score': array([-1.68697007, -1.68697007, -1.68697007, -1.68697007, -1.68697007, 
         -1.69067052, -1.69067052, -1.69067052]), 
  'split3_test_score': array([-2.04681348, -2.04681348, -2.04681348, -2.06055674, -2.06055674, 
         -2.06055674, -2.06055674, -2.06055674]), 
  'split4_test_score': array([-1.73210222, -1.73210222, -1.73210222, -1.73210222, -1.73210222, 
         -1.7260718 , -1.7260718 , -1.75357384]), 
  'mean_test_score': array([-1.86986455, -1.86986455, -1.87033814, -1.87308679, -1.87412061, 
         -1.87365461, -1.87365461, -1.87915502]), 
  'std_test_score': array([0.29669535, 0.29669535, 0.29747453, 0.29915122, 0.29795561, 
         0.29808203, 0.29808203, 0.29555098]), 
  'rank_test_score': array([1, 1, 3, 4, 7, 5, 5, 8], dtype=int32)}, 
 {'gamma': 0}, 
 -1.869864547896928) 
This shows that thee original value of gamma 0 is the optimum one. Before proceeding, it is always good 
to re-calibrate the number of boosting rounds for the updated parameters. 

 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.1,  
                                n_estimators=10,  
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8, 
                                nthread=4, 
                                seed=123) 

3.4	Tune	subsamplee	vs	colsample_bytree	

After tuning n_estimator, learning_rate, and gamma the next step would be tune 
different subsample and colsample_bytree values. 

 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.3,  
                                n_estimators=10,  
                                max_depth=2,  
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                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8,  
                                nthread=4, 
                                seed=123) 
 
param_test4 = {'subsample': [0.4,0.5,0.6,0.7,0.8,0.9,1], 
                'colsample_bytree': [0.4,0.5,0.6,0.7,0.8,0.9,1]} 
grid_search4 = GridSearchCV(estimator = xgb_regression,  
                         param_grid = param_test4, 
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=4,  
                         cv=5) 
 
grid_search4.fit(X_train_sf,y_train) 
grid_search4.cv_results_, grid_search4.best_params_, grid_search4.best_score_ 
({'mean_fit_time': array([0.02401104, 0.02839031, 0.03625879, 0.06129494, 0.04813538, 
         0.05845852, 0.056043  , 0.05582967, 0.05845456, 0.05102868, 
         0.07342143, 0.05962811, 0.05902791, 0.0609838 , 0.0671452 , 
         0.05867262, 0.06588154, 0.05932074, 0.05786929, 0.05964894, 
         0.06096973, 0.06511326, 0.06704717, 0.05620999, 0.10220819, 
         0.12837429, 0.02295389, 0.01899405, 0.03110919, 0.04112554, 
         0.08053155, 0.06513333, 0.04954982, 0.05600228, 0.06830354, 
         0.06622772, 0.06363144, 0.06672168, 0.068116  , 0.06890159, 
         0.06731286, 0.0625031 , 0.06065059, 0.06258759, 0.05712605, 
         0.0642591 , 0.05952544, 0.05211744, 0.05202317]), 
  'std_fit_time': array([0.01321923, 0.0218998 , 0.01932402, 0.00640247, 0.0094431 , 
         0.00853089, 0.00798951, 0.00955132, 0.01187426, 0.00619858, 
         0.01475219, 0.00897614, 0.01068187, 0.01318507, 0.00841225, 
         0.01086231, 0.01356221, 0.00647474, 0.01377158, 0.0037393 , 
         0.01264164, 0.01846265, 0.01007461, 0.01155028, 0.0310341 , 
         0.02121366, 0.00813713, 0.00805909, 0.01929991, 0.02434578, 
         0.05594366, 0.0323223 , 0.00686093, 0.0041766 , 0.01404047, 
         0.0093477 , 0.01109986, 0.01051193, 0.0097402 , 0.01714138, 
         0.00875801, 0.01183351, 0.01248274, 0.00915558, 0.01706628, 
         0.0090715 , 0.00508845, 0.01328112, 0.01024234]), 
  'mean_score_time': array([0.03494496, 0.02263417, 0.02610006, 0.0268671 , 0.03109713, 
         0.03133564, 0.03574634, 0.03087144, 0.03437204, 0.03015213, 
         0.0279038 , 0.03000369, 0.02491431, 0.03055835, 0.02875156, 
         0.02643661, 0.03139582, 0.02692924, 0.02734914, 0.033498  , 
         0.02334223, 0.02817521, 0.02701969, 0.02579355, 0.03342557, 
         0.04823661, 0.00731382, 0.01426029, 0.0268846 , 0.03549519, 
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         0.0423728 , 0.01905503, 0.01838465, 0.02315688, 0.02681656, 
         0.02464018, 0.02337346, 0.02567301, 0.02156653, 0.02784753, 
         0.02416921, 0.02361097, 0.0261476 , 0.02914624, 0.03054495, 
         0.02767363, 0.03681436, 0.03324165, 0.02745643]), 
  'std_score_time': array([0.01477914, 0.00289531, 0.00083252, 0.00460025, 0.00305415, 
         0.00653466, 0.00723589, 0.00676733, 0.00307002, 0.00572064, 
         0.00468972, 0.00478972, 0.00046948, 0.00466054, 0.005585  , 
         0.00222191, 0.00647737, 0.00767324, 0.00390148, 0.00824059, 
         0.0032644 , 0.00413921, 0.00270272, 0.00416749, 0.00691636, 
         0.00763115, 0.00437483, 0.0053561 , 0.00909144, 0.01352221, 
         0.01724874, 0.00416886, 0.00282106, 0.00465836, 0.00410217, 
         0.00759741, 0.00369999, 0.00433855, 0.00451719, 0.00454294, 
         0.00584997, 0.00525147, 0.00322359, 0.00536542, 0.00621586, 
         0.0021428 , 0.00863789, 0.00543495, 0.0086225 ]), 
  'param_colsample_bytree': masked_array(data=[0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.5, 0.5, 0.5, 0.5, 
                     0.5, 0.5, 0.5, 0.6, 0.6, 0.6, 0.6, 0.6, 0.6, 0.6, 0.7, 
                     0.7, 0.7, 0.7, 0.7, 0.7, 0.7, 0.8, 0.8, 0.8, 0.8, 0.8, 
                     0.8, 0.8, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 1, 1, 1, 
                     1, 1, 1, 1], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False], 
         fill_value='?', 
              dtype=object), 
  'param_subsample': masked_array(data=[0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 0.4, 0.5, 0.6, 0.7, 
                     0.8, 0.9, 1, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 0.4, 0.5, 
                     0.6, 0.7, 0.8, 0.9, 1, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 
                     0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 0.4, 0.5, 0.6, 0.7, 
                     0.8, 0.9, 1], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False], 
         fill_value='?', 
              dtype=object), 
  'params': [{'colsample_bytree': 0.4, 'subsample': 0.4}, 
   {'colsample_bytree': 0.4, 'subsample': 0.5}, 
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   {'colsample_bytree': 0.4, 'subsample': 0.6}, 
   {'colsample_bytree': 0.4, 'subsample': 0.7}, 
   {'colsample_bytree': 0.4, 'subsample': 0.8}, 
   {'colsample_bytree': 0.4, 'subsample': 0.9}, 
   {'colsample_bytree': 0.4, 'subsample': 1}, 
   {'colsample_bytree': 0.5, 'subsample': 0.4}, 
   {'colsample_bytree': 0.5, 'subsample': 0.5}, 
   {'colsample_bytree': 0.5, 'subsample': 0.6}, 
   {'colsample_bytree': 0.5, 'subsample': 0.7}, 
   {'colsample_bytree': 0.5, 'subsample': 0.8}, 
   {'colsample_bytree': 0.5, 'subsample': 0.9}, 
   {'colsample_bytree': 0.5, 'subsample': 1}, 
   {'colsample_bytree': 0.6, 'subsample': 0.4}, 
   {'colsample_bytree': 0.6, 'subsample': 0.5}, 
   {'colsample_bytree': 0.6, 'subsample': 0.6}, 
   {'colsample_bytree': 0.6, 'subsample': 0.7}, 
   {'colsample_bytree': 0.6, 'subsample': 0.8}, 
   {'colsample_bytree': 0.6, 'subsample': 0.9}, 
   {'colsample_bytree': 0.6, 'subsample': 1}, 
   {'colsample_bytree': 0.7, 'subsample': 0.4}, 
   {'colsample_bytree': 0.7, 'subsample': 0.5}, 
   {'colsample_bytree': 0.7, 'subsample': 0.6}, 
   {'colsample_bytree': 0.7, 'subsample': 0.7}, 
   {'colsample_bytree': 0.7, 'subsample': 0.8}, 
   {'colsample_bytree': 0.7, 'subsample': 0.9}, 
   {'colsample_bytree': 0.7, 'subsample': 1}, 
   {'colsample_bytree': 0.8, 'subsample': 0.4}, 
   {'colsample_bytree': 0.8, 'subsample': 0.5}, 
   {'colsample_bytree': 0.8, 'subsample': 0.6}, 
   {'colsample_bytree': 0.8, 'subsample': 0.7}, 
   {'colsample_bytree': 0.8, 'subsample': 0.8}, 
   {'colsample_bytree': 0.8, 'subsample': 0.9}, 
   {'colsample_bytree': 0.8, 'subsample': 1}, 
   {'colsample_bytree': 0.9, 'subsample': 0.4}, 
   {'colsample_bytree': 0.9, 'subsample': 0.5}, 
   {'colsample_bytree': 0.9, 'subsample': 0.6}, 
   {'colsample_bytree': 0.9, 'subsample': 0.7}, 
   {'colsample_bytree': 0.9, 'subsample': 0.8}, 
   {'colsample_bytree': 0.9, 'subsample': 0.9}, 
   {'colsample_bytree': 0.9, 'subsample': 1}, 
   {'colsample_bytree': 1, 'subsample': 0.4}, 
   {'colsample_bytree': 1, 'subsample': 0.5}, 
   {'colsample_bytree': 1, 'subsample': 0.6}, 
   {'colsample_bytree': 1, 'subsample': 0.7}, 



220 
 

 
 

   {'colsample_bytree': 1, 'subsample': 0.8}, 
   {'colsample_bytree': 1, 'subsample': 0.9}, 
   {'colsample_bytree': 1, 'subsample': 1}], 
  'split0_test_score': array([-1.7628876 , -1.30921623, -1.08415269, -1.15259107, -1.1157705 , 
         -1.22111069, -1.30638414, -1.60347662, -1.20348606, -0.92818691, 
         -1.09406079, -1.04096788, -1.24252482, -1.24796196, -1.51044896, 
         -1.20053664, -0.92818691, -1.12355883, -1.20874163, -1.25336989, 
         -1.14673176, -1.62570763, -1.28605567, -0.98466808, -1.11358096, 
         -1.09796477, -1.25034077, -1.17204958, -1.46481198, -1.22589389, 
         -1.13417624, -1.17671299, -1.09534366, -1.14313029, -1.18624596, 
         -1.47068842, -1.2353872 , -1.13391814, -1.17671299, -1.09534366, 
         -1.14799975, -1.1412127 , -1.46592076, -1.21251926, -1.01160365, 
         -1.03630359, -1.02428154, -1.09351365, -1.1612162 ]), 
  'split1_test_score': array([-0.59715712, -0.62238519, -0.42385317, -0.48318162, -0.67716608, 
         -0.76943392, -0.53601463, -0.58261641, -0.84032483, -0.93965168, 
         -0.82498227, -0.76626622, -0.94274458, -0.69292127, -0.99046458, 
         -1.01730388, -1.07595132, -0.8357405 , -1.00259158, -0.76466292, 
         -0.40834191, -1.03440367, -1.06234323, -1.09573312, -0.8713116 , 
         -0.347244  , -0.75686897, -0.67331162, -0.91087908, -1.11695939, 
         -1.01811768, -0.9329267 , -0.37857707, -0.67962895, -0.70594693, 
         -0.67466594, -0.85896619, -0.92092898, -0.75044675, -0.18404703, 
         -0.62223933, -0.70514651, -0.65612042, -0.55148708, -0.5053159 , 
         -0.4199305 , -0.19318244, -0.51171309, -0.70514651]), 
  'split2_test_score': array([-0.97199732, -0.79555323, -0.58742926, -0.61797753, -0.62741858, 
         -0.63345774, -0.74201612, -1.20326674, -1.11663015, -0.7349229 , 
         -0.79666944, -0.58782444, -0.73043086, -0.64261989, -1.15696903, 
         -1.24541975, -0.59035719, -0.69039687, -0.49543637, -0.4653024 , 
         -0.77755644, -1.13872372, -1.18769623, -0.68000896, -0.6220898 , 
         -0.50421403, -0.49025561, -0.52137989, -1.06143791, -0.94693573, 
         -0.57484174, -0.66303517, -0.42838537, -0.45107578, -0.51098292, 
         -1.10870189, -0.94693573, -0.57363219, -0.66303517, -0.42838537, 
         -0.45107578, -0.5646402 , -1.01583915, -0.95511233, -0.48217436, 
         -0.59331084, -0.44161474, -0.47033287, -0.51666764]), 
  'split3_test_score': array([-1.12708027, -0.89339454, -0.40132592, -0.53096956, -0.67622562, 
         -0.45050122, -0.98289304, -1.0716967 , -0.75242376, -0.66189255, 
         -0.58044314, -0.51070355, -0.44281561, -0.65896076, -1.0716967 , 
         -0.78229733, -0.60100987, -0.6843039 , -0.39170725, -0.5296356 , 
         -0.39995164, -1.0569535 , -0.63971385, -0.63338712, -0.55286462, 
         -0.50025741, -0.3299186 , -0.30370805, -0.90220537, -0.73258763, 
         -0.83036665, -0.71581645, -0.39094754, -0.42666085, -0.34262408, 
         -0.8306946 , -0.6209772 , -0.7199182 , -0.88389703, -0.3623849 , 
         -0.36999071, -0.40225972, -0.8306946 , -0.62846953, -0.58960229, 
         -0.88173819, -0.48004918, -0.53230979, -0.40225972]), 
  'split4_test_score': array([-1.59342646, -1.66367242, -1.54203422, -1.63231579, -1.59290036, 
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         -1.6035661 , -1.78204042, -1.8566331 , -1.76717212, -1.57336459, 
         -1.6834196 , -1.53420136, -1.61191996, -1.73089471, -1.9608922 , 
         -1.80470867, -1.61271402, -1.48754413, -1.55698818, -1.471161  , 
         -1.46572696, -1.76488353, -1.6704591 , -1.65091064, -1.59742587, 
         -1.62275389, -1.51521598, -1.42146829, -1.77479812, -1.6704591 , 
         -1.70437149, -1.63652343, -1.58892687, -1.42863989, -1.36958875, 
         -1.77479812, -1.69649787, -1.69833135, -1.50120299, -1.44418603, 
         -1.53226375, -1.60683274, -1.77479812, -1.75123836, -1.67134914, 
         -1.49867062, -1.44418603, -1.53226375, -1.60056412]), 
  'mean_test_score': array([-1.21050976, -1.05684432, -0.80775905, -0.88340711, -0.93789623, 
         -0.93561394, -1.06986967, -1.26353791, -1.13600739, -0.96760373, 
         -0.99591505, -0.88799269, -0.99408717, -0.99467172, -1.33809429, 
         -1.21005325, -0.96164386, -0.96430885, -0.931093  , -0.89682636, 
         -0.83966174, -1.32413441, -1.16925362, -1.00894158, -0.95145457, 
         -0.81448682, -0.86851999, -0.81838349, -1.22282649, -1.13856715, 
         -1.05237476, -1.02500295, -0.7764361 , -0.82582715, -0.82307773, 
         -1.1719098 , -1.07175284, -1.00934577, -0.99505898, -0.7028694 , 
         -0.82471387, -0.88401837, -1.14867461, -1.01976531, -0.85200907,  
         -0.88599075, -0.71666279, -0.82802663, -0.87717084]), 
  'std_test_score': array([0.42232608, 0.378332  , 0.44196613, 0.4445604 , 0.37242926, 
         0.41998024, 0.43890326, 0.44077432, 0.35717288, 0.32152167, 
         0.38048097, 0.37101279, 0.4048431 , 0.43217495, 0.35838633, 
         0.33914123, 0.37576285, 0.30629923, 0.43696207, 0.39887159, 
         0.41701043, 0.30819243, 0.33377597, 0.36591914, 0.3787722 , 
         0.47895315, 0.44936492, 0.41543683, 0.34333221, 0.31386108, 
         0.37690587, 0.35554697, 0.48782698, 0.39628543, 0.39307098, 
         0.40507222, 0.36909043, 0.39284897, 0.30711948, 0.48250061, 
         0.44553678, 0.43696647, 0.41328972, 0.43561079, 0.45224324, 
         0.37439614, 0.45378155, 0.41997162, 0.44476401]), 
  'rank_test_score': array([45, 36,  4, 15, 22, 21, 37, 47, 39, 26, 30, 18, 27, 28, 49, 44, 24, 
         25, 20, 19, 11, 48, 42, 31, 23,  5, 13,  6, 46, 40, 35, 34,  3,  9, 
          7, 43, 38, 32, 29,  1,  8, 16, 41, 33, 12, 17,  2, 10, 14], 
        dtype=int32)}, 
 {'colsample_bytree': 0.9, 'subsample': 0.8}, 
 -0.7028693982744602) 
 
Here, it is found that 0.9 was the optimal value for colsample_bytree and 0.8 is the optimal value for 
subsample. A careful action is that we try values in 0.02 interval around these two optimal values. 
 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.3,  
                                n_estimators=10,  
                                max_depth=2, 
                                min_child_weight=1,  
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                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.8, 
                                nthread=4, 
                                seed=123) 
 
 
param_test4 = {'subsample': [0.7,0.76,0.78, 0.8,0.82,0.84,0.86,0.88,0.9,0.92,0.94,0.96], 
                'colsample_bytree': [0.72,0.74,0.76,0.78,0.8,0.92,0.94,0.96,0.98]} 
grid_search4 = GridSearchCV(estimator = xgb_regression,  
                         param_grid = param_test4, 
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=4,  
                         cv=5) 
 
grid_search4.fit(X_train_sf,y_train) 
grid_search4.cv_results_, grid_search4.best_params_, grid_search4.best_score_ 
({'mean_fit_time': array([0.02234187, 0.02497082, 0.03654051, 0.05481458, 0.04758868, 
         0.06597133, 0.06660638, 0.07431946, 0.06711326, 0.05986271, 
         0.06953979, 0.06021109, 0.06712332, 0.06564665, 0.06804471, 
         0.06846428, 0.07062893, 0.06283197, 0.07027612, 0.05814881, 
         0.06297879, 0.06623044, 0.06885848, 0.05652232, 0.06896038, 
         0.05829268, 0.06784973, 0.07017508, 0.06910124, 0.06851435, 
         0.07165194, 0.06803174, 0.06206713, 0.05519753, 0.07300835, 
         0.06384616, 0.07445803, 0.06367531, 0.06950235, 0.06282907, 
         0.07378926, 0.061443  , 0.07160678, 0.068329  , 0.06913743, 
         0.06683736, 0.07131672, 0.05959945, 0.06326737, 0.06675334, 
         0.07188458, 0.06372705, 0.06708207, 0.0657023 , 0.07001915, 
         0.06681485, 0.07586107, 0.06308994, 0.07158127, 0.06747079, 
         0.06299868, 0.0670712 , 0.07246723, 0.06827979, 0.07055016, 
         0.06707301, 0.06823378, 0.0633112 , 0.06922593, 0.06153517, 
         0.06253729, 0.06647553, 0.07047625, 0.06237845, 0.06336856, 
         0.06335149, 0.06378493, 0.06965208, 0.06748509, 0.06416192, 
         0.06247239, 0.06629686, 0.07111659, 0.06756401, 0.06551042, 
         0.06631064, 0.06828427, 0.0719873 , 0.06437802, 0.0627562 , 
         0.06869321, 0.06806502, 0.06954699, 0.06293344, 0.06314654, 
         0.06742096, 0.06423264, 0.0671114 , 0.06700315, 0.0672092 , 
         0.06765904, 0.06658616, 0.06725826, 0.06392102, 0.06534553, 
         0.06092954, 0.0602756 , 0.06412997]), 
  'std_fit_time': array([0.01075744, 0.0190639 , 0.0212958 , 0.01730629, 0.0155979 , 
         0.00971818, 0.0093616 , 0.01751852, 0.0101168 , 0.00938272, 
         0.00980158, 0.0047858 , 0.01335645, 0.0048184 , 0.01318237, 
         0.01025605, 0.00789412, 0.012098  , 0.0098762 , 0.00537514, 
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         0.00752269, 0.0070476 , 0.01200713, 0.00829822, 0.01237925, 
         0.0080787 , 0.01205946, 0.00985216, 0.01741896, 0.02154702, 
         0.0152486 , 0.01125611, 0.00432639, 0.00515357, 0.0108193 , 
         0.01010047, 0.01295424, 0.01508381, 0.00932033, 0.00844913, 
         0.01074358, 0.00700509, 0.01875148, 0.01198903, 0.00627003, 
         0.01182878, 0.00855626, 0.00956421, 0.01098542, 0.01081546, 
         0.00664114, 0.00621206, 0.00584754, 0.00351197, 0.01162025, 
         0.00883645, 0.01548683, 0.01204343, 0.01352806, 0.00688762, 
         0.01380758, 0.0039645 , 0.01184106, 0.00330969, 0.00571572, 
         0.00976587, 0.00674952, 0.00411446, 0.01107377, 0.00472081, 
         0.00723895, 0.00960162, 0.00595773, 0.0142432 , 0.00473827, 
         0.00704449, 0.01004894, 0.00831155, 0.00762362, 0.00979437,  
         0.00789206, 0.0087337 , 0.01109029, 0.01466877, 0.01363091,  
         0.00868543, 0.01451014, 0.00997076, 0.0086693 , 0.0090602 , 
         0.00433446, 0.01033957, 0.0117832 , 0.00635127, 0.00553139, 
         0.00839587, 0.0057123 , 0.0173654 , 0.01068847, 0.01002769, 
         0.01016578, 0.00654098, 0.01221494, 0.00571576, 0.01349369, 
         0.00869288, 0.00996556, 0.01118461]), 
  'mean_score_time': array([0.03043761, 0.02483292, 0.02423148, 0.02861366, 0.03073673, 
         0.02782226, 0.0260221 , 0.0274972 , 0.02708578, 0.0293324 , 
         0.02907505, 0.03212919, 0.02864561, 0.02656703, 0.02618027, 
         0.02890959, 0.0262691 , 0.02497063, 0.02794418, 0.02533493, 
         0.02524648, 0.02678137, 0.02670236, 0.02792902, 0.02961359, 
         0.02396159, 0.02608476, 0.02751431, 0.02692451, 0.02759552, 
         0.02572894, 0.02575765, 0.02614059, 0.02617168, 0.02431426, 
         0.02943802, 0.03063316, 0.0291533 , 0.02939343, 0.0252429 , 
         0.02623062, 0.02375879, 0.02351151, 0.02464814, 0.02297344, 
         0.02930145, 0.02435064, 0.02751446, 0.02846198, 0.02608972, 
         0.02889452, 0.02613664, 0.02877312, 0.02744503, 0.02943301, 
         0.02568893, 0.02148175, 0.02596793, 0.02304382, 0.02534838, 
         0.02691402, 0.02919483, 0.0254488 , 0.02686   , 0.02757573, 
         0.02644744, 0.02747955, 0.03030705, 0.02656212, 0.02728405, 
         0.02782664, 0.02881432, 0.02833233, 0.02829609, 0.02849884, 
         0.02663026, 0.02971301, 0.0288321 , 0.0270597 , 0.02685165, 
         0.02643981, 0.02671041, 0.0297729 , 0.02677631, 0.02541375, 
         0.02434425, 0.02793174, 0.02609591, 0.02858057, 0.02816148, 
         0.02917194, 0.02805467, 0.02954979, 0.02664537, 0.02744985, 
         0.02647276, 0.02745419, 0.02643156, 0.02681336, 0.02343988, 
         0.02953992, 0.02583227, 0.02661901, 0.02764502, 0.02253036, 
         0.02985873, 0.02739677, 0.0240314 ]), 
  'std_score_time': array([0.01610018, 0.00565463, 0.00403194, 0.00441602, 0.00575156, 
         0.00342729, 0.00146189, 0.00619727, 0.00247171, 0.00253318, 
         0.00542152, 0.00547613, 0.00539285, 0.00223179, 0.00134845, 
         0.00691332, 0.00208849, 0.00357782, 0.00373117, 0.00090016, 
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         0.00189886, 0.00457369, 0.00632667, 0.00507693, 0.00526391, 
         0.00099519, 0.00447776, 0.00131048, 0.00481331, 0.00471473, 
         0.00197903, 0.00162089, 0.00186946, 0.00193079, 0.0028627 , 
         0.00304678, 0.00290717, 0.0054128 , 0.00274679, 0.00696663, 
         0.00247259, 0.00168912, 0.00379226, 0.00234503, 0.00352216, 
         0.00491461, 0.00200241, 0.0032468 , 0.00436813, 0.00132154, 
         0.00537797, 0.00336557, 0.00534085, 0.00473785, 0.00354794, 
         0.00438017, 0.00248256, 0.00094912, 0.0032314 , 0.00378711, 
         0.00536994, 0.00277224, 0.00541478, 0.00522606, 0.00372196, 
         0.00122804, 0.00405706, 0.00589514, 0.00424268, 0.00497493, 
         0.00590541, 0.00396913, 0.00494875, 0.0032222 , 0.00343613, 
         0.00496197, 0.00335262, 0.00644524, 0.00243121, 0.00456212, 
         0.00550651, 0.00318969, 0.00565871, 0.0028084 , 0.00240397, 
         0.0040498 , 0.00550402, 0.0016374 , 0.00242988, 0.00226284, 
         0.00598431, 0.00233068, 0.00561752, 0.00183792, 0.00264351, 
         0.00261028, 0.0020886 , 0.0032214 , 0.0031344 , 0.00119149, 
         0.00209949, 0.00563827, 0.00419944, 0.00182658, 0.00361556, 
         0.00438549, 0.00525536, 0.00179042]), 
  'param_colsample_bytree': masked_array(data=[0.72, 0.72, 0.72, 0.72, 0.72, 0.72, 0.72, 0.72, 0.72, 
                     0.72, 0.72, 0.72, 0.74, 0.74, 0.74, 0.74, 0.74, 0.74, 
                     0.74, 0.74, 0.74, 0.74, 0.74, 0.74, 0.76, 0.76, 0.76, 
                     0.76, 0.76, 0.76, 0.76, 0.76, 0.76, 0.76, 0.76, 0.76, 
                     0.78, 0.78, 0.78, 0.78, 0.78, 0.78, 0.78, 0.78, 0.78, 
                     0.78, 0.78, 0.78, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 
                     0.8, 0.8, 0.8, 0.8, 0.8, 0.92, 0.92, 0.92, 0.92, 0.92, 
                     0.92, 0.92, 0.92, 0.92, 0.92, 0.92, 0.92, 0.94, 0.94, 
                     0.94, 0.94, 0.94, 0.94, 0.94, 0.94, 0.94, 0.94, 0.94, 
                     0.94, 0.96, 0.96, 0.96, 0.96, 0.96, 0.96, 0.96, 0.96, 
                     0.96, 0.96, 0.96, 0.96, 0.98, 0.98, 0.98, 0.98, 0.98, 
                     0.98, 0.98, 0.98, 0.98, 0.98, 0.98, 0.98], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False],  
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         fill_value='?', 
              dtype=object), 
  'param_subsample': masked_array(data=[0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 
                     0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 
                     0.86, 0.88, 0.9, 0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 
                     0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 0.92, 0.94, 0.96, 
                     0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 
                     0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 
                     0.86, 0.88, 0.9, 0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 
                     0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 0.92, 0.94, 0.96, 
                     0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 
                     0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 0.8, 0.82, 0.84, 
                     0.86, 0.88, 0.9, 0.92, 0.94, 0.96, 0.7, 0.76, 0.78, 
                     0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 0.92, 0.94, 0.96], 
               mask=[False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False, False, False, False, False, 
                     False, False, False, False], 
         fill_value='?', 
              dtype=object), 
  'params': [{'colsample_bytree': 0.72, 'subsample': 0.7}, 
   {'colsample_bytree': 0.72, 'subsample': 0.76}, 
   {'colsample_bytree': 0.72, 'subsample': 0.78}, 
   {'colsample_bytree': 0.72, 'subsample': 0.8}, 
   {'colsample_bytree': 0.72, 'subsample': 0.82}, 
   {'colsample_bytree': 0.72, 'subsample': 0.84}, 
   {'colsample_bytree': 0.72, 'subsample': 0.86}, 
   {'colsample_bytree': 0.72, 'subsample': 0.88}, 
   {'colsample_bytree': 0.72, 'subsample': 0.9}, 
   {'colsample_bytree': 0.72, 'subsample': 0.92}, 
   {'colsample_bytree': 0.72, 'subsample': 0.94}, 
   {'colsample_bytree': 0.72, 'subsample': 0.96}, 
   {'colsample_bytree': 0.74, 'subsample': 0.7}, 
   {'colsample_bytree': 0.74, 'subsample': 0.76}, 
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   {'colsample_bytree': 0.74, 'subsample': 0.78}, 
   {'colsample_bytree': 0.74, 'subsample': 0.8}, 
   {'colsample_bytree': 0.74, 'subsample': 0.82}, 
   {'colsample_bytree': 0.74, 'subsample': 0.84}, 
   {'colsample_bytree': 0.74, 'subsample': 0.86}, 
   {'colsample_bytree': 0.74, 'subsample': 0.88}, 
   {'colsample_bytree': 0.74, 'subsample': 0.9}, 
   {'colsample_bytree': 0.74, 'subsample': 0.92}, 
   {'colsample_bytree': 0.74, 'subsample': 0.94}, 
   {'colsample_bytree': 0.74, 'subsample': 0.96}, 
   {'colsample_bytree': 0.76, 'subsample': 0.7}, 
   {'colsample_bytree': 0.76, 'subsample': 0.76}, 
   {'colsample_bytree': 0.76, 'subsample': 0.78}, 
   {'colsample_bytree': 0.76, 'subsample': 0.8}, 
   {'colsample_bytree': 0.76, 'subsample': 0.82}, 
   {'colsample_bytree': 0.76, 'subsample': 0.84}, 
   {'colsample_bytree': 0.76, 'subsample': 0.86}, 
   {'colsample_bytree': 0.76, 'subsample': 0.88}, 
   {'colsample_bytree': 0.76, 'subsample': 0.9}, 
   {'colsample_bytree': 0.76, 'subsample': 0.92}, 
   {'colsample_bytree': 0.76, 'subsample': 0.94}, 
   {'colsample_bytree': 0.76, 'subsample': 0.96}, 
   {'colsample_bytree': 0.78, 'subsample': 0.7}, 
   {'colsample_bytree': 0.78, 'subsample': 0.76}, 
   {'colsample_bytree': 0.78, 'subsample': 0.78}, 
   {'colsample_bytree': 0.78, 'subsample': 0.8}, 
   {'colsample_bytree': 0.78, 'subsample': 0.82}, 
   {'colsample_bytree': 0.78, 'subsample': 0.84}, 
   {'colsample_bytree': 0.78, 'subsample': 0.86}, 
   {'colsample_bytree': 0.78, 'subsample': 0.88}, 
   {'colsample_bytree': 0.78, 'subsample': 0.9}, 
   {'colsample_bytree': 0.78, 'subsample': 0.92}, 
   {'colsample_bytree': 0.78, 'subsample': 0.94}, 
   {'colsample_bytree': 0.78, 'subsample': 0.96}, 
   {'colsample_bytree': 0.8, 'subsample': 0.7}, 
   {'colsample_bytree': 0.8, 'subsample': 0.76}, 
   {'colsample_bytree': 0.8, 'subsample': 0.78}, 
   {'colsample_bytree': 0.8, 'subsample': 0.8}, 
   {'colsample_bytree': 0.8, 'subsample': 0.82}, 
   {'colsample_bytree': 0.8, 'subsample': 0.84}, 
   {'colsample_bytree': 0.8, 'subsample': 0.86}, 
   {'colsample_bytree': 0.8, 'subsample': 0.88}, 
   {'colsample_bytree': 0.8, 'subsample': 0.9}, 
   {'colsample_bytree': 0.8, 'subsample': 0.92}, 
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   {'colsample_bytree': 0.8, 'subsample': 0.94}, 
   {'colsample_bytree': 0.8, 'subsample': 0.96}, 
   {'colsample_bytree': 0.92, 'subsample': 0.7}, 
   {'colsample_bytree': 0.92, 'subsample': 0.76}, 
   {'colsample_bytree': 0.92, 'subsample': 0.78}, 
   {'colsample_bytree': 0.92, 'subsample': 0.8}, 
   {'colsample_bytree': 0.92, 'subsample': 0.82}, 
   {'colsample_bytree': 0.92, 'subsample': 0.84}, 
   {'colsample_bytree': 0.92, 'subsample': 0.86}, 
   {'colsample_bytree': 0.92, 'subsample': 0.88}, 
   {'colsample_bytree': 0.92, 'subsample': 0.9}, 
   {'colsample_bytree': 0.92, 'subsample': 0.92}, 
   {'colsample_bytree': 0.92, 'subsample': 0.94}, 
   {'colsample_bytree': 0.92, 'subsample': 0.96}, 
   {'colsample_bytree': 0.94, 'subsample': 0.7}, 
   {'colsample_bytree': 0.94, 'subsample': 0.76}, 
   {'colsample_bytree': 0.94, 'subsample': 0.78}, 
   {'colsample_bytree': 0.94, 'subsample': 0.8}, 
   {'colsample_bytree': 0.94, 'subsample': 0.82}, 
   {'colsample_bytree': 0.94, 'subsample': 0.84}, 
   {'colsample_bytree': 0.94, 'subsample': 0.86}, 
   {'colsample_bytree': 0.94, 'subsample': 0.88}, 
   {'colsample_bytree': 0.94, 'subsample': 0.9}, 
   {'colsample_bytree': 0.94, 'subsample': 0.92}, 
   {'colsample_bytree': 0.94, 'subsample': 0.94}, 
   {'colsample_bytree': 0.94, 'subsample': 0.96}, 
   {'colsample_bytree': 0.96, 'subsample': 0.7}, 
   {'colsample_bytree': 0.96, 'subsample': 0.76}, 
   {'colsample_bytree': 0.96, 'subsample': 0.78}, 
   {'colsample_bytree': 0.96, 'subsample': 0.8}, 
   {'colsample_bytree': 0.96, 'subsample': 0.82}, 
   {'colsample_bytree': 0.96, 'subsample': 0.84}, 
   {'colsample_bytree': 0.96, 'subsample': 0.86}, 
   {'colsample_bytree': 0.96, 'subsample': 0.88}, 
   {'colsample_bytree': 0.96, 'subsample': 0.9}, 
   {'colsample_bytree': 0.96, 'subsample': 0.92}, 
   {'colsample_bytree': 0.96, 'subsample': 0.94}, 
   {'colsample_bytree': 0.96, 'subsample': 0.96}, 
   {'colsample_bytree': 0.98, 'subsample': 0.7}, 
   {'colsample_bytree': 0.98, 'subsample': 0.76}, 
   {'colsample_bytree': 0.98, 'subsample': 0.78}, 
   {'colsample_bytree': 0.98, 'subsample': 0.8}, 
   {'colsample_bytree': 0.98, 'subsample': 0.82}, 
   {'colsample_bytree': 0.98, 'subsample': 0.84}, 
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   {'colsample_bytree': 0.98, 'subsample': 0.86}, 
   {'colsample_bytree': 0.98, 'subsample': 0.88}, 
   {'colsample_bytree': 0.98, 'subsample': 0.9}, 
   {'colsample_bytree': 0.98, 'subsample': 0.92}, 
   {'colsample_bytree': 0.98, 'subsample': 0.94}, 
   {'colsample_bytree': 0.98, 'subsample': 0.96}], 
  'split0_test_score': array([-1.11358096, -0.97763429, -1.10001639, -1.09796477, -1.05104277, 
         -1.10026288, -1.08301158, -1.08385207, -1.25034077, -1.16076653, 
         -1.21639456, -1.20032907, -1.11358096, -0.97763429, -1.10001639, 
         -1.09796477, -1.05104277, -1.10026288, -1.08301158, -1.08385207, 
         -1.25034077, -1.16076653, -1.21639456, -1.20032907, -1.11358096, 
         -0.97763429, -1.10001639, -1.09796477, -1.05104277, -1.10026288, 
         -1.08301158, -1.08385207, -1.25034077, -1.16076653, -1.21639456, 
         -1.20032907, -1.17671299, -0.99401702, -1.09732995, -1.09534366, 
         -1.07043105, -1.07800143, -1.07929056, -1.12111204, -1.14313029, 
         -1.06366899, -1.08382296, -1.0932959 , -1.17671299, -0.99401702, 
         -1.09732995, -1.09534366, -1.07043105, -1.07800143, -1.07929056, 
         -1.12111204, -1.14313029, -1.06366899, -1.08382296, -1.0932959 , 
         -1.17671299, -0.99906933, -1.09732995, -1.09534366, -1.07043105, 
         -1.07800143, -1.07929056, -1.12111204, -1.14799975, -1.06366899, 
         -1.06752785, -1.0932959 , -1.17671299, -0.99906933, -1.09732995, 
         -1.09534366, -1.07043105, -1.07800143, -1.07929056, -1.12111204, 
         -1.14799975, -1.06366899, -1.06752785, -1.0932959 , -1.17671299, 
         -0.99906933, -1.09732995, -1.09534366, -1.07043105, -1.07800143, 
         -1.07929056, -1.12111204, -1.14799975, -1.06366899, -1.06752785, 
         -1.0932959 , -1.17671299, -0.99906933, -1.09732995, -1.09534366, 
         -1.07043105, -1.07800143, -1.07929056, -1.12111204, -1.14799975, 
         -1.06366899, -1.06752785, -1.0932959 ]), 
  'split1_test_score': array([-0.8713116 , -0.81423748, -0.33221742, -0.347244  , -0.49271105, 
         -0.40168283, -0.45031725, -0.44282323, -0.75686897, -0.75381908, 
         -0.7480585 , -0.78534999, -0.8713116 , -0.81423748, -0.33221742, 
         -0.347244  , -0.49271105, -0.40168283, -0.45031725, -0.44282323, 
         -0.75686897, -0.75381908, -0.7480585 , -0.78534999, -0.8713116 , 
         -0.81423748, -0.33221742, -0.347244  , -0.49271105, -0.40168283, 
         -0.45031725, -0.44282323, -0.75686897, -0.75381908, -0.7480585 , 
         -0.78534999, -0.9329267 , -0.79714955, -0.35040507, -0.37857707, 
         -0.43205352, -0.27699849, -0.3242961 , -0.36763796, -0.67962895, 
         -0.61535246, -0.65201628, -0.65173063, -0.9329267 , -0.79714955, 
         -0.35040507, -0.37857707, -0.43205352, -0.27699849, -0.3242961 , 
         -0.36763796, -0.67962895, -0.61535246, -0.65201628, -0.65173063, 
         -0.75044675, -0.81214415, -0.16750122, -0.18404703, -0.27762374, 
         -0.27610083, -0.30694751, -0.30653823, -0.62223933, -0.48758891, 
         -0.57003506, -0.56975298, -0.75044675, -0.81214415, -0.16750122, 
         -0.18404703, -0.27762374, -0.27610083, -0.30694751, -0.30653823, 
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         -0.62223933, -0.48758891, -0.57003506, -0.56975298, -0.75044675, 
         -0.81214415, -0.16750122, -0.18404703, -0.27762374, -0.27610083, 
         -0.30694751, -0.30653823, -0.62223933, -0.48758891, -0.57003506, 
         -0.56975298, -0.75044675, -0.81214415, -0.16750122, -0.18404703, 
         -0.27762374, -0.27610083, -0.30694751, -0.30653823, -0.62223933, 
         -0.48758891, -0.57003506, -0.56975298]), 
  'split2_test_score': array([-0.6220898 , -0.48717361, -0.50138114, -0.50421403, -0.46209917, 
         -0.4729481 , -0.54473443, -0.54968504, -0.49025561, -0.49051749, 
         -0.56574639, -0.56544169, -0.6220898 , -0.48717361, -0.50138114, 
         -0.50421403, -0.46209917, -0.4729481 , -0.54473443, -0.54968504, 
         -0.49025561, -0.49051749, -0.56574639, -0.56544169, -0.6220898 , 
         -0.48717361, -0.50138114, -0.50421403, -0.46209917, -0.4729481 , 
         -0.54473443, -0.54968504, -0.49025561, -0.49051749, -0.56574639, 
         -0.56544169, -0.66303517, -0.46910806, -0.48442398, -0.42838537, 
         -0.44734306, -0.43537083, -0.53492137, -0.53965007, -0.45107578, 
         -0.43007623, -0.52260111, -0.52252268, -0.66303517, -0.46910806, 
         -0.48442398, -0.42838537, -0.44734306, -0.43537083, -0.53492137, 
         -0.53965007, -0.45107578, -0.43007623, -0.52260111, -0.52252268,  
         -0.66303517, -0.47550426, -0.49053583, -0.42838537, -0.44734306, 
         -0.45502927, -0.53492137, -0.53965007, -0.45107578, -0.43007623, 
         -0.52260111, -0.52252268, -0.66303517, -0.47550426, -0.49053583, 
         -0.42838537, -0.44734306, -0.45502927, -0.53492137, -0.53965007, 
         -0.45107578, -0.43007623, -0.52260111, -0.52252268, -0.66303517, 
         -0.47550426, -0.49053583, -0.42838537, -0.44734306, -0.45502927, 
         -0.53492137, -0.53965007, -0.45107578, -0.43007623, -0.52260111, 
         -0.52252268, -0.66303517, -0.47550426, -0.49053583, -0.42838537, 
         -0.44734306, -0.45502927, -0.53492137, -0.53965007, -0.45107578, 
         -0.43007623, -0.52260111, -0.52252268]), 
  'split3_test_score': array([-0.55286462, -0.55901694, -0.50025741, -0.50025741, -0.46738444, 
         -0.46843921, -0.33589202, -0.40082224, -0.3299186 , -0.45749878, 
         -0.34032706, -0.34032706, -0.55286462, -0.55901694, -0.50025741, 
         -0.50025741, -0.46738444, -0.46843921, -0.33589202, -0.40082224, 
         -0.3299186 , -0.45749878, -0.34032706, -0.34032706, -0.55286462, 
         -0.55901694, -0.50025741, -0.50025741, -0.46738444, -0.46843921, 
         -0.33589202, -0.40082224, -0.3299186 , -0.45749878, -0.34032706, 
         -0.34032706, -0.71581645, -0.57958058, -0.39094754, -0.39094754, 
         -0.49543753, -0.45908002, -0.47027485, -0.40596381, -0.42666085, 
         -0.39882041, -0.31005834, -0.31005834, -0.71581645, -0.57958058, 
         -0.39094754, -0.39094754, -0.49543753, -0.45908002, -0.47027485, 
         -0.40596381, -0.42666085, -0.39882041, -0.31005834, -0.31005834, 
         -0.88389703, -0.45931356, -0.3623849 , -0.3623849 , -0.43406605, 
         -0.45004295, -0.4957871 , -0.52126332, -0.36999071, -0.48606413, 
         -0.50506391, -0.50506391, -0.88389703, -0.45931356, -0.3623849 , 
         -0.3623849 , -0.43406605, -0.45004295, -0.4957871 , -0.52126332, 
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         -0.36999071, -0.48606413, -0.50506391, -0.50506391, -0.88389703, 
         -0.45931356, -0.3623849 , -0.3623849 , -0.43406605, -0.45004295, 
         -0.4957871 , -0.52126332, -0.36999071, -0.48606413, -0.50506391, 
         -0.50506391, -0.88389703, -0.45931356, -0.3623849 , -0.3623849 , 
         -0.43406605, -0.45004295, -0.4957871 , -0.52126332, -0.36999071, 
         -0.48606413, -0.50506391, -0.50506391]), 
  'split4_test_score': array([-1.59742587, -1.52675168, -1.62275389, -1.62275389, -1.62851839, 
         -1.55198012, -1.55640157, -1.46936231, -1.51521598, -1.49921314, 
         -1.50280715, -1.50280715, -1.59742587, -1.52675168, -1.62275389, 
         -1.62275389, -1.62851839, -1.55198012, -1.55640157, -1.46936231, 
         -1.51521598, -1.49921314, -1.50280715, -1.50280715, -1.59742587, 
         -1.52675168, -1.62275389, -1.62275389, -1.62851839, -1.55198012, 
         -1.55640157, -1.46936231, -1.51521598, -1.49921314, -1.50280715, 
         -1.50280715, -1.63652343, -1.49228563, -1.58892687, -1.58892687, 
         -1.58869688, -1.5023968 , -1.59110088, -1.46562217, -1.42863989, 
         -1.41875158, -1.47266882, -1.47266882, -1.63652343, -1.49228563, 
         -1.58892687, -1.58892687, -1.58869688, -1.5023968 , -1.59110088, 
         -1.46562217, -1.42863989, -1.41875158, -1.47266882, -1.47266882, 
         -1.50120299, -1.44495062, -1.44418603, -1.44418603, -1.57176072, 
         -1.47812293, -1.47966554, -1.44124527, -1.53226375, -1.47781385, 
         -1.4470047 , -1.4470047 , -1.50120299, -1.44495062, -1.44418603, 
         -1.44418603, -1.57176072, -1.47812293, -1.47966554, -1.44124527, 
         -1.53226375, -1.47781385, -1.4470047 , -1.4470047 , -1.50120299, 
         -1.44495062, -1.44418603, -1.44418603, -1.57176072, -1.47812293, 
         -1.47966554, -1.44124527, -1.53226375, -1.47781385, -1.4470047 , 
         -1.4470047 , -1.50120299, -1.44495062, -1.44418603, -1.44418603, 
         -1.57176072, -1.47812293, -1.47966554, -1.44124527, -1.53226375, 
         -1.47781385, -1.4470047 , -1.4470047 ]),  
  'mean_test_score': array([-0.95145457, -0.8729628 , -0.81132525, -0.81448682, -0.82035116, 
         -0.79906263, -0.79407137, -0.78930898, -0.86851999, -0.87236301, 
         -0.87466673, -0.87885099, -0.95145457, -0.8729628 , -0.81132525, 
         -0.81448682, -0.82035116, -0.79906263, -0.79407137, -0.78930898, 
         -0.86851999, -0.87236301, -0.87466673, -0.87885099, -0.95145457, 
         -0.8729628 , -0.81132525, -0.81448682, -0.82035116, -0.79906263, 
         -0.79407137, -0.78930898, -0.86851999, -0.87236301, -0.87466673, 
         -0.87885099, -1.02500295, -0.86642817, -0.78240668, -0.7764361 , 
         -0.80679241, -0.75036952, -0.79997675, -0.77999721, -0.82582715, 
         -0.78533393, -0.8082335 , -0.81005527, -1.02500295, -0.86642817, 
         -0.78240668, -0.7764361 , -0.80679241, -0.75036952, -0.79997675, 
         -0.77999721, -0.82582715, -0.78533393, -0.8082335 , -0.81005527, 
         -0.99505898, -0.83819639, -0.71238758, -0.7028694 , -0.76024492, 
         -0.74745948, -0.77932241, -0.78596179, -0.82471387, -0.78904242, 
         -0.82244653, -0.82752803, -0.99505898, -0.83819639, -0.71238758, 
         -0.7028694 , -0.76024492, -0.74745948, -0.77932241, -0.78596179, 
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         -0.82471387, -0.78904242, -0.82244653, -0.82752803, -0.99505898,  
         -0.83819639, -0.71238758, -0.7028694 , -0.76024492, -0.74745948, 
         -0.77932241, -0.78596179, -0.82471387, -0.78904242, -0.82244653, 
         -0.82752803, -0.99505898, -0.83819639, -0.71238758, -0.7028694 , 
         -0.76024492, -0.74745948, -0.77932241, -0.78596179, -0.82471387, 
         -0.78904242, -0.82244653, -0.82752803]), 
  'std_test_score': array([0.3787722 , 0.37127887, 0.48252086, 0.47895315, 0.46187248, 
         0.45413205, 0.45932514, 0.41895635, 0.44936492, 0.40201708, 
         0.42622027, 0.42181638, 0.3787722 , 0.37127887, 0.48252086, 
         0.47895315, 0.46187248, 0.45413205, 0.45932514, 0.41895635, 
         0.44936492, 0.40201708, 0.42622027, 0.42181638, 0.3787722 , 
         0.37127887, 0.48252086, 0.47895315, 0.46187248, 0.45413205, 
         0.45932514, 0.41895635, 0.44936492, 0.40201708, 0.42622027, 
         0.42181638, 0.35554697, 0.36136431, 0.48545047, 0.48782698, 
         0.45770184, 0.46498206, 0.47098267, 0.43684066, 0.39628543, 
         0.39577336, 0.41751455, 0.41881275, 0.35554697, 0.36136431, 
         0.48545047, 0.48782698, 0.45770184, 0.46498206, 0.47098267, 
         0.43684066, 0.39628543, 0.39577336, 0.41751455, 0.41881275, 
         0.30711948, 0.36600746, 0.48006892, 0.48250061, 0.48826156, 
         0.45591184, 0.4344476 , 0.42480674, 0.44553678, 0.41505484, 
         0.37536338, 0.37890454, 0.30711948, 0.36600746, 0.48006892, 
         0.48250061, 0.48826156, 0.45591184, 0.4344476 , 0.42480674, 
         0.44553678, 0.41505484, 0.37536338, 0.37890454, 0.30711948, 
         0.36600746, 0.48006892, 0.48250061, 0.48826156, 0.45591184, 
         0.4344476 , 0.42480674, 0.44553678, 0.41505484, 0.37536338, 
         0.37890454, 0.30711948, 0.36600746, 0.48006892, 0.48250061, 
         0.48826156, 0.45591184, 0.4344476 , 0.42480674, 0.44553678, 
         0.41505484, 0.37536338, 0.37890454]), 
  'rank_test_score': array([100,  91,  56,  59,  62,  45,  42,  39,  85,  88,  94,  97, 100, 
          91,  56,  59,  62,  45,  42,  39,  85,  88,  94,  97, 100,  91, 
          56,  59,  62,  45,  42,  39,  85,  88,  94,  97, 107,  83,  27, 
          19,  50,  13,  48,  25,  73,  29,  52,  54, 107,  83,  27,  19, 
          50,  13,  48,  25,  73,  29,  52,  54, 103,  79,   5,   1,  15, 
           9,  21,  31,  69,  35,  65,  75, 103,  79,   5,   1,  15,   9, 
          21,  31,  69,  35,  65,  75, 103,  79,   5,   1,  15,   9,  21, 
          31,  69,  35,  65,  75, 103,  79,   5,   1,  15,   9,  21,  31, 
          69,  35,  65,  75], dtype=int32)}, 
 {'colsample_bytree': 0.92, 'subsample': 0.8}, 
 -0.7028693982744602) 
Here, we can see the improvement in rmse. So the final parameters are: 

• colsample_bytree: 0.92 
• subsample: 0.8 
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3.5	Tune	Regularization	Parameters	

We've tuned gamma beefore. Next step is to tune other regularization parameter to reduce 
overfitting. Though many people don’t use this parameters much as gamma provides a substantial 
way of controlling complexity. But we should always try it.  

 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.1,  
                                n_estimators=10,  
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.92, 
                                nthread=4, 
                                seed=123) 
 
 
param_test5 = {'reg_alpha': [0.0001,0.001, 0.01, 0.1, 1,10,100, 1000]} 
grid_search5 = GridSearchCV(estimator = xgb_regression,  
                         param_grid = param_test5, 
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=4,  
                         cv=5) 
 
grid_search5.fit(X_train_sf,y_train) 
grid_search5.cv_results_, grid_search5.best_params_, grid_search5.best_score_ 
({'mean_fit_time': array([0.02360191, 0.03090887, 0.03145518, 0.05858536, 0.0575839 , 
         0.06168342, 0.05740004, 0.05503716]), 
  'std_fit_time': array([0.00408096, 0.02304609, 0.0176919 , 0.00354492, 0.01313541, 
         0.01305938, 0.00988973, 0.01071927]), 
  'mean_score_time': array([0.02460256, 0.02507486, 0.02672658, 0.02819185, 0.02725749, 
         0.02602897, 0.02613659, 0.0254406 ]), 
  'std_score_time': array([0.00643058, 0.00313857, 0.0021861 , 0.0025608 , 0.00254516, 
         0.00430522, 0.00238913, 0.00465337]), 
  'param_reg_alpha': masked_array(data=[0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000], 
               mask=[False, False, False, False, False, False, False, False], 
         fill_value='?', 
              dtype=object), 
  'params': [{'reg_alpha': 0.0001}, 
   {'reg_alpha': 0.001}, 
   {'reg_alpha': 0.01}, 
   {'reg_alpha': 0.1}, 
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   {'reg_alpha': 1}, 
   {'reg_alpha': 10}, 
   {'reg_alpha': 100}, 
   {'reg_alpha': 1000}], 
  'split0_test_score': array([-2.3577017 , -2.3577514 , -2.35824856, -2.35141093, -2.41864776, 
         -2.87959653, -4.63541223, -4.63541223]), 
  'split1_test_score': array([-1.52368288, -1.52373738, -1.52428357, -1.54653009, -1.58691669, 
         -2.01729806, -3.84824164, -3.84824164]), 
  'split2_test_score': array([-1.68465221, -1.68471139, -1.68530478, -1.68746556, -1.74699276, 
         -2.11836324, -3.81491961, -3.81491961]), 
  'split3_test_score': array([-2.02970257, -2.02977792, -2.03053148, -2.05975842, -2.185863  , 
         -2.57029067, -4.21319765, -4.21319765]), 
  'split4_test_score': array([-1.76414302, -1.76417648, -1.76451234, -1.83736731, -1.87740033, 
         -1.97477388, -3.14188985, -3.14188985]), 
  'mean_test_score': array([-1.87197648, -1.87203091, -1.87257615, -1.89650646, -1.96316411, 
         -2.31206447, -3.9307322 , -3.9307322 ]), 
  'std_test_score': array([0.29285948, 0.29286109, 0.29287665, 0.28399587, 0.30090123, 
         0.35410331, 0.49373073, 0.49373073]), 
  'rank_test_score': array([1, 2, 3, 4, 5, 6, 7, 7], dtype=int32)}, 
 {'reg_alpha': 0.0001}, 
 -1.8719764764671498) 
The values of reg_alpha we tried here are very widespread. Now we can vary values closer to the 
optimum here (0.0001) to see if we can impprove model performance. 

 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.1,  
                                n_estimators=10,  
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.92, 
                                nthread=4, 
                                seed=123) 
 
 
param_test6 = {'reg_alpha': [0.00001, 0.00005, 0.0001,0.0002,0.0004, 0.0006, 0.001]} 
grid_search6 = GridSearchCV(estimator = xgb_regression,  
                         param_grid = param_test6, 
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=4,  
                         cv=5) 
grid_search6.fit(X_train_sf,y_train) 
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grid_search6.cv_results_, grid_search6.best_params_, grid_search6.best_score_ 
({'mean_fit_time': array([0.02480679, 0.02565174, 0.03140278, 0.04962902, 0.04047127, 
         0.06541271, 0.0636044 ]), 
  'std_fit_time': array([0.01009876, 0.01615063, 0.0201472 , 0.01011704, 0.01403234, 
         0.01295107, 0.01090667]), 
  'mean_score_time': array([0.03001432, 0.02499027, 0.0311058 , 0.03339276, 0.03264608, 
         0.02313228, 0.01925559]), 
  'std_score_time': array([0.01213803, 0.01185257, 0.00335911, 0.00285216, 0.00105785, 
         0.00402034, 0.00483799]), 
  'param_reg_alpha': masked_array(data=[1e-05, 5e-05, 0.0001, 0.0002, 0.0004, 0.0006, 0.001], 
               mask=[False, False, False, False, False, False, False], 
         fill_value='?', 
              dtype=object), 
  'params': [{'reg_alpha': 1e-05}, 
   {'reg_alpha': 5e-05}, 
   {'reg_alpha': 0.0001}, 
   {'reg_alpha': 0.0002}, 
   {'reg_alpha': 0.0004}, 
   {'reg_alpha': 0.0006}, 
   {'reg_alpha': 0.001}], 
  'split0_test_score': array([-2.35769686, -2.35769884, -2.3577017 , -2.35770738, -2.35771837, 
         -2.3577294 , -2.3577514 ]), 
  'split1_test_score': array([-1.52367736, -1.52367985, -1.52368288, -1.52368887, -1.52370103, 
         -1.52371323, -1.52373738]), 
  'split2_test_score': array([-1.68464635, -1.68464889, -1.68465221, -1.68465885, -1.68467194, 
         -1.68468523, -1.68471139]), 
  'split3_test_score': array([-2.02969501, -2.02969849, -2.02970257, -2.02971089, -2.02972753, 
         -2.0297444 , -2.02977792]), 
  'split4_test_score': array([-1.7641396 , -1.76414114, -1.76414302, -1.76414676, -1.76415412, 
         -1.76416164, -1.76417648]), 
  'mean_test_score': array([-1.87197103, -1.87197344, -1.87197648, -1.87198255, -1.8719946 , 
         -1.87200678, -1.87203091]), 
  'std_test_score': array([0.29285938, 0.29285938, 0.29285948, 0.29285971, 0.29286004, 
         0.29286036, 0.29286109]), 
  'rank_test_score': array([1, 2, 3, 4, 5, 6, 7], dtype=int32)}, 
 {'reg_alpha': 1e-05}, 
 -1.8719710349325402) 

We can see that by using reg_alpha = 1e-05 we slightly improved the negative rmse 
from −1.8719764764671498−1.8719764764671498 to −1.8719710349325402−1.871971034932540
2. Now we can apply this regularization in the model and look at the model performance 
 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                learning_rate =0.3,  
                                n_estimators=15,  
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                                max_depth=2,  
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.92, 
                                nthread=4, 
                                rel_alpha = 1e-5, 
                                seed=123) 
data_dmatrix = xgb.DMatrix(data=X,label=y) 
parameters = { 
            'n_estimator': 15, 
            'colsample_bytree': 0.92, 
            'min_child_weight': 1, 
            'subsample': 0.8, 
            'learning_rate': 0.3, #so called `eta` value 
            'max_depth': 2, 
            'gamma': 0, 
            'reg_alpha': 1e-5 
            } 
cv_results = xgb.cv(dtrain=data_dmatrix,  
                    params=parameters, nfold=3, 
                    early_stopping_rounds=10, 
                    metrics="rmse",  
                    as_pandas=True, 
                    #seed = 123) 
cv_results.head() 
	 train-rmse-mean train-rmse-std test-rmse-mean test-rmse-std 

0 2.891713 0.261630 3.125655 0.776508 

1 2.184249 0.203646 2.516835 0.848750 

2 1.650804 0.151039 2.134907 0.960433 

3 1.265937 0.113924 1.906052 0.958654 

4 1.000663 0.097936 1.814389 0.906569 

Again we can see slight improvement in the score.	 

3.6	Tune	learning	rate	and	n_estimators	

Lastly, we can try to lower the learning rate and add more trees. We can still use the cv or grid 
search in this step. 
xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
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                                subsample=0.8,  
                                colsample_bytree=0.92, 
                                nthread=4, 
                                rel_alpha = 1e-5, 
                                seed=123) 
 
n_estimators = [10, 12, 14,16, 18, 20,22,24,26,28,30] 
learning_rate = [0.01, 0.05, 0.1, 0.2, 0.3, 0.4] 
param_grid = dict(learning_rate=learning_rate, n_estimators=n_estimators) 
 
grid_search = GridSearchCV(xgb_regression, param_grid,  
                         #scoring="r2",  
                         scoring="neg_root_mean_squared_error", 
                         n_jobs=-1,  
                         cv=5) 
grid_result = grid_search.fit(X_train_sf, y_train) 
# summarize results 
#print("Best: %f using %s" % (grid_result.cv_results_, grid_result.best_params_)) 
means = grid_result.cv_results_['mean_test_score'] 
stds = grid_result.cv_results_['std_test_score'] 
params = grid_result.cv_results_['params'] 
for mean, stdev, param in zip(means, stds, params): 
    print("%f (%f) with: %r" % (mean, stdev, param)) 
# plot results 
scores = np.array(means).reshape(len(learning_rate), len(n_estimators)) 
for i, value in enumerate(learning_rate): 
    plt.plot(n_estimators, scores[i], label='learning_rate: ' + str(value)) 
plt.legend() 
plt.xlabel('n_estimators') 
plt.ylabel('neg_root_mean_squared_error') 
plt.savefig('n_estimators_vs_learning_rate.png') 
-3.617908 (0.467784) with: {'learning_rate': 0.01, 'n_estimators': 10} 
-3.558153 (0.461864) with: {'learning_rate': 0.01, 'n_estimators': 12} 
-3.499383 (0.456316) with: {'learning_rate': 0.01, 'n_estimators': 14} 
-3.445866 (0.453383) with: {'learning_rate': 0.01, 'n_estimators': 16} 
-3.390703 (0.449394) with: {'learning_rate': 0.01, 'n_estimators': 18} 
-3.335714 (0.444753) with: {'learning_rate': 0.01, 'n_estimators': 20} 
-3.281596 (0.440266) with: {'learning_rate': 0.01, 'n_estimators': 22} 
-3.231424 (0.434958) with: {'learning_rate': 0.01, 'n_estimators': 24} 
-3.181358 (0.431305) with: {'learning_rate': 0.01, 'n_estimators': 26} 
-3.136978 (0.427972) with: {'learning_rate': 0.01, 'n_estimators': 28} 
-3.094279 (0.427197) with: {'learning_rate': 0.01, 'n_estimators': 30} 
-2.661680 (0.372440) with: {'learning_rate': 0.05, 'n_estimators': 10} 
-2.465385 (0.355479) with: {'learning_rate': 0.05, 'n_estimators': 12} 
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-2.294253 (0.338124) with: {'learning_rate': 0.05, 'n_estimators': 14} 
-2.151871 (0.321351) with: {'learning_rate': 0.05, 'n_estimators': 16} 
-2.016558 (0.317943) with: {'learning_rate': 0.05, 'n_estimators': 18} 
-1.879509 (0.304280) with: {'learning_rate': 0.05, 'n_estimators': 20} 
-1.763680 (0.293837) with: {'learning_rate': 0.05, 'n_estimators': 22} 
-1.676037 (0.280681) with: {'learning_rate': 0.05, 'n_estimators': 24} 
-1.581955 (0.285150) with: {'learning_rate': 0.05, 'n_estimators': 26} 
-1.509390 (0.277280) with: {'learning_rate': 0.05, 'n_estimators': 28} 
-1.444071 (0.280822) with: {'learning_rate': 0.05, 'n_estimators': 30} 
-1.871970 (0.292859) with: {'learning_rate': 0.1, 'n_estimators': 10} 
-1.653514 (0.268334) with: {'learning_rate': 0.1, 'n_estimators': 12} 
-1.476255 (0.256765) with: {'learning_rate': 0.1, 'n_estimators': 14} 
-1.341691 (0.257432) with: {'learning_rate': 0.1, 'n_estimators': 16} 
-1.235758 (0.273750) with: {'learning_rate': 0.1, 'n_estimators': 18} 
-1.138028 (0.286911) with: {'learning_rate': 0.1, 'n_estimators': 20} 
-1.078806 (0.316409) with: {'learning_rate': 0.1, 'n_estimators': 22} 
-1.023907 (0.344035) with: {'learning_rate': 0.1, 'n_estimators': 24} 
-0.983486 (0.353649) with: {'learning_rate': 0.1, 'n_estimators': 26} 
-0.938789 (0.342668) with: {'learning_rate': 0.1, 'n_estimators': 28} 
-0.925604 (0.342188) with: {'learning_rate': 0.1, 'n_estimators': 30} 
-1.086053 (0.389971) with: {'learning_rate': 0.2, 'n_estimators': 10} 
-0.923543 (0.410593) with: {'learning_rate': 0.2, 'n_estimators': 12} 
-0.856479 (0.435333) with: {'learning_rate': 0.2, 'n_estimators': 14} 
-0.804969 (0.429674) with: {'learning_rate': 0.2, 'n_estimators': 16} 
-0.805162 (0.424432) with: {'learning_rate': 0.2, 'n_estimators': 18} 
-0.779009 (0.398655) with: {'learning_rate': 0.2, 'n_estimators': 20} 
-0.775305 (0.421422) with: {'learning_rate': 0.2, 'n_estimators': 22} 
-0.754053 (0.415573) with: {'learning_rate': 0.2, 'n_estimators': 24} 
-0.750062 (0.416116) with: {'learning_rate': 0.2, 'n_estimators': 26} 
-0.714707 (0.413245) with: {'learning_rate': 0.2, 'n_estimators': 28} 
-0.713529 (0.419819) with: {'learning_rate': 0.2, 'n_estimators': 30} 
-0.702869 (0.482501) with: {'learning_rate': 0.3, 'n_estimators': 10} 
-0.628394 (0.476325) with: {'learning_rate': 0.3, 'n_estimators': 12} 
-0.647654 (0.466011) with: {'learning_rate': 0.3, 'n_estimators': 14} 
-0.643900 (0.438254) with: {'learning_rate': 0.3, 'n_estimators': 16} 
-0.672917 (0.413982) with: {'learning_rate': 0.3, 'n_estimators': 18} 
-0.681688 (0.381370) with: {'learning_rate': 0.3, 'n_estimators': 20} 
-0.710273 (0.389748) with: {'learning_rate': 0.3, 'n_estimators': 22} 
-0.710050 (0.348189) with: {'learning_rate': 0.3, 'n_estimators': 24} 
-0.708881 (0.318710) with: {'learning_rate': 0.3, 'n_estimators': 26} 
-0.695204 (0.286448) with: {'learning_rate': 0.3, 'n_estimators': 28} 
-0.709375 (0.285527) with: {'learning_rate': 0.3, 'n_estimators': 30} 
-0.681213 (0.433918) with: {'learning_rate': 0.4, 'n_estimators': 10} 
-0.623439 (0.394930) with: {'learning_rate': 0.4, 'n_estimators': 12} 
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-0.632964 (0.376784) with: {'learning_rate': 0.4, 'n_estimators': 14} 
-0.670227 (0.334145) with: {'learning_rate': 0.4, 'n_estimators': 16} 
-0.669563 (0.333634) with: {'learning_rate': 0.4, 'n_estimators': 18} 
-0.674693 (0.297409) with: {'learning_rate': 0.4, 'n_estimators': 20} 
-0.683293 (0.317645) with: {'learning_rate': 0.4, 'n_estimators': 22} 
-0.667943 (0.312992) with: {'learning_rate': 0.4, 'n_estimators': 24} 
-0.674831 (0.323050) with: {'learning_rate': 0.4, 'n_estimators': 26} 
-0.647932 (0.305646) with: {'learning_rate': 0.4, 'n_estimators': 28} 
-0.651709 (0.320892) with: {'learning_rate': 0.4, 'n_estimators': 30} 
 

 

3.7	Save	final	model	

Both functions save_model and dump_model save the model, the difference is that in dump_model 
we can save feature name and save tree in text format. 

 
final_model = xgb_regression = xgb.XGBRegressor(verbosity=0, 
                                n_estimators = 20, 
                                learning_rate = 0.3, 
                                max_depth=2, 
                                min_child_weight=1,  
                                gamma=0,  
                                subsample=0.8,  
                                colsample_bytree=0.92, 
                                nthread=4, 
                                rel_alpha = 1e-5, 
                                seed=123) 
final_model.fit(X_train_sf, y_train) 
XGBRegressor(base_score=0.5, booster='gbtree', colsample_bylevel=1, 
             colsample_bynode=1, colsample_bytree=0.92, gamma=0, gpu_id=-1, 
             importance_type='gain', interaction_constraints='', 
             learning_rate=0.3, max_delta_step=0, max_depth=2, 
             min_child_weight=1, missing=nan, monotone_constraints='()', 
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             n_estimators=20, n_jobs=4, nthread=4, num_parallel_tree=1, 
             random_state=123, reg_alpha=0, reg_lambda=1, rel_alpha=1e-05, 
             scale_pos_weight=1, seed=123, subsample=0.8, tree_method='exact', 
             validate_parameters=1, verbosity=0) 
final_model.save_model('final_model.json') 

4.	Make	predictions	

Next,	we	can	make	predictions	using	the	test	dataset	and	then	check	the	prediction	accuracy.	Here,	we'll	
use	RMSE,	MAE,	and	R2	as	accuracy	metrics.	
 
y_pred	=	final_model.predict(X_test_sf)	
mse	=	mean_squared_error(y_test,	y_pred)	
print("MSE:	%.2f"	%	mse)	
MSE:	3.35	

print("RMSE:	%.2f"	%	(mse**(1/2.0)))	
RMSE:	1.83	

MSE: 0.15 
RMSE: 0.39 
cv	=	KFold(n_splits=10,	shuffle=True,	random_state=123)	
kf_cv_scores	=	cross_val_score(m_2,	X,	y,	scoring='neg_root_mean_squared_error',	cv=cv,	n_j
obs=-1,	error_score='raise')	
print('RMSE/neg_root_mean_squared_error:	mean	%.3f	std	%.3f'	%	(np.mean(kf_cv_scores
	),	np.std(kf_cv_scores)))	

RMSE/neg_root_mean_squared_error: mean -0.557 std 0.434 

Finally,	we	can	visualize	the	original	and	predicted	test	data	
x_ax	=	range(len(y_test))	
plt.plot(x_ax,	y_test,	label="Original",	color="blue",	alpha	=	0.6)	
plt.plot(x_ax,	y_pred,	label="Predicted",	color="red",	linestyle='--')	
plt.title("Driver	TOQ	test	and	predicted	data",fontsize=17) 	
plt.xlabel('Sample	ID',fontsize=14)	
plt.ylabel('TOQ',fontsize=14)	
plt.legend()	

plt.show
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