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Abstract

In order to perform accurate Monte Carlo (MC) simulations, which is a stochastic method
resulting in uncertainty, variance reduction (VR) techniques are often necessary to reduce
the relative error for quantities of interest. The use of weight windows (WWs) is a common
VR method in which the statistical weight of particles are changed based on various param-
eters in the simulation. WWs are most commonly represented as a Cartesian WW mesh
(CWWM) where WWs are defined across all energies on each mesh voxel. For large, geo-
metrically complex problems, these meshes often need to be developed with fine resolution
over the entire spatial domain in order to capture necessary fine detail in some regions of
the geometry. This can cause the memory footprint of these meshes to be extremely large
and computationally prohibitive. Furthermore, CWWMs are not necessarily efficient in their
implementation with respect to when particle weight is checked and updated.

This dissertation work presents a novel method for representing WWs aimed at address-
ing the computational limitations of CWWMs while also improving VR efficiency. In this
method, the WWs are transformed into a faceted mesh geometry, known as a WW isosurface
geometry (WWIG), where the surfaces are the isosurfaces derived from the WW values in a
CWWM. The WWIGs can then be used during particle tracking with the Direct Accelerated
Geometry Monte Carlo (DAGMC) toolkit, which allows for particle tracking on arbitrarily
complex geometries.

In this work, an algorithm for using WWIGs for MC VR has been implemented in
DAGMC coupled with Monte Carlo N-Particle transport code (MCNP) (DAG-MCNP) 6.2.
Initial verification and demonstration experiments show that the WWIG method performs
accurate and comparable VR to using CWWMs. Further analysis has been done to demon-
strate how changing mesh geometric features of the WWIGs affects computational perfor-
mance during MC radiation transport. Depending on parameters set for generating the
WWIGs and the starting CWWM, the isosurfaces of the WWIGs can vary in mesh coarse-
ness, surface roughness, and spacing. In this work, we explore how these different geometric
features of the WWIGs affect the memory footprint and computational performance dur-
ing variance reduction for Monte Carlo radiation transport. In the end, we see that using
WWIGs for MC VR improves WW efficiency and is comparable in performance to using
CWWMs.
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Chapter 1

Introduction and Motivation

The design of nuclear systems generally requires the analysis of nuclear radiation using com-

putational radiation transport methods. Typically, the Monte Carlo (MC) radiation trans-

port method is a stochastic method used in the analysis of large complex nuclear systems,

such as reactors and complex shielding setups. The MC method is generally used over deter-

ministic methods because they are more readily parallelized, whereas deterministic methods

can become computationally prohibitive as the size and complexity of a system increases.

However, even when using MC methods for these large complex systems, performing accurate

analysis can become time consuming and computationally prohibitive to reach the desired

level of fidelity. To address this, analysts employ statistical computational methods, known

as variance reduction (VR) techniques, during the MC transport process that aim to reduce

the uncertainty of a simulation while also potentially reducing the computational resources

(such as time or memory) required. However, as the ability and desire to design even larger

and more detailed systems on paper progresses, we are still faced with computational limi-

tations even with current VR techniques employed. This dissertation work aims to further

improve VR efficiency and reduce the computational burden during complex MC radiation

transport analysis.

One current and common method for VR, and the method this dissertation work is based

on, is the use of weight windows (WWs) in which the statistical weight of a particle is altered

based on its position in phase space and how important that position is considered to be

to the end goal of the simulation. Most commonly WW values are defined on a Cartesian

grid, here after referred to as a Cartesian WW mesh (CWWM), and can then be used in
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MC transport analysis. Historically, these CWWMs, which can be generated in a number of

ways, often require fine mesh detail across the full spatial domain of the transport geometry

in order to capture areas of fine geometric detail, whether or not it is needed everywhere

in the domain. As a result, these meshes can have a large memory footprint that can

be computationally prohibitive when a certain level of fidelity is desired in a simulation.

Furthermore, the implementation of using CWWMs in practice is not necessarily efficient

when it comes to actually applying these WWs. When using these meshes for VR with

the Monte Carlo N-Particle transport code (MCNP) [1], particle weights are checked, by

default, at every collision, surface crossing, and mean free path traveled. However, at these

checkpoints, the underlying WWs defined on the mesh may not have changed significantly

enough to warrant initiating a variance reduction event. In this case, the WW checks can

be inefficient and may not occur when it would be truly beneficial to check and update the

particle weight.

The novel method presented in this dissertation uses WW isosurface geometries (WWIGs)

generated from CWWMs, in MC simulations. By representing the WW meshes as a geom-

etry of isosurfaces derived from the CWWM rather than a dense mesh, the necessary fine

detail about the WWs is only stored at the isosurfaces rather than the entire spatial domain.

In other words, information is only stored where the WW change is expected to matter or

when the WW changes significantly to warrant a particle weight check. When used in simu-

lations, the particle weight is only checked and updated at a WWIG surface crossing rather

than every collision, surface crossing, and mean free path traveled. The Direct Accelerated

Geometry Monte Carlo (DAGMC) toolkit, which is a geometry toolkit that can be coupled

with MC codes to perform particle tracking on complex geometries with arbitrarily higher

order surfaces, is what enables the use of the WWIGs. The goal of this method is to reduce

memory footprint and improve VR efficiency while maintaining necessary levels of VR.

This dissertation will first go over background information on MC VR and the DAGMC

toolkit in Chapter 2. Chapter 3 presents the novel research on the generation of WWIGs,
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how they are used in radiation transport analysis, and a preliminary analysis of common

geometry and mesh characteristics. Chapter 4 provides an experiment on the verification

of the WWIG method implementation and a demonstration of their use. Chapter 5 covers

additional background on faceted meshes, methods for measuring mesh characteristics, and

mesh simplification methods, all of which have been implemented for modifying and improv-

ing WWIGs. In Chapter 6, three different sets of experiments are shown to understand how

variations in different WWIG features affect computational performance compared to that

of the traditional CWWM method. Finally, Chapters 7 and 8 contain an overall summary

and conclusions of this work as well as possible future work for this method.
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Chapter 2

Background

2.1 Monte Carlo Radiation Transport

In computational analysis of radiation transport in nuclear systems, it is common to use the

Monte Carlo (MC) method in which the transport of particles is simulated as a series of

stochastic events. This stochastic method treats space and energy continuously making it

suitable for radiation transport analysis of large, complex systems. However, MC simulations

of large complex systems usually still require variance reduction (VR) methods in order to

adequately reduce the relative error within the limitations of computational resources. This

chapter will give an overview of the MC method, VR techniques, and how weight window

(WW)s are currently used for VR.

The MC method is a stochastic method for solving the transport equation in which the

transport of a neutron particle through matter is defined by probabilistic events, or random

walks. Each random event is sampled sequentially from underlying probability distribution

function (PDF)s that represent the likelihood of each event occurring. The PDFs are defined

by the physical parameters (such as position, energy, direction, and collision outcomes) for

the problem at hand [1, 2, 3, 4]. Each particle is tracked from its source through a series of

random events in phase space until it is terminated (e.g., it is absorbed, escapes, etc.). This

path, or series of events, is known as the particle’s history. The quantities of interest from

each particle’s history can be scored, or tallied, in phase space. Each history (i) results in

a score (xi). After N histories, there is a PDF of a set of scores {xi}, where the mean is

given by x̄ (Equation (2.1)) and R is the associated relative error. The statistical relative
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error R for each tally is defined by Equation (2.2) where σx̄ is the standard deviation given

in Equation (2.3). For well-behaved tallies, R is proportional to 1/
√
N [1]. This means that

with an increasing number of histories, the relative error decreases.

x̄ =

∑
xi
N

(2.1)

R =
σx̄
x̄

(2.2)

σ2
x =

∑
(xi − x̄)2

N − 1

σ2
x̄ =

σ2
x

N

(2.3)

Another quantity of interest used to measure computational performance is the figure of

merit (FOM), defined by Equation (2.4) where tproc is the processor time required for the

simulation [1]. It is desirable to have a high FOM, meaning there is low relative error and

low processor time. FOM can be increased by decreasing R.

FOM =
1

R2tproc
(2.4)

One method for decreasing the relative error is to increase the number of histories. How-

ever, tproc is proportional to N (tproc = CtN), so this will not necessarily increase the FOM

alone. A more common practice is to reduce the constant of proportionality CR between R2

and 1/N (R2 = CR/N) through the use of VR methods [1].

2.1.1 Variance Reduction

Variance reduction (VR) methods aim to increase the number of particles whose scores are

close to the tally mean (i.e. scores having high importance) in order to decrease the relative

error, thus lowering the variance σ2
x̄ without necessarily decreasing the FOM for the same

number of histories. Similar to the relative error, the processor time is proportional to the
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number of histories. Equation (2.4) can be rewritten as a function of the proportionality

constants shown in Equation (2.5). With most VR methods, the time per history will also

increase, therefore increasing Ct. Effective VR methods will decrease CR at a rate faster

than the rate of increase of Ct

FOM =
1

CRCt
(2.5)

In all VR methods, the idea is to preferentially sample and modify histories so that they

become more representative of the tally mean. While there are many different classes of

VR methods, one important to this work is known as population control [1]. In population

control VR methods, the number of particles in phase space is controlled to increase the

population in regions of interest (important regions) and decrease the population in regions

of less importance. Particles’ statistical weights are adjusted based on parameters defined

over phase space, and therefore splitting and stochastic termination occurs based on changes

in phase space [5].

In analog transport, the PDFs used for sampling are unbiased, meaning the PDFs rep-

resent the natural probabilities for events [1]. With VR methods, the PDFs can be biased

to increase the influence the particles of interest by splitting them to pursue independent

futures and stochastically terminating them to decrease the influence of particles of less

interest. A particle that is deemed more important to the desired tally will be split into

q particles, each now having a lower weight that is 1/qth of their previous weight. Each

particle produced from this splitting is considered statistically independent. For particles

deemed unimportant, the particles are stochastically terminated, meaning they are termi-

nated with some probability p. If a particle survives, it is given a higher weight. Particles

of high importance have low statistical weight [1], but more of them exist as statistically

independent histories contributing to the tally. This increase in the number of histories that

contribute to the tally decreases CR and the relative error, but does not bias the result of the

tally because total weight is conserved. Because splitting causes more time to be spent on
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tracking, Ct will increase. However, stochastic termination will lower Ct because less time

is spent on unimportant particles. As previously stated, efficient VR methods will decrease

CR at at rate faster than the increase of Ct.

It is important to note that in Monte Carlo N-Particle transport code (MCNP) [1, 6],

implicit capture, which is one type of VR, is turned on by default for neutrons, even in what

we generally consider to be analog runs. With implicit capture, when a particle undergoes

a collision, it is not terminated through absorption, but rather the statistical weight of the

particle is reduced by the probability of absorption. Because implicit capture is turned on

by default in MCNP [1, 6], all simulations in this work that do not use WWs (described in

Section 2.1.2) will be referred to as analog from this point forward.

2.1.2 Weight Windows

A specific population control method for VR is the use of weight windows (WWs). WWs are

defined by an upper and lower weight bound (wU and wL, respectively) and a survival weight

(wS, where wL < wS < wU) for all of phase space. Typically, wL is defined as a function

of phase space, and wU and wS are defined as constant multiples of wL (wU = CUwL and

wS = CSwL, where CU > CS > 1). In MCNP [1, 6], WWs can be defined spatially for each

geometric cell or per voxel in a mesh spanning the region of interest. Typically, the spatial

WWs are defined across discrete energy groups in the problem. At each collision, surface

crossing, and mean free path traveled (in the case of using a WW mesh) in MCNP, the

weight of the particle w is checked against the WW for the region of phase space where the

particle is currently located [1, 6]. When particle weight w is checked, one of three things

can happen to the particle:

1. If w > wU , it splits into q particles each having a lower weight (w/q), where q = w/wU

rounded up to the nearest integer.

2. If w < wL, it is terminated with some probability p (p = w/wS). If the particle
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survives, it is given the higher survival weight wS.

3. If wL < w < wU , it’s left unchanged.

The work presented in this dissertation is based on the use of WW meshes, rather than

geometric cell WW definitions, for generating WW isosurface geometry (WWIG)s. The

Cartesian WW mesh (CWWM) can be generated in any method for this purpose. A few

noteworthy methods for automatically generating CWWMs are briefly described here.

The Consistent Adjoint-Driven Importance Sampling (CADIS) method is a determinis-

tic method to generate WW meshes automatically from the deterministic adjoint solution

[7]. The CADIS method is implemented in the AutomateD VAriaNce reducTion Generator

(ADVANTG) code [8], as well as in the Python for Nuclear Engineering (PyNE) toolkit

[9, 10] that relies on the PARallel TIme-dependent SN (PARTISN) code [11] for the ad-

joint solution. Variations of the CADIS-based method include Forward-Weighted CADIS

(FW-CADIS) [12], Multi-Step CADIS (MS-CADIS) [13], Groupwise-Transmutation CADIS

(GT-CADIS) [14], and Angle-informed CADIS (CADIS-Ω) [15].

MCNP has a native method for generating WW meshes, known as the WW generator,

in which the the importances are stochastically determined based on the history scores in

each mesh voxel [1, 6]. The weights are then assigned to be inversely proportional to the

importances. It is common to have to iterate on the generated WW meshes in this method,

meaning that a new and better WW mesh can be generated by rerunning the simulation

using the previously generated WW mesh.

Another WW mesh generation method is the Method of Automatic Generation of Im-

portances by Calculation (MAGIC) [16]. This method is also an iterative stochastic method

based on the initial flux distribution determined by a MC analog run. After the run, a mesh-

based flux tally is normalized such that the highest flux value is 0.5. These new values are

then used as the CWWM and can be used to generate a new flux tally in a subsequent run

with better results. This is done iteratively until the desired level of fidelity in the results is

achieved.
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When using WW meshes, it is important to note that there is not a single correct WW

mesh to use in each problem. WW meshes are meant to aid the simulation through VR, so

some meshes may be better or more efficient than others. One must consider the trade-off

between the effort to generate the mesh, the memory footprint, and the expected benefit

when determining how to generate the WW mesh. Because each voxel of a CWWM contains

information for each energy group, a with a mesh sized Nx×Ny ×Nz with G energy groups

would require that GNxNyNz data points be stored. Depending on how the CWWM is

generated, the number of energy groups G can range from one to more than 200. Additionally

for very physically large and complex systems, the resolution for Ni must often be coarser

than some of regions of the geometry. For example a 100 m×100 m×100 m transport model

may not be able to have mesh voxels smaller than 1 m3 due to memory limitations, but in

this same model there maybe variation in materials, and therefore variation in transport

properties, much more frequently than every meter. A CWWM with a coarse mesh relative

to the variation in transport properties can potentially lead to inadequate VR, which is an

issue as the systems used in simulations used by analysts grow in both physical size and

detail.

Ideally, an infinitely fine mesh would be used to capture all the fine detail in a geomet-

rically complex problem. However, due to memory limitations, it is often not feasible to

create extremely fine WW meshes and so some detail may be lost. Analysts must generate

CWWMs that are fine enough to capture the detail in relevant parts of the system, yet

coarse enough to not exceed computational resources. Take, for example, the simple trans-

port geometry on the left side of Figure 2.1 where the yellow rectangles represent a highly

attenuating material. In order to accurately capture the drastic change in WW values in

each of the yellow rectangles, one might need to employ a very fine mesh across the entire

domain as is shown on the right. However, in the regions outside the highly attenuating

areas, the WW gradient is expected to be much less intense and so the fine mesh in those

regions may be an unnecessary use of computational resources.
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Figure 2.1: An example of a CWWM for the transport geometry (left) where the mesh (right) is
very fine across the entire spatial domain.

Previous work by A. Ibrahim [17, 18] sought to alleviate the memory constraint of the

WW meshes without losing fine detail in geometrically complex problems. The algorithm

in this work strategically coarsens WW meshes in a way that does not compromise fine

detail nor decrease the efficiency of the MC simulation. This is done by preserving the

fine mesh resolution in regions of highly varying WWs and coarsening the mesh in regions

with little WW variation. An example of how the CWWM for the transport geometry in

Figure 2.1 is shown in Figure 2.2. By coarsening the mesh, the memory footprint of the mesh

is decreased. These modified WW meshes were shown to be used in MC simulations with

little to no decrease in the efficiency of the simulation. However, this coarsening method is

not universally applicable to all geometries requiring high fidelity in only select regions of

phase space. In Figure 2.2, we see that because the meshes are coarsened independently in

each direction, there still may be regions of low weight gradient that have an unnecessarily

fine mesh (upper right and lower left quadrants). One could imagine in a large complex

system with many fine components throughout the entire domain, this coarsening may be

much less effective.

The WW representation using WWIGs aims to address this by capturing fine detail in

regions with high weight variation with the isosurfaces. Isosurfaces are not restricted to the

Cartesian grid form of a CWWM but instead follow the arbitrarily complex forms of the

changing WW values across the spatial domain. This means that the use of isosurfaces can



11

Figure 2.2: An example of a CWWM for the same transport geometry where the mesh is strategically
coarsened in both directions (left and center).

capture the fine detail only in the regions of the high weight gradients. See Section 3.3 for

more discussion.

2.2 Direct Accelerated Geometry Monte Carlo

The Direct Accelerated Geometry Monte Carlo (DAGMC) toolkit [19] is a geometry toolkit

that performs the necessary particle tracking steps during MC simulations directly on CAD-

based tessellated geometries. DAGMC offers a method for ray tracing on arbitrarily complex

geometries and higher order surfaces than what is typically allowed in native MC codes, thus

eliminating the need to generate the geometry definition in the native MC format. These

capabilities of the DAGMC toolkit are what enables the WWIG method presented in this

dissertation. This chapter describes the process for creating DAGMC geometries and the

DAGMC particle tracking algorithm.

2.2.1 Geometry Construction

A DAGMC geometry is a faceted (or tessellated) model of a CAD geometry represented using

Mesh Oriented datABase (MOAB) [20]. The facets are stored in a hierarchical structure by

MOAB so that each triangle facet belongs to a surface, and each surface belongs to at least

one volume. When two volumes in the CAD model have coincident surfaces, the coincident

region is redefined as a single surface belonging to each volume through operations known as
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imprinting and merging [21, 22] prior to the faceting process. A more detailed description

of the process for creating the faceted DAGMC geometries from a CAD model is as follows:

1. The user ensures that no volumes overlap or enclose others (no two volumes can occupy

the same physical space).

2. Coincident surfaces are imprinted and merged (process shown in Figure 2.3).

3. Surfaces are faceted into triangular facets.

4. The facets are sealed to eliminate possible misalignment of vertices (also known as

making the model watertight [23, 24]).

(a) Imprinting process (b) Merging process

Figure 2.3: Depiction of imprinting and merging two coincident surfaces (a gap is shown between
surfaces 1 and 2 for clarity) into a single surface belonging to each volume A and B. (Images source:
[21])

DAGMC requires that geometries used for MC transport meet the following requirements:

• All volumes are made of closed surfaces (there are no intentional spaces or gaps in the

surfaces).

• No volumes occupy the same physical space (they do not overlap).

• Coincident surfaces between two adjacent volumes have been merged.

• Surfaces are faceted into triangles.

• The faceting of surfaces does not introduce numerical gaps (addressed with making the

model watertight).
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• Topological relationships are explicitly represented.

At the end of this geometry construction process, one should have a DAGMC geometry that

meets these requirements and is suitable for robust MC particle transport.

2.2.2 Particle Tracking

The DAGMC toolkit can be coupled with various MC physics codes to perform the necessary

particle tracking steps on the faceted geometry model, replacing the need for a text-based

transport geometry definition native to the physics code. Currently, DAGMC has been

coupled with MCNP 5 & 6 [1, 6], OpenMC [25, 26], Shift [27], Fluka [28], Geant4 [29], and

Tripoli [30]. The exact implementation for each physics code can differ, but each makes use

of the same basic principle of ray tracing to track particle position and movement through

the geometry while the physics code continues to handle the underlying physics.

Ray tracing is when a ray is fired from the particle’s current position in the direction being

traveled to determine the next surface in the geometry that is intersected [19]. The surface

that is intersected by the ray is determined by finding the facet that the ray intersects

within an hierarchical tree of bounding boxes for the geometry [31]. DAGMC constructs

sets of oriented bounding boxes (OBBs) around the facets that construct a volume (see

Figure 2.4). The ray fired by DAGMC transverses the tree by checking if it intersects with

each OBB at the first level. If it intersects with an OBB, it moves on to check the children

OBBs (in the next level). This continues until it reaches the last level in the tree where

the OBB contains only a few facets, which can then be used to calculate the exact point of

intersection within a facet.

When the surface is determined based on the intersecting facet, the distance to the point

of intersection and the volume on the other side of that surface are known. This information

is then used in the physics code to determine the appropriate course of action for particle

transport (e.g. transport to the surface and update properties for the next volume, perform

collision physics, etc.) [19].
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Figure 2.4: Each surface (red, green, and blue) of the volume (left) is made of facets (represented
in 2D as thick lines). OBBs (depicted as thin solid and dashed lines) encase a set of facets in each
surface. The hierarchical bounding box tree that is constructed for the volume is shown on the right.
(Image source: [21])

Below is the current DAGMC particle tracking algorithm1 (also presented visually in

Figure 2.5) as it is implemented in MCNP 6.2 (known as DAGMC coupled with MCNP

(DAG-MCNP)) [1, 6, 19] when WW meshes are used for VR:

1. Calculate the mean free path distance dw using MCNP.

2. Sample the distance to collision dc along the particle’s trajectory with MCNP.

3. Find the distance to the next surface on the DAGMC geometry ds along ~r using

DAGMC’s ray tracing.

4. The minimum distance D (D = min(dw, ds, dc)) indicates the next event:

a) if D = dw: Transport particle distance dw.

b) if D = ds: Transport particle to the next transport geometry surface using

DAGMC.

1This algorithm is presented in a simplified manner to not include the use of DXTRAN spheres, time
cutoffs, and energy cutoffs. Forced collisions have also been ignored.
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c) if D = dc: Transport particle distance dc to collision site and perform appropriate

collision physics using MCNP.

5. Look up WW for the current location in the WW mesh and check particle weight

(splitting or terminating as appropriate). Restart the particle tracking for the updated

surviving particle(s).

6. Repeat from the first step until all histories have be terminated in some capacity.

Calculate mean
free path dw

Find distance
to transport
surface ds

Sample distance
to collision dc

Calculate
Dmin =

min(dw, dc, ds)

Move to
transport surface

ds

Move dw
dw Move to collision,

perform physics

dc

Look up WW
in WW mesh

Split/Terminate

Restart tracking

DAGMC

MCNP

Key:

Figure 2.5: Visual depiction of the particle tracking algorithm when using DAG-MCNP and a
CWWM for VR.

2.2.3 Performance

In the past, CAD-based ray-tracing for MC simulations had been significantly more time

consuming than native MC simulations. There has been a trade off between having the capa-

bility to perform simulations on geometries with higher order surfaces and the computational

time required to perform the particle tracking in MC codes. However, recent developments

to ray tracing accelerations in DAGMC have shown that, especially for complex geometries,

DAG-MCNP can be competitive with native MCNP in simulation run time [32, 33, 34].

This performance increase in DAGMC enables for the first time the capability for particle

tracking on multiple complex faceted geometries as is presented in this dissertation.
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Chapter 3

Weight Window Isosurface

Geometries

WW isosurface geometries (WWIGs) are DAGMC-compliant faceted geometries where the

surfaces of the volumes represent isosurfaces of the lower WW bounds in a CWWM. They

can then be used in place of CWWMs during MC particle transport with DAG-MCNP 6.2.

This chapter presents the detailed generation method, the particle tracking algorithm, and

an analysis of the different geometric features of WWIGs.

3.1 Generation Method

The WWIGs are generated from isosurfaces derived from the CWWMs. These CWWMs

can be generated in a variety of ways, as described in Section 2.1.2. To generate WWIGs

from the CWWM, VisIt (a visualization and data analysis tool) [35] and MOAB [20] are

used in an automated Python tool called IsogeomGenerator [36] that requires only initial

information about which WW values to use to generate the isosurfaces. This process gener-

ates a DAGMC-compliant geometry with each volume corresponding to the region of space

between two consecutive isosurface values. A description of this process is as follows [37]:

1. Select WW isosurface values: The user specifies the WW values to use for the isosurface

values (see Section 3.1.1 for additional details) and an optional normalization factor.1

1When using a CWWM with MCNP, one has the option to supply a normalization factor as input
and every WW lower bound in the mesh is then multiplied by that factor [1, 6]. In the case of WWIGs,
the normalization factor is applied during generation by multiplying it by the user-specified isosurface level
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An example visual of such values are shown in Figure 3.1 where the isosurface contours

are seen overlaid on the CWWM.

(a) An example 3-D CWWM. (b) A CWWM with selected level values shown.

Figure 3.1: An example CWWM with WW isosurface values shown that will be used to generate
the WWIG surfaces. A cut-out shows the interior of the mesh.

2. Export isovolume surface: VisIt is used to generate a closed isovolume defined as the

space between two consecutive WW values and, in some cases, the boundary of the

CWWM domain where the isosurfaces intersect the boundary. The bounding surfaces

of these isovolumes get exported as an STL file, a format in which the mesh is defined

by triangular facets, the connectivity of all vertices is known, and all surfaces are closed.

An example of a single surface mesh that might be generated in this process is shown

in Figure 3.2.

3. Volume separation: Each isosurface from the previous step has the potential to be a

isosurface that is actually a collection of disjoint closed surfaces (example shown in

Figure 3.3). MOAB is used to collect all sets of connected vertices, and the triangles

they form, of each isosurface and then redefines each disjoint set as a new surface

belonging to the same volume.

values. This is important for CWWMs generated using ADVANTG which returns a normalization factor [8]
that must be applied to the surface values.
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Figure 3.2: Example surface mesh generated by VisIt of the volume between two isosurfaces.

Figure 3.3: A single isosurface volume that created multiple closed surfaces that need to be redefined
as separate surfaces.

4. Surface separation: To further ease the mesh merging process, these surfaces are further

divided into separate, but connected, sets of triangles and vertices that are considered

“interior” or “exterior” to the geometry. Sets of triangles whose centroids are coincident

with the external bounding surfaces of the original CWWM are considered to be on

the exterior, while all other triangles are on the interior. Only surfaces made of interior

triangles need to be considered in the merging process in the following step. An example

of a surface that would be further separated into interior and exterior surfaces is shown

in Figure 3.4.
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Figure 3.4: An example of an isosurface that has a portion of its surface coincident with the bound-
ing surfaces. The blue surface indicates where the mesh is coincident with the external bounding
surfaces and would be labeled as “exterior” while the red portion is considered “interior.”

5. Mesh-based merging: Unlike the DAGMC geometry generation process for a transport

geometry described in Section 2.2.1, the imprint and merging step in this process

occurs after after the surfaces have been meshed into triangles, which adds a layer

of complexity. To do this, MOAB is used to identify vertices in one isosurface that

are coincident with other vertices in other isosurfaces. As soon as the position of one

vertex is found to match that of a vertex in another surface, those two surfaces are

considered to be coincident and one replaces the other. Due to the nature of isosurfaces

and the knowledge that only surfaces on the interior of the geometry will be merged,

only the vertices of the interior surfaces of two isovolumes that share a WW value need

to be checked against each other. An example of two consecutive isovolumes that share

the same interior surface is shown in Figure 3.5. This step relies on consistency from

VisIt in the interpolation process for the creation of the original isosurfaces such that

vertices do exactly align between two adjacent volumes. In some cases, vertices that

are not perfectly aligned can cause issues in this step. In general, this is not an issue

but it does pose a limitation on how close isosurfaces can be to each other as described

in Section 3.1.1.

6. Export DAGMC geometry: The WW value used to make each of the surfaces are then
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Figure 3.5: Two adjacent isosurface volumes (green and blue) that have a coincident internal surface
(shown as red) that is in need of mesh-based merging. The red surface defined on each separate
volume is redefined as the single red surface. A cut out shows the internal surface.

set as data on the surface and then the geometry is exported as a complete DAGMC-

compliant geometry.

7. Repeat: The process is repeated for each energy group in the initial CWWM file.

Figure 3.6 shows example WWIGs produced for multiple energy groups of one CWWM

file.

Figure 3.6: Example WWIGs produced for a select set of energy groups from a multi-energy group
CWWM file.

After the generation of the WWIG(s), the user is left with multiple geometries that
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occupy the same physical space: a transport geometry where the different volumes and

surfaces represent different materials or physical components; and at least one WWIG where

the volumes and surfaces represent different WW values. The WWIGs generated by this

method can then be used for particle tracking with DAGMC (described in Section 3.2), as

they satisfy the geometry requirements specified in Section 2.2.1.

3.1.1 Selection of Isosurface Values

The automatic generation process presented in the previous section requires the user to

supply information about which values to use for the isosurfaces, which can be done in a

number of ways. Below describes three specific methods for defining the isosurface values

that have been implemented in the IsogeomGenerator tool [36]:

• User-specified values {S0, S1, S2, . . . , SN}.

• User-specified number of surfaces N to be linearly or logarithmically evenly spaced

between the minimum and maximum wL values for an energy group.

• Surfaces are separated by a user-specified ratio r as defined by Equation (3.1).

S0 = min (wL)

S1 = S0r

S2 = S1r = S0r
2

· · ·

Si = S0r
i

(3.1)

Of the three methods, the selection of surfaces based on a separation ratio r is expected to

be the most widely used because r can be related to the WW upper bound constant Cu used

in transport. Because the particles only undergo splitting when crossing a WWIG surface,

r can be chosen such that this splitting efficiency is optimized. It is expected that the most

efficient spacing is r = Cu because the number of splits at each crossing are expected to
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then be equal to Cu. If the ratio spacing is higher than Cu, not enough splitting may occur,

meaning there may not be adequate VR. In the case that the ratio spacing is lower, the

efficiency may be decreased because too many particle weight checks are occurring when no

or little splitting is occurring while the amount of time spent on surface ray tracing increases.

While the commonly used value for Cu is 5 (default in MCNP [1, 6]), there may be

limitations as to how low r can be due to the gradient of WW values in the supplied CWWM,

making r = 5 not necessarily feasible. When the CWWM has regions of very high gradients,

such as in shielding regions, the isosurfaces generated by VisIt [35] can be very close together

in physical space, if not overlapping, causing complications in the WWIG generation process.

Because the generation method relies on both VisIt to interpolate across mesh voxels in a

consistent manner between adjacent isovolumes and the gradients of values present in the

CWWM, we can qualitatively derive a minimum supported ratio rmin as a function of the

gradients and mesh voxel size. The derivation of rmin is as follows.

We know by definition, that the ratio of WW lower bound values wL between two adjacent

mesh voxels ~x and ~x + ∆~x is given by Equation (3.2), where ∆~x is the vector between

adjacent mesh voxels. In the case of a CWWM, ∆~x is defined by the edge lengths of the

local mesh voxel in Equation (3.3) and whose magnitude is the length of the voxel diagonal,

i.e. largest distance between known points of the mesh voxel. Ratios, also by definition, can

be translated to a logarithmic scale such that r = 10a, allowing us to write Equation (3.4).

By taking the logarithm of Equation (3.4), we get Equation (3.5). Dividing both sides of

Equation (3.5) by ∆~x (Equation (3.6)) transforms the right hand side into the definition

of the gradient, allowing a to be more simply defined by Equation (3.7). The minimum

supported ratio value rmin is therefore defined by the maximum value of a in the CWWM,

given by Equation (3.8).

r =

∣∣∣∣wL (~x+ ∆~x)

wL (~x)

∣∣∣∣ (3.2)

∆~x = exx̂+ eyŷ + ez ẑ (3.3)
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r = 10a =

∣∣∣∣wL (~x+ ∆~x)

wL (~x)

∣∣∣∣ (3.4)

a =

∣∣∣∣log

(
wL (~x+ ∆~x)

wL (~x)

)∣∣∣∣ = |log (wL (~x+ ∆~x))− log (wL (~x))| (3.5)

a

|∆~x|
=

∣∣∣∣ log (wL (~x+ ∆~x))− log (wL (~x))

∆~x

∣∣∣∣ (3.6)

a = |∇ log (wL (~x)) ·∆~x| (3.7)

rmin = 10a

a = max (|∇ log (wL (~x)) ·∆~x|)
(3.8)

3.2 Particle Tracking

This section describes the algorithm for using WWIGs during DAG-MCNP 6.2 [19, 6] trans-

port in place of CWWMs. It is important to note that the development and assessment of the

WWIG method in this work is specifically in the context of using MCNP. Other MC codes

may implement the use of WWs and CWWMs in a different manner, making it possible that

the WWIG method is less applicable. Previous work by E. Gonzalez and G. Davidson [38]

compared various implementations of CWWMs and how they affect performance with Shift

[27]. They found that a finer CWWM always performs better than a coarse mesh and that

applying WWs pre-collision, as opposed to post-collision, also improves performance.

In this new method, particles are tracked simultaneously on both the transport model

and the WWIGs. Tracking on the WWIGs uses the same ray tracing method already used

for particle tracking on DAGMC transport models. When a particle crosses one of the WW

isosurfaces, the particle weights are checked against the WWs defined for that surface. At
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this point in time, splitting or stochastic termination can occur. The detailed algorithm2

as it is implemented for DAG-MCNP 6.2 is as follows and is depicted visually in Figure 3.7

[39]:

1. Find the distance to the next surface along ~r on the WWIG (dw) for the current energy

group using DAGMC’s ray-fire.

2. Find the distance to the next surface along ~r on the DAGMC transport geometry (ds)

using DAGMC’s ray-fire.

3. Sample the distance to collision (dc) along trajectory ~r using MCNP.

4. The minimum distance D (D = min(dw, ds, dc)) indicates the next event:

a) if D = dw: Transport particle to the next surface on the WWIG, update the

particle weights (splitting or terminating as appropriate) according to

the WW defined on that surface, and restart particle tracking for the updated

particle(s).

b) if D = ds: Transport particle to the next surface on the transport geometry and

continue particle tracking for the particle in the new cell.

c) if D = dc: Transport particle dc to collision site and perform appropriate collision

physics. Restart particle tracking if particle is surviving.

It is possible to use WWIGs in combination with a native MCNP transport geometry rather,

than a DAGMC transport geometry. In this case, the algorithm is identical to the one

presented above, except that steps 2 and 4(b) would use MCNP for particle tracking on the

transport geometry while DAGMC is still used for the WWIGs.

The difference between this new algorithm and the original DAG-MCNP algorithm de-

scribed in Section 2.2.2 is that the particle weight is checked and updated now only at a

2This algorithm is presented in a simplified manner to not include the use of DXTRAN spheres, time
cutoffs, and energy cutoffs. Forced collisions have been ignored.
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Find distance to
WW surface dw

Find distance
to transport
surface ds*

Sample distance
to collision dc

Calculate
Dmin =

min(dw, dc, ds)

Move to
transport
surface*

ds

Move to
WWIG surface

dw
Move to collision,
perform physics

dc

Look up WW on
WWIG surface

Split/Terminate

Restart tracking

DAGMC

MCNP

Key:

Figure 3.7: Visual depiction of the particle tracking algorithm when using DAG-MCNP and WWIGs
for VR. An asterisk (*) indicates which steps would use MCNP, rather than DAGMC, in the case
of using a native MCNP transport geometry.

WWIG surface crossing, rather than every mean free path, collision, and transport geometry

surface crossing. The method for looking up the WW differs now as well to make use of the

WWIGs, rather than a WW mesh, by looking up the WW on the WWIG surface rather

than in the WW mesh. The rest of the particle tracking process and physics remains the

same.

3.3 Geometric Features

This section will show some sample WWIGs to highlight some of the geometric mesh features.

Three simple problems were developed to demonstrate geometric features that are present in

the WWIGs. Each transport geometry is a variation of a point detector problem with a 14

MeV volumetric neutron source (coincident with a 2 m× 2 m× 2 m helium box) surrounded

by a stainless steel wall (SS316) 0.5 m thick (see Figure 3.8). A point detector is located

on the outside of the box in all cases. For transport geometries 2 and 3, narrow streaming

channels were introduced in the box (Figure 3.8b and Figure 3.8c).

For each problem, CWWMs were generated using both MCNP’s WW generator (a single
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(a) Transport Geometry 1 (b) Transport Geometry 2 (c) Transport Geometry 3

Figure 3.8: 2-D cross sections at z = 0 of the different transport geometries used: 14 MeV neutron
source (green) surrounded by a 0.5 m stainless steel box (gray) with a detector outside (blue).

iteration) [1, 6] and using the CADIS method [7] in ADVANTG [8]. MCNP’s native generator

is a stochastic method while CADIS is deterministic. Slices of a single energy group of the

generated CWWMs overlaid with the isosurfaces can be seen for each transport geometry

in Figure 3.9. For each CWWM generated by CADIS, seven isosurfaces levels were chosen

to be logarithmically spaced from 102 to 1014. For each of the CWWMs generated by

MCNP, six logarithmically spaced levels ranging from 5× 10−6 to 104 were used. The 3-D

generated WWIGs for a single energy group for the third geometry (Figure 3.8c) can be seen

in Figure 3.10. These example WWIGs exhibit a number of geometric and mesh features

that may impact performance when used in particle transport. The following sections will

describe each feature in more detail.

3.3.1 Isosurface Spacing

For all transport geometries with streaming paths (Figure 3.8b and Figure 3.8c), the CADIS-

generated geometries had the ability to capture the fine detail of the WWs in the streaming

paths and the weight gradients in highly attenuating regions better than MCNP’s WW

generator, resulting in more WW isosurfaces in these regions. This is evident in Figure 3.9c

and Figure 3.9e (CADIS results) where there is a much higher number of isosurfaces present

in the steel wall and around the streaming paths compared to Figure 3.9d and Figure 3.9f
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(a) Transport Geometry 1, CADIS (b) Transport Geometry 1, MCNP

(c) Transport Geometry 2, CADIS (d) Transport Geometry 2, MCNP

(e) Transport Geometry 3, CADIS (f) Transport Geometry 3, MCNP

Figure 3.9: 2-D cross sections at z = 0 for the generated WW isosurfaces superimposed on the
original CWWM for each model. An outline of the transport geometry is shown in white.
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(a) CADIS (b) MCNP

Figure 3.10: Example 3-D models of the WWIG generated for transport geometry 3.

(MCNP results).

3.3.2 Weight Gradient Continuity

Due to the nature of how CADIS and the MCNP WW generator operate, there is significant

difference in the continuity of the WW gradients in the initial CWWMs that can have

significant impact on the quality of the resulting WWIGs. As seen in a close up of the

original CWWM from CADIS in Figure 3.11a, adjacent mesh voxels in the original CWWM

have a relatively smooth gradient of weight values making it easier to select isosurface values

that are close enough to capture detail, but separated more than a single mesh voxel. This

allows for the selected WW isosurfaces to be non-overlapping as described by the limitations

of Equation (3.8) in Section 3.1.1. Conversely, in the close up of the CWWM produced

by MCNP shown in Figure 3.11b, the stochastic nature of the CWWM production causes

adjacent voxels to have very abrupt differences in weight values. This causes many isosurfaces

to occupy the same space between the adjacent mesh voxels.
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(a) CADIS (b) MCNP

Figure 3.11: A close up of the WW values in the mesh voxels with the resulting isosurfaces super-
imposed.

3.3.3 Isosurface Roughness

Another difference between the CADIS and MCNP WWIGs is the roughness of the resulting

isosurfaces. In the case of the CADIS-generated WWIGs (Figure 3.10a), the surfaces are all

relatively smooth, where as the stochastic nature of the MCNP-generated WWIGs create

very rough, noisy surfaces (Figure 3.10b). Isosurfaces like those in the CADIS WWIGs are

much more desirable for particle tracking and will likely create fewer unnecessary weight

checks (see Figure 5.1 in Section 5.2). In the case of the MCNP-generated WWIG, a particle

traveling in a straight line (with no weight change due to any other events such as collisions)

may cross an isosurface many times due to the roughness, causing many unnecessary weight

checks that do not result in weight changes. Rough isosurfaces that are likely to occur with

any stochastic CWWM generation method can be addressed through surface smoothing

described in Section 5.2.
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3.3.4 Isosurface Coarseness

Because the surfaces of the WWIGs are generated from the original CWWM, which has

fairly fine resolution, the resulting isosurfaces are also made of very fine triangular facets.

Each face of one mesh voxel is split into at least two triangular facets by VisIt during the

geometry generation process. An overlay of the surface meshes on the WWIG can be seen in

Figure 3.12a which shows the presence of these small facets throughout the entire geometry.

Additionally, where two isosurfaces meet on the outside of the geometry, even finer triangles

are formed along the seams (a close up is seen in Figure 3.12b).

(a) WWIG with faceted triangular mesh made visible.

(b) Close view of facets where two iso-
surfaces meet.

Figure 3.12: A view of the triangular facets that make up the surface meshes where two isosurfaces
meet on the outside of the WWIG.

This fine mesh resolution of the isosurfaces can potentially cause slowdown with DAGMC

particle tracking because it will take longer to transverse the constructed OBB tree when

determining the point of intersection. Additionally, the fine resolution in the meshes can

unnecessarily increase the memory footprint of the WWIG. However, both of these concerns
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can be addressed by applying decimation described in Section 5.1.

3.4 Summary of Weight Window Representation

Differences

By using the WWIG method, WWs are represented in a fundamentally different way than

the traditional CWWMs. With the CWWMs, all WWs are defined per mesh voxel in the

mesh, meaning these values are defined on a per volume basis. With the WWIG, WW

values are instead only defined on the surfaces of the volumes, rather than the volumes

themselves. With CWWMs, fine resolution of the mesh is generally required across the

whole spatial domain to capture the fine detail where it matters, whereas WWIGs only

require fine resolution at the isosurfaces. When used with DAG-MCNP, particle weight

is checked against the CWWM at points in time that are generally irrelevant to how the

underlying WW values are changing in the mesh. In the case of the WWIGs, particle weight

is checked at a WWIG surface crossing, and therefore corresponds to the changing WW

values in phase space.
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Chapter 4

Verification and Demonstration of

WWIG Particle Tracking

This chapter demonstrates the WWIG tracking algorithm in two capacities. The first is

verification of the method to ensure proper implementation of the tracking algorithm and

the second is a proof of concept.

4.1 Verification

The purpose of this verification experiment is to test that the particle tracking method was

implemented correctly. To do this, checks were added to the DAG-MCNP code to confirm

the correct application of the WWs. Every WW check in a simulation should only occur at

a surface crossing of the WWIG corresponding to the energy group for the particle’s current

energy.

4.1.1 Problem Setup

Two near identical transport geometries sized 20 cm× 5 cm× 5 cm were used to verify this.

Both use a mono-directional ~v = (1, 0, 0) neutron source at x = 0.5 cm with a varying source

energy evenly distributed from 0.001 MeV to 1.5 MeV (see Figure 4.1). A point detector is

located at x = 19.5 cm. The first geometry is left as a void, simply to test that the WWIG

corresponding to the energy group for the initial energy of the particle is chosen correctly.

The second is filled with a lightly scattering media (water with density 0.02 g/cm3) to check
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that the WWIG is correctly updated for the change in energy groups upon collisions, but

that it does not apply a particle weight check. Every simulation result presented here used

105 histories.

Figure 4.1: Transport geometry used for the verification experiment

For each of the above transport geometries, the same set of WWs were used. The energy

groups for the WWs have upper bounds Eupper = 1.5×10−2, 1.5×10−1, 4×10−1, 9×10−1 and

1.5 MeV. The CWWM was designed such that there is one mesh voxel every centimeter in

the x-direction (for a mesh resolution of 20× 1× 1 mesh voxels). The WW values used on

the CWWM were 1×10−1, 2×10−2, 4×10−3, 8×10−4 and 1.6×10−4. The same set of WW

values were used for each energy group but offset in the x-direction by one mesh voxel with

each increasing energy group (see Figure 4.2). This offset was done so that the resulting

isosurfaces in the WWIGs would not be in the same physical location for each energy group.

The WWIGs for each energy group were then created using the same previously stated WW

values for each of the isosurface values. The resulting WWIGs can be seen in Figure 4.3.

4.1.2 Results and Analysis

In order to check that the particle weights are updated accordingly with each WWIG surface

crossing and that the particle is tracked on the correct WWIG given its energy, the code

was instrumented to collect data to be analyzed in post-processing. For every event, the

particle must have the correct weight before and after the event. Collisions and transport



34

(a) Eupper = 1.5× 10−2 MeV (b) Eupper = 1.5× 10−1 MeV

(c) Eupper = 4× 10−1 MeV (d) Eupper = 9× 10−1 MeV

(e) Eupper = 1.5 MeV

Figure 4.2: A 2-D slice at z = 0 of the WWs for each energy group in the CWWM.

surface crossings must not invoke a weight change through WWs, though collisions may still

cause weight changes due to implicit capture. A collision can also prompt a change in energy

group and therefore a change of WWIG. At WWIG surface crossings, a particle can split

or stochastically terminate. To specifically check that the correct WWIGs are being used

according to the particle’s energy, for every WWIG ray tracing event, it was verified that

energy of the particle is within the energy bounds of the current WWIG being used. Analysis

using the first transport geometry with the void material confirmed that the appropriate

WWIG was being used given the initial particle energy. Analysis of the simulation with the
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(a) Eupper = 1.5× 10−2 MeV (b) Eupper = 1.5× 10−1 MeV

(c) Eupper = 4× 10−1 MeV (d) Eupper = 9× 10−1 MeV

(e) Eupper = 1.5 MeV

Figure 4.3: The generated WWIGs used for each energy group. A cutout shows the interior of the
geometries.

second transport geometry confirmed that the WWIG was appropriately updated with each

change in energy due to collisions. In each case, particles correctly underwent splitting and

terminating at the WWIG surfaces, and only at those WWIG surface crossings.

In the case of the second geometry with the lightly scattering medium, we can also

compare the WWIG detector tally results to that of the analog and CWWM (shown in

Table 4.1). We are interested in knowing that the results from the WWIG simulation match
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the analog and CWWM results for each energy group and for the total tally. In Figure 4.4

we can see that the WWIG results agree well in all energy groups except the lowest, where

the reported relative error is high for both the analog and CWWM results. For the total

neutron flux, the ratio of the WWIG to analog results is 1.0132±0.0120, and 1.0047±0.0146

for the ratio of the WWIG to CWWM results, both of which are considered to be in strong

agreement. Because these WWs were not specifically designed for VR of each energy group,

which can explain the differences in Figure 4.4, we can accept the agreement in the total

neutron flux as indication that the WWIG method yields correct results.

Table 4.1: Detector tally results for each simulation mode for the lightly scattering verification
problem setup.

Eupper [MeV]
Analog CWWM WWIG

Flux [1/cm2] Error Flux [1/cm2] Error Flux [1/cm2] Error

1.5× 10−2 4.192 35× 10−6 0.1128 7.386 33× 10−6 0.3354 4.847 62× 10−6 0.0471

1.5× 10−1 2.274 96× 10−5 0.0489 2.343 74× 10−5 0.0264 2.489 53× 10−5 0.0180

4.0× 10−1 3.908 09× 10−5 0.0460 3.673 48× 10−5 0.0188 3.780 83× 10−5 0.0104

9.0× 10−1 6.816 79× 10−5 0.0126 6.907 40× 10−5 0.0213 6.973 55× 10−5 0.0065

1.5 8.014 88× 10−5 0.0090 7.950 49× 10−5 0.0051 7.987 54× 10−5 0.0050

Total 2.143 40× 10−4 0.0112 2.161 37× 10−4 0.0140 2.171 62× 10−4 0.0038

4.2 Demonstration

This experiment demonstrates the VR capabilities of the WWIG method compared to the

traditional CWWM method.

4.2.1 Problem Setup

For this demonstration, the transport model is a simplified geometry that shares features

with a fusion energy system. Helium is evenly distributed in a 1 m × 1 m × 1 m box whose

presence is coincidental to the existence of a 14 MeV isotropic volumetric neutron source.
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Figure 4.4: Ratio of the WWIG results compared to both the CWWM and analog results of the
point detector tally neutron flux for each energy group. Error bars are ±3σ for the ratio.

The helium is encased in a 0.5 m stainless steel wall (SS316). Two streaming paths, each

5 cm× 5 cm wide, are introduced on the x- and y-axes and the device is surrounded by air.

A point detector is located outside the reactor between the two streaming paths as shown in

Figure 4.5. All material compositions are defined by the PNNL Material Compendium [40]

and interpreted by PyNE [9, 10]1.

Figure 4.5: A slice at z = 0 of the fusion reactor. The helium source (green)is surrounded by a
stainless steel wall (gray). A point detector is shown in blue in the upper right quadrant.

The CADIS [7] method in ADVANTG [8] optimized for the point detector was used to

1This setup is the same transport geometry used in Figure 3.8c
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created a CWWM with 25× 25× 25 mesh voxels spanning the full spatial domain. Twenty-

seven neutron energy groups were used from the ADVANTG 27n19g library [8]. Figure 4.6

shows cutouts of the CWWM for two example energy groups (E0 and E16). For images

of all energy groups in the CWWM, see Appendix A. Four sets of WWIG geometries were

produced from this mesh using different ratio spacings r (Equation (3.1)) for the isosur-

faces: 5, 10, 15 and 20. The WW isosurfaces were multiplied by the normalization constant

6.370 272 997× 10−6 provided by ADVANTG. The location of the isosurfaces used to gen-

erate each of the WWIGs are shown for the two sample energy groups in Figure 4.7 and

Figure 4.8. The resulting WWIGs are shown in Figure 4.9 and Figure 4.10. For images of

all WWIGs for each energy group at every spacing ratio, see Appendix B. It is important

to point out that the WWIGs are generated directly from the data of the CADIS-generated

CWWM and that the source biasing scheme is still used in the WWIG simulation. There-

fore, we can consider the use of the WWIGs in place of the CADIS-generated CWWM to

be consistent with the source biasing schemes required by the CADIS method [7].

(a) E0 (b) E16

Figure 4.6: The resulting CWWM from CADIS for two example different energy groups. The values
labeled on the right of the color bar indicate the minimum and maximum WW values for that energy
group. A cutout shows the values on the interior.
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(a) r = 5 (b) r = 10

(c) r = 15 (d) r = 20

Figure 4.7: The CWWM for energy group E0 with the overlaid isocontours, whose values are
indicated on the right side of the color bar, for four different ratio r spacings.

4.2.2 Results and Analysis

Seven modes were simulated: two in analog, one with the CWWM using the standard WW

method implemented in MCNP, and four with the different sets of WWIG geometries (one

for each r value) using the new WWIG method in MCNP. The first analog run used 107

histories and is defined as the reference result. All other simulations used 106 histories. The

total neutron flux at the detector for each simulation is shown in Table 4.2. Figure 4.11

shows specifically the ratio of the tally results for each mode (E) to the reference result (F )
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(a) r = 5 (b) r = 10

(c) r = 15 (d) r = 20

Figure 4.8: The CWWM for energy group E16 with the overlaid isocontours, whose values are
indicated on the right side of the color bar, for four different ratio r spacings.

and whether the values agree within 1σ or 2σ of said ratio. We define the σ for the ratio

(E/F ) through error propagation given by Equation (4.1).

σ =

√(
σE
x̄F

)2

+

(
x̄EσF
x̄2
F

)2

(4.1)

From Figure 4.11 we can see that the simulation results for both the traditional CWWM

method as well as the 3 of the 4 WWIG simulations agree with the reference result within

1σ, while the WWIG run with surfaces spaced by a ratio of r = 10 agrees within 2σ.

Furthermore, from Figure 4.12 we can see that the relative error for each of the WWIG
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(a) r = 5 (b) r = 10

(c) r = 15 (d) r = 20

Figure 4.9: The generated WWIGs for energy group E0 with each ratio spacing r. The isosurface
values are labeled on the color bar.

runs is close to that of the CWWM and much lower than the analog results for the same

number of histories. This agreement and low relative error indicates that accurate VR was

performed.

4.3 Summary and Conclusions

From the verification results, we can see that the WWIG particle tracking method was

correctly implemented in DAG-MCNP 6.2. The results of the demonstration experiment
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(a) r = 5 (b) r = 10

(c) r = 15 (d) r = 20

Figure 4.10: The generated WWIGs for energy group E16 with each ratio spacing r. The isosurface
values are labeled on the color bar.

show that this is a viable method for using WWIGs in place of CWWMs for VR in MC

simulations. The WWIG method produces accurate results and does lower the variance

when compared to the corresponding analog simulation, though not necessarily as effectively

as the corresponding CWWM in this particular demonstration experiment. The following

experiments in Chapter 6 will analyze performance of the WWIGs in more depth.
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Table 4.2: Detector tally results for each simulation mode.

Mode Neutron Flux [1/cm2] Relative Error

Reference 5.5894× 10−8 0.0076

Analog 5.5739× 10−8 0.0240

CWWM 5.5896× 10−8 0.0100

WWIG

r = 5 5.6022× 10−8 0.0093

r = 10 5.5119× 10−8 0.0107

r = 15 5.5265× 10−8 0.0121

r = 20 5.5659× 10−8 0.0126

Figure 4.11: The ratio of each simulation (E) compared to the reference result. E/F ± 1σ for each
comparison is shown, as well as E/F ± 2σ for each of the WWIG results.
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Figure 4.12: Relative errors for each simulation mode.
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Chapter 5

Mesh Refinement and Simplification

DAGMC geometries, and therefore the WWIGs in this dissertation, are represented as

triangular meshes. Triangular mesh geometries have been used widely in many different

fields since their introduction in the late 20th century, and as such there have been a wide

array of implementations for achieving various mesh refinement and simplification goals

[41, 42, 43, 44]. We use two forms of mesh refinement, decimation and smoothing, to address

the aforementioned potential issues with the WWIGs in Section 3.3.

5.1 Decimation

Decimation, sometimes known as mesh coarsening, is the removal and redefinition of facets

on surfaces such that the facet density of the surface decreases. This is of particular interest

in the field of computer graphics to increase rendering speeds of complex graphics. We are

similarly interested in the speedup achieved through decimation in the context of the particle

tracking algorithm as well as reduction of the memory footprint. High facet density could

mean better resolution of fine or key mesh features in a geometry. However, if a surface has

an unnecessarily high facet density, the ray tracing algorithm used by DAGMC can become

unnecessarily slow due to a larger OBB tree to search with each ray tracing call. As such, we

are interested in coarsening the surfaces of the WWIGs that have high facet density (such

as large flat, smooth surfaces) but without losing features that have important impact on

VR performance.
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5.1.1 Decimation Algorithm

Many different algorithms for decimation and mesh coarsening have been developed over

time [41, 45, 46, 47, 48]. Taking advantage of implementations already designed for our

data structures, we use the progressive decimation algorithm implemented in VTK [41], a

data visualization toolkit for computer graphics, called vtkDecimatePro [45, 49] in the mesh

refinement tool in IsogeomGenerator [36]. In this implementation based on the algorithm

by W. Schroeder et al. [45], multiple passes are made over all the vertices in the geometry

until the mesh has been decimated by a desired amount. At each pass, if a vertex meets the

criteria for removal, then it is deleted and all the connected triangles are deleted. A vertex

meets the criteria for deletion if its position is within a specified distance to the average plane

for the surface. This forms a hole in the surface that is then refilled with local triangulation.

In the VTK implementation [41, 49], restrictions can be set to ensure the preservation of

topology (no creation of holes in the mesh) and to not allow boundary vertex deletion. The

latter is important in our case because it ensures that the vertices on the outer edges of

all surfaces are preserved, and therefore no gaps are introduced into the geometry between

adjoining surfaces (ie, it remains watertight).

5.1.2 Measuring Coarseness

Quantifying surface coarseness is relatively straightforward in that it is the facet density ρ

(facets per unit area) for a surface given by Equation (5.1), where Nf is the number of facets

on the surface and Ai is the area of the ith facet. The global average coarseness ρ̄ for an

entire geometry with S surfaces is the average of the coarseness for each surface ρj weighted

by its surface area Aj given by Equation (5.2).

ρ =
Nf∑
i∈Nf

Ai
(5.1)
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ρ̄ =

∑
j∈S ρj · Aj∑
j∈S Aj

(5.2)

We have implemented this method of measuring mesh coarseness on a full geometry or a

subset of a meshed geometry in the DAGMC Stats Python package [50], a package designed

for measuring and quantifying mesh features in DAGMC-compliant geometries.

5.2 Surface Smoothing

Surface smoothing is another mesh simplification technique that has been of interest to

many fields, such as computer graphics and medical imaging, for a long time in order to

remove visual artifacts that can impede the look or how we interpret images. In the case

of our WWIGs, we are not so focused on the visual perception, but rather the performance

increase associated with having smooth surfaces. In the particle tracking algorithm described

later in Section 3.2, particle weight is checked at every WWIG surface crossing, so when we

have unnecessarily rough or noisy surfaces, those weight checks may occur more frequently

than necessary. An extreme example of this can be seen in Figure 5.1 where a particle

crossing a rough surface (blue) would result in many more WW checks (red x’s) than the

corresponding smooth surface (black). As such, we are interested in being able to smooth

noisy surfaces that might be present in CWWMs.

5.2.1 Smoothing Algorithm

Surface smoothing being a widely applicable mesh refinement also has been studied ex-

tensively with many algorithms developed and implemented [41, 43, 51, 52, 53, 54, 55,

56, 57, 58]. In the IsogeomGenerator tool [36], we once again take advantage of an al-

gorithm already implemented in the VTK library designed for our data structures called

vtkWindowedSincPolyDataFilter, which is based on the algorithm designed by G. Taubin

et al. [41, 51, 59]. This smoothing algorithm iterates on mesh relaxation methods to ad-
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Figure 5.1: An example of a particle crossing a rough surface. The blue, jagged lines represent
the facets of a rough surface while the black dashed line is what the facets would be after smooth-
ing. When a particle (trajectory shown in orange) crosses the surface, each time a WW check is
performed (shown as red x’s).

just vertex locations using higher order Chebyshev polynomials for approximation with each

iteration. More iterations yields more intense smoothing. Similar to the decimation imple-

mentation, we take advantage again of two restrictions available in VTK that prevent the

smoothing of boundary vertices as to not introduce gaps between surfaces and that prevent

manifold smoothing which preserves surface topology (no interior holes created).

5.2.2 Measuring Roughness

There are many different methods for measuring roughness of meshed surfaces [60, 61, 62].

For the purpose of this work, we use the method developed by K. Wang et al. [62] as it

adequately quantified differences in surface roughness values for our purposes. In this method

we calculate a global average of the local roughness values for an entire meshed geometry or
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subset of the geometry to be LR given by Equation (5.3) [62], where LRi (Equation (5.4)) is

the calculated local roughness at vertex vi, N
(F )
i and N

(V )
i are the sets of neighboring facets

and vertices, respectively, to vertex vi, and si is 1/3 of the total area of N
(F )
i . The definition

for the α and β angles are shown in Figure 5.2.

LR =

∑
i LRisi∑
i si

(5.3)

LRi =

∣∣∣∣∣GCi +

∑
j∈N(V )

i
Di,jGCj

Di,i

∣∣∣∣∣ (5.4)

GCi =

∣∣∣∣∣∣∣2π −
∑

j∈N(F )
i

αj

∣∣∣∣∣∣∣ (5.5)


Di,j =

cotβij+cotβ′
ij

2
for j ∈ N (V )

i

Di,i = −
∑

j Di,j for j = i

(5.6)

Figure 5.2: Definition of α and β angles in relation to connected vertices vi and vj on a mesh.
(Figure from K. Wang et al. [62])

This method for measuring mesh surface roughness on a full or subset of a geometry has

also been implemented in the DAGMC Stats package [50].
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Chapter 6

WWIG Performance Analysis

This chapter analyzes how different geometric features of WWIGs described in Section 3.3

affect the MC VR quality and performance. Specifically, we are interested in understanding

how isosurface spacing, mesh coarseness, and surface roughness affect WW check efficiency,

the FOM, and memory footprint. This chapter will describe how to we measure efficiency and

performance and then present a set of three experiments for analyzing each of the geometric

features described.

6.1 Measuring Performance

This section provides the details for how performance of MC VR with WWs was measured

in the following experiments.

6.1.1 Figure of Merit

The figure of merit (FOM), described in Section 2.1, is used as the most common measure

of performance and is one we use in this analysis as well. To measure FOM for a tally,

MCNP [1, 6] uses the computational time tproc (CPU time) and the tally relative error R

in Equation (2.4). However there can be uncertainty in this measurement because there is

uncertainty in the relative error known as the variance of the variance (VOV). MCNP defines

the VOV as the relative variance of the relative error [1]. Propagating this uncertainty we

can get the standard deviation for the relative error σR in Equation (6.1), where σ2
v is the

VOV. From this we can calculate the standard deviation of the FOM σfom, again with
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uncertainty propagation, in Equation (6.2). In this case, we only consider the uncertainty of

the relative error and not the uncertainty in CPU time. While there is likely uncertainty in

this measurement, it is not reported and therefore we will consider it to be zero.

σR = R
√
σ2
v (6.1)

σfom =
2
√
σ2
v

R2tcpu
(6.2)

6.1.2 Weight Window Efficiency

One performance measurement we are particularly interested in when using WWIGs rather

than the CWWMs is the WW efficiency. One goal with using WWIGs is to improve WW

efficiency by only checking particle weight when the WW is expected to have an effect

(either with splitting or stochastic termination), as opposed to times when it is convenient

in the code which is how the use of CWWMs is implemented with MCNP [1, 6]. When

using WWIGs, the isosurfaces indicate when the WW values in phase space have changed

significantly and will likely warrant a weight change. Therefore only checking and applying

WWs when a particle crosses a surface of the WWIG is expected to improve WW efficiency

compared to using a CWWM. It is important to note that there are many possible ways

to assess the performance of WWs, but because the WWIG method focuses on optimizing

when particle weights are checked this WW efficiency metric was chosen to best assess that

ability.

Overall WW efficiency ηww can be calculated using Equation (6.3) where Nww is the total

number of WW checks, Nsplit is the number of WW checks with initial particle weight w > wU

(leading to splitting), and Nterm is the number of WW checks with initial particle weight

w < wL (leading to possible stochastic termination). A higher value for ηww is desirable

because it indicates that particle weight checks are happening when they have an effect on
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the particle’s weight (either by splitting or stochastic termination).

ηww =
Nsplit +Nterm

Nww

(6.3)

We are also interested in knowing what fraction of effective weight changes lead to split-

ting (fsplit) or possible stochastic termination (fterm) because this can give insight into what

may be causing variation in overall efficiency. These quantities are defined in Equations (6.4)

and (6.5).

fsplit =
Nsplit

Nww

(6.4)

fterm =
Nterm

Nww

(6.5)

We can further analyze the efficiency of particle splitting specifically by calculating the

fraction of splitting events that yield a number of new particles greater than (f>CU
), less

than (f<CU
), and equal to (f=CU

) the WW upper bound constant CU . These quantities are

given by Equations (6.6) to (6.8) where S>CU
, S<CU

, and S=CU
are the number of times

that a splitting event led to a number of split particles greater than, less than, or equal

to, respectively, CU . A high value for f>CU
indicates that splitting may not be occurring

frequently enough (under checking) because the particle weight is much greater than Cu×wU ,

yielding many particles with each splitting event. Conversely a high value for f<CU
indicates

that possibly too frequent particle splitting is occurring (over checking), which can lower

overall efficiency, because few particles are being produced with each splitting event. Ideally,

f=CU
, which we will refer to as the “splitting efficiency” moving forward, should be as close

to one as possible which indicates perfect splitting efficiency (no over checking or under

checking).

f>CU
=
S>CU

Nsplit

(6.6)

f<CU
=
S<CU

Nsplit

(6.7)
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f=CU
=
S=CU

Nsplit

(6.8)

6.2 Surface Spacing Experiment

When using WWIGs, the user must select which WW lower bound values to use as the

isosurfaces in the geometries as described in Section 3.1. This choice of isosurfaces is ex-

pected to affect performance, and therefore it is important to understand how the choice

of surfaces can affect this. This experiment is designed to analyze how the choice of sur-

face values, specifically the spacing of the isosurfaces when spaced by some ratio r, affects

VR quality, WW efficiency, and overall performance. Various surface spacing ratios (given

by Equation (3.1)) were used to generate various sets of WWIGs and used to compare to

CWWM and analog simulations.

6.2.1 Problem setup

For this experiment, the transport geometry is a concrete slab (material defined by the

PNNL Material Compendium [40]) sized 50 cm×100 cm×100 cm with reflecting surfaces on

the y and z planes. The −x plane has a 14 MeV evenly distributed surface source emitted

monodirectionally in the +x direction. A surface tally is located on the +x plane. The

CADIS [7] implementation in ADVANTG [8] was used to generate a CWWM with resolution

25×25×25 mesh voxels and optimized for the surface tally. The WW upper bound constant

was set to CU = 7 and survival weight constant set to CS = 4 (as opposed to the default,

and typically used, values of 5 and 3, respectively). These values were chosen in order to

assess the overall and splitting efficiency for cases where r < CU . Due to the limitations

for the spacing ratio described by Equation (3.8), this particular CWWM did not allow for

r < 5; therefore the upper bound and survival weight constants were adjusted accordingly.

All 27 neutron energy groups of the ADVANTG 27n19g library [8] were used. The resulting
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CWWM, which can be seen in Figure 6.1, has a relatively smooth and flat gradient in the

x direction for the WW lower bound which allows us to generate various sets of WWIGs

to effectively test the surface spacing. The values for the isosurfaces in the WWIGs were

multiplied by the normalization factor of 8.738 889 025× 10−3 provided by the ADVANTG

output (see Footnote 1 in Section 3.1). For images of all energy groups in the CWWM see

Appendix C.

(a) E3 (b) E14 (c) E24

Figure 6.1: Three example energy groups of the CWWM used for all experiments. A cutout on the
y and z plane at the origin shows the interior of the mesh. The color bar on each plot ranges from
the global minimum and maximum WW values for all of the energy groups shown. The right side
of the color bar indicates the minimum and maximum values for the individual energy groups.

Thirteen different sets of WWIG geometries were generated with different spacings be-

tween their isosurfaces using Equation (3.1) with surface spacing ratio r ranging from 5 to

25 (r = {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 25}). Images of the WWIGs for energy group

E3 at a few select surface spacing ratio values can be seen in Figure 6.2. For images of all

WWIGs for each energy group at every surface spacing ratio, see Appendix D.

6.2.2 Results and Analysis

Each of the following simulations used 105 histories, with the exception of the reference

simulation which was an analog run with 106 histories. The results for total neutron flux for

the surface tally can be found in Table 6.1 and plotted as a ratio compared to the reference
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(a) CWWM r = 5 (b) CWWM r = 8 (c) CWWM r = 25

(d) WWIG r = 5 (e) WWIG r = 8 (f) WWIG r = 25

Figure 6.2: The top row shows the CWWM for energy group E3 with the isosurfaces overlaid for
various surface spacing ratios r. The right side of the legend indicates the WW values in the CWWM
that were used for the isosurfaces. The bottom rows shows the corresponding WWIG geometries
for the same energy group and surface spacings. The labels on the color bar on the bottom row
indicate the isosurface values. A cutout on the y and z planes at the origin shows the interiors of
the geometries.

result and the CWWM result in Figure 6.3.

From Figure 6.3 we can see that there is fairly strong agreement with both the reference

and CWWM results and that the WWIG results are evenly distributed around some mean

value. In particular, we see in Figure 6.3b that the tally means are evenly distributed around

the accepted results for the CWWM mode, indicating that there is no biasing of the tally

mean by the act of using WWIGs.

In Figure 6.4 we see there is variability in the relative error R for each simulation, and

in particular, variability of the VOV (indicated by the error bars). However, because there
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Table 6.1: Surface tally results for different WWIG surface spacings.

Mode Neutron Flux [1/cm2] Relative Error VOV

Reference 1.4383× 10−5 0.0042 0.0338

Analog 1.4401× 10−5 0.0144 0.1412

CWWM 1.4271× 10−5 0.0070 0.0691

W
W

IG

r = 5 1.4217× 10−5 0.0069 0.0029

r = 6 1.4331× 10−5 0.0097 0.0928

r = 7 1.4325× 10−5 0.0097 0.0902

r = 8 1.4206× 10−5 0.0072 0.0026

r = 9 1.4023× 10−5 0.0072 0.0020

r = 10 1.4094× 10−5 0.0078 0.0075

r = 11 1.4322× 10−5 0.0098 0.0792

r = 12 1.4170× 10−5 0.0084 0.0179

r = 13 1.4300× 10−5 0.0091 0.0235

r = 14 1.4192× 10−5 0.0087 0.0141

r = 15 1.4371× 10−5 0.0088 0.0236

r = 20 1.4134× 10−5 0.0088 0.0451

r = 25 1.4259× 10−5 0.0118 0.1125

(a) Reference result comparison (b) CWWM result comparison

Figure 6.3: Total neutron flux for the surface tally plotted as a ratio compared the reference and
CWWM results. Error bars are 3σ for the ratio of the results.
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is no clear trend for this variability as a function of the surface spacing, we can assume that

any variability of the tally means and error are due to general artifacts of VR methods and

not specific to using WWIGs.

Figure 6.4: Relative error for each different surface spacing ratio. The error bars are given by
Equation (6.2).

The spacing of the WWIG surfaces is expected to affect the WW efficiency and we can

see this in Figure 6.5. In the middle plot of Figure 6.5a we can see that the total number

of WW checks in each of the WWIG runs is much lower than the CWWM run and that

it decreases as the surface spacing increases. This trend in the overall decrease is expected

because there are fewer surfaces in the WWIGs as their surface spacing ratio increases, and

therefore fewer opportunities to apply WWs. However, we do not see the same trend with

the overall efficiency for the WWIGs in the top plot of Figure 6.5a.

Although there is a change in ηww as a function of surface spacing, the promising feature

from every WWIG result is that the overall WW efficiency ηww is significantly higher than

that of the CWWM run. For the CWWM run ηww = 6.094× 10−2 while ηww for each of the

WWIG results is roughly 30 times higher (seen in the top plot of Figure 6.5a). We also see

fairly consistent VR across all WWIG results that is comparable, if not better in some cases,

to that of the CWWM results. This is important in that it signifies a user can increase the
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WWIG surface spacing ratio significantly before seeing a drastic change in the VR quality

and performance.

(a) WW check efficiency and breakdown (b) Splitting efficiency

Figure 6.5: WW metrics as a function of the WWIG surface spacing. The CWWM metrics are
also included. The vertical gray lines indicate the three separate regions discussed.

We are, however, interested in explaining the minor yet unexpected trend of the overall

efficiency seen in Figure 6.5. Upon first thought, one might expect efficiency to steadily

increase with the increase in r because if there are fewer opportunities to apply WWs when

surfaces are further apart in physical space, then when they are applied the likelihood that

splitting or stochastic termination is required will be higher. However, this is not the case and

we hypothesize that collisions are effecting this metric. When a collisions occurs two things

happen to surviving particles: implicit capture and a change in energy. With the former,

the weight of the particle changes at each collision as described in Section 2.1.1. And with

the latter, a significant change in particle energy can cause the particle to change to a new
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energy group defined by the WWs, leading to the particle being tracked on a new WWIG for

the new, usually lower, energy group. In the case of this configuration, the lower the energy

group, the larger the gradient in the x-direction is for the WWs and therefore there are more

surfaces in the WWIG geometries. When a particle switches to the lower energy group, the

next WWIG surface is likely to be closer in physical space, with a very different WW lower

bound value, on the new WWIG compared to the previous higher energy WWIG. This can

lead to a higher portion of WW checks that have no effect, decreasing overall efficiency or

leading to less efficient splitting.

Considering these two competing factors at play (effect due to purely surface spacing and

effect due to collisions), we can divide Figure 6.5 into three regions (approximated by the

vertical gray lines) to examine which effects are dominating under various circumstances. In

the far left region for r ≤ 6, the dominating effect contributing to the overall efficiency ηww

is the pure number of WW checks and splitting occurring. The highest portion events are

splitting events in this region, contributing to a higher overall higher efficiency. The WW

checks occur frequently enough here that a weight change is likely occurring more frequently

due to the WWs rather than collisions. It is important to note here that all splitting events

lead to fewer than CU particles (f<CU
= 1 in Figure 6.5b). This is because implicit capture

lowers the particle weight during collisions, likely causing the number of particles resulting

from splits to be lower than expected (particle weight is closer to, though still greater than,

the upper WW value).

In the middle region (6 < r < 11), we see a peak in splitting efficiency as f=CU
is highest

(Figure 6.5b), but we also see a peak in f>CU
, indicating that under checking is occurring.

The increase in f>CU
is due to the WWIG surfaces being too far apart in physical space,

leading to a higher number of particles with weights well above the WW upper bound.

However, the larger physical spacing between the WWIG surfaces also means that there are

more collisions occurring, leading to decreased weight due to implicit capture. This implicit

capture is likely bringing the particle weights closer to the WW upper bound constant which
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leads to the high number of splits where the resulting number of particles is equal to CU

(f=CU
). Initially it was expected that this peak in splitting efficiency would be the result

purely of the WWIG surface spacing, but we see that it is more likely due to implicit capture.

Because the overall WW efficiency decreases in this region (top plot of Figure 6.5a), we can

say that the dominating factor is the change in weight and energy due to collisions, which

still lowers overall WW efficiency.

Finally in the third region (r > 11), there is more balance between the surface spacing

and the effects of collisions. We see an overall higher portion of WW events that lead to

splitting, which leads to increased overall efficiency (Figure 6.5a). In Figure 6.5b we see

that the peak splitting efficiency (f=CU
) begins to lower again. This larger separation of the

surfaces in physical space leads to more collisions between the application of WWs, just like

before, so we see a decrease in the splitting efficiency f=CU
. However, there are fewer overall

WW checks meaning that overall efficiency still increases.

We are also interested in understanding how general computational performance metrics

are affected by WWIG surface spacing. The first is the FOM and computational time (given

by CPU time) which is shown in Figure 6.6. As expected, the computational time decreases

as the WWIG surfaces become more separated. This is because there are fewer WW checks

and fewer splitting events, leading to fewer overall particles being tracked. The trends of the

drops and plateaus in the CPU time correspond directly to the total number of isosurfaces

present across all energy groups in each set of WWIGs. However, we do not see the same

drastic increase in FOM due to this lower computational time due to the variability of the

relative error and the VOV, and therefore cannot conclude whether or not the FOM is truly

affected by WWIG surface spacing.

It is important to note that the FOM for the CWWM simulation was 8246, much higher

than that of the WWIG simulations. However, because the WWIG implementation has not

been fully optimized from a computational stand point, we have determined that comparison

of the WWIG FOM to that of the CWWM is an unfair comparison for the time being. We
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Figure 6.6: Computational performance as a function of WWIG surface spacing. The error in
the FOM is given through error propagation of the relative error and VOV. The bottom plot also
includes the total number of interior surfaces as a function of surface spacing.

instead are interested in the effect of the WWIG geometric features, and therefore will assess

FOM only in the context of the WWIGs moving forward.

The other metric that one might be interested in is the memory footprint of the WWIG

files. The total size of all energy group files can be seen in Figure 6.7. As expected, the

memory footprint decreases as the WWIG surface spacing increases because there are fewer

surfaces, and therefore fewer data points to store. However, it is still overall greater than

the memory footprint for the CWWM simulation. While this is not ideal, it is expected

because the current generation method and implementation of WWIGs requires that each

energy group G be a separate geometry. Each geometry contains a number of surfaces Sg for

the energy group, where information about the mesh connectivity c (where c is the vertex
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information (x, y, and z) and their connectivity) but only a single WW value must be

stored. Therefore the necessary amount of data D to be stored for the WWIGs is given

by Equation (6.9). Conversely, CWWMss are nominally a single geometry with data values

stored for each energy group on each mesh voxel (GNxNyNz, as described in Section 2.1.2).

However, it may not be necessary to store a separate WWIG or have separately defined

surfaces for each WWIG energy group, which could lead to an overall lower memory footprint.

See Chapter 8 for further discussion on this topic. Additionally, mesh coarsening can be

employed to limit the size of c as described in the following experiment in Section 6.3.

D =
∑
g∈G

∑
s∈Sg

(cs + 1) (6.9)

Figure 6.7: Total file size for all energy groups as a function of surface spacing.

6.3 Mesh Coarseness Experiment

The purpose of this experiment is to understand how the memory footprint of the WWIG

files can be decreased without compromising performance. As described in Section 3.3.4, the

surfaces of the WWIGs can be comprised of unnecessarily fine meshes. When meshes are
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unnecessarily fine, data about the mesh connectivity is high as described in Equation (6.9),

which is what leads to an increased memory footprint. Ideally, coarsening the meshes to

reduce the connectivity information should have minimal effect on VR performance while

still realizing the benefits of a reduced memory footprint.

6.3.1 Problem Setup

To demonstrate this, eight new sets of WWIGs were created. The set of WWIGs with

surface spacing r = 8 from the previous surface spacing experiments in Section 6.2.1 were

decimated in various amounts. The r = 8 set was chosen because there was good agreement

with the reference results, low relative error, and some fraction of splitting was present for

all three measurements presented in Figure 6.5b. The IsogeomGenerator tool [36] described

in Section 5.1 was used to apply eight different decimation factors d ranging from 0.1 to 0.8.

Figure 6.8 shows how the facets of the mesh change for various decimation factors for a single

example energy group. For images of all WWIGs for each energy group at every decimation

factor, see Appendix E. To calculate a representative single coarseness value for each set

of WWIGs, the surface area-weighted global average mesh coarseness (Equation (5.2)) was

calculated for each energy group and then all energy groups were equally averaged together.

This average mesh coarseness for each decimation factor is seen in Figure 6.9 and the total

memory footprint for the files is seen in Figure 6.10. In both cases we see a linear decrease

in coarseness and file size, which is expected.

6.3.2 Results and Analysis

Each set of WWIGs was used again in a simulation with 105 histories and WW constants

CU = 7 and CS = 4. The surface tally results can be seen in Table 6.2 and compared to

both the reference and CWWM results in Figure 6.11. There is once again good agreement

with both the reference results and CWWM results in most cases except for two sets of

WWIGs (which correspond to the decimation factors of 0.6 and 0.7). It is unclear why these
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(a) d = 0.0 (b) d = 0.4 (c) d = 0.8

Figure 6.8: The WWIG for energy group E3 after various decimation factors d have been applied.
The mesh facets are shown outlined in black and a cutout at z = 0 shows the interior mesh surfaces.

Figure 6.9: Average coarseness for all energy groups.

two sets of WWIGs resulted in such high relative error and VOV (seen in Figure 6.12).

One possible explanation is that during the decimation process with VTK, the surface was

altered too much in a key locations that caused the loss of necessary detail. Another possible

explanation is that the general act of applying VR caused rare high weight events to occur

that perturbed the results which is not uncommon with VR [2]. However, because the

VOV is significantly high in these two cases, it is possible the results would converge with

more histories. Furthermore, the agreement among all the other sets of WWIGs and the
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Figure 6.10: Total file size for all energy groups as a function of decimation factor.

lack of variation in those results indicates that it is possible to refine the mesh through

decimation to achieve a lower memory footprint without significantly altering the outcome

of the simulation. In problems where the isosurfaces follow fine, key details of the transport

geometry, it may not be possible to apply as high amounts of decimation.

Table 6.2: Surface tally results for different decimation factors.

Mode Neutron Flux [1/cm2] Relative Error VOV

Reference 1.4383× 10−5 0.0042 0.0338

Analog 1.4401× 10−5 0.0144 0.1412

CWWM 1.4271× 10−5 0.0070 0.0691

W
W

IG

d = 0.0 1.4206× 10−5 0.0072 0.0026

d = 0.1 1.4205× 10−5 0.0072 0.0026

d = 0.2 1.4227× 10−5 0.0072 0.0027

d = 0.3 1.4254× 10−5 0.0075 0.0061

d = 0.4 1.4256× 10−5 0.0076 0.0075

d = 0.5 1.4280× 10−5 0.0078 0.0119

d = 0.6 1.4704× 10−5 0.0174 0.4586

d = 0.7 1.4519× 10−5 0.0110 0.2274

d = 0.8 1.4227× 10−5 0.0076 0.0062
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(a) Reference result comparison (b) CWWM result comparison

Figure 6.11: Total neutron flux the surface tally plotted as a ratio compared the reference and
CWWM results for various average mesh coarseness values. Error bars are 3σ for the ratio of the
results.

Figure 6.12: Relative error as a function of average mesh coarseness. The error bars are given by
the VOV

In Figure 6.13 we see there is no major effect on the overall WW efficiency ηww nor the

amount of splitting or terminating as the result of mesh decimation. This lack of variation

is expected as we are just altering the mesh resolution and not the geometry or surface

locations.

Another key motivation, besides the memory footprint, for applying decimation to the
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(a) WW check efficiency and breakdown (b) Splitting efficiency

Figure 6.13: WW metrics as a function of the mesh coarseness.

WWIGs is to improve ray tracing performance with DAGMC. Because DAGMC constructs

an OBB tree for all facets in the geometries and must search the tree to find the facet of

intersection, when a geometry has a higher number of facets, the time required to perform

this task increases. We expect to see the CPU time decrease as the mesh coarseness decreases,

and conversely the FOM should increase if the relative error is steady. However, we actually

do not see in Figure 6.14 that such trend is the case. There appears to be no strong correlation

between CPU time and the mesh coarseness, nor do we see any strong variation in the FOM

as the result of this CPU time (any variation of the FOM is most likely due to the variation

in relative error). In the case of the decimation for this specific test problem, the number of

triangles are reduced by at most a factor of 10 (analogous to the measured coarseness because

surface area is assumed to be unchanged). The depth of OBB trees are O(log n), where n
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is the number of triangles [31]. A factor of 10 difference in this case does not significantly

impact the tree depth, and therefore does not significantly impact the time spent traversing

the OBB tree during the particle tracking process either. However it should be noted that

while decimation may not always increase performance, it also doesn’t decrease performance.

Therefore it is still a reasonable to apply decimation for the purpose of reducing the memory

footprint.

Figure 6.14: Computational performance as a function of mesh coarseness.

6.4 Surface Roughness Experiment

This experiment is meant to simulate how CWWMs with unnecessarily rough surfaces may

yield less efficient WWIGs, such as is shown in Section 3.3.3. By smoothing these unneces-
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sarily rough surfaces, we expect to see an increased WW check efficiency and no penalty to

performance.

6.4.1 Problem Setup

To measure the effect of surface roughness on performance, we start again with the same

transport geometry and starting CWWM described in Section 6.2.1 and use the r = 8 surface

spacing like was used in Section 6.3. To better control the surface locations and the roughness

for testing, we start with the smooth, parallel surfaces from the previous setup and artificially

perturb the vertices to simulate noise(as opposed to applying smoothing mesh refinement to

already generated WWIGs with naturally rough surfaces). By creating the WWIGs in this

artificial method, we can ensure that the only changing factor in each experiment is indeed

due to only the surface roughness. The x coordinate of each of the vertices on the interior

surfaces was perturbed artificially by some random amount between −δ and +δ. Sixteen sets

of WWIGs were generated using a δ value ranging from 0.0 cm to 1.5 cm. Example images of

how these interior surfaces changed with the application of the perturbation can be seen in

Figure 6.15. For images of all WWIGs for each energy group at every applied perturbation,

see Appendix F. The global average roughness of only the interior surfaces1 for each energy

group geometry was calculated using Equation (5.3) and then averaged across all energy

groups to get a single value for each set of WWIGs shown in Figure 6.16a. To ensure that this

is artificial perturbation is representative of WWIGs that may be generated from CWWMs

produced via stochastic methods, the smoothing algorithm described in Section 5.2.1 was

then applied to the set of geometries with the largest perturbation (δ = ±1.5 cm) in an

attempt to recover the original smooth surfaces. The relaxation factor for smoothing was set

to 0.1 and a varying number of iterations were used ranging from 2 to 10 iterations. From

Figure 6.16b we see that we can begin to recover the original surface roughness values and

1In this experiment only interior surfaces were perturbed to create roughness and included in the overall
roughness measurement because in a real scenario, the outer surfaces of a WWIG would still be smooth
even if it were generated using stochastic methods. Therefore, we only measure the roughness of the interior
surfaces.
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therefore these artificially perturbed geometries can be considered an accurate representation

of WWIGs from stochastically generated CWWMs.

(a) δ = 0.0 cm (b) δ = 0.5 cm (c) δ = 1.5 cm

Figure 6.15: The WWIG for energy group E3 after various amounts of mesh perturbation δ have
been applied to the interior surfaces. The mesh facets are shown outlined in black and a cutout at
z = 0 shows the interior mesh.

(a) Roughness after applying varying amounts
of random perturbations of the vertices.

(b) Roughness after applying smoothing to the
set of geometries with δ = ±1.5 cm.

Figure 6.16: Average global surface roughness measured across all interior surfaces of all energy
groups.

6.4.2 Results and Analysis

Similar to each of the last experiments, all sets of WWIGs were run with 105 histories and

the results can be seen in Table 6.3 and Figure 6.17. Again we see that the results agree fairly
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well with the CWWM and reference results. In Figure 6.18 we see that there is significantly

higher VOV in most cases and more variation in the relative error which indicates that noisy

surfaces can cause some difficulty converging on an answer. However, it should be pointed

out that the VOV is still on the same order of magnitude and in most cases lower than that

of the CWWM run.

Table 6.3: Surface tally results for different roughness perturbations

Mode Neutron Flux [1/cm2] Relative Error VOV

Reference 1.4383× 10−5 0.0042 0.0338

Analog 1.4401× 10−5 0.0144 0.1412

CWWM 1.4271× 10−5 0.0070 0.0691

W
W

IG

δ = 0.0 1.4206× 10−5 0.0072 0.0026

δ = 0.1 1.4220× 10−5 0.0075 0.0064

δ = 0.2 1.4406× 10−5 0.0086 0.0342

δ = 0.3 1.4187× 10−5 0.0075 0.0093

δ = 0.4 1.4185× 10−5 0.0073 0.0041

δ = 0.5 1.4158× 10−5 0.0080 0.0320

δ = 0.6 1.4299× 10−5 0.0096 0.1239

δ = 0.7 1.4205× 10−5 0.0077 0.0221

δ = 0.8 1.4261× 10−5 0.0073 0.0039

δ = 0.9 1.4261× 10−5 0.0082 0.0158

δ = 1.0 1.4330× 10−5 0.0079 0.0074

δ = 1.1 1.4356× 10−5 0.0109 0.2272

δ = 1.2 1.4124× 10−5 0.0085 0.1065

δ = 1.3 1.4287× 10−5 0.0079 0.0138

δ = 1.4 1.4229× 10−5 0.0086 0.0900

δ = 1.5 1.4325× 10−5 0.0082 0.0191

Where we expect the surface roughness to have the most impact is on the WW efficiency,

and consequently the CPU time and FOM. In Figure 6.19a there is a clear, though small,

trend of decreased efficiency as the roughness increases. While we see this decrease in ef-

ficiency, the overall WW efficiency is still much higher than that of the CWWM mode as
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(a) Reference result comparison (b) CWWM result comparison

Figure 6.17: Total neutron flux the surface tally plotted as a ratio compared the reference and
CWWM results for various average surface roughness values. Error bars are 3σ for the ratio of the
results.

Figure 6.18: Relative error as a function of average mesh roughness. The error bars are given by
the VOV

noted in Section 6.2.2. Nonetheless, this trend is still expected and worth discussing for

further understanding. When a particle traverses a rough WWIG surface (as opposed to the

coordinating smooth surface as indicated in Figure 5.1), it experiences more surface cross-

ings, and therefore undergoes more WW checks. Because these checks are now more likely

occurring before any additional collisions and the WW value for the surface is not changing,
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the particle is less likely to experience additional splitting or terminating at the rough sur-

face crossings. We can confirm this by the increase in the total number of WW checks and

steady decrease in splitting and terminating shown in Figure 6.19a. In Figure 6.19b we see

that the breakdown of splitting doesn’t vary strongly as a function of roughness and remains

relatively constant which is expected.

(a) WW check efficiency and breakdown (b) Splitting efficiency

Figure 6.19: WW metrics as a function of the surface roughness.

In Figure 6.20 we can see a slight increase, apart from an outlier for unknown reasons2,

in CPU time required as the surface roughness increases. This trend is expected due to the

increased number of WW checks and surface crossings. However, there is no clear trend in

the FOM again due to the variability of the relative error and VOV for each set of WWIGs.

2Based this high CPU time, we hypothesize that this is due to an unintentional long history. However
it was not investigated further.
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Figure 6.20: Computational performance as a function of average surface roughness.

6.5 Performance Analysis Conclusions

In this chapter we analyzed how various mesh features (surface spacing, mesh coarseness, and

surface roughness) of WWIGs affect overall performance during MC VR using DAG-MCNP

6.2. Adjusting the spacing of the isosurfaces was not found to have a significant impact on the

VR quality, though there is a peak WW efficiency for separation ratios just below the upper

WW constant. However, this efficiency variability is minimal compared to the efficiency of

the corresponding CWWM and does not appear to impact the overall FOM. We do see,

however, a significant decrease in the computational time and memory footprint as the WW

surface spacing increases, meaning that if one is most concerned with the memory footprint

or CPU time, it would be advantageous to use a higher separation ratio than one that offers

peak WW efficiency. Memory footprint can be further reduced without affecting necessarily
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performance or VR quality by applying mesh decimation, allowing it to be competitive with

the memory footprint of CWWMs. We also demonstrated that unnecessarily noisy or rough

surfaces can decrease WW efficiency and increase the CPU time required, though it does

not significantly impact the VR quality.
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Chapter 7

Summary and Conclusions

In this dissertation a novel method for representing and using WWs as DAGMC-compliant

mesh geometries during MC particle tracking was presented. The WWIGs, which can be

automatically generated from existing CWWMs using the IsogeomGenerator tool [36], are

complex geometries whose surfaces are derived from isosurfaces of WW values in the CWWM.

The internal surfaces of the WWIGs are each defined by a single WW lower bound value,

which are used as the WWs applied during MC particle tracking.

The particle tracking algorithm has been successfully implemented in DAG-MCNP 6.2

[19, 6, 39]. In this algorithm particle weight is checked only when a particle crosses a

WWIG surface rather than at each collision, transport geometry crossing, and mean free

path traveled, which is the current default implementation when using CWWMs in MCNP.

This change in the particle tracking algorithm is meant to improve WW efficiency by only

by only applying WWs when the particle is expected to be affected by a weight change. In

the demonstration experiment, the WWIG method proved to accurately perform VR and is

comparable, if not sometimes better, than the corresponding CWWM in terms of VR.

Beyond this, geometric properties of the WWIGs, including isosurface spacing, mesh

coarseness, and surface roughness, were analyzed to understand how computational perfor-

mance is affected. We found that WWIGs whose surface spacing ratio is close to the WW

upper bound constant CU performed best in terms of WW efficiency, though even signifi-

cantly larger spacing still performed accurate and efficient VR with a significantly reduced

memory footprint. With the decimation of WWIG surface meshes, we saw a desirable reduc-

tion in the memory footprint while maintaining accurate VR and no loss of WW efficiency.
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And finally, in analyzing how surface roughness affects performance, we found that surface

roughness does reduce WW efficiency and slightly affects the computational time. With

all of these geometric features, any change in WW efficiency or performance as a result of

changing the geometry or mesh characteristics was minor in comparison to the low WW

efficiency of the corresponding CWWM.

In conclusion, WWIGs have been demonstrated to provide similar reduction in variance

compared to CWWMs, though further study is warranted to determine the problem config-

urations that will yield an overall performance benefit, after the implementation has been

computationally optimized. A hypothesis for fully realizing the benefits of using WWIGs is

to start with a CWWM with significantly higher mesh resolution than would normally be

used given available computational resources for typical MC simulations. Creating WWIGs

from this finer mesh would likely capture fine geometric details in the isosurfaces that would

not otherwise be seen with a lower resolution CWWM. Applying decimation to the resulting

WWIGs in this case would mean there could be both the benefit of improved resolution for

fine geometric detail as well as the benefit of a reduced memory footprint compared to the

equivalent CWWM, regardless of surface spacing.
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Chapter 8

Future Work

Although this work has already demonstrated how mesh refinement methods can improve MC

VR performance with WWIGs, there is opportunity for even more improvement. Currently

a single WWIG file is required for each WW energy group. However, the isosurfaces in

each of the energy groups are generally very close in physical space and follow the same

patterns across several energy groups. This would make it possible to instead select a few

sets of isosurfaces that could represent all the energy groups in just a handful of WWIGs

(reducing G in Equation (6.9)). Each surface of these representative WWIGs would then

have the WW defined for each of the energy groups on every surface. Fewer files would mean

a further reduction in memory footprint. This could make the WWIG method extremely

competitive to using CWWMs, especially so if mesh refinement is used. Additionally, further

investigation should be done with using WWIGs on more complex transport systems to

understand the effect on performance and if mesh refinement techniques can be adequately

applied.

Additional potential future work is related to the implementation. Because this method

is novel, the details of the implementation are not necessarily setup to take advantage of all

novel computing and coding techniques that could improve computational efficiency. The im-

plementation could potentially be reworked to take advantage of methods that further reduce

computational time, therefore increasing FOM. This method could also be implemented in

other MC physics codes that are already compatible with DAGMC, such as OpenMC [25, 26]

and Shift [27].
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