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ABSTRACT

Over the last decades, supervised statistical learning has become the dominant paradigm for build-
ing state-of-the-art natural language technologies. The primary difficulty in achieving good per-
formance with these models is that they necessitate extensive annotated linguistic resources. Such
resources often require prohibitive human efforts, and therefore they exist for only a few major
languages out of the thousands of native languages spoken today. By targeting only a few widely
spoken languages, we leave behind a large percentage of the world’s population. To resolve this
problem, I propose novel techniques to robustly handle languages lacking annotated resources.
Two lines of work will be presented. For the first thread of my argument, I assume that no anno-
tated resources are available for the target language. I propose a joint analysis of a broad array of
languages, whereby languages with annotated resources can be used as training data for resource
poor languages. In the second thread of my argument, I assume that there is only limited bud-
get or time for supervised annotation. I propose two techniques for identifying an optimal set of

examples to be labeled, in order to produce a high-performance supervised model.



Chapter 1

Introduction

Communicating through natural languages is one of the defining characteristics of modern
Homo Sapiens. Written languages, developed over the past several thousand years, have increased
the human ability to communicate across space and time, and to accumulate knowledge over gen-
erations. In recent years, the accessibility of this information has increased tremendously with
the advent of digital texts. The Internet, in particular, allows people to communicate nearly any-
time and anywhere, and has revolutionized and democratized the spread of information. Among
the digital forms of texts, sounds, images, and videos, the texts remains the dominant means of
communication between people. We face a vast amount of texts everyday from news articles,
magazines, emails, and social media.

The information overload from these vast textual resources makes it challenging to organize
and filter out pertinent information. The difficulties arise for various reasons. First, not all avail-
able information is relevant to everyone. Second, the validity of the information is not always
guaranteed. Therefore, an automatic way to intelligently process digital texts is highly desirable.
Researchers in the field of natural language processing (NLP) have been proposing various meth-
ods to tackle the challenges of automated text analysis and understanding.

Most state-of-the-art methods currently used in NLP are based on supervised learning, which
for the most part requires detailed linguistic annotations for training a model. Unfortunately, con-
structing such annotated resources is expensive and time consuming. Consequently, such resources
exist for only a few major languages out of the thousands of native languages spoken today. By
targeting only a few widely spoken languages, we leave behind a large percentage of the world’s

population. Figure 1.1 showcases the difficulty here: the three most spoken languages in the world
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Figure 1.1: A quartiles chart of languages by percentages of speakers in the world population.
The horizontal axis gives the cumulative percentage of speakers and vertical axis gives the top 50

languages ranked by the number of speakers.



(Mandarin, Spanish, and English) only handle 25% of world population. And then the number of
required languages grows quickly as our desired coverage increases: 13 languages to cover 50%
of the population, 47 languages to cover 75%. Thus it is clear that NLP models for a very wide
variety of languages will be needed to cover the native languages of most people in the world.

In this thesis, we will propose novel techniques to robustly handle languages lacking annotated
resources. Two arguments will be presented for the problem of paucity of the annotated resources,
used in supervised statistical learning. For the first thread of our argument, we assume that no
annotated resources are available for the target language. This assumption is clearly valid for the
vast majority of human languages, and is certainly true when we consider the task of deciphering
lost languages. We propose a joint analysis of a broad array of languages, whereby languages with
annotated resources can be used as training data for resource-poor languages. In the second thread
of our argument, we assume that there is only limited budget or time for supervised annotation.
We propose two techniques for identifying an optimal set of examples to be labeled, in order to
produce a high-performance supervised model.

We will refer to these two strands of research as (i) cross-lingual supervised learning and (ii)
optimal dataset selection. In the following sections of this chapter, we introduce some backgrounds

for these research lines and give an overview of our results.

1.1 Cross-lingual Supervised Learning

An influential line of prior multilingual work starts with the observation that rich linguistic re-
sources exist for some languages but not for others. The key idea is then to project linguistic infor-
mation from one language onto others via parallel data. First, Yarowsky and his collaborators [107;
106; 105] developed this idea and applied it to the problems of part-of-speech tagging, noun-phrase
bracketing, and morphology induction, and other researchers have applied the idea to syntactic and
semantic analyses [51; 80]. In these cases, the existence of bilingual parallel texts along with highly
accurate predictions for one of the languages was assumed.

Another line of work assumes the existence of bilingual parallel texts without the use of any

supervision [24; 86]. This idea has been developed and applied to a wide variety tasks, including



morphological analysis [92; 911, part-of-speech induction [95; 96; 761, and grammar induction [94;
10; 14]. An even more recent line of work does away with the assumption of parallel texts and
performs joint unsupervised induction for various languages through the use of coupled priors in
the context of grammar induction [18; 7].

In contrast to these previous approaches, the methods proposed in this thesis do not assume the
existence of any parallel text, but do assume that labeled data exists for a variety of languages to be
used as training examples for the test language. In other words, I recast the induction of linguistic
structures as a supervised learning problem, treating each language as a single data point.

Formally, each language consists of an input-label pair (x, y), both of which contain complex
internal structures. The input x € X consists of all observed properties of raw texts for a language,
including, for example, a vocabulary list of all words in a particular monolingual corpus. The
corresponding label y € ) consists of the correct linguistic analyses of all the observation items in
x, for example the part-of-speech of the various words in the vocabulary. The goal then is to build
a universal linguistic predictor X — ). This predictor should be able to map the raw texts of any
target language to a plausible linguistic analyses, by learning general characteristics of language
structures from observed languages. For this to work, we first define a feature function f which

maps each (z, y) pair into an abstract, universal, feature space:

f:xXxY >R

The key criterion for choosing the universal feature space is that it should consist of abstract
linguistic features that generalize well across languages for the task at hand. As a training data,
we use languages, 71, . . ., x,, for which corresponding labels v, . . ., y,, are available. We use this

data to train a scoring function over the universal feature space:

score : R* = R

The key idea is that score should assign high weights to plausible language-labeling pairs, and
low weights to generally implausible interpretations. Finally, for a target language x € X, we

make a prediction based on the scoring function:



y* = argmax score (f(a:, y))
yey

Now, we will describe how we applied the proposed framework to three different tasks: mor-
phological analysis, grapheme-to-phoneme analysis of Latin alphabets, and phonetic decipherment
of unknown scripts. Table 1.1 gives an overview of how we applied this framework for these tasks.
In each case, the cross-lingual supervision substantially improved performance over strong un-
supervised baselines, and our findings were presented at NLP conferences and published in the
proceedings.

It is worth noticing the number of languages covered by proposed methods on a year-on-year
basis. In 2011, the methods had handled only 8 languages, which (if these had been the most
widely spoken languages in the world) would still cover less than 50% of the world population
(See Figure 1.1). In 2013, as the number of languages included increased to 503, the world-wide
coverage would theoretically reach 75%. In the sense that the methods achieved such high coverage
without human annotation effort, we are optimistic about the effectiveness of the framework. Note
that for all tasks, we applied a round-robin approach, where we evaluated each language in the
sample in turn as the test language, and trained the model on all the remaining languages. Now we

now turn to the task of morphological analysis.

1.1.1 Morphological Analysis

Morphological analysis is a task of identifying the morphemes within words, which is an initial
step for many downstream tasks in NLP. Here the goal is to automatically decompose a given word
into a stem, an optional phonological deletion rule, and an optional suffix. See Figure 1.2 for the
details.

In this task, the input z € X consists of vocabulary list of all words in a monolingual corpus, in
this case consisting largely of Eastern European languages, which tend to have very rich morphol-
ogy. The label y € ) consists of the correct morphological analysis of all the vocabulary items in
x. For a universal feature function f, we employed a fairly simple and minimal set of features: 1)

size of stem, suffix and deletion rules of lexicons, 2) entropy of corresponding distributions, and
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Publication || EMNLP 2011 EMNLP 2012 ACL 2013
#of Langs || 8 107 503
Task Morphological Analysis Grapheme-to-Phoneme Decipherment
Analysis
Method Structured Nearest Neigh- | Markov Random Fields Bayesian Hierarchical
bor Model
X Vocab list for Eastern Euro- | Vocab list for languages in | Vocab list for world lan-
pean languages Latin Alphabet guages in different alpha-
bets
y Morphological analysis Grapheme-Phoneme map- | Phonetic properties
ping
f Abstract properties of | Historical properties of | Linguistic properties
morphological lexicon: | Latin alphabet: Textual | of phoneme sequences:

relative frequency of stems
vs suffixes. Entropy of dis-

tributions over morphemes

context of graphemes. Ar-
ticulatory features. Lan-

guage family and region

Transitional regularities
between phonemic prop-
erties. Size of phoneme

categories.

Table 1.1: Overview of our publications for cross-lingual supervised learning




Word
utiskom
Stem Deletion rule Suffix
utisak ..ak# ki# om

Morphological Analysis

Figure 1.2: Morphological analysis for Serbian word utiskom (meaning appearance). It would be
decomposed into the stem utisak, a deletion rule which removes the final vowel, and the

instrumental case suffix om.

3) percentage of suffix-free words, and words that use phonological deletions. All of them can be
plausibly generalized across a wide range of languages. This function depends crucially on the
structure of the proposed label y, not simply the input z.

Since the morphological systems of related languages tend to be similar in structure, we pro-
posed a nearest neighbor approach to this problem. However, because our feature function takes
into account both the input and label, it is not possible to employ the traditional nearest neighbor
procedure, so instead we developed a technique called “structured” nearest neighbor, which seeks
to find the morphological analysis for the target language which lies as close as possible in the
universal feature space to a training language.

To be specific, the training algorithm for our structured nearest neighbor method is similar to

standard nearest neighbor: take each input-label pair from the training data (x1,y1), ..., (Zn, Yn)s
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Figure 1.3: Structured Nearest Neighbor Search: The inference procedure for unlabeled test
language =, when trained with three labeled languages, (z1,v1), (2, ¥2), (23, y3). Our search
procedure iteratively attempts to find labels for  which are as close as possible in feature space to
each of the training languages. After convergence, the label which is closest in distance to a

training language is predicted, in this case being the label near training language (3, y3).

map them into the universal feature space, f(zy,7,) € R? and memorize the resulting vectors.
At test time, when a target language is given, our method performs parallel greedy searches in an
attempt to drive the test language feature vector towards the feature vector of each of the training
languages. Each search procedure starts with a random morphological analysis, and iteratively
performs greedy updates to bring the target language’s feature representation closer to the features
of the particular training language.

See Figure 1.3 for a graphical illustration of this procedure. After iterating this procedure to
convergence, we are left with a set of analyses {y()},, each of which yields (approximate) minimal
distances to a particular training language /:

y ¥ ~ argmin || f(z,y) — f(ze,ve) || -
yey



We finally select from amongst these analyses and make our prediction:

¢* = argmin || £(z, y) — £z, v0) ||
¢

yt =y

Empirical findings validate this approach: On a set of eight different languages, our method
yielded substantial accuracy gains over the state-of-the-art monolingual baseline, yielding relative
error reduction to the supervised upperbound of 42%. Also, we found out that as the number
of training languages increases, test performance continuously improves. It reflects that if more
languages will be added to the training set, we might be able to construct more robust an universal

model.

1.1.2 Grapheme-to-Phoneme Analysis of Latin Alphabets

In the previous task, we have developed the idea that supervised knowledge of some number
of languages can help guide the unsupervised induction of linguistic structures in the absence
of parallel texts. Now we extend this idea to a task of grapheme-to-phoneme analysis of Latin
alphabets as a test case for larger scale cross-lingual learning by using information from dozens
of other languages. The goal of this task is to automatically select a subset of phonemes for each

language’s graphemes. For example, depending on the language, the Latin alphabet grapheme “c

can represent any of the following phonemes:

(I, Icl, Isi, I\, 151, 17, Its/}

Among these phonemes, we would like to predict the set {/s/, /k/} for the grapheme “c” in
English, using only raw texts as our input. In other words, we consider this as a binary prediction
problem over each grapheme-phoneme pair employed by any Latin alphabet across a wide vari-
ety of languages. Taken together, these predictions yield the grapheme-phoneme mapping for a
particular language using a form of the Latin Alphabet.

In this task, the input x € X consists of vocabulary list of all words in a monolingual corpus

as before, but this time covering a much wider range of languages, all of which use some form
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Figure 1.4: A snippet of our undirected graphical model. The binary-valued nodes represent
whether a particular grapheme-phoneme pair is allowed by the language. Sparse edges are

automatically induced to allow joint training and prediction over related inventory decisions.

of the Latin alphabet. The label ¥y € ) maps each individual grapheme to a set of phonemic
values used in the language. The goal is to learn the phonotactic regularities inherent in all the
different ways that the Latin alphabet has been used historically. For example, if the grapheme “c”
appears before the non-front vowels such as /a/ many times, its sound might be /k/, voiceless velar
stop. For a universal feature function f to capture the phonotactic regularities, we designed the
following set of features: 1) language family and region, 2) counts of all character unigrams and
bigrams surrounding each grapheme, and 3) approximate articulatory features of the surrounding
phonemes.

This method was realized in the Markov Random Fields shown in Figure 1.4, allowing us to
perform joint inference over related grapheme-to-phoneme pair. To be specific, our model has a
node for each grapheme-phoneme pair in each language. A binary label on the node indicates
whether the language allow that particular mapping or not. For each node and edge, we have a

set of features and a corresponding set of parameters. The node features are simply the features
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discussed above, and the edge features are combinations of the two node features. To induce the
edge-structure of our graph, we used the PC algorithm [97].! The induced graph structure which
we used is shown in Figure 1.5.

Once the graph structure has been induced, we learn weights over our features which optimally
related the input features of the training languages to observed labels. In other words, the weights
are estimated by maximizing the label-likelihood over training languages conditioned on features.
Numerical optimization of label-likelihood can simply be performed using L-BFGS with its gra-
dient. At test time, the learned weights are used to predict the label of the target language with
highest probability.

Empirical findings validate this approach: On a set of 107 different languages, our model
correctly predicted grapheme-phoneme pairs with over 88% F1-measure. It reflects that our model
automatically learns how to map plausible phonemic interpretations using induced phonotactic

regularities.

1.1.3 Interlude: Tracing the History of the Roman Alphabet

As a short interlude, we want to show that phonotactic regularities can be viewed as histori-
cal knowledge of alphabet propagation. To explain this fact, we briefly introduced a data-set and
a method for the automatic reconstruction of the history of the Roman alphabet as it has spread
across time and space. Our data-set consists of grapheme-phone mappings for close to 300 lan-
guages, collated with meta-data including language family and geographical location. Using only
two simple distance measures, our clustering results are remarkably consistent with what is known
from historical knowledge. The first one measures the degree to which the language represent
their common phonemes using the same graphemes. The second one measures the degree of over-
lap between non-standard graphemes employed by the two languages, including accented letters,
digraphs, and non-Latin characters. By using the unsupervised technique of hierarchical agglomer-
ative clustering with these two measures, we induced tree structure with the various clusters shown

in Figure 1.6.

LPC stands for Peter and Clark, the first names of the two inventors of PC algorithm.



Figure 1.5: Edge structure induced by the PC algorithm. The graph has 75 nodes and about 50

edges between these nodes.

By examining the induced clusters in this figure, we were able to assess qualitatively how well
the resulting clusters match up with what we know of the history of the alphabet. Interestingly,
the height of the clusters seems to correspond quite nicely with the time at which the languages
adopted the Latin alphabet: The highest clusters are dominated by European languages. A few
steps down, we find a cluster consisting of Turkic and other central Asian languages. Near the
bottom of the tree, we see clusters of native American and African languages, and at the very
bottom of the tree, we find a cluster consisting of southeast Asian and Pacific island languages.

So, we argue that corsslingual grapheme-phone ambiguity can serve as a means for the auto-

matic analysis of the history of the alphabet. Our key premise is that as an alphabet gets passed
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Figure 1.6: Hierarchical clustering of languages, based on alphabetic variations. After examining

and qualitatively assessing clusters, the coherent clusters are highlighted and labeled with

numbers.

from one language to another, the idiosyncratic writing features of the source language get passed
on to the target language alphabets, allowing us retrace the history of the writing system over time

and place.
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1.1.4 Phonetic Decipherment

In the previous work, we have developed a model which related patterns of symbols in texts
to plausible phonetic interpretations with high accuracy by harnessing supervised knowledge over
a hundred languages. However, we assumed that the target language was written in a known
(Latin) alphabet, greatly reducing the difficulty of the prediction task. In this work, we consider
the language decipherment task, where no knowledge of any relationship between the writing
system of the target language and known languages exists. Specifically, we focus on one aspect of

decipherment tasks: automatically identifying basic phonetic properties of letters in an unknown

.

alphabetic writing system.

L

© ® e

Figure 1.7: Graphical representation of our model. We have K language clusters, L languages,

and V' words in each language.
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In this task, the input € X is the vocabulary of all words in a monolingual corpus as before,
but this time the words are collected from more than 500 languages with many different writing
systems. The label y € ) maps an individual character to its coarse phonetic category. For
example, a label indicates if a character is vowel or consonant and if it is non-nasal consonant
or nasal. The goal of our universal feature function f is to capture transitional regularities of
phonemes. For example, we want to capture consonants, or vowels tends to be followed by the
opposite categories. We also wish to represent the number of character types in each category, as
well as the entropy of distribution over phonemes in each category.

To this end, we formulated our Bayesian hierarchical model over the observed vocabularies of
hundreds of languages, which is presented in Figure 1.7. The inner box in the figure represents a set
of observation sequences from an HMM. Each sequence represents a single word in the vocabulary
through a set of character observations and hidden phoneme category states.

The HMM parameters are specific to a particular language, but share (unobserved) Dirichlet
hyperparameters across a cluster of languages to model the shared transitional regularities. To learn
the shared hyperparameters, clustering, and tags for the target language, we perform inference
using the Gibbs sampling from the posterior distributions.

Empirical findings validate this approach: On a set of 503 different languages, we achieved av-
erage accuracy in unsupervised consonant/vowel prediction task of 99%. We further showed that
our methodology can be used to predict more fine-grained phonetic distinctions. On a three-way
classification task between vowels, nasals, and non-nasal consonants, our model yields unsuper-
vised accuracy of 89% across the same set of languages. It mirrors that our universal probabilistic
model can successfully decode new languages by using knowledge of the phonetic regularities

encoded in known language vocabularies.

1.1.5 Part-of-speech tagging for Low-resource Languages

Up to this point, we have examined the application of cross-lingual supervised learning to sev-
eral longstanding NLP problems such as morphological analysis, grapheme-to-phoneme analysis,

and phonetic decipherment. These tasks can be viewed as word-level structural analyses, where
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the input x € X is a list of all words. However, some of NLP tasks can benefit by analyzing
sentences and paragraphs. Therefore, we apply our concepts to a sentence-level structural analysis
of the part-of-speech (POS) prediction . In this task, given a sentence such as “Dogs chase cats”,
we automatically predict the sequence of POS tags such as NOUN VERB NOUN. Note that the words
“dogs” and “chase” can be both NOUN and VERB depending on their contexts.

As before we do not assume the existence of a training data for the target language, or any
prior knowledge of it. However, we do not directly use annotated resources for different languages.
Instead, we base our methods entirely on the existence of parallel data between the target language
and a set of resource-rich languages. For this new setting, we first collected electronic Bible
translations for 650 languages. Among these languages, we defined “resource-rich” languages to
be ones with reasonably accurate POS taggers. The resource-rich languages are Bulgarian, Czech,
Danish, German, English, French, Spanish, Italian, Dutch, and Portuguese. We POS-tagged the
sentences of these languages, word-aligned sentences of these languages, and also word-aligned
resource-rich sentences to the sentences of the remaining target languages.

With the above setting, we apply an instance-learning approach using latent distributional fea-
tures to the task of POS tagging. While applying the method, we first select words tagged with
high confidence scores to keep high-quality tags. To induce these latent features, we design a new
method via Canonical Correlation Analysis (CCA) to transfer the tags of known words to unknown
words. This method looks at each word with the following three fundamental views: (1) the token
view (the word’s context), (2) the type view (the word identity), and (3) the transferred tags in the
neighboring words. We perform a two-step CCA to induce latent continuous vector representations
for each view that maximizes their correlations to one another. The first step produces word repre-
sentations using word contexts and the second step creates tag-incorporated word representations
using learned word representations and transferred tags.

The experiments show this approach works: By taking into account the vastly multilingual
nature of our parallel data, our method both individually and jointly outperforms the state-of-the-
art baselines to achieve average tagging accuracy of 85% across a test-suite of ten languages in an

entirely different genres.
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1.2 Optimal Data Selection

A S

Figure 1.8: Given a large set .A of n unlabeled examples of m features, we must select a subset
S C A of size k < n to label. Our goal is to select such a subset which, when labeled, will yield

a high performance supervised model over the entire data set .4

So far we have assumed that no annotated resources are available for the target language. From
this section, we assume that we do have ability to create labeled data to train a model, but with
limited time and budget. Under this limitation, the amount of data to be annotated might be small,
especially in the prototyping stage, when the exact specification of the prediction task may still be
in flux, and rapid prototypes are desired. When multilingual and multi-domain models are desired,

the problem of annotation scarcity becomes even more severe.
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In this section, we propose the idea that when the examples to be labeled are chosen carefully
and intelligently, the amount of annotation required to achieve performance goals can be drasti-
cally reduced. To achieve this goal, we introduce the novel task of unsupervised optimal data set
selection, illustrated in Figure 1.8.

Unfortunately, we are not aware of previous work proposing optimal data set selection as a
general research problem. Of course, active learning strategies can be employed for data selection
by starting with a small random seed of examples and incrementally adding small batches. This
unfortunately can lead to data-sets that are biased to work well for one particular class of models
and task, but may otherwise perform worse than a random set of examples [90, Section 6.6].
Furthermore the active learning set-up can be prohibitively tedious and slow. To illustrate, Dwyer
and Kondrak [34] showed that the underlying prediction model is trained 1,900 times in total
considering the number of iteration, the number of sample for bootstrapping and the number of
learners. In contrast, our selection methods are fast, can select any number of data points in a
single step, and not tied to a particular prediction task or model. Furthermore, these methods can
be combined with active learning in selecting the initial seed set.

Finally, we note that optimal data selection has similar property with methods which have been
applied to the problem of unsupervised feature selection [100; 71; 103; 108; 12]. These methods
are related to dimensionality reduction techniques such as Principal Components Analysis (PCA),
but instead of truncating features in the eigenbasis representation (where each feature is a linear
combination of all the original features), the goal is to remove dimensions in the standard basis,
leading to a compact set of interpretable features. Techniques we used in this work employ similar
linear algebraic methods but operate over datapoints rather than features.

Now, we will describe how we applied our proposed method to a suite of four natural language
understanding tasks: Pronunciation Dictionary Induction, Part-of-speech Prediction, Named Entity

Recognition and Semantic Tagging.
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1.2.1 Pronunciation Dictionary Induction

In this task, we are given an out-of-vocabulary word, with the goal of predicting a sequence
of phonemes corresponding to its pronunciation. For example, given calcium, we should predict
/kealsiom/. The task is related with grapheme-to-phoneme prediction discussed in the previous
section. Since here we must predict actual pronunciations of words beyond phonemic value of

characters, this irregularity makes our task even harder.

1.2.2 Part-of-speech Prediction

In this task, our goal is to predict the parts-of-speech of a sequence of words forming a sentence.

For example, given the sentence
Can you show me a map of Madison?

The goal would be to determine that the word Can is a verb, rather than a noun, and the word map

1S a noun, rather than a verb.

1.2.3 Named Entity Recognition

In this task, the goal is to recognize mentions of entities in text and speech data. For example,

in the sentence
Show me a list of movies directed by Steven Spielberg.

our goal is to determine that the words Steven Spielberg refer to the famous film director of that

name.

1.2.4 Semantic Tagging

In our final task, we consider the important problem of semantic tagging of sentences, some-
times known as slot-filling. This task is an essential component of natural language understanding
systems, allowing the machine to understand the desires of the speaker. For example, in the sen-

tence
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Give me a list of 5 best selling books printed by Pearson in 2014.

the goal would be ascertain that the speaker desires a list of products for sale with the following

attributes:
o type: book
e publisher: Pearson
e popularity: > Rank 5
e year: 2014

For these tasks, our first proposed method, based on the rank-revealing QR matrix factorization,
selects a subset of data which span the entire data-space effectively. In this method, £ rows are
selected from an unlabeled data matrix A, whose rows correspond to words and whose columns
correspond to features (character or word 4-grams). In other words, we select data points which
form the best possible basis for the entire data space. The intuition of this idea is that the labels of
these data would be the most informative in terms of how all data relate to their labels.

For our second method, we developed the concept of feature coverage which we optimize with
a greedy algorithm. In the method of feature coverage, we assume that the benefit of seeing a
feature in a selected data point bears some positive relationship to the frequency of feature in the
unlabeled pool. However, we further assume that the lion’s share of benefit accrues the first few
times that we label a data point with that feature, with the marginal utility quickly tapering off
as more such examples have been labeled. We formalize this notion and provide an exact greedy
algorithm for selecting the & data points with maximal feature coverage.

Empirical findings validate this approach: On a set of 20 different languages and 6 domains,
our selection methods are effective at yielding a small, but optimal set of labeled examples. In
all scenarios when fed into a state-of-the-art supervised model for individual task, our data set
selection methods lead to significant increases in performance over randomly labeled examples.

Average reductions in error range from 20% to 31% across the various tasks.
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1.3 Conclusions

In this first chapter, we explained the importance of this line of research by showing that the
number of languages needed to cover the most of world population is very large.

For the first line of our argument, we assumed that no annotated resources are available for
the target language. For this scenario, we proposed a new framework of cross-lingual supervised
learning. The key idea is that through a joint analysis of a broad array of languages, languages
with annotated resources can be used as training data for resource poor languages. We showed
the vision of cross-lingual learning across a broad range of classical NLP problems, including
morphological analysis, grapheme-to-phoneme analysis of Latin alphabet, language decipherment
and part-of-speech prediction. In all cases, the methods yielded substantial performance gains
without any human annotation for the target language.

In the second line of our argument, we assumed that there is only limited budget or time for
supervised annotation. For this scenario, we proposed two techniques for identifying an optimal
set of examples to be labeled, in order to produce a high-performance supervised model. When we
applied these techniques to the task of pronunciation dictionary induction, the selection methods
proved effective at yielding a small, but optimal set of labeled examples. Existing state-of-art su-
pervised models trained with these examples yielded substantial performance gains over randomly
selected examples. In the next chapters, we will go over each of our published results in great

depth and technical details.
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Chapter 2

Morphological Analysis

In this chapter, we explore the application of cross-lingual supervised learning to morphologi-
cal analysis in an unsupervised setting. For this task, the assumption is that, we are given written
texts in a test language without any human annotation and written texts in other languages with
their own annotation. The goal is to automatically decompose a given word into its stem, an op-
tional phonological deletion rule, and an optional suffix. For example, the Serbian word utiskom
(meaning appearance, would be decomposed into the stem utisak, a deletion rule which removes
the final vowel, and the instrumental case suffix om. This work was originally published in [57].

This chapter is organized as follows: Section 2.1 gives a broad introduction to universal mor-
phology analysis. We argue that languages for which we have gold-standard morphological anal-
yses can be used as training data for languages lacking such resources. Section 2.2 compares our
approach to the state-of-the art unsupervised morphological analyzers. Section 2.3 describes our
approach and search procedure in great detail. Section 2.4 outlines our experiments on eight Eu-
ropean language corpora and reports our results. Section 2.5 completes the chapter with some

concluding remarks.

2.1 Introduction

Most previous natural language processing research have focused on the development of text
processing tools and techniques for English [6], which is a morphologically simple language. In
recent years, there has been increasing need for natural language processing in the wide variety of

other languages in use throughout the world. Most of these languages pose major challenges due
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to (1) lack of available linguistic resources, such as annotated corpora, and (ii) the fact that they
exhibit linguistic structures not found in English, and are thus not immediately susceptible to many
traditional NLP techniques.

Consider the example of nominal part-of-speech analysis. The Penn Treebank defines four En-
glish language noun tags [73], reflecting the fact that English nominal morphology and orthography
make only two category distinctions within nouns: singular vs. plural, and common vs. proper. It
is often easy to treat these as four completely distinct tags, and to treat the words themselves as
completely distinct from one another, sharing no internal morphological structure. In contrast, a
comparable tagset for Hungarian includes 154 distinct noun tags [37], reflecting Hungarian’s rich
inflectional nominal morphology, which explicitly marks nouns with person, case, and number. In
this case, treating words as distinct atomic units would lead to massive word sparsity problems,
then motivating the need for word-internal morphological analysis.

Because of the absence of annotated resources for most morphologically rich languages, previ-
ous research has mostly focused on unsupervised methods for morphological analysis, with relying
heavily on appropriate inductive biases. However, inductive biases and declarative knowledge are
notoriously difficult to encode in well-founded models, and putting aside this practical matter. For
example, the hidden Markov model for part-of-speech induction can encode a bias toward transi-
tional regularity of the hidden states, but the resulting model becomes overly complicated to learn.
In addition, a universally correct inductive bias, if there is one, is unlikely to be discovered by a
priori reasoning alone.

In this chapter, we argue that languages for which we have gold-standard morphological analy-
ses can be used as effective and active guides for languages lacking such resources. In other words,
instead of treating each language’s morphological analysis as a de novo induction problem to be
solved with a one-size-fits-all hand-coded bias, we instead empirically learn from our available
labeled languages what linguistically plausible morphological analyses looks like, and guide our
analysis in that direction.

More formally, we recast the unsupervised morphological induction as a new kind of super-

vised structured prediction problem, where each annotated language serves as a single training
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example, in which the noun lexicon serves as input x, and the analysis of the nouns into stems and
suffixes serves as a complex structured label y.

The first step is to define a universal morphological feature space, into which each language
and its morphological analysis can be mapped. We opt for a simple and intuitive universal feature
space, measuring the sizes of the stem and suffix lexicons, the entropy of the distributions over
such stems and suffixes, and the fraction of word forms which appear without any inflection.

Since languages tend to cluster into well defined morphological groups, we cast our learning
and prediction problem in the nearest neighbor framework. However, in contrast to its typical use
in classification problems, where one can simply pick the label of the nearest training example, we
are faced with a structured prediction problem, where locations in feature space depend jointly on
the input-label pair (z,y). Finding a nearest neighbor thus consists of searching over the space of
morphological analyses, until a point in the universal feature space is reached which lies closest to
one of the labeled languages.

We applied our model to eight languages with inflectional nominal morphology, ranging in
complexity from very simple (English) to very complex (Hungarian). In all eight cases, our ap-
proach yields substantial improvements over a comparable monolingual baseline [44], which uses

the Minimum Description Length principle (MDL) as its inductive bias.

2.2 Related Work

Unsupervised morphology induction remains an active area of research [88; 44; 1; 22; 27;
23; 83]. Most existing algorithms derive morpheme lexicons by identifying recurring patterns in
words. The goal lies in optimizing the compactness of the data representation by finding a small
lexicon of highly frequent strings, resulting in a minimum description length (MDL) lexicon and
corpus [43; 44]. Later work cast this idea in a probabilistic framework in which the MDL solution
is equivalent to a MAP estimate in a suitable Bayesian model [22]. All these approaches use a

task-specific greedy search, resulting in a locally optimal segmentation.
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2.3 Model: Structured Nearest Neighbor

Unlike previous approaches, we re-formulate unsupervised morphological induction as a su-
pervised learning task, where each annotated language serves as a single training example for our
language-independent model. Each such example consists of an input-label pair (x,y), both of
which contain complex internal structure: The input x € X consists of a vocabulary list of all
words observed in a particular monolingual corpus, and the label y € ) consists of the correct
morphological analysis of all the vocabulary items in z. Technically, the label space of each input,
Y, should be thought of as a function of the input z. We suppress this dependence for notational
clarity. Because our goal is to generalize across languages, we first have to define a feature function
which maps each (z, i) pair to a universal feature space: f : X x Y — R<.

For each unlabeled input language x, our goal is to predict a complete morphological analysis
y € Y which maximizes a scoring function on the feature space, score : R — R. This scoring
function is trained using the n labeled-language examples: (z,y)1,. .., (z,y)n, and the resulting

prediction rule for unlabeled input x is given by:

y* = argmax score(f(z, y))
yey

Languages can be typologically categorized by the type and richness of their morphology.
On the assumption that for each test language, at least one typologically similar language will
be present in the training set, we employ a nearest neighbor scoring function. In the standard
nearest neighbor classification setting, one simply predicts the label of the closest training example
in the input space!. In our structured prediction setting, the mapping to the universal feature
space depends crucially on the structure of the proposed label y, not simply the input x. We
thus generalize nearest-neighbor prediction to the structured scenario and propose the following

prediction rule:

y* = argminmin || f(z,y) — (¢, ye) |, 2.1)
yey £

More generally the majority label of the k-nearest neighbors
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where the index ¢ ranges over the training languages. In other words, we predict the morphological
analysis y for our test language which places it as close as possible in the universal feature space

to one of the training languages /.

2.3.1 Morphological Analysis

In this work, we focus on nominal inflectional suffix morphology. Consider the word utiskom
in Serbian, meaning impression with the instrumental case marking. A correct analysis of this
word would divide it into a stem (utisak = impression), a suffix (-om = instrumental case), and a
phonological deletion rule on the stem’s penultimate vowel (..ak# — ..k#).

More generally, as we define it, a morphological analysis of a word type w consists of (i) a stem
t, (ii), a suffix f, and (iii) a deletion rule d. Either or both of the suffix and deletion rule can be
NULL. We allow three types of deletion rules on stems: deletion of final vowels (..V# — ..#),
deletion of penultimate vowels (..VC# — ..C'#), and removals and additions of final accent
marks (e.g. ..a# — ..a#). We require that stems must be at least three characters long and that
suffixes must be no more than four. And, of course, we require that after (1) applying deletion rule

d to stem ¢, and (2) adding suffix f to the result, we obtain word w.

2.3.2 Universal Feature Space

We employ a fairly simple and minimal set of features, all of which could plausibly generalize
across a wide range of languages. Consider the set of stems 7, suffixes ', and deletion rules D,
induced by the morphological analyses y of the words z. Our first three features simply count the
sizes of these three sets.

These counting features consider only the raw number of unique morphemes (and phonolog-
ical rules) being used, but not their individual frequency or distribution. Our next set of features
considers the empirical entropy of these occurrences as distributed across the lexicon of words z
by analysis y. For example, if the (x,y) pair consists of the analyzed words {kiss, kiss-es, hug},

then the empirical distributions over stems, suffixes, and deletion rules would be:

o P(t=kiss)=2/3
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P

(t = hug) =1/3
o P(f=NULL)=2/3

(f =—es)=1/3
o P(d=NULL) =

°
e

The three entropy features are defined as the Shannon entropies of these stem, suffix, and deletion
rule probabilities: H(t), H(f), H(d). Note that here and throughout the section, we operate over
word types, ignoring their corpus frequencies.

Finally, we consider two simple percentage features: the percentage of words in x which ac-
cording to y are left unsegmented (i.e. have the null suffix, 2/3 in the example above), and the
percentage of segmented words which employ a deletion rule (0 in the example above). Thus, in
total, our model employs 8 universal morphological features. All features are scaled to the unit

interval and are assumed to have equal weight.

2.3.3 Search Algorithm

@

f(x,y(o’*)>

Initialization

T B(a2, 40)

Figure 2.1: Illustration of Structured Nearest Neighbor Search
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The main algorithmic challenge of our model is to efficiently compute the best morphological
analysis y for each language-specific word set x, according to Equation 2.1. Exhaustive search
through the set of all possible morphological analyses is impossible, as the number of such analy-
ses is exponential in the size of the vocabulary. Instead, we develop a greedy search algorithm
in the following fashion. The search procedure is visually depicted in Figure 2.1, where the
inference procedure for unlabeled test language x, when trained with three labeled languages,
(x1,11), (w2, y2), (z3,y3). Our search procedure iteratively attempts to find labels for = which are
as close as possible in feature space to each of the training languages. After convergence, the label
which is closest in distance to a training language is predicted, in this case being the label near
training language (3, y3).

Formally, at each time-step ¢, we maintain a set of frontier analyses {y(tvg) } ,» Where ( ranges
over the training languages. The goal is to iteratively modify each of these frontier analyses y(** —
y"+19 50 that the location of the test language in universal feature space — f(z,y"9) —is as
close as possible to the location of the training language ¢: f ([Eg, Yo)-

After iterating this procedure to convergence, we are left with a set of analyses {y(@ } ,» each of

which approximates the analyses which yield minimal distances to a particular training language:

y ¥ = argmin || f(z,y) — f(ze,ye) || -
yey

We finally select from amongst these analyses and make our prediction:
(" = argmin || £(z,y) — £(e, ye) |
¢

yt =y

The main outline of our search algorithm is based on the MDL-based greedy search heuristic
developed and studied by [44]. At a high level, this search procedure alternates between individual
analyses of words (keeping the set of stems and suffixes fixed), aggregate discoveries of new stems
(keeping the suffixes fixed), and aggregate discoveries of new suffixes (keeping stems fixed). As
input, we consider the test words = in our new language, and we run the search in parallel for
each training language (zy,y,). For each such test-train language pair, the search consists of the

following stages:
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2.3.3.1 Stage 0: Initialization

We initially analyze each word w € x according to peaks in successor frequency. The suc-
cessor frequency of a string prefix s is defined as the number of unique characters that occur
immediately after s in the vocabulary. If w’s n-character prefix w., has successor frequency > 1
and the surrounding prefixes, w.,,_; and w., 1 both have successor frequency = 1, then we analyze
w as a stem-suffix pair: (w.,, w,1.). Note that with the restriction that at this stage, we only allow
suffixes up to length 5, and stems of at least length 3. Otherwise, we initialize w as an unsuf-
fixed stem. As this procedure tends to produce an overly large set of suffixes F', we further prune
F' down to the number of suffixes found in the training language, retaining those which appear
with the largest number of stems. This initialization stage is carried out once, and afterwards the

following three stages are repeated until convergence.

2.3.3.2 Stage 1: Reanalyze each word

In this stage, we reanalyze each word (in random order). We use the set of stems 7" and suffixes
F' obtained from the previous stage, and do not permit the addition of any new items to these
lists. Instead, we focus on obtaining better analyses of each word, while also building up a set of
phonological deletion rules D. For each word w € x, we consider all possible segmentations of w
into a stem-suffix pair (¢, f), for which f € F', and where either ¢ € T" or some ¢’ € T such that ¢
is obtained from ¢’ using a deletion rule d (e.g. by deleting a final or penultimate vowel). For each
such possible analysis y’, we compute the resulting location in feature space f(z, y'), and select the

analysis that brings us closest to our target training language: y = argmin,, || f(z,y")—f(z¢, ye) || -

2.3.3.3 Stage 2: Find New Stems

In this stage, we keep our set of suffixes /' and deletion rules D from the previous stage fixed,
and attempt to find new stems to add to 7' through an aggregate analysis of unsegmented words.
For every string s, we consider the set of words which are currently unsegmented, and can be
analyzed as a stem-suffix pair (s, f) for some existing suffix f € F’, and some deletion rule d € D.

We then consider the joint segmentation of these words into a new stem s, and their respective
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suffixes. As before, we choose the segmentation if it brings us closer in feature space to our target

training language.

2.3.3.4 Stage 3: Find New Suffixes

This stage is exactly analogous to the previous stage, except we now fix the set of stems 7" and

seek to find new suffixes.

2.3.4 A Monolingual Supervised Model

In order to provide a plausible upper bound on performance, we also formulate a supervised
monolingual morphological model, using the structured perceptron framework [19]. Here we as-
sume that we are given some training sequence of inputs and morphological analyses (all within
one language): (z1,v1), (z2,92)s -+ (ZTn,yn). We define each input z; to be a noun w, along
with a morphological tag 2z, which specifies the gender, case, and number of the noun. The
goal is to predict the correct segmentation of w into stem, suffix, and phonological deletion rule:
y; = (t, f,d).While the assumption of the correct morphological tag as input is somewhat unreal-
istic, this model still gives us a strong upper bound on how well we can expect our unsupervised
model to perform.

To do so, we define a feature function over input-label pairs, (z,y), with the following binary

feature templates:

e According to label y;, the stem is ¢ (one feature for each possible stem).

e According to label y;, the suffix and deletion rule are (f, d) (one feature for every possible

pair of deletion rules and suffixes).

e According to label y; and morphological tag z, the suffix, deletion rule, and gender are

respectively (f,d, G).

e According to label y; and morphological tag z, the suffix, deletion rule, and case are ( f, d, C).
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e According to label y; and morphological tag z, the suffix, deletion rule, and number are

(f,d,N).

We train a set of linear weights on our features using the averaged structured perceptron algo-

rithm [19].

2.4 Experiments and Analysis

In this section we turn to experimental findings to provide empirical support for our proposed

framework.

2.4.1 Corpus

Type Counts Entropy Percentage

# words | # stems | # suffs | # dels | stem entropy | suff entropy | del entropy | unseg | deleted

BG | 4833 3112 21 8 11.4 2.7 0.9 45 .29
cs 5836 3366 28 12 11.5 3.2 1.6 .38 .53
EN | 4178 3453 3 1 11.7 1.0 0.1 73 .06
ET 6371 3742 141 5 11.5 5.0 0.2 31 .04
HU | 8051 3746 231 7 11.3 5.8 0.5 23 11
RO | 5578 3297 23 8 11.5 2.9 1.4 A48 Sl
SL 6111 3172 32 6 11.3 32 1.5 33 .56
SR 5849 3178 28 5 114 2.9 1.4 33 .53

Table 2.1: Corpus statistics for the eight languages.

To test our cross-lingual model, we apply it to a morphologically analyzed corpus of eight lan-
guages [37]. The corpus includes a roughly 100,000 word English text, Orwell’s novel ‘“Nineteen
Eighty Four,” and its translation into seven languages: Bulgarian, Czech, Estonian, Hungarian,
Romanian, Slovene, and Serbian. All the words in the corpus are tagged with morphological stems

and a detailed morpho-syntactic analysis. Although the texts are parallel, we note that parallelism
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is nowhere assumed nor exploited by our model. See Table 2.1 for a summary of relevant cor-
pus statistics. In this table, the first four columns give the number of unique word, stem, suffix,
and phonological deletion rule types. The next three columns give, respectively, the entropies of
the distributions of stems, suffixes (including NU LL), and deletion rules (including NU L L) over
word types. The final two columns give, respectively, the percentage of word types occurring with
the NU LL suffix, and the number of non- NU L L suffix words which use a phonological deletion
rule. Note that the final eight columns define the universal feature space used by our model. BG
= Bulgarian, CS = Czech, EN = English, ET = Estonian, HU = Hungarian, RO = Romanian, SL =
Slovene, SR = Serbian.

As indicated in the table, the raw number of nominal word types varies quite a bit across the
languages, almost doubling from 4,178 (English) to 8,051, (Hungarian). In contrast, the number
of stems appearing within these words is relatively stable across languages, ranging from 3,112
(Bulgarian) and only increasing by 20% with 3,746 unique stems in Hungarian.

Conversely, the number of suffixes across the languages varies quite a bit. Hungarian and Es-
tonian, both Uralic languages with very complex nominal morphology, use 231 and 141 nominal
suffixes, respectively. Besides English, the remaining languages employ between 21 and 32 suf-

fixes, and English is the outlier in the other direction, using just three nominal inflectional suffixes.

2.4.2 Baselines and Evaluation

As our unsupervised monolingual baseline, we use the Linguistica program [43; 44]. We apply
Linguistica’s default settings, and run the “suffix prediction” option. Our model’s search procedure
closely mirrors the one used by Linguistica, with the crucial difference that instead of attempting
to greedily minimize description length, our algorithm instead tries to find the analysis as close as
possible in the universal feature space to that of another language.

As a plausible upper bound on performance, we implemented the structured perceptron out-
lined in Section 2.3.4. For each language, we train the perceptron on a randomly selected set of

80% of the nouns, and test on the remaining 20%.
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Our Model
Linguistica Nearest Neighbor Self (oracle) Avg. Supervised
Accuracy Distance | Accuracy Distance | Accuracy Distance
BG 68.7 84.0 (RO) 0.13 88.7 0.03 68.6 3.90 94.7
Cs 60.4 82.8 (BG) 0.40 84.5 0.03 66.3 4.05 93.5
EN 81.1 75.8 (BG) 1.29 89.3 0.10 58.3 4.30 93.4
ET 51.2 66.6 (HU) 0.35 80.9 0.03 52.8 4.57 86.5
HU 64.5 69.3 (ET) 0.81 66.5 1.10 68.0 4.94 94.9
RO 65.6 71.0 (CS) 0.11 71.2 0.15 62.3 3.95 89.1
SL 61.1 82.8 (SR) 0.07 85.5 0.04 61.7 3.69 95.4
SR 64.2 79.1 (SL) 0.06 82.2 0.04 63.0 3.71 94.8
avg. 64.6 76.4 0.40 81.1 0.19 62.6 4.14 92.8

Table 2.2: Prediction accuracy over word types for the Linguistica baseline, our cross-lingual

model, and the monolingual supervised perceptron model.

To apply our model, we treat each of the eight languages in turn as the test language, with the
other seven serving as training examples. For each test language, we iterate the search procedure
for each training language (performed in parallel), until convergence. The number of required
iterations varies from 6 to 36 (depending on the test-training language pair), and each iteration
takes no more than 30 seconds of run-time on a 2.4GHz Intel Xeon E5620 processor. We also
consider two variants of our method. In the first (Self (oracle)), we train each test language to
minimize the distance to its own gold standard feature values. In the second variant (Avg.), we
average the feature values of all seven training languages into a single objective. As a plausible
upper bound on performance, we implemented the structured perceptron described in the 2.3.4.
For each language, we train the perceptron on a randomly selected set of 80% of the nouns, and
test on the remaining 20%.

The prediction accuracy for all models is calculated as the fraction of word types with cor-
rectly predicted suffixes. See Table 2.2 for the results. For our model, we provide both prediction

accuracy and resulting distance to the training language in three different scenarios: (i) Nearest
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Neighbor: The training languages include all seven other languages in our data set, and the predic-
tions with minimal distance to a training language are chosen (the nearest neighbor is indicated in
parentheses). (ii) Self (oracle): Each language is trained to minimize the distance to its own gold-
standard analysis. (iii) Average: The feature values of all seven training languages are averaged
together to create a single objective.

For all languages other than English (which is a morphological loner in our group of lan-
guages), our model improves over the baseline by a substantial margin, yielding an average in-
crease of 11.8 absolute percentage points, and a reduction in error relative to the supervised upper
bound of 42%. Some of the most striking improvements are seen on Serbian and Slovene. These
languages are closely related to one another, and indeed our model discovers that they are each oth-
ers’ nearest neighbors. By guiding their morphological analyses towards one another, our model
achieves a 21 percentage point increase in the case of Slovene and a 15 percentage point increase
in the case of Slovene.

Perhaps unsurprisingly, when each language’s gold standard feature values are used as its own
target (Self (oracle) in Table 2.2), performance increases even further, to an average of 81.1%. By
the same token, the resulting distance in universal feature space between training and test analyses
is cut in half under this variant, when compared to the non-oracular nearest neighbor method. The
remaining errors may be due to limitations of the search procedure (i.e. getting caught in local
minima), or to the coarseness of the feature space (i.e. incorrect analyses might map to the same
feature values as the correct analysis). Finally, we note that minimizing the distance to the average
feature values of the seven training languages (Avg. in Table 2.2) yields subpar performance and
very large distances between between predicted analyses and target feature values (4.14 compared
to 0.40 for nearest neighbor). This result may indicate that the average feature point between

training languages is simply unattainable as an analysis of a real lexicon of nouns.

2.4.3 Visualizing Locations in Feature Space

Besides assessing our method quantitatively, we can also visualize the the eight languages

in universal feature space according to (i) their gold standard analyses, (ii) the predictions of our
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Figure 2.2: Locations in Feature Space of Linguistica predictions (green squares), gold standard
analyses (red triangles), and our model’s nearest neighbor predictions (blue circles). The original

8-dimensional feature space was reduced to two dimensions using Multidimensional Scaling.

model and (iii) the predictions of Linguistica. To do so, we reduce the 8-dimensional features space
down to two dimensions while preserving the distances between the predicted and gold standard
feature vectors, using Multidimensional Scaling (MDS). The results of this analysis are shown
in Figure 2.2. With the exception of English, our model’s analyses lie closer in feature space to
their gold standard counterparts than those of the baseline. It is interesting to note that Serbian
and Slovene, which are very similar languages, have essentially swapped places under our model’s
analysis, as have Estonian and Hungarian (both highly inflected Uralic languages). English has

(unfortunately) been pulled towards Bulgarian, the second least inflecting language in our set.
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Figure 2.3: Learning curves for our model as the number of training languages increases.

2.4.4 Learning Curves

We also measured the performance of our method as a function of the number of languages in
the training set. For each target language, we consider all possible training sets of sizes ranging
from 1 to 7 and select the predictions which bring our test language closest in distance to one of
the languages in the set. We then average the resulting accuracy over all training sets of each size.
Figure 2.3 shows the resulting learning curves averaged over all test languages (left), as well as
broken down by test language (right). The figure on the left shows the average accuracy of all
eight languages for increasingly larger training sets (results are averaged over all training sets of
size 1,2,3,...). The dotted line indicates the average performance of the baseline. The figure on the
right shows similar learning curves, broken down individually for each test language (see Table
2.1 for language abbreviations). The overall trend is clear: as additional languages are added to
the training set, test performance improves. In fact, with only one training language, our method
performs worse (on average) than the Linguistica baseline. However, with two or more training

languages available, our method achieves superior results.
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Figure 2.4: Accuracy vs. Distance: For all 56 possible test-train language pairs, we computed
test accuracy along with resulting distance in universal feature space to the training language.
Distance and accuracy are separately normalized to the unit interval for each test language, and all

resulting points are plotted together. A line is fit to the points using least-squares regression.

2.4.5 Accuracy vs. Distance

In this final section of analysis, we can gain some insight into these learning curves if we
consider the relationship between accuracy (of the test language analysis) and distance to the train-

ing language (of the same predicted analysis). The more training languages available, the greater
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the chance that we can guide our test language into very close proximity to one of them. It thus
stands to reason that a strong (negative) correlation between distance and accuracy would lead to
increased accuracy with larger training sets. In order to assess this correlation, we considered all
56 test-train language pairs and collected the resulting accuracy and distance for each pair. We
separately scaled accuracy and distance to the unit interval for each test language (as some test lan-
guages are inherently more difficult than others). The resulting plot, shown in Figure 2.4, shows the
expected correlation: When our test language can be guided very closely to the training language,

the resulting predictions are likely to be good. If not, the predictions are likely to be bad.

2.5 Conclusions

In this chapter, we proposed a novel approach to unsupervised morphological analysis. Tra-
ditional approaches focus on developing an appropriate hand-crafted inductive bias, whether ex-
plicitly as an MDL objective, or implicitly through the design of a model structure. However,
incorporating declarative knowledge in a well-founded model is notoriously difficult. Beyond this
difficulty lies a deeper problem: It is simply unrealistic to expect a hand-crafted inductive bias or
model structure to effectively induce morphology across the full range of the world’s languages.

In contrast, our approach treats morphological induction as a structured prediction task, where
we assume the presence of morphologically labeled languages as training examples which guide
the induction process for unlabeled test languages. We developed a novel structured nearest neigh-
bor approach for this task, in which all languages and their morphological analyses lie in a universal
feature space. The task of the learner is to search through the space of morphological analyses for
the test language and return the result which lies closest in the universal feature space to one of the
training languages. Our empirical findings validate this approach: across eight different languages,
our method yields substantial accuracy gains in the task of nominal morphological induction, over
a traditional MDL-based approach.

Besides gains in accuracy, a substantial advantage of this framework is that it could enable the

automatic interpretation of morphological analyses. While current methods may segment words
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into morphemes with some degree of accuracy, they have no hope of interpreting the grammat-
ical function of the resulting units. In contrast, the approach advocated here may in the future
allow us to automatically infer plausible interpretations of morphemes, by examining cross-lingual

regularities of the various morphemic functions.
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Chapter 3

Grapheme-to-Phoneme Analysis of Latin Alphabets

In the previous chapter, we considered the task of morphology analysis for Eastern European
languages. In this chapter, we extend the idea of cross-lingual supervised learning to the task
of grapheme-to-phoneme analysis of Latin alphabets as a test case for larger scale cross-lingual
learning by using information from dozens of other languages. The goal is to automatically select
a subset of phonemes for each language’s graphemes. For example, depending on the language,

the Latin alphabet grapheme “c” can represent any of the following phonemes:

{IK, Il Ist, I\l, 131, 17, Tts/}

[IPeh]

Among those phonemes, we would like to predict the set {/s/, /k/} for the grapheme “c” in
English, using only raw text as our input. This work was originally published in [59].

This chapter is organized as follows: Section 3.1 gives a broad introduction to the chapter. We
argue that by harnessing dozens of languages the relationship between written symbol and spo-
ken sound can be automatically inferred from textual patterns. We briefly describe our approach
and summarize our experimental findings. Section 3.2 describes background and compares our
approach to previous grapheme-to-phoneme analysis. Section 3.3 describes our features in great
detail. Section 3.4 fully describes our model. Section 3.5 outlines experiments on 107 languages
with Roman alphabets and reports our results. Section 3.5.4 analysis the predicted phoneme in-

ventory from our model. Section 3.6 closes the chapter with some concluding remarks.
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3.1 Introduction

Written languages are one of the defining technologies of human civilization. They have been
independently invented at least three times through the course of history [25]. In many ways,
written languages reflect their spoken counterparts. Written and spoken languages are subject
to some of the same forces of change: migration, adaptation, borrowing, cultural influence, and
imposition by empire and rulers. In other words, written languages harken further to the past,
reflecting aspects of languages long gone from their spoken forms. In this chapter, we argue
that this imperfect relationship between written symbols and spoken sounds can be automatically
inferred from textual patterns. By examining data for over 100 languages, we train a statistical
model to automatically relate graphemic patterns in texts to phonemic sequences for never-before-
seen languages.

We focus here on the the alphabet, a writing system that has come down to us from the Sume-
rians, through the Greeks and Romans: the Latin alphabet. In a perfect alphabetic system, each
phoneme in the language is unambiguously represented by a single grapheme. However, in prac-
tice of course, this ideal is never achieved. Besides, when existing alphabets are melded onto new
languages, they must be imperfectly adapted to a new sound system. This ambiguity can pose
difficulties for applications such as speech recognition and text-to-speech. In this chapter, we ex-
ploit the fact that a single alphabet, that of the Romans, has been adapted to a very large variety of
languages.

Recent research has demonstrated the effectiveness of cross-lingual analysis. The joint analysis
of several languages can increase model accuracy, and enable the development of computational
tools for languages with minimal linguistic resources. Previous work has focused on settings where
just a handful of languages are available. We treat the task of grapheme-to-phoneme analysis as a
test case for larger scale multilingual learning, harnessing information from dozens of languages.

On a more practical note, accurately relating graphemes and phonemes to one another is crucial
for tasks such as automatic speech recognition and text-to-speech generation. While pronunciation

dictionaries and transcribed audio are available for some languages, these resources are entirely
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lacking for the vast majority of the world’s languages. Thus, automatic and generic methods for
determining sound-symbol relationships are required.

Basically, this work is based on the following line of reasoning:

e First, character-level textual patterns mirror phonotactic regularities.

e Second, phonotactic regularities are shared across related languages and universally con-

strained.

e Finally, textual patterns for a newly observed language may thus reveal its underlying phone-

mics.

Our task can be viewed as an easy case of language decipherment (will be discussed in Chapter
5) — one where the underlying alphabetic system is widely known.

Nevertheless, the task of grapheme-to-phoneme analysis is still challenging. Characters in the
Roman alphabet can take a wide range of phonemic values across the world’s languages. For

[IPb]

example, depending on the language, the grapheme “c” can represent the following phonemes:!

/k/ (unvoiced velar plosive)

/c/ (unvoiced palatal plosive)

/s/ (unvoiced alveolar fricative)

/|/ (dental click)

/&%/ (affricated voiced postalveolar fricative)

/ﬁ/ (affricated unvoiced postalveolar fricative)

o /ts/ (affricated unvoiced alveolar fricative)

'For some brief background on phonetics, see Section 3.2. Note that we use the term “phoneme” throughout the
chapter, though we also refer to “phonetic” properties. As we are dealing with texts (written in a roughly phonemic
writing system), we have no access to the true contextual phonetic realizations, and even using IPA symbols to relate
symbols across languages is somewhat theoretically suspect.
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To make matters more challenging, the same language may use a single grapheme to am-
biguously represent multiple phonemes. For example, English orthography uses the letter“c” to
represent both the sounds /k/ and /s/. Our task is thus to select a subset of phonemes for each
language’s graphemes. We treat the subset selection problem as a set of related binary prediction

problems, one for each possible grapheme-phoneme pair. Taken together, these predictions yield

the grapheme-phoneme mapping for that language.

Figure 3.1: A snippet of our undirected graphical model. The binary-valued nodes represent
whether a particular grapheme-phoneme pair is allowed by the language. Sparse edges are

automatically induced to allow joint training and prediction over related inventory decisions.

We develop a probabilistic undirected graphical model for this prediction problem, where a
large set of languages serve as a training data and a single held-out language serves as a test data.
Each training and test language yields an instance of the graph, bound together through a shared
set of features and parameter values to allow cross-lingual learning and generalization.

In the graph corresponding to a given language, each node represents a grapheme-phoneme

pair (g : p). The node is labeled with a binary value to indicate whether grapheme ¢ can represent
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phoneme p in that language. In order to allow coupled labelings across the various grapheme-
phoneme pairs of the language, we employ a connected graph structure, with an automatically
learned topology shared across different languages. The node and edge features are derived from
textual co-occurrence statistics for the graphemes of each language, as well as general informa-
tion about the language’s family and region. Parameters are jointly optimized over the training
languages to maximize the likelihood of the node labelings given the observed feature values. See
Figure 3.1 for a snippet of the model.

We apply our model to a novel data-set consisting of grapheme-phoneme mappings for 107
languages with Roman alphabets and short texts. In this setting, we consider each language in turn
as the test language, and train our model on the remaining 106 languages. Our highest performing
model achieves an Fl-measure of 88%, yielding perfect predictions for over 21% of languages.

These results compare quite favorably to several baselines.

3.2 Background and Related Work
3.2.1 Phoneme Inventories

The sounds of the world’s languages are produced through a wide variety of articulatory mech-
anisms. Consonants are sounds produced through a partial or complete stricture of the vocal tract.

They are roughly categorized along three independent dimensions:

e Voicing: whether or not oscillation of the vocal folds accompanies the sound. For example,

/t/ and /d/ differ only in that the latter is voiced.

e Place of Articulation: where in the anatomy of the vocal tract the stricture is made. For
example, /p/ is a bilabial (the lips touching one another) while /k/ is a velar (tongue touching

touching the soft palate).

e Manner of Articulation: the manner in which the airflow is regulated. For example, /m/
is a nasal (air flowing through the nostrils), while /p/ is a plosive (obstructed air suddenly

released through the mouth).
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In contrast, vowels are voiced sounds produced with an open vocal tract. They can be catego-

rized primarily based on the position of the tongue and lips, along three dimensions:
e Roundedness: whether or not the lips are rounded during production of the sound.
e Height: the vertical position of the tongue.

e Backness: how far forward the tongue lies.

Linguists have noted several statistical regularities found in phoneme inventories throughout
the world. First, feature economy refers to the idea that languages tend to minimize the number
of differentiating characteristics (e.g. different kinds of voicing, manner, and place) that are used
to distinguish consonant phonemes from one another [17]. In other words, once an articulatory
feature is used to mark off one phoneme from another, it will likely be used again to differentiate
other phoneme pairs in the same language. In addition, the principle of Maximal perceptual con-
trast refers to the idea that the set of vowels employed by a language will be located in phonetic
space to maximize their perceptual distances from one another, thus relieving the perceptual burden
of the listener [69]. An analysis of our results indicates that our model’s predictions do not always
follow these principles. In a preliminary experiment, we show how utilizing these principles can
improve performance.

Finally, researchers have noted that languages exhibit set patterns in how they sequence their
phonemes [56]. Certain sequences are forbidden outright by languages, while others are avoided
or favored. While many of these patterns are language-specific, others seem more general, either
reflecting anatomical constraints, common language ancestry, or universal aspects of the human
language system. These phonotactic regularities and constraints are mirrored in graphemic pat-
terns. As shown in our experiments, these can be explicitly modeled to achieve high accuracy in

our task.

3.2.2 Grapheme-to-Phoneme Analysis

Much prior work has gone into developing methods for accurate grapheme-to-phoneme anal-

ysis. The common assumption underlying this research has been that some sort of knowledge,
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usually in the form of a pronunciation dictionary or phonemically annotated text, is available for
the language at hand. The focus has been instead on developing techniques for dealing with the
phonemic ambiguity present both in annotated and unseen words. For example, Jiampojamarn
and Kondrak [53] developed a method for aligning pairs of written and phonemically transcribed
strings; Dwyer and Kondrak [34] developed a method for accurate letter-to-phoneme conversion
while minimizing the number of training examples; Reddy and Goldsmith [85] develop an MDL-
based approach to finding sub-word units that align well to phonemes.

A related line of work has grown around the task of machine transliteration. In this task, the
goal is to automatically transliterate a name in one language into the written form of another lan-
guage. Often this involves some level of phonetic analysis in one or both languages. Notable recent
work in this vein includes research by Sproat et al [98] on transliteration between Chinese and En-
glish using comparable corpora, and Ravi and Knight [84] who take a decipherment approach to
this problem.

Our work differs from all previous work on grapheme-to-phoneme analysis in that (i) we as-
sume no knowledge for our target language beyond a small unannotated text, and possibly some
region or language family information, and (ii) our goal is to construct the inventory of mappings
between the language’s letters and its phonemes (the latter of which we do not know ahead of
time). When a grapheme maps to more than one phoneme, we do not attempt to disambiguate
particular instances of that grapheme in words.

A final thread of related work is on quantitatively categorizing writing systems according to
their levels of phonography and logography [99; 81]. As our data-set consists entirely of Latin-
based writing systems, our work can be viewed as a more fine-grained computational exploration

of the space of writing systems, with a focus on phonographic systems with a particular pedigree.
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Figure 3.2: Map and language families of languages in our data-set.

3.2.3 Data

The data for our experiments comes from three sources: (i) grapheme-phoneme mappings from
an online encyclopedia, (ii) translations of the Universal Declaration of Human Rights (UDHR)?,
and (iii) entries from the World Atlas of Language Structures (WALS) [32].

To start with, we downloaded and transcribed image files containing grapheme-phoneme map-
pings for several hundred languages from an online encyclopedia of writing systems®. We then
cross-referenced the languages with the World Atlas of Language Structures (WALS) database [32]
as well as the translations available for the Universal Declaration of Human Rights (UDHR). Our
final set of 107 languages includes those which appeared consistently in all three sources and that
employ a Latin alphabet. See Figure 3.2 for a world map annotated with the locations listed in the
WALS database for these languages, as well as their language families. As seen from the figure,

these languages cover a wide array of language families and regions.

Zhttp://www.ohchr.org/en/udhr/pages/introduction.aspx
3http://www.omniglot.com/writing/langalph.htm#latin
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We then analyzed the phoneme inventories for all the 107 languages. We decided to focus
our attention on graphemes which are widely used across these languages with a diverse set of
phonemic values. We measured the ambiguity of each grapheme by calculating the entropy of its
phoneme sets across the languages. We found that 17 graphemes had entropy > 0.5 and appeared in
at least 15 languages. Table 3.1 lists these graphemes, the set of phonemes that they can represent,
the number of languages in our data-set which employ them, and the entropy of their phoneme-sets
across these languages. The data, along with the feature vectors discussed below, are published as

part of this work.

3.3 Features

The key intuition underlying this work is that graphemic patterns in text can reveal the phonemes
which they represent. A crucial step in operationalizing this intuition lies in defining input features

that have cross-lingual predictive value. We divide our feature set into three categories.

3.3.1 Character Context Features

These features represent the textual environment of each grapheme in a language. For each
grapheme g, we consider counts of graphemes to the immediate left and right of ¢ in the UDHR
text. We define five feature templates, including counts of (1) single graphemes to the left of g, (2)
single graphemes to the right of g, (3) pairs of graphemes to the left of g, (4) pairs of graphemes
to the right of g, and (5) pairs of graphemes surrounding g. As our experiments below show, this
set of features on its own performs poorly. It seems that these features are too language specific
and not abstract enough to yield effective cross-lingual generalization. Our next set of features was

designed to alleviate this problem.

3.3.2 Phonetic Context Features

A perfect feature-set would depend on the entire set of grapheme-to-phoneme predictions for
a language. In other words, we would ideally map the graphemes in our text to phonemes, and

then consider the plausibility of the resulting phoneme sequences. In practice, of course, this is



Graphemes Phonemes #langs | Entropy
a /a/ [e/ [a] [a] [a] 106 1.25
¢ | Je/Jas) k) s S| 62 | 233
ch /%) 4] /%] 1] 39 1.35
e le/ Ji] &/ |3/ [e/ 106 1.82
h /-] /b /x/ [8] [4/ 85 1.24
i /i/ /il 1/ 106 0.92
j /as/ [/ i/ [4) /x/ 3] /3] | 79 | 205
0 /o] Ju/ v/ [a/ 103 1.47
ph [t/ /p"/ 15 0.64
q I/ Jaf 2 | L0
r /U e IR) ] 95 1.50
th /) 10/ 15 0.64
u fof jw/ [yl [if Jo/ /x| 104 | 0.96
v /o)1) w8 70 118
w Ju/ v/ [w/ 74 0.89
x fks/ /x/ I/ /8] 4 | 131
z Jdz/ [s] s/ |z] /] 72 0.93
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Table 3.1: Ambiguous graphemes and the set of phonemes that they may represent among our set

of 107 languages.

impossible, as the set of possible grapheme-to-phoneme mappings is exponentially large. As an

imperfect proxy for this idea, we made the following observation: for most Latin graphemes, the

most common phonemic value across languages is the identical IPA symbol of that grapheme (e.g.

the most common phoneme for g is /g/, the most common phoneme for ¢ is /t/, etc). Using this

observation, we again consider all contexts in which a grapheme ¢ appears, but this time map

the surrounding graphemes to their IPA phoneme equivalents. We then consider various linguistic

properties of these surrounding “phonemes” — whether they are vowels or consonants, whether they
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Raw Context Features Noisy IPA Conversion Phonetic Context Features
L1k =15 |:> L1:/k/ =15 |:> L1:velar=22
L1:b=3 L1:/b/=3 L1:bilabial=3
L1:g=7 L1:/g/=7 L1:voiced=10

L1:unvoiced=15
L1:consonant=25

Figure 3.3: Generating phonetic context features. First, character context features are extracted
for each grapheme. The features drawn here give the counts of the character to the immediate left
of the grapheme. Next, the contextual characters are noisily converted to phonemes using their
IPA notation. Finally, phonetic context features are extracted. In this case, phonemes /k/ and /g/

combine to give a “velar” count of 22, while /g/ and /b/ combine to give a “voiced” count of 10.

are voiced or not, their manner and places of articulation — and create phonetic context features.
The process is illustrated in Figure 3.3. The intuition here is that these features can (noisily)
capture the phonotactic context of a grapheme, allowing our model to learn general phonotactic

constraints. As our experiments below demonstrate, these features proved to be quite powerful.

3.3.3 Language Family Features

Finally, we consider features drawn from the WALS database which capture general informa-
tion about the language — specifically, its region (e.g. Europe), its small language family (e.g.
Germanic), and its large language family (e.g. Indo-European). These features allow our model
to capture family and region specific phonetic biases. For example, African languages are more
likely to use ¢ and ¢ to represents clicks in comparison to European languages. As we mention
below, we also consider conjunctions of all features. Thus, a language family feature can combine
with a phonetic context feature to represent a family specific phonotactic constraint. Interestingly,

our experiments below show that these features are not needed for highly accurate prediction.
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3.3.4 Feature Discretization and Filtering

It is well known that many learning techniques perform best when continuous features are
binned and converted to binary values [31]. As a preprocessing step, we therefore discretize and
filter the count-based features outlined above. We adopt the technique of Recursive Minimal En-
tropy Partitioning [52]. This technique recursively partitions feature values so as to minimize the
conditional entropy of the labels. Partitioning stops when the gain in label entropy falls below the
number of additional bits in overhead needed to describe the new feature split. This leads to a

(local) minimum description length discretization.

Number of Features Raw | Filtered

# Text Features 28,474 | 1,848
# Phonemic Features | 28,948 | 7,799
# Family Features 66 32

Total 57,488 | 9,679

Table 3.2: Number of features in each category before and after discretization/filtering. Note

that the pair-wise conjunction features are not included in these counts.

We noticed that most of our raw features (especially the text features) could not achieve even
a single split point without increasing description length, as they were not well correlated with the
labels. We decided to use this heuristic as a feature selection technique, discarding such features.
After this discretization and filtering, we took the resulting binary features and added their pairwise
conjunctions to the set. This process was conducted separately for each leave-one-out scenario,
without observation of the test language labels. Table 3.2 shows the total number of features
before the discretization/filtering as well as the typical numbers of features obtained after filtering

(the exact numbers depend on the training/test split).
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3.4 Model

Using the features described in 3.3, we develop an undirected graphical model approach to
our prediction task. Corresponding to each training language is an instance of our undirected
graph, labeled with its true grapheme-phoneme mapping. We learn weights over our features
which optimally relate the input features of the training languages to their observed labels. At

test-time, the learned weights are used to predict the labeling of the held-out test language.

log P (y l)|X Z)\ [fi(x ; —1)]

+ 3 N - [ginxD)o() = 1Ay = 1))
7.k

+3 N - [gin(xD)o) = 1Ay = 0))
7.k

+ > Niws - g (xD)o() =0 ny = 1)
7.k

—log Z(xY, \)

More formally, we assume a set of graph nodes 1, ..., m with edges between some pairs of
nodes (7,7). Each node corresponds to a grapheme-phoneme pair (g : p) and can be labeled with a
binary value. For each training language [, we observe a text x*) and a binary labeling of the graph
nodes y"). For each node i, we also obtain a feature vector f;(x()), by examining the language’s
text and extracting textual and noisy phonetic patterns. We obtain similar feature vectors for edges
(4,7): gjx(x). We then parameterize the probability of each labeling using a log-linear from over
node and edge factors:*

The first sum ranges over the nodes 7 in the graph. For each ¢, we extract a feature vector
fi(x). If the label of node 7 is 1, we take dot product of the feature vector and corresponding
parameters, otherwise the term is zeroed out. Likewise for the graph edges j, k: we extract a

feature vector, and depending on the labels of the two vertices y; and vy, take a dot product with

4The delta function &(p) evaluates to 1 when predicate p is true, and to 0 when p is otherwise.
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the relevant parameters. The final term is a normalization constant to ensure that the probabilities
sum to one over all possible labelings of the graph.

Before learning our parameters, we first automatically induce the set of edges in our graph,
using the PC graph-structure learning algorithm [97]. This procedure starts with a fully connected
undirected graph structure, and iteratively removes edges between nodes that are conditionally
independent given other neighboring nodes in the graph according to a statistical independence
test. In our graphs we have 75 nodes, and thus 2,775 potential edges. Running the structure
learning algorithm on our data yields sparse graphs, typically consisting of about 50 edges.

Once the graph structure has been induced, we learn parameter values by maximizing the L.2-

penalized log-likelihood over all training languages:’

L(N) = log P(yx") — CIIA|I?
l

The gradient takes the standard form of a difference between expected and observed feature
counts. Expected counts, as well as predicted assignments at test-time, are computed using loopy

belief propagation. Numerical optimization is performed using L-BFGS.

3.5 Experiments

We describe a set of experiments performed to evaluate the performance of our model. Besides
our primary undirected graphical model, we also consider several baselines and variants, in order
to assess the contribution of our model’s graph structure as well as the features used. In all cases,

we perform leave-one-out cross-validation over the 107 languages in our data-set.

3.5.1 Baselines

Our baselines include:

1. A majority baseline, where the most common binary value is chosen for each grapheme-

phoneme pair,

°In our experiments, we used an L2 penalty weight of .5 for node features and .1 for edge features. Similar results
are observed for a wide range of values.



54

Phoneme Grapheme | Language
Precision Recall Fl1 Accuracy | Accuracy
MAJORITY 80.47 5747 67.06 55.54 2.8
SVM CONTINUOUS 79.87 64.48 79.87 59.07 3.74
SVM DISCRETE 90.55 78.27 83.97 70.78 8.41
NEAREST NEIGHBOR 85.35 79.43 82.28 67.97 2.8
MODEL: NO EDGES 89.35 82.05 85.54 73.96 10.28
FULL MODEL 91.06 83.98 87.37 78.58 21.5
MODEL: NO FAMILY 92.43 84.67 88.38 80.04 19.63
MODEL: NO TEXT 89.58 81.43 85.31 75.86 15.89
MODEL: NO PHONETIC 86.52 74.19  79.88 69.6 9.35

Table 3.3: The performance of baselines and variants of our model, evaluated at the

phoneme-level (binary predictions), whole-grapheme accuracy, and whole-language accuracy.

2. Two linear SVM’s, one trained using the discretized and filtered features described in Sec-

tion 3.3, and the other using the raw continuous features,

3. Anearest Neighbor classifier, which chooses the closest training language for each grapheme-

phoneme pair in the discretized feature space, and predicts its label, and

4. A variant of our model with no edges between nodes (essentially reducing to a set of inde-

pendent log-linear classifiers).

3.5.2 Evaluation

We report our results using three evaluation metrics of increasing coarseness.

1. Phoneme-level: For individual grapheme-phoneme pairs (e.g. a:/e/, a:/a/, c:/k/, c:/t[/) our
task consists of a set of binary predictions, and can thus be evaluated in terms of precision,
recall, and F1-measure. We report micro-averages of these quantities across all grapheme-

phoneme pairs in all leave-one-out test languages.
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2. Grapheme-level: We also report grapheme-level accuracy. For this metric, we consider each

grapheme ¢ and examine its predicted labels over all its possible phonemes: (g : p(;))F_;

If all £ binary predictions are correct, then the grapheme’s phoneme-set has been correctly
predicted. We report the percentage of all graphemes with such correct predictions (micro-

averaged over all graphemes in all test language scenarios).

3. Language-level: Finally, we assess language-wide performance. For this metric, we report
the percentage of test languages for which our model achieves perfect predictions on all

grapheme-phoneme pairs, yielding a perfect mapping.

3.5.3 Results

The results for the baselines and our model are shown in Table 3.3. The majority baseline yields
67% F1-measure on the phoneme-level binary prediction task, with 56% grapheme accuracy, and
about 3% language accuracy.

Using undiscretized raw count features, the SVM improves phoneme-level performance to
about 80% F1, but fails to provide any improvement on grapheme or language performance. In
contrast, the SVM using discretized and filtered features achieves performance gains in all three
categories, achieving 71% grapheme accuracy and 8% language accuracy. The nearest neighbor
baseline achieves performance somewhere in between the two SVM variants.

The unconnected version of our model achieves similar, though slightly improved performance
over the discretized SVM. Adding the automatically induced edges into our model leads to sig-
nificant gains across all three categories. Phoneme-level F1 reaches 87%, grapheme accuracy hits
79%, and language accuracy more than doubles, achieving 22%. It is perhaps not surprising that
the biggest relative gains are seen at the language level: by jointly learning and predicting an en-
tire language’s grapheme-phoneme inventory, our model ensures that language-level coherence is
maintained.

Recall that three sets of features are used by our models. (1) language family and region fea-

tures, (2) textual context features, and (3) phonetic context features. We now assess the relative
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merits of each set by considering our model’s performance when the set has been removed. Ta-
ble 3.3 shows several striking results from our experiment. First, it appears that dropping the region
and language family features actually improves performance. This result is somewhat surprising,
as we expected these features to be quite informative. However, it appears that whatever infor-
mation they convey is redundant when considering the text-based feature sets. We next observe
that dropping the textual context features leads to a small drop in performance. Finally, we see
that dropping the phonetic context features seriously degrades our model’s accuracy. Achieving
robust cross-linguistic generalization seems to require a level of feature abstraction not achieved

by character-level context features alone.

3.5.4 Global Inventory Analysis

We analyze the predicted phoneme inventories and ask whether they display the statistical
properties observed in the gold-standard mappings. As outlined before, consonant phonemes can
be represented by the three articulatory features of voicing, manner, and place. The principle
of feature economy states that phoneme inventories will be organized to minimize the number
of distinct articulatory features used in the language, while maximizing the number of resulting
phonemes. This principle has several implications. First, we can measure the economy index of a
consonant system by computing the ratio of the number of consonantal phonemes to the number
of articulatory features used in their production: % [17].

Second, for each articulatory dimension we can calculate an empirical distribution over feature
values observed across the consonants of the language. Since consonants are produced as combi-
nations of the three articulatory dimensions, the greatest number of consonants (for a given set of
feature values) will be produced when the distributions over feature values are close to uniform.
Thus, we can measure how economical each feature dimension is by computing the entropy of its
distribution over consonants. For example, in an economical system, we would expect roughly
half the consonants to be voiced, and half to be unvoiced.

Table 3.4 shows the results of this analysis. First, we notice that the average entropy of voiced

vs. unvoiced consonants is nearly identical in both cases, close to the optimal value. However,
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H(voice) | H(place) | H(manner) | Economy Index
True 0.9739 2.7355 2.4725 1.6536
Predicted || 0.9733 2.6715 2.4163 1.6337

Table 3.4: Measures of feature economy applied to the predicted and true consonant inventories

(averaged over all 107 languages).

when we examine the dimensions of place and manner, we notice that the entropy induced by our
model is not as high as that of the true consonant inventories, implying a suboptimal allocation
of consonants. In fact, when we examine the economy index (ratio of consonants to features),
we indeed find that — on average — our model’s predictions are not as economical as the gold
standard. This analysis suggests that we might obtain a more powerful predictive model by taking

the principle of feature economy into account.

3.6 Conclusions

In this chapter, we considered a novel problem: that of automatically relating written symbols
to spoken sounds for an unknown language using a known writing system — the Latin alphabet.
We constructed a data-set consisting of grapheme-phoneme mappings and a short text for over 100
languages. This data allows us to cast our problem in the supervised learning framework, where
each observed language serves as a training example, and predictions are made on a new language.
Our model automatically learns how to relate textual patterns of the unknown language to plausible
phonemic interpretations using induced phonotactic regularities.

From our experiments, we draw several conclusions.

1. Character co-occurrence features alone are not sufficient for cross-lingual predictive accu-
racy in this task. Instead, we map raw contextual counts to more linguistically meaningful

generalizations to learn effective cross-lingual patterns.

2. A connected graph topology is crucial for learning linguistically coherent grapheme-to-

phoneme mappings. Without any edges, our model yields perfect mappings for only 10% of
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test languages. By employing structure learning and including the induced edges, we more

than double the number of test languages with perfect predictions.

. Finally, an analysis of our grapheme-phoneme predictions shows that they do not achieve
certain global characteristics observed across true phoneme inventories. In particular, the
level of “feature economy” in our predictions is too low, suggesting an avenue for future

research.
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Chapter 4

Interlude: Tracing the History of the Roman Alphabet

As a short interlude, we pause at this moment to show the deep relationship between cross-
lingual phonotactic regularities and the history of the Latin alphabet.

In this chapter, we propose a data-set and a method for the automatic reconstruction of the
history of the Roman alphabet as it has spread across time and space. Our data-set consists of
grapheme-phone mappings for close to 300 languages, collated with meta-data including language
family and geographical location. Using only two simple distance features, our clustering results
are remarkably consistent with what is known from historical knowledge.

This chapter is organized as follows: Section 4.1 gives a broad introduction to the chapter.
We argue that cross-lingual grapheme-phone ambiguity can serve as a means for the automatic
analysis of the history of the alphabet. Section 4.2 describes our data-set for history reconstruction.
Section 4.3 fully describes two distance measures for clustering. Section 4.4 outlines qualitatively
assessment results on our clustering compared to what we know of the history of the alphabet.

Section 4.5 completes the chapter with some concluding remarks.

4.1 Introduction

In this chapter, we focus on the Latin alphabet as in Chapter 3. In a idealized alphabetic system,
each phoneme in the language is unambiguously represented by a single grapheme, but this ideal is
never achieved in practice because they must be re-purposed for a new sound system when existing
alphabets are melded onto a new language. However, we argue that cross-lingual grapheme-phone

ambiguity can serve as a means for the automatic analysis of the history of the alphabet
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Our key premise is that as an alphabet gets passed from one language to another, the idiosyn-
cratic writing features of the source language get passed on to the target language alphabet, allow-
ing us to retrace the history of the writing system over time and place.

As a motivating example, consider the familiar letter j. In classical Latin, this was an ortho-
graphic variation of the letter i, and both symbols represented the palatal approximant /j/ (the “y”
sound in English). Indeed, the majority of European Roman alphabets — including those used by
most Germanic, Uralic, Slavic, and Baltic languages — continue to employ the j:/j/ mapping to this
day.

In French and Portuguese, however, the Latin /j/ phone was fronted to become /3/, resulting in
the grapheme-phone mapping of j:/3/. In the middle ages, English adapted this French mapping to
its similar sounding affricated phone /d3/, resulting in our modern-day English letter j. In a parallel
line of development, Spanish devoiced and backed Latin /j/ to become /h ~ x/ (a range between
the soft English “h” and the raspier sound found in German and Hebrew).

Interestingly, these differences become even more apparent when we survey Roman alphabets
from around the globe. For example, about a dozen Turkic languages, following the lead of Ataturk
in Turkey, adopted the Latin alphabet in the first half of the 20th century. These languages uni-
formly employ the j:/3/ mapping of French, a reflection of that language’s cultural prestige at the
time. In contrast, when we examine the Latin writing systems of African languages, we find that
the English j:/d3/ mapping predominates.! This tendency reflects the fact that many Latin-based
African writing systems were developed by 19th century American missionaries and local govern-
mental initiatives undertaken in the latter half of the 20th century, when English was on the rise as
the global language.

Finally, when we examine the writing system of native American languages we find a similar
divide. Mayan, Aztec, and most other south and central American languages have adopted variants
of the Spanish mapping j:/h ~ x/. In contrast, most North American languages have adapted the

English mapping, sometimes adding the unvoiced variant j:/tf/. The alphabetic writing systems

! The /3/ phone is typically represented by the diphone zh.



61

for these languages were developed through a combination of American missionaries, government
initiatives, and north American linguists.

The contributions of this chapter are several-fold. First, we propose a new task: the auto-
matic reconstruction and visualization of the history of the alphabet by means of unsupervised
machine learning. Furthermore, we have collected and provide a novel data-set for this task, con-
sisting of the grapheme-to-phone mappings for almost 300 languages with Latin alphabets. The
language entries have been additionally collated with their large and small language families (e.g.
Indo-European, Slavic), world regions (e.g. Europe, Africa) as well as latitude and longitude co-
ordinates.

As an initial experiment, we applied unsupervised hierarchical clustering to our data-set, using
a very simple distance function. This function measures two aspects of writing system similarity:
The fraction of shared phonemes which are represented in the two writing systems by the same
graphemes, and the overlap in non-standard graphemes (including digraphs, accent marks, and
unusual symbols). We provide a qualitative analysis of the clustering results, showing that the
induced cluster hierarchy lines up very well with our current historical knowledge. Finally, we
provide a stand-alone software tool to allow readers to browse the clustering results along with our

annotated analysis.

4.2 Data

In this section, we describe the data-set collected for and released with this thesis. Our data
consists primarily of annotated mappings between the graphemes of a language, and their corre-
sponding phonemic values. These mappings have been collected from and cross-checked against
two main sources, (1) Omniglot: the online encyclopedia of writing systems and languages?, and
(2) the Wikipedia articles corresponding to specific languages.

We have collated these mappings with additional meta-data for each language, consisting of
a large language family (e.g. Indo-European, Uralic), a smaller language family (e.g. Slavic,

Finnic), a region (e.g. Africa, Europe), and latitude and longitude coordinates for the language.

Zhttp://www.omniglot.com/writing/langalph.htm#latin



Large Families Small Families
Indo-European 68 || Romance 24
Austronesian 34 || Germanic 17
Niger-Congo 32 || Slavic 10
Uralic 17 || Celtic 6| &
Altaic 14 || Iranian 4 En

5
Australian 11 || Indic 2 %
Algic 11 || Baltic 2 =
Afro-Asiatic 8 || Albanian 2
Uto-Aztecan 7 || Tosk 1
Nilo-Saharan 6 || E. Cushitic 3
Na-Dene 6 || Berber 3 > >
Muskogean 6 || W. Chadic 1 g S
Mayan 6 || Semitic 1 ¢
Iroquoian 4 || Finnic 10
Siouan 3 || Sami 5 c
Sino-Tibetan 3 || Ugric 1 %
Eskimo-Aleut 3 || Samoyedic 1

Table 4.1: Large language families with at least three languages in our data-set, and small

language families for three of the large language families.

These meta-data were collected from a variety of secondary sources, including the World Atlas of
Language Structures®, Ethnologue*, and Wikipedia.

Our data consists of 296 languages with Latin-based alphabetic writing systems, including 84
European languages, 79 Native American languages, 53 African languages, 47 Asian languages,

and 33 Pacific island languages. Besides geographical diversity, our languages also span a diverse

3http://wals.info/
“http://www.ethnologue.com/
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set of language families. Table 4.1 shows the most common large language families; given the
history of the Latin alphabet, Indo-European languages naturally dominate this category.

When we examine the grapheme-phone mappings in our data, we find 97 distinct graphemes
that appear in at least 5% of our languages. These consist of the 26 standard letters of the Latin
alphabet, 47 digraphs (pairs of letters that together represent a single sound), 20 accented letters,
and four additional symbols apparently drawn from IPA notation. Table 4.2 lists the graphemes
with the highest entropy in terms of their cross-lingual phoneme distributions. We note that it is

not uncommon for these graphemes to represent multiple phonemes in a single language as well.

c ] X ch q
kI 250 i1 TV | Ik 39 ) /ff 53| kI 37
/ts/ 38 | /d3z/ 51| /ks/ 38| /x/ 16| /q/ 34
tf 32| /3 32/ 20/ 12| /7 5
/sl 29\ i/ 12| Iy 6 | K/ 12| /NS
fel 9 | /m/o120 /1 5 |t 8| Je/ 3
6 | /xi 11| /z/ 4 | /c/ 4 | /K" 3

Table 4.2: The most ambiguous graphemes and their most frequent sounds.

4.3 Clustering of languages

In this initial stab at reconstructing the history of the alphabet, we have used the standard
unsupervised technique of hierarchical agglomerative clustering. This method begins with each
language in its own cluster, and recursively merges clusters in a greedy fashion, so as to minimize
within-cluster pairwise distances. The end result is a complete dendrogram of the data, allowing
the user to easily visualize the clustering at multiple layers of granularity.

The key challenge in our case was to design a distance function that will cluster languages, not
based on how similar or related the languages are to one another, but only based only on the manner

in which they employ the symbols of the Latin script. To achieve this effect, we decompose our
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distance function into two linear components: d(¢1, ) = di({1, ) + do(¢1,(3), which we now
describe in turn.

The first component measures the degree to which the languages represent their common
phonemes using the same graphemes. Formally, let g(ph, ¢) be a function which returns the set of

graphemes which represent phoneme ph in langauge /. we then compute:
1
dl(gl? 62) =1- N Zh ‘]C(g<ph7 61)7 g(ph7 €2))7
p

where the sum ranges over phonemes ph that are common to both languages, N is the number

of such phonemes, and JC(A, B) = }38?} is the Jaccard coefficient, measuring the similarity of
two sets. The advantage of this definition is that it is neutral with respect to the number of shared
phonemes between the languages, only measuring their graphemic overlap.

Our second distance component measures the degree of overlap between “non-standard” graphemes

employed by the two languages, i.e. accented letters, digraphs, and non-Latin characters. We sim-

ply take the Jaccard coefficient between the two sets of such graphemes:
d2<£1, 62) — 1 - JC(Ul, UQ),

where U] is the set of non-standard graphemes in ¢;, and Us is the corresponding set for /5. As we
shall see in the next section, this simple distance function yields results which line up remarkably

well with the historical facts.

4.4 Analysis

Unfortunately, no gold-standard exists as of yet that would allow us to quantify the success of
our clustering. Instead, we examine the clusters and qualitatively assess how well they match up
with what we know of the history of the alphabet.

We start by noting that coherent clusters can be found at various levels of the tree. Interestingly,
the height of the clusters seems to correspond quite nicely with the time at which the languages
adopted the Latin alphabet. The highest clusters are dominated by European languages. A few

steps down, we find a cluster consisting of Turkic and other central Asian languages. Near the
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Croatian Finnish Zapotec
Belarusian Estonian Tucano

Figure 4.1: Hierarchical clustering of languages, based on alphabetic variations.

bottom of the tree, we see clusters of native American and African languages, and at the very
bottom of the tree, we find a cluster consisting of southeast Asian and Pacific island languages.
We begin our guided tour at the top of the tree and work our way down. Figure 4.1 shows
the induced tree structure with the various clusters that we discuss highlighted and labelled. We
start with cluster 1. Besides a few stray languages, this is the highest cluster in the tree and

consists entirely of northern european languages from both the Indo-European and Uralic language
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families. These include Norse languages such as Faroese, Swedish, Norwegian, and Danish, as
well as northern Germanic languages such as Dutch, Afrikaans, and Frisian. Also included are two
Uralic languages from the north.

Going down the tree, we encounter cluster 2, which consists almost entirely of southern Indo-
European languages. These include Italian, Sardinian, Venetian, Portuguese, Catalan, French,
and three African and Caribbean French creoles. Cornish and Welsh belong to this cluster as
well. The next cluster, number 3, contains several more Romance languages including Spanish
and Aragonese. Interestingly, this cluster also includes Basque (a non-1E language whose writing
system has been influenced by Spanish), Chavacano (a Philippine creole based on Spanish), and
several Latin American indigenous languages, such as Zapotec and Tucano.

Continuing down the tree, we find cluster 4, which holds our primogenitor, Latin. It also
includes some Germanic languages, several Romance languages, as well as some Uralic languages
like Finnish and Estonian. Cluster 5 consists mostly of eastern European languages of several
families, including Baltic languages (Latvian, Lithuanian), Slavic languages (Serbian, Croatian,
and Belarusian), and two Albanian languages. Alongside these we have the northern European
Sami languages (Uralic languages like Finnish and Estonian in the previous cluster).

In cluster 6, we encounter our first big cluster of non-European languages. These consist en-
tirely of central Asian languages, spanning several unrelated families, including Turkic languages
(Turkish, Tatar, Kazakh), Chechen (a Caucasian language), and Azerbaijani (an Indo-European
language of the Iranian branch). Although these three language families are unrelated, the lan-
guages in this cluster are in close proximity to one another, suggesting alphabetic influence.

The next clusters consist almost entirely of native American languages. Some clusters seem
to mix North and South (Aztecan, Choctaw, and Delaware are all in cluster 7), whereas others are
demarcated geographically. Cluster 8 consists entirely of South American native languages, mostly
of the Mayan family, whereas cluster 9 mixes North American indigenous languages (Eskimo,
Algonquin, Shawnee) with some Bantoid and Eastern Cushitic languages of Africa. This grouping

may reflect the joint influence of English, which we encounter on our next step down the tree.
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Clusters 10 and 12 yields African languages, mostly from the Bantoid family (Zulu, Sotho).
Sandwiched between these clusters is the interesting cluster 11, containing native aboriginal lan-
guages of Australia, along with English. As Australia was a colony of Great Britain, it stands to
reason that English would have an outsized influence here. Finally, the lowest cluster, number
13, almost entirely consists of southeast Asian and Pacific island languages. These include the
languages of the Philippines, Indonesia, Malaysia, and various other Austronesian languages and

creoles.

4.5 Conclusion

We presented our work on the automatic reconstruction of the history of the Latin alphabet
using unsupervised clustering. To begin this enterprise, collected a data-set consisting of nearly
300 languages, which we include as a resource for other researchers. Our clustering results, using
only two simple distance features between alphabets, mirrors much of what we know about the his-
tory of the alphabet. As a resource for other researchers, we also include stand-alone visualization

software to allow browsing of the clustering results.



68

Chapter 5

Phonetic Decipherment

In Chapter 2, we have developed the idea that supervised knowledge of some number of lan-
guages can help guide the unsupervised induction of linguistic structures, even in the absence of
parallel texts. In Chapter 3, we also tackled the problem of unsupervised phonemic prediction
for unknown languages by using textual regularities of known languages. However, we assumed
that the target language was written in a known (Latin) alphabet, greatly reducing the difficulty
of the prediction task. In this chapter, we assume no knowledge of any relationship between the
writing system of the target language and known languages, other than that they are all alphabetic
in nature. Specifically, we here focus on one aspect of language decipherment tasks: automatically
identifying basic phonetic properties of letters in an unknown alphabetic writing system. For ex-
ample, if a character is vowel or consonant and if it is non-nasal consonant or nasal. This work
was originally published in [61].

This chapter is organized as follows: Section 5.1 gives a broad introduction to the chapter.
Our argument is that we can successfully decode new languages by harnessing knowledge of the
phonetic regularities encoded in known language vocabularies. We briefly describe our approach
and summarize our experimental findings. Section 5.2 compares our approach to previous phonetic
decipherment. Section 5.3.1 describes our model in great detail. Section 5.4 fully describes our
inference procedures. Section 5.5.2 outlines our experiments on 503 world language in different
alphabets and reports our results. Section 5.6 analysis our results. Section 5.7 completes the

chapter with some concluding remarks.
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5.1 Introduction

Over the past centuries, dozens of lost languages have been deciphered through the painstak-
ing work of scholars, often after decades of slow progress and dead ends. Several major writing
systems and languages remain undeciphered to this day.

In this chapter, we present a successful solution to one aspect of the decipherment puzzle: au-
tomatically identifying the basic phonetic properties of letters in an unknown alphabetic writing
system. Our key idea is to use knowledge of the phonetic regularities encoded in known lan-
guage vocabularies to automatically build a probabilistic model that can successfully decode new

languages.

L

© ® e

Figure 5.1: Graphical representation of our model. We have K language clusters, L languages,

and V' words in each language.
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See Figure 5.1. Our approach adopts a classical Bayesian perspective. We assume that each
language has an unobserved set of parameters explaining its observed vocabulary. We further
assume that each language-specific set of parameters was itself drawn from an unobserved common
prior, shared across a cluster of typologically related languages. In turn, each cluster derives its
parameters from a universal prior common to all language groups. This approach allows us to
mix together data from languages with various levels of observations and perform joint posterior
inference over unobserved variables of interest.

At the bottom layer, our model assumes a language-specific data generating hidden Markov
model (HMM) over the characters appearing in the language vocabulary. As letters typically rep-
resent just one major phonetic category such as consonant or vowel, we assume that each character
type is constrained to be emitted by only one underlying tag category. Going one layer up, we
posit that the HMM parameters are themselves drawn from biased priors representing a typolog-
ically coherent language grouping. By applying the model to a mix of observed and unobserved
languages, these priors can be revealed and essentially guide the prediction for our target language.

We apply this approach to two decipherment tasks:

1. predicting whether individual characters in an unknown alphabet and language represent

vowels or consonants, and

2. predicting whether individual characters in an unknown alphabet and language represent

vowels, nasals, or non-nasal consonants.

For both tasks, our approach yields considerable success. We experiment with a data set con-
sisting of vocabularies of 503 languages, written in a mix of Latin, Cyrillic, and Greek alphabets.
In turn, we consider the writing system of each of these languages “unobserved” (i.e. we pretend
to not know any phonetic properties of the characters) while treating the vocabularies of the re-
maining languages as fully observed with Consonant, Vowel, and Nasal tags on each of the letters.
On average, over these 503 leave-one-language-out scenarios, our model predicts consonant/vowel
distinctions with 99% accuracy. In the more challenging task of vowel/nasal/non-nasal prediction,

our model achieves average accuracy over 89%.
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5.2 Related Work

The most direct precedent to the present work is a section in Knight et al. [62] on universal
phonetic decipherment. They build a trigram HMM with three hidden states, corresponding to
consonants, vowels, and spaces. As in our model, individual characters are treated as the observed
emissions of the hidden states. In contrast to the present work, they allow letters to be emitted by
multiple states.

Their experiments show that the HMM trained with expectation-maximization (EM) success-
fully clusters Spanish letters into consonants and vowels. They further design a more sophisticated
finite-state model, based on linguistic universals regarding syllable structure and sonority. Experi-
ments with the second model indicate that it can distinguish sonorous consonants (such as n, m, 1,
r) from non-sonorous consonants in Spanish. An advantage of the linguistically structured model
is that its predictions do not require an additional mapping step from uninterpreted hidden states
to linguistic categories, as they do with the HMM.

Both our model and experiments can be viewed as complementary to the work of Knight et
al., while also extending it to hundreds of languages. We use the simple HMM with EM as our
baseline. Instead of a linguistically designed model structure, we choose an empirical data-driven
approach, allowing posterior inference over hundreds of known languages to guide the model’s
decisions for the unknown script and language.

In this sense, our model bears some similarity to the decipherment model of Snyder et al. [93],
which used knowledge of a related language (Hebrew) in an elaborate Bayesian framework in order
to decipher the ancient language of Ugaritic. While the aim of the present work is more modest
(discovering very basic phonetic properties of letters) it is also more widely applicable, as we do
not require the detailed analysis of a known related language.

Other recent work has employed a similar perspective for tying learning across languages.
Naseem et al. [77] use a non-parametric Bayesian model over parallel text to jointly learn part-of-

speech taggers across 8 languages, while Cohen and Smith [18] develop a shared logistic normal
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prior to couple multilingual learning even in the absence of parallel text. In similar veins, Berg-
Kirkpatrick and Klein [7] develop hierarchically tied grammar priors over languages within the
same family, and Bouchard-Coté et al. [11] develop a probabilistic model of sound change using
data from 637 Austronesian languages.

Finally, we note some similarities of our model to some ideas proposed in other contexts.
We make the assumption that each observation type (letter) occurs with only one hidden state
(consonant or vowel). Similar constraints have been developed for part-of-speech tagging [64;
16], and the power of type-based sampling has been demonstrated, even in the absence of explicit

model constraints [67].

5.3 Model

Our generative Bayesian model over the observed vocabularies of hundreds of languages is
presented in Figure 5.1 and its generative process is shown in Algorithms 1, 2, and 3. We present

a running commentary on the generative process from the bottom up, starting with Algorithm 1.

5.3.1 Data Generation

Algorithm 1: Data Generation

for each language ¢ do
for each position 7 do

/I transition to new tag token
ti|ti—1 ~ MU‘lt(ef,tiq71"'9&%7177“)
/I emit observation index token

j‘tl ~ Mult(¢€,t¢,l"'¢€,ti,Ngyti)

/] transcribe index token as character

w; < orth(4, j,t;)
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See Algorithm 1. At the data generation stage, our model resembles an HMM. At each time
step ¢, a tag t; is selected according to a language-specific transition distribution ¢, indexed by the
previous tag t; ;. Note that in practice, we implemented a trigram version of the model, where the
transition distribution is indexed by the previous fwo tags. However we here present the bigram
version here for notational clarity. We assume that our tagset includes phonetic categories of
interest (such as consonant, vowel, nasal, etc) as well as a special tag to represent the boundaries
between words.

An observation index j € 1.../Ny, is then drawn from the language-specific emission distribu-
tion ¢, indexed by the current tag ;. N;;, denotes the number of observation types associated with
tag t; in language /. Finally, we assume the existence of a deterministic function orth which maps
each tag’s observation indices to unique orthographic character symbols. This ensures that each

observed character type corresponds to an observation index in exactly one tag category.

5.3.2 Language Generation

Algorithm 2: Language Generation

for each language ¢ do

/I draw cluster assignment

cluster z; ~ Unif|[1...K]
for each tag t do

/] generate tag type-count

Nyt ~ Poiss(A,, +)

/] generate emission multinomial

(be,t,l---(bé,t,N“ ~ SymmDir(ﬁzz’t)
/] generate transition multinomial

04713’1 .. ‘Hé,t,T ~ DiI‘(OéZZ’t,l . uOéz[,t,T>
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See Algorithm 2. At the next stage up, we consider the generation of all language-specific
parameters. This process begins by selecting a language cluster assignment z, uniformly. The

language cluster provides priors over the HMM parameters. These priors include:

1. Poisson distributions over the number of observation types /N, ; associated with tag ¢,
2. Dirichlet priors over transition distributions 6, and

3. Dirichlet priors over emission distributions ¢.

For example, the cluster Poisson parameter over vowel observation types might be A = 9 (indi-
cating 9 vowel letters on average for the cluster), while the parameter over consonant observation
types might be A = 20 (indicating 20 consonant letters on average). These priors will be distinct
for each language cluster and serve to characterize its general linguistic and typological properties.

We pause at this point to review the Dirichlet distribution in more detail. A k-dimensional
Dirichlet with parameters «;...y, defines a distribution over the £ — 1 simplex with the following
density:

F(Or.Oplan..ap) o [T 05
i

where o; > 0, §; > 0, and ) .6, = 1. The Dirichlet serves as the conjugate prior for the
Multinomial, meaning that the posterior 6;...0;| X;...X,, is again distributed as a Dirichlet (with

updated parameters). It is instructive to reparameterize the Dirichlet with k£ + 1 parameters:
-
[ (0.0 ]ap, af...a}) o H@?Oal
i

where ap = ) . o, and o, = ; /. In this parameterization, we have E[f;] = /. In other words,
the parameters o give the mean of the distribution, and « gives the precision of the distribution.
For large oy > k, the distribution is highly peaked around the mean (conversely, when oy < k,
the mean lies in a valley).

Thus, the Dirichlet parameters of a language cluster characterize both the average HMMs of
individual languages within the cluster, as well as how much we expect the HMMs to vary from

the mean. In the case of emission distributions, we assume symmetric Dirichlet priors — i.e.
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one-parameter Dirichlets with densities given by f(6;...0x|5) = [] 65’8 Y. This assumption is
necessary, as we have no way to identify characters across languages in the decipherment scenario,
and even the number of consonants and vowels (and thus multinomial/Dirichlet dimensions) can
vary across the languages of a cluster. Thus, the mean of these Dirichlets will always be a uniform
emission distribution. The single Dirichlet emission parameter per cluster will specify whether this
mean is on a peak (large () or in a valley (small 3). In other words, it will control the expected
sparsity of the resulting per-language emission multinomials.

In contrast, the transition Dirichlet parameters may be asymmetric, and thus very specific and
informative. For example, one cluster may have the property that CCC consonant clusters are
exceedingly rare across all its languages. This property would be expressed by a very small mean
acce < 1 but large precision ay. Later we shall see examples of learned transition Dirichlet

parameters.

5.3.3 Cluster Generation

Algorithm 3: Cluster Generation
for each cluster £ € 1...K do

for eachtagt € 1...7" do
/I emission Dirichlet parameter
B+ ~ Unif[0, 500]
/I type-count Poisson parameter

)\k’,t ~ Gamma(gl, 92)

/I transition Dirichlet parameters
for each tag t' do
ag.+p ~ Unif[0, 500]

See Algorithm 3. The generation of the cluster parameters defines the highest layer of priors

for our model. As Dirichlets lack a standard conjugate prior, we simply use uniform priors over
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the interval [0, 500]. For the cluster Poisson parameters, we use conjugate Gamma distributions

with vague priors.!

5.4 Inference

We detail the inference procedure we followed to make predictions under our model. We run
the procedure over data from 503 languages, assuming that all languages but one have observed
character and tag sequences: wy, ws, . .., %1, ts, ... Since each character type w is assumed to have
a single tag category, this is equivalent to observing the character token sequence along with a
character-type-to-tag mapping t,,. For the target language, we observe only character token se-
quence wy, Wy, . . .

We assume fixed and known parameter values only at the cluster generation level. Unobserved
variables include (i) the cluster parameters «, 5, A\, (ii) the cluster assignments z, (iii) the per-
language HMM parameters 6, ¢ for all languages, and (iv) for the target language, the tag tokens
t1,ts, ... — or equivalently the character-type-to-tag mappings ¢,, — along with the observation

type-counts NV;.

5.4.1 Monte Carlo Approximation

Our goal in inference is to predict the most likely tag ¢, , for each character type w in our target

language ¢ according to the posterior:

f(tw,dwat—f) - /f(t[,Z,Oé,6|W,t_g)d@ (51)

where © = (t_,», 2, c, (), w are the observed character sequences for all languages, t_, are the
character-to-tag mappings for the observed languages, z are the language-to-cluster assignments,

and « and 3 are all the cluster-level transition and emission Dirichlet parameters.

1(1,19) for consonants, (1,10) for vowels, (0.2, 15) for nasals, and (1,16) for non-nasal consonants.
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Sampling values (t,, z, «, B)ijvzl from the integrand in Equation 5.1 allows us to perform the

standard Monte Carlo approximation:

N
ftwe=tw,t_y) = N1 Z]I (tw,e =t in sample n) (5.2)

n=1
To maximize the Monte Carlo posterior, we simply take the most commonly sampled tag value for
character type w in language ¢. Note that we leave out the language-level HMM parameters (6, ¢)
as well as the cluster-level Poisson parameters A from Equation 5.1 (and thus our sample space),

as we can analytically integrate them out in our sampling equations.

5.4.2 Gibbs Sampling

To sample values (t,, z, «, 5) from their posterior (the integrand of Equation 5.1), we use Gibbs
sampling, a Monte Carlo technique that constructs a Markov chain over a high-dimensional sample
space by iteratively sampling each variable conditioned on the currently drawn sample values for
the others, starting from a random initialization. The Markov chain converges to an equilibrium
distribution which is in fact the desired joint density [41]. We now sketch the sampling equations

for each of our sampled variables.

5.4.2.1 Sampling ¢,
To sample the tag assignment to character w in language ¢, we need to compute:

f(tw,élwat—w,iyt—bzaaaﬁ) (53)
08 f(wbt@aN@‘akaﬂkaNkf@) (54)
where N, are the types-per-tag counts implied by the mapping t,, k is the current cluster assignment

for the target language (z;, = k), oy, and [y, are the cluster parameters, and N;_, are the types-per-

tag counts for all languages currently assigned to the cluster, other than language /.
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Applying the chain rule along with our model’s conditional independence structure, we can

further re-write Equation 5.4 as a product of three terms:

J(Ne|Ny—) (5.5)
[t ta, .. o) (5.6)
f(w17w2a"‘|Nfat17t2a"'76k) (57)

The first term is the posterior predictive distribution for the Poisson-Gamma compound distribution
and is easy to derive. The second term is the tag transition predictive distribution given Dirichlet
hyperparameters, yielding a familiar Polya urn scheme form. Removing terms that don’t depend

on the tag assignment ¢ ,, gives us:

tht/ (ak,t,t’ —+ n(t7 t/))[n/(tvt/)]
Ht (Zt’ Okt ¢/ + n(t))[n’(t)}

where n(t) and n(t,t’) are, respectively, unigram and bigram tag counts excluding those containing

character w. Conversely, n/(t) and n’(t,t') are, respectively, unigram and bigram tag counts only
including those containing character w. The notation a” denotes the ascending factorial: a(a -+
1)---(a+ n — 1). Finally, we tackle the third term, Equation 5.7, corresponding to the predictive
distribution of emission observations given Dirichlet hyperparameters. Again, removing constant
terms gives us:

[n(w)]
k.t

Ht’ Nf,t’ IEILt(/t/)]
where n(w) is the unigram count of character w, and n(t’) is the unigram count of tag ¢, over all
characters tokens (including w).
5.4.2.2 Sampling o, ; 4

To sample the Dirichlet hyperparameter for cluster & and transition ¢ — ¢’, we need to compute:

f(ak,t,t”tv Z) X f(ta Z|az,t,t’) = f(tk|az,t,t’)

where t; are the tag sequences for all languages currently assigned to cluster k. This term is a

predictive distribution of the multinomial-Dirichlet compound when the observations are grouped
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into multiple multinomials all with the same prior. Rather than inefficiently computing a product
of Polya urn schemes (with many repeated ascending factorials with the same base), we group
common terms together and calculate:

[T (ke + k)nGkE)
Hj:l(zt// ak,t,t” —+ k‘)n(j,k,t)

where n(7, k,t) and n(j, k, t,t’) are the numbers of languages currently assigned to cluster k£ which

have more than j occurrences of unigram (¢) and bigram (¢,t’), respectively.

This gives us an efficient way to compute unnormalized posterior densities for . However, we
need to sample from these distributions, not just compute them. To do so, we turn to slice sam-
pling [78], a simple yet effective auxiliary variable scheme for sampling values from unnormalized
but otherwise computable densities.

The key idea is to supplement the variable x, distributed according to unnormalized density
p(x), with a second variable u with joint density defined as p(z,u) o I(u < p(x)). It is easy to
see that p(z) o« [ p(x, u)du. We then iteratively sample u|z and x|u, both of which are distributed
uniformly across appropriately bounded intervals. Our implementation follows the pseudo-code

given in Mackay [70].

5.4.2.3 Sampling 3 ;

To sample the Dirichlet hyperparameter for cluster k£ and tag ¢ we need to compute:

J(Bralt,w,z,N) o< f(W]t, 2, By, N) o< f(Wi|tr, Bre, Ni)

where, as before, t; are the tag sequences for languages assigned to cluster k, N are the tag
observation type-counts for languages assigned to the cluster, and likewise wj, are the charac-
ter sequences of all languages in the cluster. Again, we have the predictive distribution of the
multinomial-Dirichlet compound with multiple grouped observations. We can apply the same
trick as above to group terms in the ascending factorials for efficient computation. As before, we

use slice sampling for obtaining samples.
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5.4.2.4 Sampling 2,

Finally, we consider sampling the cluster assignment z, for each language ¢. We calculate:

f(zﬁ = ]{f|W,t,N,Z_g, Oé,ﬁ) X f(WZ,tK,NAOZk,/Bk,Nk_Z)

= f(Ne|Ny_o) f(te|ow) f(welte, No, Br)

The three terms correspond to (1) a standard predictive distributions for the Poisson-gamma com-
pound and (2) the standard predictive distributions for the transition and emission multinomial-

Dirichlet compounds.

5.5 Experiments

To test the effectiveness of our model, we apply it to a corpus of 503 languages for two deci-
pherment tasks. In both cases, we will assume no knowledge of our target language or its writing
system, other than that it is alphabetic in nature. At the same time, we will assume basic phonetic
knowledge of the writing systems of the other 502 languages. For our first task, we will predict
whether each character type is a consonant or a vowel. In the second task, we further subdivide
the consonants into two major categories: the nasal consonants, and the non-nasal consonants.
Nasal consonants are known to be perceptually very salient and are unique in being high frequency

consonants in all known languages.

5.5.1 Data

Our data is drawn from online electronic translations of the Bible (http://www.bible.is,
http://www.crosswire.org/index. jsp,andhttp://www.biblegateway.com). We have iden-
tified translations covering 503 distinct languages employing alphabetic writing systems. Most of
these languages (476) use variants of the Latin alphabet, a few (26) use Cyrillic, and one uses the
Greek alphabet. As Table 5.1 indicates, the languages cover a very diverse set of families and

geographic regions, with Niger-Congo languages being the largest represented family.? Of these

?In fact, the Niger-Congo grouping is often considered the largest language family in the world in terms of distinct
member languages.



Language Family #langs
Niger-Congo 114
Austronesian 67
Oto-Manguean 41
Indo-European 39
Mayan 34
Afro-Asiatic, Quechuan 17
Altaic, Uto-Aztecan 16
Trans-New Guinea 15
Nilo-Saharan 14
Sino-Tibetan 13
Tucanoan 9
Isolate 9
Creole 8
Chibchan 6
Maipurean, Tupian 5
Cariban, Nakh-Daghestanian, Totonacan, Uralic 4
Choco, Jivaroan, Mixe-Zoque 3
Austro-Asiatic, Guajiboan, Huavean, Jean, Paezan, Witotoan 2
Mapudungu, Puinavean, Uru-Chipaya, East Geelvink Bay, South-Central Papuan 1
Northwest Caucasian, Algic, Cahuapanan, Arauan, Barbacoan 1
Panoan, Eskimo-Aleut, West Papuan, South Bougainville, Nambiquaran 1
Jicaquean, Tequistlatecan, Aymaran, Lower Sepik-Ramu, Tor-Kwerba, Yanomam 1

Table 5.1: Language families in our data set.
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languages, 30 are either language isolates, or sole members of their language family in our data

set.

For our experiments, we extracted unique word types occurring at least 5 times from the down-

loaded Bible texts. We manually identified vowel, nasal, and non-nasal character types. Since the
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letter “y” can frequently represent both a consonant and vowel, we exclude it from our evaluation.
On average, the resulting vocabularies contain 2,388 unique words, with 19 consonant characters,

two 2 nasal characters, and 9 vowels. We include the data as part of the work.

5.5.2 Baselines and Model Variants

As our baseline, we consider the trigram HMM model of Knight et al. [62], trained with EM.
In all experiments, we run 10 random restarts of EM, and pick the prediction with highest likeli-
hood. We map the induced tags to the gold-standard tag categories (1-1 mapping) in the way that
maximizes accuracy.

We then consider three variants of our model. The simplest version, SYMM, disregards all
information from other languages, using simple symmetric hyperparameters on the transition and
emission Dirichlet priors (all hyperparameters set to 1). This allows us to assess the performance of
our Gibbs sampling inference method for the type-based HMM, even in the absence of multilingual
priors.

We next consider a variant of our model, MERGE, that assumes that all languages reside in a
single cluster. This allows knowledge from the other languages to affect our tag posteriors in a
generic, language-neutral way.

Finally, we consider the full version of our model, CLUST, with 20 language clusters. By
allowing for the division of languages into smaller groupings, we hope to learn more specific

parameters tailored for typologically coherent clusters of languages.

VOWEL VOWEL VOWEL

Figure 5.2: Inferred transition Dirichlet distributions for trigram MERGE model. Heat plots

indicate Dirichlet densities over the 2-simplex.
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Language | Model | Cons vs Vowel | Cons vs Vowel vs Nasal
EM 93.37 74.59
SYMM 95.99 80.72
All
MERGE 97.14 86.13
CLUST 98.85 89.37
EM 94.50 74.53
SYMM 96.18 78.13
Isolates
MERGE 97.66 86.47
CLUST 98.55 89.07
EM 92.93 78.26
SYMM 95.90 79.04
Non-Latin
MERGE 96.06 83.78
CLUST 97.03 85.79

Table 5.2: Average accuracy for EM baseline and model variants across 503 languages.

5.5.3 Results

The results of our experiments are shown in Table 5.2. First panel (All) gives results on all
languages. Second panel (Isolates) gives results for 30 isolate and singleton languages. Third
panel (Non-Latin) gives results for 27 non-Latin alphabet languages such Cyrillic and Greek. In
all cases, we report token-level accuracy (i.e. frequent characters count more than infrequent
characters), and results are macro-averaged over the 503 languages. Variance across languages is
quite low: the standard deviations are about 2 percentage points.

For the consonant vs. vowel prediction task, all tested models perform well. Our baseline,
the EM-based HMM, achieves 93.4% accuracy. Simply using our Gibbs sampler with symmetric
priors boosts the performance up to 96%. Performance increases again when we condition on other

languages (MERGE), and we observe nearly 99% accuracy when allowing languages to cluster.
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In the three-way nasal vs. non-nasal consonant vs. vowel prediction task, EM does not fare
particularly well, only achieving 75% accuracy. As before, we see increasing performance gains
for our model variants, culminating in almost 90% accuracy when the language clustering is used.
The relatively weak performance of EM in this case should not be surprising: there is no a priori
reason to expect any particular three-way classification to be the most salient clustering of letters
from the perspective of EM. In contrast, our empirical multilingual approach allows the language-
specific tag predictions to be guided by whatever values are set for the other, observed, languages.

We note that although a post-hoc mapping from inferred tags to true tags is necessary for both
EM and SYMM, this is not the case for the final two variants of our model. Both MERGE and
CLUST break symmetries over tags by way of the asymmetric posterior over transition Dirichlet
parameters. Thus the reported accuracies are obtained without the need for any additional tag
mappings.

Table 5.2 further breaks down results for languages without any other related language in our
collection. These include 9 language isolates and 21 singleton languages acting as sole representa-
tives of their families. In addition, we show results for the 27 languages which employ non-Latin
alphabets (26 Cyrillic and one Greek). Both of these scenarios are likely to occur in cases of lost
language decipherment. We see similar results and trends, with somewhat lower performance in

both cases.

5.6 Analysis

To further compare our model to the EM baseline, we show confusion matrices for the three-
way classification task in Figure 5.3. We can immediately see that EM had considerable difficulty
making nasal predictions. Most true nasals (third row) are assigned to the regular consonant cate-
gory, and apparently EM mostly used the additional tag as a way to further subcategorize vowels.
In contrast, our model does fairly well with nasals: most actual nasals are assigned to the nasal
category (third row), while the plurality of nasal predictions are indeed true nasals (third column).

Next we examine the transition Dirichlet hyperparameters learned by our model. For the

MERGE model, we infer a posterior over parameters shared by all 503 languages in our data set.
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Figure 5.3: Confusion matrix for CLUST (left) and EM (right). Rows show true values, columns

show predicted values. Size of blobs are proportional to counts.

Figure 5.2 shows MAP estimates of four of the Dirichlets governing transition probabilities from
various contexts. As we can see, the learned hyperparameters yield highly asymmetric priors over
transition distributions. Most languages like to start words with consonants, and after an initial
consonant or vowel prefer to switch to the opposite category. In contrast, after a vowel-consonant

sequence, languages can vary significantly in terms of the category favored next.

# C v N # C A% N # C \ N # C v N
# Q@ o o . ® o @ | o o . e | O
C ° ® . . . ° o . . . ) . . . ® .
V| e o o ] e @O o ° ® o . ® ® ] ® °
N| ® (] [ ] . . ° [} . ® . ® o

Figure 5.4: Inferred Dirichlet transition hyperparameters for bigram CLUST on three-way
classification task with four latent clusters. Row gives starting state, column gives target state.

Size of red blobs are proportional to magnitude of corresponding hyperparameters.

Figure 5.4 shows MAP transition Dirichlet hyperparameters of the CLUST model, when trained

with a bigram HMM with four language clusters. Examining just the first row, we see that the
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Language Family | Portion | #langs | Entropy

0.38 26 2.26
Indo-European 0.24 41 3.19
0.21 38 3.77

Quechuan 0.89 18 0.61
Mayan 0.64 33 1.70
Oto-Manguean 0.55 31 1.99
Maipurean 0.25 8 2.75
Tucanoan 0.2 45 3.98
Uto-Aztecan 0.4 25 2.85
Altaic 0.44 27 2.76
1 2 0.00

0.78 23 1.26

0.74 27 1.05

Niger-Congo 0.68 22 1.22
0.67 33 1.62

0.5 18 221

0.24 25 3.27
0.91 22 0.53
Austronesian 0.71 21 1.51
0.24 17 3.06

Table 5.3: Plurality language families across 20 clusters. The columns indicate portion of

languages in the plurality family, number of languages, and entropy over families.

languages are partially grouped by their preference for the initial tag of words. All clusters favor

languages which prefer initial consonants, though this preference is most weakly expressed in
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cluster 3. In contrast, both clusters 2 and 4 have very dominant tendencies towards consonant-
initial languages, but differ in the relative weight given to languages preferring either vowels or
nasals initially.

Finally, we examine the relationship between the induced clusters and language families in
Table 5.3, for the trigram consonant vs. vowel CLUST model with 20 clusters. We see that for
about half the clusters, there is a majority language family, most often Niger-Congo. We also
observe distinctive clusters devoted to Austronesian and Quechuan languages. The largest two
clusters are rather indistinct, without any single language family achieving more than 24% of the

total.

5.7 Conclusions

We presented a successful solution to one aspect of the decipherment task: the prediction of
consonants and vowels for an unknown language’s alphabet. Adopting a classical Bayesian per-
spective, we developed a model that performs posterior inference over hundreds of languages,
thereby using knowledge of known languages to uncover general linguistic patterns of typolog-
ically coherent language clusters. We achieved average accuracy in the unsupervised conso-
nant/vowel prediction task of over 99% across 476 languages. We further experimented with the

task of distinguishing nasal from non-nasal consonants and report overall accuracy of over 90%.
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Chapter 6

Part-of-speech Tagging for Low-resource Languages

So far in the previous chapters, we have examined the applications of cross-lingual supervised
learning to several longstanding problems in NLP, including morphological analysis, grapheme-
to-phoneme analysis, and phonetic decipherment. We have showed that cross-lingual supervised
learning leads to significant performance gains over monolingual models. The previous tasks are
word-level structural analyses, where the input, z € &, is a word and output, y € ), is its label. In
this chapter, we apply our methods to part-of-speech tagging, a sentence-level structural task, for
hundreds of languages without ancillary resources such as tag dictionaries. We propose a method
that leverages existing parallel data between the target language and a large set of resource-rich
languages. Crucially, we use canonical correlation analysis (CCA) to induce latent representations
to induce latent word representation that incorporate cross-genre distributional cues as well as
projected tags from a full array of resource-rich languages.

This chapter is organized as follows: Section 6.1 gives a broad introduction to part-of-speech
(POS) tagging for low resource languages . We argue that vastly multilingual nature of our parallel
data can be used to build POS taggers for low resource languages without ancillary sources of in-
formation. Section 6.2 compares our approach to previous multilingual tagging approach. Section
6.3 describes our approach in great detail. Section 6.4 outlines setup and results of experiments.

Section 6.5 completes the chapter with some concluding remarks.
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6.1 Introduction

In this chapter, we address the challenge of creating accurate and robust part-of-speech taggers
for resource-poor languages. We aim to apply our methods of cross-lingual supervised learning to
hundreds, and potentially thousands, of languages with meager electronic resources. We do not
assume the existence of a tag dictionary, or any prior knowledge of the target language. Instead,
we base our methods entirely on the existence of parallel data between the target language and a
set of resource-rich languages.

Fortunately, such parallel data exists for just about every written language, in the form of
Bible translations. Around 2,500 languages have at least partial Bible translations, and somewhere
between 500 and 1,000 languages have complete translations. We have collected such electronic
Bible translations for 650 languages. Figure 6.1 breaks down the number of languages in our
collection according to their token counts. The majority of our languages have at least 200,000
tokens of Bible translations.

While previous studies have addressed this general setting, they have typically assumed the
existence of a partial tag dictionary as well as large quantities of non-parallel data in the target lan-
guage. These assumptions are quite reasonable for the dozen most popular languages in the world,
but are inadequate for the creation of a truly world-wide repository of NLP tools and linguistic
data.

In fact, we argue that such ancillary sources of information are not really necessary once we
take into account the vastly multilingual nature of our parallel data. Annotations projected from
individual resource-rich languages are often noisy and unreliable, due to systematic differences
between the languages in question as well as word alignment errors. We can thus think of these
languages as very lazy and unreliable annotators of our target language. Despite their incompe-
tence, as the number of such annotators increases, their combined efforts converge upon the truth,
as idiosyncratic biases and random noises are washed away.

Our assumption throughout will be that we have in our possession a single multilingual corpus

(the Bible) consisting of about 200,000 tokens for several hundred languages languages as well as
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reasonably accurate POS taggers for about ten “resource-rich” languages. We will tag the Bible
data for the resource-rich languages, word-align them to one another, and also word-align them to
the remaining several hundred target languages.

Of course, our goal is not to produce a tagger restricted to the Biblical lexicon. We therefore
assume a small unannotated monolingual sample of the target language in an entirely unrelated
genre (e.g. newswire). We use this sample transductively to adapt our learned taggers from the
Biblical genre. In our experiments, we use the CoNLL 2006 and 2007 shared-task test data for this
purpose. Of course tagged data does not exist for truly resource-poor languages, so we evaluate
our methodology on the resource-rich languages. Each such language takes a turn playing the role
of the target language for testing purposes.

The goal of this chapter is to introduce a general “recipe” for successful cross-lingual induction

of accurate taggers using meager resources. We face three major technical challenges:

e First, word alignments across languages are incomplete, and often do not preserve part-of-

speech due to language differences.

e Second, when using multiple resource-rich languages, we need to resolve conflicting projec-

tions.

e Third, the parallel data at our disposal is of an idiosyncratic genre (the Bible), and we wish

to induce a general-purpose tagger.

To address these challenges, we forgo the typical sequence-based learning technique of HMM’s
and CRF’s and instead adopt an instance-learning approach using latent distributional features. To
induce these features, we employ a new method using Canonical Correlation Analysis (CCA) to
adapt tags of words of known languages to words of the target language. The method tackles
each word from three views: (1) the token view (the word’s context), (2) the type view (the word
identity), and (3) the projected tags of neighboring words. We run CCA to induce latent continuous
vector representations of each view that maximizes their correlations to one another. On the test

data, a simple multi-class classifier then suffices to predict accurate tags, even for novel words.
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This approach outperforms a state-of-the-art baseline [101] to achieve average tagging accuracy of

85% on newswire texts.
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Figure 6.1: The breakdown of languages by the number of tokens in their available Bible
translations. The horizontal axis gives the number of tokens, and the vertical axis gives the

number of languages in each token range.

6.2 Related Work

We divide our survey of related work into several topics.

6.2.1 Multilingual Projection

The idea of projecting annotated resources across languages using parallel data was first pro-

posed by Yarowsky et al. [106]. This early work recognized the noisy nature of automatic word
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alignments and engineered smoothing and filtering methods to mitigate the effects of cross- lin-
gual variation and alignment errors. More recent work in this vein has dealt with this by in-
stead transferring information at the word type or model structure level, rather than on a token-by-
token basis [26; 33]. Current state-of-the- art results for indirectly supervised POS performance
use a combination of token constraints as well as type constraints mined from Wiktionary [65;
101]. As we argued in 6.1, the only widely available source of information for most low-resource
languages is in fact their Bible translation. Perhaps surprisingly, our experiments show that this
data source suffices to achieve state-of-the-art results.

Several previous authors have considered the advantage of using more than one resource-rich
language to alleviate alignment noise. Fossum and Abney [39] found that using two source lan-
guages project-sources gave better results than simply using more data from one language. Mc-
Donald et al. [74] also found advantages to using multiple language sources for projecting parsing
constraints. In more of an unsupervised context (but using small tag dictionaries), adding more
languages to the mix has been shown to improve part-of-speech performance across all component

languages [77].

6.2.2 Word Alignment

Most of the papers surveyed above rely on automatic word alignments to guide the cross-
lingual transfer of information. Given our desire to use highly multilingual information to improve
projection accuracy, the question of word alignment performance becomes crucial. Our hypothesis
is that multiple- language projections are beneficial not only in weeding out random errors and
idiosyncratic variations, but also in improving the linguistic consistency of the alignments them-
selves. Instead of simply aligning each source language to the target language in isolation, we will
instead use a confidence model to synthesize information from multiple sources.

While we are not aware of any paper that has explored word alignment on a multilingual scale,
there have been related efforts to symmetrize bilingual alignment models, using a variety of tech-
niques ranging from modifications of EM [68], posterior-regularized objective function [40], and

by considering relaxations of the hard combinatorial assignment problem [28].
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6.2.3 Canonical Correlation Analysis (CCA)

Our method for generalizing the projections to unseen words and contexts is based on Canoni-
cal Correlation Analysis (CCA), a dimensionality reduction technique first introduced by Hotelling [50].
The key idea is to consider two groups of random variables with corresponding observations and
to find linear subspaces with highest correlation between the two views. This can be seen as a kind
of supervised version of Principal Components Analysis (PCA), where each view is providing su-
pervision for the other. In fact, it can be shown that CCA directly generalizes both multiple linear
regression and Fisher’s Latent Discriminative Analysis (LDA) [42].

From a learning theory perspective, CCA 1is interesting in that it allows us to prove regret-
based learning bounds that depend on the “intrinsic” dimensionality of the problem rather than
the apparent dimensionality [54]. This seems especially relevant to natural language processing
scenarios, where the ambient dimension is extremely large and sparse, but reductions to dense
lower-dimensional spaces may preserve nearly all the relevant semantic and syntactic information.
In fact, CCA has recently been adapted to learning latent word representations in an interesting
way: by dividing each word position into a token view (which only sees surrounding context) and
a type view (which only sees the word itself) and performing a CCA between these two views [29].

Our technique will extend this idea by additionally considering a third projected tag view.
Crucially, it is this view which pushes the latent representations into coherent part-of-speech cate-

gories, allowing us to simply apply multi-class SVM for unseen words in our test set.

6.3 Tag projection from resource-rich languages

In this section, we describe two methods for incorporating transferred tags from resource-rich
languages: sequence-based learning [101] and instance-based learning. In the former, the trans-
ferred tags are used to train a partially-observed CRF (PO-CRF) by maximizing the probability of
a constrained lattice. In contrast, instance-based learning views each word token as an indepen-
dent classification task, but uses latent distributional information gleaned from surrounding words

as features.
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6.3.1 A Sequence Learning Example of Partially Observed CRF (PO-CRF)

A first-order CRF parametrized by § € R¢ defines a conditional probability of a label sequence

Yy =1 -..Y, given an observation sequence xr = x . .., as follows:

exp(0' @(z,y))
yeY(x) exp (07 P(z, y'))

p(,(y|x) = Z

where )(x) is the set of all possible label sequences for x and ®(z,y) € R? is a global feature
function that decomposes into local feature functions ®(x,y) = 2?21 o(z, j,yj—1,y;) by the first-
order Markovian assumption. Given fully labeled sequences { (2", y#)}Y | the standard training
method is to find # that maximizes the log likelihood of the label sequences under the model with

lo-regularization:

N

* I A
6" = argmax Y _log ps(y"”|z") — = 1|6
ferd T 2

Unfortunately, in our problem we do not have fully labeled sequences. Instead, for each token
x; in sequence 7 . . . T, we have transfered labels information from resource rich languages.

Téckstrom et al. [101] propose a different objective that allows training a CRF in this scenario.
They define a constrained lattice Y (z, ) = V(x1,71) X ... X Y(xy, Jn) Where at each position j

a set of allowed label types is given as:

B {y;} ifg;is given
V() 9;) = ’ '

Y(x;) otherwise
Téckstrom et al. [101] define a conditional probability over label lattices for a given observation

sequence T

po(V(@, §lz) = > polyle)
yeY(2,7)

Given a label dictionary )(z;) for every token type x; and training sequences {(z@, )},

where §(*) is (possibly non-existent) transferred labels for () and, the new training method is to

find # that maximizes the log likelihood of the label lattices:

N

A , A A
0" = argmax 3 log po(V(a?, 7)) — 2 [jo|
9eRI i=1 2
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Since this objective is non-convex, we find a local optimum with a gradient-based algorithm.

The gradient of this objective at each example (2", §(*)) takes an intuitive form:

d D)~ i A
5 loeps V(. §0)[2) = 2 Itdis

00

= Y poyla)e (), y)
yeV(z(),7)

= ) poylz ) (2D, y) — A0
yeV(z()

This is the same as the standard CRF training except the first term where the gold features
® (2™, y) are replaced by the expected value of features in the constrained lattice )(z(®, §).

An important distinction in our setting is that our token and type constraints are generated by
only using the transferred tags whereas Téckstrom et al. [101] generate type constraints induced
from Wiktionary. Our setting is more realistic for several reasons; 1) Wiktionary is not always
available. 2) transferable information is not limited, but Wiktionary is (e.g., semantic role and

named entity). 3) the imposed constraints are arguably more robust.

6.3.2 Cross-lingual Instance-based Learning

The proposed method for cross-lingual instance-based learning has three steps:
1. Select training tokens based on the confidence of the projected tag information.
2. Induce distributional features over these words that incorporates all projected tags.

3. Train a multi-class classifier with these induced features to make local predictions for indi-

vidual tokens.
We will describe each step below.

6.3.2.1 Selecting training words

Since transferred tags are not always reliable, all words in the parallel data are not necessary

helpful in training. Since this method trains on words instead of sequences, it is easy to discard
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L

Figure 6.2: Graphical representation of the confidence model. Unobserved variable y denotes the
true target-language tag for a token. Each of the L resource-rich languages displays a project of y,

as yy, with an indicator variable z, determining the fidelity of the projection.

words which have unreliable or highly conflicting projections from different resource-rich lan-
guages.

To select our set of training tokens, we define a simple probability-based confidence model,
illustrated in Figure 6.2. Suppose we have L resource-rich languages with alignments to the word
in question. If the true tag is y, we assume that the projected tag for language ¢ will be identical to
y with probability 1 — ¢,, where ¢, is a language-specific corruption probability. With probability
€¢, the projection will instead be chosen randomly (uniformly).

To make this explicit, we introduce a corruption indicator variable z, with:

P(Zg=1>:€g

Given zy, the probability of the projected tag y, is given by:
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.
1 ifz=0andy = y,,

Plyely, z) = ¢ L if 2 =1,

0  otherwise.
\
where m is the total number of possible tags. We can now compute a conditional distribution over

the unknown tag y, marginalizing out the unknown corruption variables for each language:

PWIYL, -5 YUn)
_ [T [+ (1= e)d(y, yo)]
ot oo They [5E 4+ (1= )y we)]

For simplicity, we simply set all ¢, to 0.1 and use y as a training label when the conditional

probability of the most likely value is greater than 0.9.

6.3.2.2 Inducing distributional features

In this section we discuss our approach for deriving latent distributional features. Canonical
Correlation Analysis is a general method for inducing new representations for a pair of variables X
and Y [49]. To derive word embeddings using CCA, a natural approach is to define X to represent
a word and Y to represent the relevant information about a word, typically context words [29].
When they are defined as one-hot encodings, the CCA computation reduces to performing an SVD
of the matrix 2 where each entry is

B count(w, ¢)
~/count(w)count(c)

Qy

,C

The resulting word representation is given by U " X where U is a matrix of the scaled left singular
vectors of (2.
In our work, we use a slightly modified version of this definition by taking square-root of each

count:

Ja - count(w, c)'/?
¢ /count(w)2count(c)!/?
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This has an effect of stabilizing the variance of each term in the matrix, leading to a more
efficient estimator. The square-root transformation also transforms the distribution of the count
data to look more Gaussian [5]: since an interpretation of CCA is a latent-variable with normal
distributions [4], it makes the data more suitable for CCA. It has been observed in past works (e.g.,

[30]) to significantly improve the quality of the resulting representations.

Feature Induction Algorithm We now describe our algorithm for inducing latent distributional
features both on the multilingual parallel corpus, as well as the monolingual, newswire test data.
This algorithm is described in detail in Figure 6.3. The key idea is to perform two CCA steps.
The first step incorporates word-distributional information over both the multilingual corpus (the
Bible) as well as the external domain monolingual corpus (CONLL data). This provides us with
word representations that are general, and not overly specific to any single genre. However, it
does not incorporate any projected tag information. We truncate this first SVD to the first 100
dimensions.

After this CCA step is performed, we then replace the words in the multilingual Bible data
with their latent representations. We then perform a second CCA between these word represen-
tations and vectors representing the projected tags from all resource-rich languages. This step
effectively adapts the first latent representation to the information contained in the tag projections.
We truncate this second SVD to the first 50 dimensions.

We now have word embeddings that can be applied to any corpus, and are designed to maximize
correlation both with typical surrounding word context, as well as typical projected tag context.
These embeddings serve as our primary feature vectors for training the POS classifier (described in
the next section). We concatenate this primary feature vector with the embeddings of the previous

and subsequent words, in order to provide context-sensitive POS predictions.

6.3.2.3 Multi-class classifier

To train our POS tagger, we use a linear multi-class SVM [21]. It has a parameter w, € R for

every tag y € T and defines a linear score function 5(x, j,y) := w, ®(x, j). Given any sentence
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Input:
e N “labeled” tokens in the Bible domain: word w® € V), corresponding context C'(w”) c V and

(projected) tag set P() ¢ T fori=1... N
e N’ tokens in the test domain: word v() € V' and corresponding context C'(v(?) ¢ V' fori =1... N’

e CCA dimensions k1, ko

Output: embedding e(w) € R*2 for each word w € VU )’

1. Combine the observed tokens and their context from the Bible and test datasets:

Wi i= (wiwe @Y, UEY,)
¢ = (Clw) s w e (N, U ED)Y,)

2. Perform rank-k; CCA on (W;,C;) to derive a word projection matrix ®yy, and a context projection
matrix $¢,.
3. Project all word examples in the Bible domain using ®y, . Denote these projected words and the corre-
sponding projected tag sets by

Wo = (@Wl(w(i)) ti=1. ..N)

Pyi= (PO :i=1...N)

4. Perform rank-ko CCA on (W, Ps) to derive a word projection matrix ®yy, and a tag projection matrix

Op

5

5. Set the embedding e(w) for each word w € VUV’

e(w) = Py, (Pyy, (w))

Figure 6.3: Algorithm for deriving word vectors for the (unannotated) test data that use the projected tags

in the Bible data.
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x and a position j, it predicts argmax, . s(x, j, y) as the tag of z;. We use the implementation of
[38]. We use the default hyperparameter configurations for training.
6.4 Experiments

6.4.1 Training Data

There are more than 4,000 living languages in the world, and one of the most prevalently

translated books is the Bible. We now describe the Bible dataset we collected.

lang | percent of shared tokens | unseen words
BG 0.6386 15085

CS 0.5223 22730
DA 0.6675 11823
DE 0.6675 10052

ES 0.6868 13066

IT 0.6484 13040
NL 0.5676 7952

PT 0.6251 15210
AVG 0.6280 13619.75

Table 6.1: Percentage of shared tokens and the number of unseen words.

We first collect 893 bible volumes spanning several hundred languages that are freely available
from three resources ! and changed to UTF-8 format. The distribution of token in each bible in the
unit of a language is in Figure 6.1.

Note that the Bible scripts are not exactly translated by sentences but by verses. We thus assume
that each verse in a chapter has the same meaning if the number of verses is exactly same in a same
chapter. In addition, we also assume that the whole chapters have the same meaning if the number

of chapters in a book are exactly the same. In the same manner, we also assume the volumes that

Thttp://www.bible.is, http://www.crosswire.org, http://www.biblegateway.com
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have the same number of chapters are the same. That is, their volume size should be as similar as
possible with the respect to the number of verses, chapters, and books.

Based upon these assumptions, we choose the best translation in a language based on a com-
parison to a reference Bible, the Modern King James Version (MKJV) in English. We choose the
translation for each language that best matches this reference version in terms of chapter and verse
numbering.

There are other factors considered if there are more than one candidates satisfying this match-
ing. We focus on the contents of the bible such as the publication time. For instance, 1599 Geneva
Bible in English contains old vocabulary with different spelling systems, causing unexpected er-
rors when tagged by POS annotation tools. Also, some of volumes such as Amplified Bible (AMP)
contains extraneous comments on verses themselves, causing errors for word alignments.

After the choice of the best volume, we finally select the 10 resource rich languages. These
languages are Bulgarian, Czech, Danish, German, English, French, Spanish, Italian, Dutch, and
Portuguese. The two criteria to select resource rich languages are having 1) the matched bible
scripts both on the Old and New testament and ii) reliable parts-of-speech annotation tools. If
these two requirements are satisfied, we can freely add more languages as resource rich languages
in the future research. We use Hunpos tagger for Czech, Danish, German, English, and Portuguese,
Treetagger for Bulgarian, Spanish, Italian, and Dutch, and Meltparser for French. The selected
bible volume are POS-annotated by these taggers and the token accuracy of these taggers will be

introduced with test data.

6.4.2 Test Data

We use CoNLL parts-of-speech tagged data as our test data. It consists of 5,000-6,000 hand-
labeled tokens. The accuracy of each supervised tagger on this data is tested and reported in Table
6.2. Since there is no French tagged CoNLL data, we exclude French on testing but still use it in
Training.

The tag definitions used in CoNLL data are not exactly matched the ones used in the taggers

when converted to universal POS tags. For instance in Spanish, we initially follow mapping of
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Lang | Tagger Accuracy

BG | Treetagger 0.9909

CS Hunpos 0.8969
DE | Hunpos 0.9855
EN Hunpos 0.9854

ES Treetagger 0.8785
IT Treetagger 0.9059
NL Treetagger 0.8781
PT Hunpos 0.9770

AVG | - 0.9373

Table 6.2: Tagger accuracy on CoNLL data.

[82] for CoNLL data. The ‘dp’ tag for words sus, su, mi are mapped to DET but they are mapped
to PRON in the bible data because of the Treetagger definitions. Whenever we find this kind of
issues, we analyze them and choose the one of mappings for compatibility. For the ‘dp’ tag, we

choose to map PRON.

6.4.3 Alignments

For experiments, we perform two kinds of alignments in our data sets; (i) the verse alignment
and (ii) the word alignment. When the tagged bible volumes are prepared, we align verses across all
resource rich languages. For verse alignments, we pre-process to remove extraneous information
such as in-line reference (e.g. [REV 4:16]) and HTML tags. These alignments between two
languages occurred only when volumes have the exact same number of chapters and verses. For
instance, Mark must have 16 chapters and the first chapter of the Mark must have 45 verses in
our criteria. The correct number of chapters and verses are pre-defined on MKJV volume, and the

number of matched verses on each volume is greater than 30,500.
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After performing verse alignments, we then perform word alignments. The quality of tags
in resource poor languages is highly dependent on the quality of word alignments because parts-
of-speech tags will be projected through this alignment path. First, we use GIZA++ for initial
one-to-many alignments and we symmetrize by taking their intersection. This ensures that the

resulting alignments are of high quality.

6.4.4 Results

In first experiment, we consider the state-of-the-art PO-CRF baseline. This model trains a par-
tially observed CRF based on a single projected tag for each token. We experiment with different
methods of choosing the projected tags. The result are shown in Table 6.3. The majority method is
to choose the most common tag from the projected tags of the current token. We then experiment
with taking the union of all projected tags (i.e. only constraining the lattice based on unanimity of
the resource-rich languages). Finally, we considered choosing the high confidence tags, based on
our confidence model. The confident tags are defined by a method described in Section 6.3.2.1 If
this ratio is greater than 0.9, we assume that this token has high confidence. As the results indicate,
this final method yielded the best tagging performance on the CONLL test data, achieving average
accuracy of 83%.

In the remaining experiments we will adopt the confidence-based selection criterion for both
the baseline as well as our method.

In order to isolate the errors due to projection mismatch versus domain variation, we first test
both models on the Bible data itself. To do so, we assume that the tags produced by the test-
language’s supervised tagger are in fact the ground truth. This experiment allows us to compare
to tag projection models using (1) PO-CRF and (2) CCA+SVM. Results are given in Table 6.4.
Unsurprisingly, PO-CRF performs better on the multilingual corpus than on the CONLL data, due
to the beneficial constraint of the projected tags. Perhaps surprisingly, the CCA+SVM method,
which is a simple instance-based classifier using cleverly constructed features, outperforms the

sequence labeller, achieving accuracy of nearly 87%.
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majority | union | confident
BG | 0.8123 | 0.8167 | 0.8235
CS | 0.8013 | 0.8094 | 0.8142
DA | 0.8412 | 0.8497 | 0.8492
DE | 0.8532 | 0.8611 | 0.8721

ES 0.8278 | 0.8345 | 0.8385

IT 0.8486 | 0.8445 | 0.8481
NL | 0.7864 | 0.7876 | 0.7884
PT | 0.8022 | 0.8081 | 0.8110

AVG | 0.8216 | 0.8264 | 0.8306

Table 6.3: Baseline model CONLL performance depending on criterion for selecting tag

projection.

PO-CRF | CCA+SVM
BG | 0.8450 0.8686
CS 0.8359 0.8442
DA | 0.8727 0.8826
DE | 0.8862 0.9025
ES 0.8523 0.8816
IT 0.8705 0.8911
NL | 0.8115 0.8345
PT 0.8346 0.8410

AVG | 0.8511 0.8683

Table 6.4: Accuracy on multilingual Bible data

In third experiment we use CoNLL test data and compare the PO-CRF models with different

settings. This experiment is to show the effects of suffix and Brown cluster features on PO-CRF to
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I lang (A) || 9 lang (W) | 9 langs (no S/C) | 9 langs (A)
BG 0.7883 0.7144 0.8094 0.8478
CS 0.6601 0.5589 0.6535 0.7168
DA 0.7820 0.7765 0.8016 0.8227
DE 0.8323 0.6956 0.7589 0.8500
ES 0.7893 0.7608 0.8279 0.8665
IT 0.8444 0.7588 0.8136 0.8921
NL 0.7887 0.6825 0.7751 0.8214
PT 0.8476 0.7797 0.8464 0.9056
AVG | 0.7916 0.7159 0.7858 0.8403

Table 6.5: Accuracy of the PO-CRF models on CoNLL data. A, W, no S/C means: all, word, all
but no suffix and cluster features are used, respectively. Especially, all features include brown
clustering IDs collected from more than 2 million line documents, making the setting unrealistic

for resource-poor language.

relieve the unseen words issue. Additionally, we also show that the more projecting languages are
included the better the results gets.

With just the word features, the averaged performance is 0.7159 and other indicator features
(hyphen, digit, capitalized) increase the performance to 0.7858. Also note that the suffix and
Brown clustering ID features increase the performance from 0.7858 to 0.8403. As reported, PO-
CRF mitigates the adverse effects of the unseen word issues and almost meets the performance in
the previous experiment (0.8511) of [101] by using these features.

In fourth and final experiment, we used the same features for PO-CRF, with Brown clusters
induced on a more realistically sized corpus for a low resource language. We compare directly
to our CCA+SVM model (which does not use Brown clustering features at all). We achieved

0.8093 on PO-CRF with all features and our corresponding model on CCA achieved about 0.8482,
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shown in Table 6.6. As reported, our model outperforms the PO-CRF with the realistic settings for

resource poor languages.

PO-CRF CCA+SVM
9 lang, 3k Brown
BG 0.8318 0.8815
CS 0.7635 0.7632
DA 0.7335 0.8911
DE 0.8296 0.8343
ES 0.8319 0.8713
IT 0.8451 0.8474
NL 0.7626 0.8145
PT 0.8768 0.8823
AVG 0.8093 0.8482

Table 6.6: Performances on our test data, CoNLL document.

6.5 Conclusions

We addressed the challenge of POS tagging low-resource languages. Our key idea is to use a
massively multilingual corpus. Instead of relying on a single resource-rich language, we leverage
the full array of currently available POS taggers. This removes alignment-mismatch noise and
identifies a subset of words with highly confident tags. We then use a CCA procedure to induce
latent feature representations across domains, incorporating word contexts as well as projected
tags. We then train an SVM to predict tags.

Experimentally, we show that this procedure yields accuracy of about 85% for languages with
nearly no resources available, beating a state-of-the-art partially observed CRF formulation. In
the near future, this technique will enable us to release a suite of POS taggers for hundreds of

low-resource languages.
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Chapter 7

Optimal Data Selection

Until Chapter 6, we examined applications of cross-lingual supervised learning to NLP tasks
of morphological analysis, grapheme-to-phoneme analysis, phonetic decipherment and part-of-
speech tagging. We have showed that the suggested framework leads to significant performance
gains over monolingual models. In all cases, we assumed that no annotated resources are available
for the target language. However, for some tasks and languages, we can have the ability to create
labeled data to train a model, but with limited time and budget. Parts of this work were originally
published in [60].

Under this assumption, we introduce a novel method for rapid proto-typing and efficient con-
struction of natural language understanding systems. Our key insight is that even small amounts
of annotated data can yield powerful results when the examples to be labeled are chosen carefully.
We develop two novel methods to achieve this goal, one based on matrix factorizations and the
other based on a notion of feature coverage. We apply our techniques to four natural language
tasks of pronunciation dictionary induction, part-of-speech prediction, named entity recognition,
and semantic tagging of spoken queries. In all cases, our methods yield considerable performance
improvements over randomly selected labeled examples. These results are robust across multi-
ple languages, domains, and tasks, demonstrating that powerful natural language understanding
systems can be built with far less annotation than previously thought.

This chapter is organized as follows: Section 7.1 gives a broad introduction to optimal data se-
lection. We argue that optimal data set can yield a high performance supervised model. Section 7.2

describes background and previous approaches. Section 7.3 describe our two suggested methods
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in great details. Section 7.4 describe results and analysis of experiments. Section 7.5 completes

the chapter with some concluding remarks.

7.1 Introduction

Over the last 15 years, supervised statistical learning has become the dominant paradigm for
building natural language technologies. While the accuracy of supervised models can be high,
expertly annotated data sets exist for a small fraction of possible tasks, genres, and languages.
The would-be tool builder is thus often faced with the prospect of annotating data, using crowd-
sourcing or domain experts. With limited time and budget, the amount of data to be annotated
might be small, especially in the prototyping stage, when the exact specification of the prediction
task may still be in flux, and rapid prototypes are desired. When multilingual and multi-domain
models are desired, the problem of annotation scarcity becomes even more severe.

In this chapter, we propose the idea that when the examples to be labeled are chosen carefully
and intelligently, the amount of annotation required to achieve performance goals can be drasti-
cally reduced. To achieve this goal, we introduce the novel task of unsupervised optimal data set
selection. Formally, given a large set X’ of n unlabeled examples, we must select a subset S C X
of size k < n to be labeled. Our goal is to select such a subset which, when labeled, will yield
a high performance supervised model over the entire data set X'. This task can be thought of as a
zero-stage version of active learning: we must choose a single batch of examples to label, without
the benefit of any prior labelled data points. This problem definition avoids the practical complex-
ity of the active learning set-up (many iterations of learning and labeling), and ensures that the
labeled examples are not tied to one particular model class or task, a well-known danger of active
learning [90]. Alternatively, our methods may be used to create the initial seed set for the active
learner.

Our initial testbed for optimal data set selection consists of four natural language understanding
tasks: pronunciation dictionary induction, part-of-speech prediction, named entity recognition, and

semantic tagging.
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Pronunciation Dictionary Induction: In this task, we are given an out-of-vocabulary word,
with the goal of predicting a sequence of phonemes corresponding to its pronunciation. For exam-
ple, given a spelling of calcium, a model should predict its pronunciation, /kalsiom/. As training
data, we are given a pronunciation dictionary listing words alongside corresponding sequences
of phones, representing canonical pronunciations of those words. Such dictionaries are used as
the final bridge between written and spoken language technologies that span this divide, such as
speech recognition, text-to-speech generation, and speech-to-speech language translation. These
dictionaries are necessary: the pronunciation of words continues to evolve after their written form
has been fixed, leading to a large number of rules and irregularities. While large pronunciation
dictionaries of over 100,000 words exist for several major languages, these resources are entirely
lacking for the majority of the world’s languages. Our goal is to automatically select a small but

optimal subset of words to be annotated with pronunciation data.

Part-of-speech Prediction: The goal is to predict the sequence of parts-of-speech tags of words

forming a sentence. For example, given the sentence
Can you show me a map of Madison?

a model should determine that the word Can is a verb, rather than a noun, and the word map is a
noun, rather than a verb. It is often a first step in the NLP pipeline, but part-of-speech taggers are
only available for a handful of languages and domains. As training data, we are given a large pool

of tagged example sentences, and we want to select the optimal subset of sentences to label.

Named Entity Recognition: The task of name entity recognition is to extract mentions of enti-

ties in texts and speech data. From the sentence
Show me a list of movies directed by Steven Spielberg.

a named entity recognizer should output that the words Steven Spielberg refer to the famous film
director of that name. As for other NLP tasks, the problem with building such systems is the lack
of annotated data across a range of languages and domains. Thus, we will intelligently sample a

subset of example sentences to label with named entity mentions.
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Semantic Tagging: In our final task, we consider the task of semantic tagging of sentences, also
known as slot-filling. This task is an essential component of natural language understanding sys-

tems, allowing the machine to understand the desires of the speaker. For example, in the sentence
Give me a list of the 5 best selling books printed by Pearson in 2014.
the goal is return the products with the following characteristics:
e type: book
e publisher: Pearson
e popularity: > Rank 5
e year: 2014

Clearly, achieving high performance on this task is crucial for developing high performing inter-
active voice systems. As with the other tasks, the bottleneck is often obtaining labeled data for
specific languages and domains.

The main intuition behind our approach is that the subset of selected data points should ef-
ficiently cover the range of phenomena most commonly observed across the pool of unlabeled
examples. We consider two methods. The first comes from a line of research initiated by the
numerical linear algebra community [45] and taken up by computer science theoreticians [13],
with the name COLUMN SUBSET SELECTION PROBLEM (CSSP). Given a matrix A, the goal of
CSSP is to select a subset of £ columns whose span most closely captures the range of the full
matrix. In particular, the matrix A formed by orthogonally projecting A onto the k-dimensional
space spanned by the selected columns should be a good approximation to A. By defining A” to
be our data matrix, whose rows correspond to words and whose columns correspond to features,
we can apply the CSSP randomized algorithm of [13] on A to obtain a subset of & examples which
best span the entire data space.

Our second approach is based on a notion of feature coverage. We assume that the benefit of

seeing a feature f in a selected example bears some positive relationship to the frequency of f in



Pronunciation Dictionary | POS | Named Entity | Semantic
Induction Tagging | Recognition | Tagging
Fiction n/a v
Wikipedia n/a v
Apps n/a v
Domains
Games n/a v
Music n/a v
Movies n/a v
Bulgarian v
Czech v v
English v v v v
Estonian Ve
Dutch v
Farsi v
French v v v
Frisian v
German v v v
Hungarian v
Langs
Italian v v
Macedonian v
Norwegian v
Polish v v
Portuguese v
Romanian v
Russian v
Slovene v
Serbian v
Spanish v v

Table 7.1: Summary of tasks, domains, and languages in our experimental evaluation.
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the unlabeled pool. However, we further assume that the lion’s share of benefit accrues the first
few times that we label an example with feature f, with the marginal utility quickly tapering off
as more such examples have been labeled. We formalize this notion and provide an exact greedy
algorithm for selecting the k data points with maximal feature coverage.

To assess the benefit of these methods, we apply them to a suite of four natural language under-
standing tasks, spanning 20 languages and five language domains. See Table 7.1 for an overview of
the tasks, domains, and languages. In all cases, we apply our methods to select optimal examples
for labeling, and then train a state-of-the-art supervised model on the selected labeled examples.
We assess the performance of the models as a function of the number of training examples. In
all scenarios, our data set selection methods lead to significant increases in performance over ran-
domly labeled examples. Average reductions in error range from 20% to 31% across the various

tasks.

7.2 Background and Related Work
7.2.1 Data Set Selection and Active Learning

Eck et al [35] developed a method for training compact Machine Translation systems by select-
ing a subset of sentences with high n-gram coverage. Their selection criterion essentially corre-
sponds to our feature coverage selection method using coverage function cov, (see Section 7.3.2).
As our results will show, the use of a geometric feature discount (covs) provided better results in
our task.

Otherwise, we are not aware of previous work proposing optimal data set selection as a general
research problem. Of course, active learning strategies can be employed for this task by starting
with a small random seed of examples and incrementally adding small batches. Unfortunately, this
can lead to data-sets that are biased to work well for one particular class of models and task, but
may otherwise perform worse than a random set of examples [90, Section 6.6]. Furthermore the
active learning set-up can be prohibitively tedious and slow. To illustrate, Dwyer and Kondrak [34]
used 190 iterations of active learning to arrive at 2,000 words. Each iteration involves bootstrap-

ping 10 different samples, and training 10 corresponding learners. Thus, in total, the underlying
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prediction model is trained 1,900 times. In contrast, our selection methods are fast, can select any
number of data points in a single step, and are not tied to a particular prediction task or model.

Furthermore, these methods can be combined with active learning in selecting the initial seed set.

7.2.2 Unsupervised Feature Selection

Finally, we note that CSSP and related spectral methods have been applied to the problem of
unsupervised feature selection [100; 71; 103; 108; 12]. These methods are related to dimensional-
ity reduction techniques such as Principal Components Analysis (PCA), but instead of truncating
features in the eigenbasis representation (where each feature is a linear combination of all the orig-
inal features), the goal is to remove dimensions in the standard basis, leading to a compact set of
interpretable features. As long as the discarded features can be well approximated by a (linear)
function of the selected features, the loss of information will be minimal.

Our first method for optimal data-set creation applies a randomized CSSP approach to the
transpose of the data matrix, A”. Equivalently, it selects the optimal k rows of A for embedding
the full set of unlabeled examples. We use a recently developed randomized algorithm [13], and

an underlying rank-revealing QR factorization [45].

7.2.3 Pronunciation Dictionary Induction

The task of pronunciation dictionary induction has been considered in a variety of frameworks,
including neural networks [89], rule-based FSA’s [55], and pronunciation by analogy [72]. Our
goal here is not to compare these methods, so we focus on the probabilistic joint-sequence model
of Bisani and Ney [8]. This model defines a joint distribution over a grapheme sequence g € G*
and a phoneme sequence ¢ € ®*, by way of an unobserved co-segmentation sequence q. Each co-
segmentation unit g; is called a graphone and consists of an aligned pair of zero or one graphemes

and zero or one phonemes: ¢; € G U{e} x ® U {e}.! The probability of a joint grapheme-phoneme

!The model generalizes easily to graphones consisting of more than one grapheme or phoneme, but in both [8] and
our initial experiments we found that the 01-to-01 model always performed best.
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sequence is then obtained by summing over all possible co-segmentations:
P(g,¢)= > Plq)
q€5(9,9)
where S(g, ¢) denotes the set of all graphone sequences which yield g and ¢. The probability
of a graphone sequence of length K is defined using an h-order Markov model with multinomial

transitions:
k+1

P(q) = H P(qilgi-n, - - -+ qi1)
i=1
where special start and end symbols are assumed for ¢;; and g1, respectively.

To deal with the unobserved co-segmentation sequences, the authors develop an EM training
regime that avoids overfitting using a variety of smoothing and initialization techniques. Their
model produces state-of-the-art or comparable accuracies across a wide range of languages and
data sets.> We use the publicly available code provided by the authors.? In all our experiments we

set h = 4 (i.e. a 5-gram model), as we found that accuracy tended to be flat for h > 4.

7.2.4 Active Learning for Pronunciation Dictionary Induction

Perhaps most closely related to our work are the papers of Kominek and Black [63] and Dwyer
and Kondrak [34], both of which use active learning to efficiently bootstrap pronunciation dictio-
naries. In the former, the authors develop an active learning word selection strategy for inducing
pronunciation rules. In fact, their greedy n-gram selection strategy shares some of the some intu-
ition as our second data set selection method, but they were unable to achieve any accuracy gains
over randomly selected words without active learning.

Dwyer and Kondrak use a Query-by-Bagging active learning strategy over decision tree learn-
ers. They find that their active learning strategy produces higher accuracy across 5 of the 6 lan-
guages that they explored (English being the exception). They extract further performance gains
through various refinements to their model. Even so, we found that the Bisani and Ney grapheme-

to-phoneme (G2P) model [8] always achieved higher accuracy, even when trained on random

2We note that the discriminative model of Jiampojamarn and Kondrak [53] outperforms the Bisani and Ney model
by an average of about 0.75 percentage points across five data sets.
Shttp://www-i6.informatik.rwth-aachen.de/web/Software/g2p.html
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words. Furthermore, the relative gains that we observe using our optimal data set selection strate-
gies (without any active learning) are much larger than the relative gains of active learning found

in their study.

7.3 Two Methods for Optimal Data Set Selection

In this section we detail our two proposed methods for optimal data set selection. The key
intuition is that we would like to pick a subset of data points which broadly and efficiently cover
the features of the full range of data points. We assume a large pool X of n unlabeled examples,
and our goal is to select a subset S C X of size £ < n for labeling. We assume that each data
point z € X is a vector of m feature values. Our first method applies to any real or complex
feature space, while our second method is specialized for binary features. We will use the (n x m)
matrix A to denote our unlabeled data: each row is a data point and each column is a feature. In
all our experiments, we used the presence (1) or absence (0) of each character 4-gram as our set of

features.

7.3.1 Method 1: Row Subset Selection

To motivate this method, first consider the task of finding a rank k& approximation to the data

matrix A. The SVD decomposition yields:
A=UxV?’
e U is (n x n) orthogonal and its columns form the eigenvectors of AAT
e Vis (m x m) orthogonal and its columns form the eigenvectors of AT A

e Y is (n x m) diagonal, and its diagonal entries are the singular values of A (the square roots

of the eigenvalues of both AAT and AT A).

To obtain a rank k approximation to A, we start by rewriting the SVD decomposition as a sum:

o
A= ZO’iuinT (71)
=1
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where p = min(m, n), o; is the i'* diagonal entry of ¥, u; is the i** column of U, and v; is the i
column of V. To obtain a rank k£ approximation to A, we simply truncate the sum in equation 7.1
to its first k terms, yielding A. To evaluate the quality of this approximation, we can measure the
Frobenius norm of the residual matrix ||A — Ax||r.* The Eckart-Young theorem [36] states that

Ay, is optimal in the following sense:

Ay = argmin ||[A—A|lp (7.2)
A s.t. rank(A)=k

In other words, truncated SVD gives the best rank k approximation to A in terms of minimizing
the Frobenius norm of the residual matrix. In CSSP, the goal is similar, with the added constraint
that the approximation to A must be obtained by projecting onto the subspace spanned by a k-
subset of the original rows of A.> Formally, the goal is to produce a (k X m) matrix S formed from

rows of A, such that

|A — ASTS||r (7.3)

is minimized over all (Z) possible choices for S. Here S is the (m x k) Moore-Penrose pseudo-
inverse of S, and S™.S gives the orthogonal projector onto the rowspace of .S. In other words, our
goal is to select k data points which serve as a good approximate basis for all the data points. Since
ASTS can be at most rank k, the constraint considered here is stricter than that of Equation 7.1, so
the truncated SVD A, gives a lower bound on the residual.

Boutsidis et al [13] develop a randomized algorithm that produces a submatrix .S (consisting of

k rows of A) which, with high probability, achieves a residual bound of:
1A = ASTS|[r < O(ky/log k)[|A — Akl (7.4)

in running time O(min{mn? m?n}). The algorithm proceeds in three steps: first by computing
the SVD of A, then by randomly sampling O(k log k) rows of A with importance weights carefully

computed from the SVD, and then applying a deterministic rank-revealing QR factorization [45]

2
i,5 Mg

5Though usually framed in terms of column selection, we switch to row selection here as our goal is to select data
points rather than features.

4The Frobenius norm || M || is defined as the entry-wise Lo norm:
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to select £ of the sampled rows. To give some intuition, we now provide some background on rank

revealing factorizations.

7.3.1.1 Rank revealing QR /LQ (RRQR)

Every real (n X m) matrix can be factored as A = L(), where () is (m x m) orthogonal and
L is (n x m) lower triangular.® It is important to notice that in this triangular factorization, each
successive row of A introduces exactly one new basis vector from (). We can thus represent row ¢
as a linear combination of the first i — 1 rows along with the i row of ().

A rank-revealing factorization is one which displays the numerical rank of the matrix — defined

to be the singular value index r such that
o> 0,41 = O(e)

for machine precision e. In the case of the L() factorization, our goal is to order the rows of A such
that each successive row has decreasing representational importance as a basis for the future rows.
More formally, If there exists a row permutation II such that IIA has a triangular factorization
ITA = LQ with L = [ f;i ng }, where the smallest singular value of L; is much greater than the

spectral norm of Loy, which is itself almost zero:
Omin(L11) > || Lazl|2 = O(e)

then we say that [IA = L@ is a rank-revealing LQ factorization. Both L1, and Loy will be lower

triangular matrices and if Ly is (r X r) then A has numerical rank r [48].

7.3.1.2 Implementation

In our implementation of the CSSP algorithm, we first prune away features that appear in fewer
than 3 examples, then compute the SVD of the pruned data matrix using the PROPACK package,’

which efficiently handles sparse matrixes. After sampling & log k examples from A (with sampling

6We replace the standard upper triangular QR factorization with an equivalent lower triangular factorization LQ to
focus intuition on the rowspace of A.
"http://soi.stanford.edu/~rmunk/PROPACK/
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weights calculated from the top-k singular vectors), we form a submatrix B consisting of the
sampled examples. We then use the RRQR implementation from ACM Algorithm 782 [9] (routine
DGEQPX) to compute [I1B = L(). We finally select the first £ rows of II B as our optimal data set.
Even for our largest data sets this entire procedure runs in less than an hour on a 3.4Ghz quad-core

17 desktop with 32 GB of RAM.

7.3.2 Method 2: Feature Coverage Maximization

In our previous approach, we adopted a general method for approximating a matrix with a
subset of rows (or columns). Here we develop a novel objective function with the specific aim
of optimal data set selection. Our key assumption is that the benefit of seeing a new feature f
in a selected data point bears a positive relationship to the frequency of f in the unlabeled pool
of words. However, we further assume that the lion’s share of benefit accrues quickly, with the
marginal utility quickly tapering off as we label more and more examples with feature f. Note that
for this method, we assume a boolean feature space.

To formalize this intuition, we will define the coverage of a selected (k x m) submatrix S
consisting of rows of A, with respect to a feature index j. For illustration purposes, we will list

three alternative definitions:

covi(S;7) = [Is;l|1 (7.5)

cova(S;5) = lla|LI(]]s;| [ > 0) (7.6)
. a;

covz(S;j) = [lajl1 — %H(Hsﬂh < llall1) (7.7)

In all cases, s; refers the 5" column of S, a; refers the 5" column of A, I(-) is a 0-1 indicator
function, and 7 is a scalar discount factor.®
Figure 7.1 provides an intuitive explanation of these functions: cov; simply counts the number

of selected data points with boolean feature j. Thus, full coverage (||a;||: the entire number of data

8Chosen to be 5 in all our experiments. We experimented with several values between 2 and 10, without significant
differences in results.
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Figure 7.1: Various versions of the feature coverage function. Panel (a) shows cov;
(Equation 7.5). Panel (b) shows covy (Equation 7.6). Panel (c) shows covs (Equation 7.7) with

discount factor n = 1.2.

points with the feature) is only achieved when all data points with the feature are selected. cov,
lies at the opposite extreme. Even a single selected data point with feature j triggers coverage of
the entire feature. Finally, covs is designed so that the coverage scales monotonically as additional
data points with feature j are selected. The first selected data point will capture all but % of the
total coverage, and each further selected data point will capture all but 71] of whatever coverage
remains. Essentially, the coverage for a feature scales as a geometric series in the number of
selected examples having that feature.

To ensure that the total coverage (||a;||1) is achieved when all the data points are selected, we
add an indicator function for the case of ||c;||1 = ||a;]|; .}

Setting our feature coverage function to covs, we can now define the overall feature coverage

of the selected points as:

1 .
coverage(S) = A Z covs(S;7) (7.8)
J

where || A[[; is the L, entrywise matrix norm, _, . |A;;|, which ensures that 0 < coverage(S) <
1 with equality only achieved when S = A, i.e. when all data points have been selected.
We provide a brief sketch of our optimization algorithm: To pick the subset S of k& examples

which optimizes Equation 7.8, we incrementally build optimal subsets S’ C S of size k' < k. At

90therwise, the geometric coverage function would converge to ||a;|| only as ||c;|| — co.
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each stage, we keep track of the unclaimed coverage associated with each feature j:
unclaimed(j) = ||a;|[1 — covs(S'; j)

To add a new example, we scan through the pool of remaining words, and calculate the additional
coverage that selecting word w would achieve:
) ~f(n—1
A(w) = Z unclaimed(j) | ——
Ui

feature j in w

We greedily select the example which adds the most coverage, remove it from the pool, and update

the unclaimed feature coverages. It is easy to show that this greedy algorithm is globally optimal.

7.4 Experiments and Analysis

To test the effectiveness of the two proposed data set selection methods, we conduct experi-
ments on a suite of four natural language understanding tasks, ranging over 20 languages and six
language domains. See Table 7.1 for an overview of the tasks, domains, and languages. In all
cases, we use our methods to select a subset of examples for labeling, and then train a state-of-
the-art supervised model over the selected examples. We assess the accuracy of the models as a
function of the number of training examples, and compare the performance to models trained over

an equal number of randomly selected data points.

7.4.1 Task 1: Pronunciation Dictionary Induction

We conduct pronunciation dictionary induction experiments across 8 languages: Dutch, En-
glish, French, Frisian, German, Italian, Norwegian, and Spanish. The data was obtained from
the PASCAL Letter-to-Phoneme Conversion Challenge,!® and was processed to match the setup
of Dwyer and Kondrak [34]. The data comes from a range of sources, including CELEX for
Dutch and German [3], BRULEX for French [75], CMUDict for English,!! the Italian Festival
Dictionary [20], as well as pronunciation dictionaries for Spanish, Norwegian, and Frisian (origi-

nal provenance not clear).

http://pascallin.ecs.soton.ac.uk/Challenges/PRONALSYL/
Uhttp://www.speech.cs.cmu.edu/cgi-bin/cmudict
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As Table 7.2 shows, the size of the dictionaries ranges from 31,491 words (Spanish) up to
116,211 words (Dutch). We follow the PASCAL challenge training and test folds, treating the

training set as our pool of words to be selected for labeling.

Language | Training Test Total

Dutch 11,622 | 104,589 | 116,211
English 11209 | 100891 | 112100
French 2,748 24,721 | 27,469
Frisian 6,198 55,778 | 61,976
German 4,942 44,460 | 49,402
Italian 7,529 79,133 | 86,662
Norwegian 4,172 37,541 41,713
Spanish 3,150 28,341 | 31,491

Table 7.2: Pronunciation dictionary size for each of the languages.

7.4.1.1 Results

We consider training subsets of sizes 500, 1000, 1500, and 2000. For our baseline, we train the
grapheme-to-phoneme model [8] on randomly selected words of each size, and average the results
over 10 runs. We follow the same procedure for our two data set selection methods. Figure 7.2 plots
the word prediction accuracy for all three methods across the eight languages with varying training
sizes, while Table 7.3 provides corresponding numerical results. We see that in all scenarios the
two data set selection strategies fare better than random subsets of words.

In all but one case, the feature coverage method yields the best performance (with the exception
of Spanish trained with 500 words, where the CSSP yields the best results). Feature coverage
achieves average error reduction of 20% over the randomly selected training words across the

different languages and training set sizes.



500 Words 2000 Words

RAND | CSSP | FEAT RAND | CSSP | FEAT
Dut | 482 | 50.8 | 59.3 69.8 | 750 | 77.8
Eng | 254 | 265 | 29.5 40.3 | 40.1 | 42.8
Fra | 669 | 69.2 | 72.1 81.2 | 82.0 | 84.8
Fri 42.7 | 48.0 | 53.6 62.2 | 653 | 68.5
Ger | 552 | 58.6 | 65.0 742 | 78.6 | 80.8
Ita 80.6 | 82.8 | 82.8 853 | 86.1 | 86.8
Nor | 48.1 | 49.5 | 55.0 66.1 | 699 | 71.6
Spa | 90.7 | 96.8 | 95.0 98.1 | 984 | 99.0
avg | 572 | 60.3 | 64.0 722 | 744 | 76.5
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Table 7.3: Test word accuracy across the 8 languages for randomly selected words (RAND),

CSSP matrix subset selection (CSSP), and Feature Coverage Maximization (FEAT). We show

results for 500 and 2000 word training sets.
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Figure 7.2: Test word accuracy across the 8 languages for (1) feature coverage, (2) CSSP matrix

subset selection, (3) and randomly selected words.
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7.4.1.2 Coverage variants

We also experimented with the other versions of the feature coverage function discussed in
Section 7.3.2 (see Figure 7.1). While cov; tended to perform quite poorly (usually worse than
random), covy — yields results just slightly worse than the CSSP matrix method on average, and
always better than random. In the 2000 word scenario, for example, covs achieves average accu-
racy of 74.0, just a bit below the 74.4 accuracy of the CSSP method. It is also possible that more

careful tuning of the discount factor 7 of covs would yield further gains.

RAND | CSSP | FEAT SVD

Fra | 0.66 | 0.62 | 0.65 || 0.51
Fry | 075 | 0.72 | 0.75 || 0.6
Ger | 071 | 0.67 | 0.71 || 0.55
Ita 0.64 | 0.61 | 0.67 || 0.49
Nor | 0.7 0.61 | 0.64 || 05
Spa | 0.65 | 0.67 | 0.68 || 0.53
avg | 069 | 0.65 | 0.68 || 0.53

Table 7.4: Residual matrix norm across 6 languages for randomly selected words (RAND), CSSP
matrix subset selection (CSSP), feature coverage maximization (FEAT), and the rank £ SVD

(svD). Lower is better.

7.4.1.3 Optimization Analysis

Both the CSSP and feature coverage methods have clearly defined objective functions — for-
mulated in Equations 7.3 and 7.8, respectively. We can therefore ask how well each methods fares
in optimizing either one of the two objectives.

First we consider the objective of the CSSP algorithm: to find &k data points which can accu-
rately embed the entire data matrix. Once the data points are selected, we compute the orthogonal

projection of the data matrix onto the submatrix, obtaining an approximation matrix A. We can
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RAND | CSSP | FEAT
Dut | 0.66 | 0.72 | 0.81
Eng | 052 | 0.58 | 0.69
Fra | 0.68 | 0.74 | 0.81
Fry 0.7 0.79 | 0.84
Ger | 0.68 | 0.74 | 0.81
Ita 079 | 084 | 09

Nor | 0.7 0.79 | 0.84
Spa | 0.67 | 0.75 | 0.8

avg | 0.68 | 0.74 | 0.81

Table 7.5: Feature coverage across the 8 languages for randomly selected words (RAND), CSSP

matrix subset selection (CSSP), and feature coverage maximization (FEAT). Higher is better.

then measure the residual norm as a fraction of the original matrix norm:

|A - Allp

7.9
TAllr 79)

As noted in Section 7.3.1, truncated SVD minimizes the residual over all rank &k matrices, so we
can compare our three methods — all of which select & examples as a basis, against the lower
bound given by SVD. Table 7.4 shows the result of this analysis for £ = 2000 (Note that we were
unable to compute the projection matrices for English and Dutch due to the size of the data and
memory limitations). As expected, SVD fares the best, with CSSP as a somewhat distant second.
On average, feature coverage seems to do a bit better than random.

A similar analysis for the feature coverage objective function is shown in Table 7.5. Unsur-
prisingly, this objective is best optimized by the feature coverage method. Interestingly though,
CSSP seems to perform about halfway between random and the feature coverage method. This
makes some sense, as good basis data points will tend to have frequent features, while at the same
time being maximally spread out from one another. We also note that the poor coverage result for

English in Table 7.5 mirrors its overall poor performance in the pronunciation dictionary induction



CSSP FEAT FEAT-SLS
fettered internationalization | rating
exceptionally | underestimating overs
gellert schellinger nation
daughtry barristers scherman
blowed constellations olinger
harmonium complementing anderson
cassini bergerman inter
rupees characteristically stated
tewksbury heatherington press

ley overstated conner
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Table 7.6: Top 10 words selected by CSSP, feature coverage (FEAT), and feature coverage with

stratified length sampling (FEAT-SLS)

task — not only are the phoneme labels unpredictable, but the input data itself is wild and hard to

compress.

7.4.1.4 Stratified length sampling

As Table 7.6 shows, the top 10 words selected by the feature coverage method are mostly long
and unusual, averaging 13.3 characters in length. In light of the potential annotation burden, we
developed a stratified sampling strategy to ensure typical word lengths. Before selecting each new
word, we first sample a word length according to the empirical word length distribution. We then
choose among words of the sampled length according to the feature coverage criterion. This results

in more typical words of average length, with only a very small drop in performance.

7.4.2 Task 2: Part-of-Speech Tagging

Next, we consider the task of part-of-speech tagging. The goal is to obtain a model for a

given language that can accurately predict the part-of-speech (noun, verb, etc) of each word in the
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context of a sentence. This is considered one of the most fundamental tasks in natural language
processing, and is viewed as a prerequisite in the NLP pipeline for more complex tasks of language
understanding. Although taggers now exist for a variety of languages, they are still absent for

hundreds of languages and their accuracy degrades on new domains.

Part-of-Speech Prediction

= Feature Coverage

——— REROR
0.92 1 Random
)
b
S
S 0.84-
< .
0.76
0.68 T

1 1 1 1
80 160 240 320 400

Number of Training Sentences

Figure 7.3: Average test sentence accuracy across the 11 languages for (1) feature coverage, (2)

CSSP matrix subset selection, (3) and randomly selected training sentences.

In this section, we consider a dataset of 11 languages, using data obtained from the Multext east
V4 corpus [37]. Because we are now dealing with sentences as our datapoints instead of just words,
we first perform clustering over the words in order to reduce the dimensionality of our data matrix.
We run a state-of-the-art unsupervised tagger, using the technique of posterior regularization [40],
in order to obtain our initial word clusters. We then map each sentence into a binary feature vector
indicating the presence or absence of all possible trigrams of cluster ID’s.

We then apply our two data set selection methods to obtain subsets of labelled representa-

tive sentences as training data for a state-of-the-art Conditional Random Field (CRF) tagger. We
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consider training sizes ranging from 50 to 400 sentences. As Figure 7.3 shows, we achieve con-
siderable improvements in predictive accuracy, with performance improving from 78% to 88%
accuracy when training on 40 sentences, and from 89% to 92% when training on 400 sentences.

The results are consistent across all languages considered.

7.4.3 Task 3: Named Entity Recognition

Named Entity Recognition
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Figure 7.4: Average test sentence accuracy across the 9 languages for (1) feature coverage, (2)

CSSP matrix subset selection, (3) and randomly selected sentences.

In our third task, we consider the problem of named entity recognition. The goal here is to
train a model that can identify the spans of words in a sentence that refer to a named entity such as
a person, place, corporation, or government. As per common practice, we treat this as a sequence
tagging problem where the tag on each word indicates whether the word is outside, inside, or on

the boundary of a named entity mention in the sentence.
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We utilize a dataset collected from Wikipedia, covering nine languages [79]. These English
data comes from the English Wikipedia snapshot of 30 July, 2010, and the subsequent snapshot
for the other 8 languages in August, 2010. Each language contains 1,040,980 articles and 158,935
category pages on average. We consider training sizes from 50 to 500 sentences. As Figure 7.4

illustrates, we again achieve considerable improvements in predictive accuracy.

7.4.4 Task 4: Semantic Tagging

In our final task, we consider the problem of semantic tagging (slot filling). In this task, the
goal is to match the user’s utterance against a set of database templates indicating semantic queries.
For example, one template may refer to movies, with various slots corresponding to dates, actors,
directors, countries, genres, etc. When a user interacts with the model, its goal is to match the
utterance to the template and determine which span of words fills in each slot (and with what
values). As in the previous two tasks, this may be considered a sequence tagging problem (though

with considerably more structure).

Domain | English | French | German
Apps 5,118 | 13,462 | 30,314
Games 22,723 | 32,369 | 30,416
Movies | 45,366 | 22,007 | 43,434
Music 25,635 | 31,810 | 30,437

Table 7.7: Number of user queries in Semantic Tagging experiment.

We focus here on three domains of audiovisual media: Apps, Games, Music, and Movies. The
user is expected to interact by voice with a system that can perform a variety of tasks in relation to
each media, including (among others) browsing, searching, querying information, purchasing and
playing. We use transcribed text utterances in our experiments. The size of the data is detailed in
Table 7.7.

For this task, we consider training sets of size 500 to 1,500 user queries, and again train a

Conditional Random Field (CRF) tagger on the labels of the selected examples. Figure 7.5 shows
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Figure 7.5: Average test query accuracy across the three languages for (1) feature coverage, (2)

RRQR matrix subset selection, (3) and randomly selected queries.

the results for randomly selected queries versus our two methods for selected examples for labeling.
These results again indicate that using our methods for intelligently selecting examples for labeling

can lead to greatly improved performance across all domains.
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7.5 Conclusions

Using supervised machine learning to create natural language models has one serious flaw: it
requires labelled data in each language, domain, and task. In this chapter, we present two new
methods to allow rapid proptyping and construction of robust natural language understanding sys-
tems while minimizing the need for annotated input. Our key premise is that by selecting examples
for labeling which efficiently span the full space of examples, we can get by with many fewer dat-
apoints without a loss in model accuracy.

To achieve this goal, we proposed the task of optimal data set selection in the unsupervised
setting. In contrast to active learning, our methods do not require repeated training of multiple
models and iterative annotations. Since the methods are unsupervised, they also avoid tying the
selected data set to a particular model class (or even task).

We developed two methods for optimally selecting a small subset of examples for labeling.
The first uses techniques developed by the numerical linear algebra and theory communities for
approximating matrices with subsets of columns or rows. For our second method, we developed
a novel notion of feature coverage. Experiments across a diverse set of natural language under-
standing tasks, ranging over 20 languages and six domains, show our method yielding performance
improvements in all scenarios, averaging about 26% reduction in error. These results indicate that
building robust natural language understanding systems may not require as much time consum-
ing and expensive annotation as previously believed by researchers. For future work, we plan to
improve upon these results by developing non-linear dimensionality reduction techniques using

kernerlized SVD and deep learning.



131

Chapter 8
Conclusions and Future Work

8.1 Conclusions

In this thesis, we introduced two novel techniques to robustly handle languages lacking anno-
tated resources.

In the first thread of our argument, the main assumption is that no annotated resources are
available for the target language. For this scenario, we proposed a new framework cross-lingual
supervised learning. The key idea underlying this framework is that through a joint analysis of
a broad array of languages, languages with annotated resources can be used as training data for
resource-poor languages. We have applied this idea to several fundamental task of NLP, morpho-
logical analysis in Chapter 2, grapheme-to-phoneme analysis in Chapter 3, language decipherment
in Chapter 5 and part-of-speech tagging in Chapter 6. In all cases, ours methods yielded substantial
performance gains without any human annotation for the target language.

In the second thread of our argument, the main assumption is that there is only limited budget
or time for supervised annotation. For this scenario, we proposed two techniques for identifying
an optimal set of examples to be labeled in order to produce a high-performance supervised model.
These techniques are applied to natural language understanding tasks of pronunciation dictionary
induction, part-of-speech prediction, named entity recognition, and semantic tagging. In all cases,
we showed that our selection methods are effective at yielding a small, but optimal set of labeled
examples. Existing state-of-the-art supervised models with proposed methods yielded substantial

performance gains over randomly selected examples.



132

To conclude, we briefly introduce how to apply 1) cross-lingual supervised learning to domains
lacking annotated resources especially in spoken language understanding (SLU) systems in prac-
tice and 2) the optimal selection algorithm to task of selecting compact lexicon from large, noisy

gazetteers.

8.2 Future Work: Cross-domain Supervised Learning

First, the main goal of SLU is to automatically extract the meaning of spoken or typed queries.
In recent years, this task has become increasingly important as more and more speech-based ap-
plications have emerged. Recent releases of personal digital assistants such as Siri, Google Now,
Dragon Go and Cortana in smart phones provide natural language based interface for a variety
of domains (e.g. places, weather, communications, reminders). The SLU in these domains are
based on statistical machine learned models which require annotated training data. Typically each
domain has its own schema to annotate the words and queries. However the meaning of words
and utterances could be different in each domain. For example, “sunny” is considered a weather
condition in the weather domain but it may be a song title in a music domain. Thus every time a
new application is developed or a new domain is built, a significant amount of resources is invested
in creating annotations specific to that application or domain.

For domain lacking annotated resource, we might attempt to apply cross-lingual supervised
learning to this problem, but a straightforward application is not possible because these techniques
assume that the label set is invariant.

One simple solution to this problem is to map label types across different domains or to find
generic label types by abstracting the label types using the canonical correlation analysis (CCA)
by Hotelling [50] a powerful and flexible statistical technique for dimensionality reduction. We
derive a low dimensional representation for each label type that is maximally correlated to the
average context of that label via CCA. These shared label representations, or label embeddings,
allow us to map label types across different domains. We can apply the cross-lingual supervised

learning techniques to solve the problem.



8.2.1 Inducing label embeddings
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CCA-LABEL
Input: labeled sequences { (¥, y®)}*_, dimension k

Output: label vector v € R” for each label type

calculate
e count(/) = number of times label [ occurs
e count(w) = number of times word w occurs
e count(/,w) = number of times word w occurs under label [
2. Define a matrix Q € R where:

count(/, w)
Ql,w =
\/count(!)count(w)

singular vector of 2 corresponding to the ¢-th largest singular value.

4. For each label [, set the /-th normalized row of U to be its vector representation.

1. For each label type [ € {1...d} and word type w € {1...d} present in the sequences,

3. Perform rank-k SVD on Q. Let U € R%* be a matrix where the i-th column is the left

Figure 8.1: CCA algorithm for inducing label embeddings.

I simply describe how to use CCA to induce vector representations for label types. Let n be the

number of instances of labels in the entire data. Let z; . .. z,, be the original representations of the

label samples and ¥, . . . y,, be the original representations of the associated words set contained in

the labels.

We employ the following definition for the original representations for reasons we explain

below. Let d be the number of distinct label types and d’ be the number of distinct word types.
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e 1; € R%is a zero vector in which the entry corresponding to the label type of the [-th instance

issetto 1.

e y, € R? is a zero vector in which the entries corresponding to words spanned by the label

are setto 1.

The motivation for this definition is that similar label types often have similar or same word.

For instance, consider two label types start-time, (start time of a calendar event) and end-time,
meaning (the end time of a calendar event). Each type is frequently associated with phrases about
time. The phrases {“9 pm”, “7”, “8 am”} might be labeled as start-time; the phrases {9 am”,
“7 pm”} might be labeled as end-time. In these examples, both label types share words “am”,
“pm”, “9”, and “7” even though phrases may not match exactly.

Figure 8.1 gives the CCA algorithm for inducing label embeddings. It produces a k-dimensional
vector for each label type corresponding to the CCA projection of the one-hot encoding of that la-
bel. With their vector representations, we can find generic label type across domains by simply
clustering them or create a direct label mapping by finding the nearest neighbor of each label type
between train domains and test domain.

Since label type across domains becomes same, any crosslingual supervised learning we intro-

duced in this thesis can be used for domain lacking annotated resources.

8.3 Future Work: Compact Lexicon Selection

Discriminative models trained with large quantities of arbitrary features are a dominant paradigm
in spoken language understanding (SLU) [87; 66; 2; 15; 47; 104]. An important category of these
features comes from entity dictionaries or gazetteers—Ilists of phrases whose labels are given. For
instance, they can be lists of movies, music titles, actors, restaurants, and cities. These features
enable SLU models to robustly handle unseen entities at test time.

However, these lists are often massive and very noisy. This is because they are typically ob-

tained by continuously mining the web for recent entries (such as newly launched movie names).
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Ideally, we would like an SLU model to have access to this vast source of information at deploy-
ment. But this is difficult in practice because an SLU model needs to be light-weight to support
fast user interaction. It becomes more challenging when we consider multiple domains, languages,
and locales.

To tackle this challenge, I introduce the task of selecting a small, representative subset of noisy
gazetteers that will nevertheless improve model performance as much as the original lexicon. This
will allow an SLU model to take full advantage of gazetteer resources at test time without being
overwhelmed by their scale.

The selection method is two steps. First, we gather relevant information for each gazetteer
element using domain-specific search logs. Then we perform CCA using this information to derive
low-dimensional gazetteer embeddings [50]. Second, we use a subset selection method based on

RRQR to locate gazetteer embeddings whose span approximates the entire lexicon space [13].

8.3.1 Gazetteer Embeddings via CCA

In order to perform the selection algorithm in Figure 8.2, we first need a d-dimensional repre-
sentation for each of n gazetteer elements. We can use CCA for its simplicity and generality.

In this case, we want to induce gazetteer embeddings that correlate with the relevant informa-
tion about gazetteers. For this purpose, we use three types of features: context features, search

click log features, and knowledge graph features.

Context features. For each gazetteer element g of domain [, we take sentences from search logs
on domain / containing g and extract five words each to the left and the right of the element g in
the sentences. For instance, if ¢ = “The Matrix” is a gazetteer element of domain [ = “Movie”,
we collect sentences from movie-specific search logs involving the phrase “The Matrix”. Such

domain-specific search logs is collected using a pre-trained domain classifier.

Search click log features. Large-scale search engines such as Bing and Google process millions

of queries on a daily basis. Together with the search queries, user clicked URLs are also logged
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anonymously. These click logs have been used for extracting semantic information for various
NLP tasks [58; 102; 46]. We used the clicked URLs as features to determine the likelihood of an
entity being a member of a movie dictionary. These features are useful because common URLs
are shared across different movies. Table 8.1 shows the top three most frequently clicked URLSs

for movies “Furious 7” and “Romeo & Juliet”.

Furious 7 The age of adaline
imdb.com imdb.com
en.wikipedia.org en.wikipedia.org
www.furious7.com www.youtube.com

www.rottentomatoes.com | www.rottentomatoes.com

www.furious7.com www.movieinsider.com

Table 8.1: Top clicked URLs of two movies.

One issue with using only click logs is that some entities may not be covered in the query logs
since logs are extracted from a limited time frame (e.g. six months). Even the big search engines
employ a moving time window for processing and storing search logs. Consequently, click logs
are not necessarily good evidence. For example, “apollo thirteen” is a movie name appearing in
the movie training data, but it does not appear in search logs. One solution is to search in real time
so that we can obtain extra up-to-date URLs in addition to the URLSs in search logs.

Thus we run live search through the search engine for all entities whether they appear in click

logs or not. Each URL returned from a live search is considered to have one click.

Knowledge graph features. The graph in www.freebase. com contains a large set of tuples in a
resource description framework (RDF) defined by W3C. A tuple typically consists of two entities:
a subject and an object linked by some relation.

The most interesting information is the entity type defined in the graph for every entity. In the

knowledge graph, the “type” relation represents the entity type. Table 8.2 shows some examples of
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entities and their relations in the knowledge graph. From the graph, we learn that “Romeo & Juliet”

could be a film name or a music album since it has two types: “film.film” and “music.album”.

Subject Relation Object
Jason Statham type film.actor
Jason Statham type tv.actor
Jason Statham type film.producer

Romeo & Juliet type film.film
Romeo & Juliet type music.album

Table 8.2: Entities & relation in the knowledge graph.

8.3.2 Gazetteer Selection Algorithm

The algorithm is a two-stage procedure. In the first step, we randomly sample O(m logm)
rows of A with carefully chosen probabilities and scale them to form columns of matrix A €
RéxO(mlogm) p the second step, we perform RRQR factorization on A and collect the gazetteer
elements corresponding to the top components given by the RRQR permutation. The algorithm is
shown in Figure 8.2. The first stage involves random sampling and scaling of rows, but it is shown
that A has O(m logm) columns with constant probability.

This algorithm has the following optimality guarantee:

Theorem 8.3.1 ([13]) Let B € R™* be the matrix returned by the algorithm in Figure 8.2. Then
with probability at least 0.7,

HA - ABH}?H < O(m+/log m)x
F

min
AeRrrxd;
rank(A)=m

-4,

In other words, the selected rows are not arbitrarily worse than the best rank-m approximation of

A (given by SVD) with high probability.
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Input: d-dimensional gazetteer representations A € R™*¢ number of gazetteer elements to select
m<n

Output: m rows of A, call B € R™*? such that ||A — ABTB||. is small

e Perform SVD on A and let U € RY™ be a matrix whose columns are the left singular

vectors corresponding to the largest m singular values.

Associate a probability p; with the i-th row of A as follows:

Uil|*
Di ::min{l,LmlongH H}

m

Discard the i-th row of A with probability 1 — p;. If kept, the row is multiplied by 1/,/p;.

Let these O(m logm) rows form the columns of a new matrix A € R4xO(mlogm),

Perform RRQR on A to obtain AIl = QR.

Return the m rows of the original A corresponding to the top m columns of AIl.

Figure 8.2: Gazetteer selection algorithm.
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