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Search for dark matter produced in association with top
quarks at the Compact Muon Solenoid

Victor Shang

Abstract

One of the fundamental open questions that cannot be currently explained by the
Standard Model is the particle nature of dark matter. Though astrophysical observations
provide indirect evidence of its existence, dark matter has not been directly measured so
far. However, under certain assumptions, dark matter may be possible to produce and
detect at high energy particle colliders like the LHC.

This thesis presents a search for dark matter produced in association with top quarks
in data collected by the CMS detector at the LHC, corresponding to 138 fb−1 of proton-
proton collisions at a center-of-mass energy of 13 TeV. Production of dark matter particles
in association with both a single top quark and a pair of top quarks are considered. The
search is performed in three separate channels depending on the number of leptons in
the final state, which include the all hadronic, single lepton, and dileptonic final states.
The primary strategy of the search is to look for an excess of events with respect to the
background-only prediction in events with a large imbalance in the transverse momentum.
The results are interpreted in the context of a simplified model in which either a scalar
or pseudoscalar mediator couples to top quarks and to dark matter fermions. Future
prospects for improving the search are also discussed.
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Chapter 1

Introduction

Over the last several decades, the Standard Model (SM) of particle physics has been

extremely successful at describing the fundamental constituents of matter and their in-

teractions. Many experiments have been conducted to test the electromagnetic, weak,

and strong interactions and have found agreement with Standard Model predictions to

extraordinary precision. However, there are still important open questions remaining that

require the addition of physics beyond the Standard Model. One of these fundamental

open questions is the nature of dark matter (DM).

Evidence for DM comes from various astrophysical observations, which set certain

constraints on the properties that a candidate for DM must satisfy. Since the SM does

not provide an explanation for DM, physics beyond the standard model (BSM) must be

explored. One type of candidate is a weakly interacting massive particle (WIMP), which is

a hypothetical particle predicted to have weak scale interactions with SM particles. Since

WIMPs are predicted to have mass on the weak scale, it is possible to search for these

candidates at high energy particle colliders such as the Large Hadron Collider (LHC) built

at the European Organization of Nuclear Research (CERN) near Geneva, Switzerland.

This thesis describes an analysis searching for DM produced in association with top

quarks using data collected from 2016–2018 by the Compact Muon Solenoid (CMS) at

the LHC. This chapter provides a brief overview of the SM of particle physics. Chapter 2
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covers the astrophysical evidence for DM as well as the theoretical framework used in the

analysis. Chapter 3 describes the LHC and the different components of the CMS detector,

including the SWATCH framework I worked on. Chapter 4 describes how the objects used

in the analysis are reconstructed and identified. Chapter 5 covers the details and results

of the DM analysis, including the strategy and variables used to distinguish DM events

from SM processes as well as the statistical techniques used to analyze the data. Chapter

6 describes possible future improvements for the analysis as well as other possible BSM

searches. Finally, chapter 7 provides a short summary of the thesis.

1.1 The Standard Model of particle physics

The SM of particle physics [1–4] is a theory that describes the fundamental particles and

forces that govern the behavior of matter in the universe, with the sole exception of gravity,

which is described by the theory of general relativity instead [5]. In more formal terms, it

is a relativistic quantum field theory which is characterized by a global Poincare symmetry

and a local gauge symmetry given by

GSM = SU(3)C ⊗ SU(2)L ⊗U(1)Y (1.1)

where C, L, and Y are identified as the color charge, weak isospin, and the weak hyper-

charge of the symmetry groups, respectively. Elementary particles are then defined as

excited states of the underlying quantum fields of this description.

Poincaré symmetry describes symmetry under the Poincaré group, which includes spa-

tial and temporal translations, spatial rotations, and Lorentz boosts in Minkowski space-

time. By Noether’s theorem [6], each of these symmetries directly implies a conservation

law. In particular, symmetry under spatial and temporal translations implies conserva-

tion of energy and momentum, symmetry under spatial rotations implies conservation of

angular momentum, and symmetry under Lorentz boosts implies conservation of center-

of-mass velocity. These global symmetries ensure that the SM is consistent with the laws
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of special relativity [7].

The local SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge symmetries characterize the fundamen-

tal interactions described by the SM, those being the strong, weak, and electromagnetic

interactions. These gauge symmetries dictate the interactions between elementary par-

ticles through invariance under local transformations. The SU(3)C group is responsible

for determining the strong interaction, which is described by Quantum Chromodynamics

(QCD) and characterized by the color charge C. There are three types of color charges, and

transformations under SU(3)C describe rotations in this color space. The SU(2)L group is

responsible for determining the weak interaction and is characterized by the weak isospin

L. Finally, the U(1)Y group is responsible for determining the electromagnetic interaction

and is characterized by the weak hypercharge Y.

Each elementary particle in the SM is described as an excited state of a quantum field.

These elementary particles are characterized by both their transformations under the local

gauge symmetry SU(3)C⊗SU(2)L⊗U(1)Y as well as what is known as spin s (or helicity).

The spin of a particle is a form of intrinsic angular momentum that determines their

statistical properties depending on whether the spin is an integer or half-integer value.

Particles with half-integer spin, called fermions, follow Fermi-Dirac statistics and obey the

Pauli exclusion principle [8], which means two fermions cannot occupy the same quantum

state. On the other hand, particles with integer spin, called bosons, follow Bose-Einstein

statistics and are allowed to occupy the same state.

Fermions in the SM are divided into two categories: leptons and quarks. The leptons

are described by three generations of lepton pairs, with each generation of charged leptons

being heavier than the last. These include the first generation electron (e) and electron

neutrino (νe), the second generation muon (µ) and muon neutrino (νµ), and the third

generation tau (τ) and tau neutrino (ντ ). Leptons are characterized by the fact that they

carry integer electric charge (0 or ±e, where e is the elementary electric charge), but do not

carry any color charge, and therefore do not interact with the strong interaction. Similarly,

quarks are also described by three generations of an up-type and a down-type quark, which
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include the first generation up (u) and down (d) quarks, the second generation charm (c)

and strange quarks, and the third generation top (t) and bottom (b) quarks. Up-type and

down-type quarks carry an electric charge of 2e/3 and −e/3, respectively, and also carry

a non-zero color charge.

Fermions are further subdivided into different chirality states depending on how they

transform under the SU(2)L group. Fermions with left-handed chirality under SU(2)L

form doublets, namely

qL =

(
uL
dL

)
, lL =

(
νL
eL

)
, (1.2)

while fermions with right-handed chirality under SU(2)L form singlets: uR, dR, and eR,

where u, d, e, and ν are up-type quarks, down-type quarks, charged leptons, and neutrinos,

respectively. Right-handed neutrinos are not included in the SM under the assumption

that the SM neutrinos are massless, though recent evidence have refuted this assump-

tion [9, 10]. Nonetheless, in the following formulation of the SM we shall continue to hold

this assumption.

Gauge bosons in the SM are the force carriers that mediate the interactions between

elementary particles. The electromagnetic force is mediated by the massless photon (γ),

the weak force is mediated by the massive Z and W± bosons, and the strong force is

mediated by the massless gluon g. There is also a special spin-0 bosonic field called

the Higgs field which is responsible for generating the masses of the massive gauge bosons

through the Brout-Englert-Higgs mechanism [11–13]. Fermions acquire mass through their

Yukawa coupling to the Higgs field [2] after electroweak symmetry breaking, which takes

the form

yf =

√
2mf

v
, (1.3)

where yf is the coupling of the fermion to the Higgs field, mf is the mass of the fermion,

and v = 246.22 GeV is the vacuum expectation value (VEV) of the Higgs field. Thus, the

coupling of a fermion to the Higgs field is directly proportional to its mass, which is a key

feature of the Yukawa coupling that will become important later on with respect to the
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DM model used in the analysis. A summary of the group properties of the elementary

particles of the SM are shown in Table 1.1.

Name Label SU(3)C SU(2)L U(1)Y Spin

Quarks
Qi

L = (uiL, d
i
L) 3 2 1/3 1/2

uiR 3 1 4/3 1/2
diR 3 1 -2/3 1/2

Leptons
Li
L = (νiL, e

i
L) 1 2 -1 1/2

eiR 1 1 -2 1/2

Higgs boson H 1 2 1 0

Photon γ 1 1 0 1
W/Z bosons W±, Z0 1 3 0 1

Gluons gα 8 1 0 1

Table 1.1: Elementary fermions and bosons of the SM, their group properties under the
symmetry groups SU(3)C, SU(2)L, and U(1)Y, and their spin. The value under the SU(3)C
and SU(2)L columns denote the representation that each particle field transforms under,
while the value under the column U(1)Y denotes the value of the weak hypercharge Y.

The dynamics and interactions of these elementary particles are then described by a

Lagrangian of the form

LSM = Lgauge + Lfermions + LHiggs + LYukawa (1.4)

where Lgauge represents the gauge field terms, Lfermions represents the terms associated

with fermions, LHiggs represents the terms associated with the Higgs mechanism, and

LYukawa represents terms associated with Yukawa interactions of fermions with the Higgs

field.

1.1.1 The electroweak interaction

The electromagnetic and weak interactions, together called the electroweak interactions,

are generated by the group SU(2)L⊗U(1)Y, where SU(2)L represents the weak isospin and

U(1)Y represents the weak hypercharge. Since left- and right-handed fermions transform

differently under SU(2)L, the electroweak interaction is considered a chiral gauge theory,

which means the weak interaction is not invariant under parity transformations. The

electroweak Lagrangian contains both kinetic terms for the gauge fields as well as for
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fermions that are given by

LEW = −1

4
W a

µνW
aµν − 1

4
BµνB

µν + ψiγµDµψ, (1.5)

where

W a
µν = ∂µW

a
ν − ∂νW

a
µ + gϵabcW b

µW
c
ν (1.6)

is the field strength tensor for the non-Abelian gauge fields W a
µ (a = 1, 2, 3) of SU(2)L,

Bµν = ∂µBν − ∂νBµ (1.7)

is the field strength tensor of the Abelian gauge field Bµ of U(1)Y, ψ are the fermionic

fields, γµ are the gamma matrices, andDµ is the covariant derivative of the SU(2)L⊗U(1)Y

gauge fields.

The Lagrangian given in Eq. 1.5 predicts the existence of four gauge bosons. These

bosons arise from the SU(2)L ⊗ U(1)Y gauge fields through a process described by the

Brout-Englert-Higgs mechanism in which the electroweak symmetry is spontaneously bro-

ken, giving mass to the W± and Z bosons that mediate the weak force. The remaining

electroweak boson remains massless and is identified as the photon.

The electroweak Lagrangian in Eq. 1.5 also includes Higgs and Yukawa terms coupling

the gauge fields and fermions to the Higgs field (not shown) that will be covered in Sec-

tion 1.1.3. The electroweak interactions are responsible for both the interactions between

charged particles as well as interactions involving the weak force, such as radioactive decay.

1.1.2 Quantum chromodynamics

The strong interaction is described by QCD and is generated by the group SU(3)C, which

represents the strong color charge. There are three color charges, conventionally named

red, green, and blue, and quarks which carry non-zero color charge form color triplets

under SU(3)C. There are also eight generators of SU(3)C corresponding to eight inde-

pendent color transformations, which result in eight types of gauge bosons called gluons.
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Though these gluons differ in their color charge, their other properties are identical. These

gluons are the mediators of the strong interaction and are neutral and massless like the

photon. However, since the SM is a Yang-Mills theory [14], the non-Abelian nature of the

SU(3)C group implies that unlike photons, gluons can have self-interaction terms in the

SM Lagrangian.

The QCD Lagrangian is given by

LQCD = q (iγµDµ −mq) q −
1

4
Gα

µνG
αµν , (1.8)

where q are the quark fields, Dµ is the covariant derivative for the SU(3)C gauge field

given by

Dµ = ∂µ − igsT
αGα

µ (1.9)

with Tα being the generators of the SU(3) group, mq is the mass of the quarks, and Gα
µν

is the gluon field strength tensor given by

Gα
µν = ∂µG

α
ν − ∂νG

α
µ + gsf

abcGb
µG

c
ν , (1.10)

with gs being the strong coupling constant and fabc being the structure constants of the

SU(3) group for a = 1, . . . , 8. One of the key properties of QCD is that due to color

confinement, quarks and gluons do not appear as isolated particles. Instead, they appear

as composite particles called hadrons. Since the LHC is a proton-proton collider, this

property becomes important in considering how to identify and reconstruct elementary

particles such as quarks involving QCD interactions.

Another important property of QCD is that unlike the electroweak interaction, the

strong force gets weaker at smaller distances and at higher energies. This property is

known as asymptotic freedom, and it also becomes important at the LHC in allowing for

perturbative calculations in high energy scattering processes that are used in the analysis.

Without asymptotic freedom, perturbative calculations would not be possible at the energy

scales considered at the LHC.
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1.1.3 The Higgs mechanism and Yukawa interactions

The last two terms in the SM Lagrangian given by Eq. 1.4 describe the Higgs mechanism

and Yukawa interactions between fermions and the Higgs field. Starting with the Higgs

term, the Lagrangian is given by two components: one for the kinetic term, and one for

the Higgs potential. The Lagrangian for the kinetic term takes the form

LHiggs,kin = (Dµϕ)
†(Dµϕ) (1.11)

where ϕ is the Higgs field doublet given by

ϕ =

(
ϕ+

ϕ0

)
(1.12)

and

Dµϕ =

(
∂µ − i

g

2
τ iW i

µ − i
g′

2
Bµ

)
ϕ (1.13)

is the covariant derivative acting on the Higgs field. The Lagrangian for the potential

term takes the form

V (ϕ) = −µ2ϕ†ϕ+ λ(ϕ†ϕ)2 (1.14)

where µ2 and λ are real numbers to ensure unitarity. The Higgs mechanism occurs when

µ2 > 0, which results in a non-zero VEV for the Higgs field given by

⟨ϕ⟩0 =
(

0
v√
2

)
, with v =

√
µ2

λ
. (1.15)

Figure 1.1 shows what the Higgs potential in Eq. 1.14 looks like when µ2 > 0. Choosing any

point at the bottom of the potential spontaneously breaks the rotational U(1) symmetry.

It is important to note that the original Lagrangian in Eq. 1.14 remains invariant under

the original SM gauge symmetry. However, by selecting a particular minimum ground

state for the Higgs potential, the symmetry SU(2)L ⊗ U(1)Y is broken down to U(1)EM,

resulting in spontaneous electroweak symmetry breaking.
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Figure 1.1: An illustration of the Higgs potential given in Eq. 1.14
for the case µ2 > 0. Figure taken from [15].

This mechanism results in generating the masses of the massive gauge bosons through

the Higgs mechanism as well as generating the mass of the Higgs boson itself. A non-zero

VEV for the Higgs field also results in the generation of masses for fermions though the

Yukawa coupling described in Eq. 1.3. The Lagrangian for the Yukawa interaction is given

by [16]

LYukawa = −yf (LLϕeR +QLϕ̃uR +QLϕdR) + h.c. (1.16)

where (LL, QL) are the left-handed fermion doublets, (eR, uR, dR) are the right-handed

fermion singlets, yf are the Yukawa coupling constants, ϕ̃ = iτ2ϕ∗ is the conjugate of

the Higgs doublet, f represents the different fermion types, and h.c. is the Hermitian

conjugate of the previous terms. A summary of the masses and electric charges of the

elementary particles of the SM as well as their interactions with the fundamental forces

are shown in Table 1.2.

1.1.4 Limitations of the Standard Model

With the discovery of the Higgs boson in 2012 at the LHC [18–20], all the elementary par-

ticles predicted by the SM have been experimentally verified, and all 19 free parameters of

the model have also been experimentally verified and found to be consistent with predic-

tions to extraordinary precision [21–23]. Although the SM has seen incredible success in

describing the interactions of elementary particles, there remain open questions that the
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Type Particle Charge (e) Mass Interaction

Quarks

u 2/3 2.16 MeV EM, Weak, Strong
c 2/3 1.27 GeV EM, Weak, Strong
t 2/3 172.7 GeV EM, Weak, Strong
d -1/3 4.67 MeV EM, Weak, Strong
s -1/3 93.4 MeV EM, Weak, Strong
b -1/3 4.18 GeV EM, Weak, Strong

Leptons

e -1 0.511 MeV EM, Weak
µ -1 105.7 MeV EM, Weak
τ -1 1.777 GeV EM, Weak
νe 0 ≈ 0 Weak
νµ 0 ≈ 0 Weak
ντ 0 ≈ 0 Weak

Higgs boson h 0 125 GeV –

Photon γ 0 0 EM
W bosons W± ±1 80.4 GeV EM, Weak
Z boson Z0 0 91.2 GeV Weak
Gluons gα 0 0 Strong

Table 1.2: Elementary fermions and bosons of the SM, their electric charge, mass, and
which fundamental interactions they participate in. Values taken from [17].

SM does not explain. One of the most notable questions is the origin of non-zero neutrino

masses. In the SM, there are no right-handed neutrino fields, so neutrinos are predicted by

the SM to be massless. However, observation of neutrino flavor oscillations [9, 10] implies

that at least two of the neutrinos in the SM are massive. Theories have been proposed

to explain the mass of the neutrinos such as through a see-saw mechanism of neutrino

mass generation with the addition of heavy right-handed Majorana neutrinos [24] or the

existence of sterile neutrinos [25, 26], which do not interact with the SM and mix with the

SM neutrinos to give them mass. What these theories all have in common is that they

require an extension of the SM to BSM physics in order to explain the non-zero mass of

neutrinos.

Another notable component missing from the SM is a description of the gravitational

force. Our current best theory of gravity is described by general relativity, but attempts

to unify gravity with the SM through the introduction of a quantum gravity field result

in non-renormalizable theories, making general relativity and the SM mathematically in-

consistent [27]. In addition, the SM is defined on a fixed spacetime background, while in
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general relativity spacetime is a dynamic entity influenced by the distribution of matter

through the Einstein field equations. Though attempts have been made to incorporate

gravity into the SM through the proposal of BSM theories like string theory [28], no direct

evidence has been observed for any of these BSM theories so far.

There are many other open questions that the SM cannot explain, but this thesis will

focus on one in particular; the nature of DM. DM is thought to make up about 26% of

the universe’s total mass-energy content, while ordinary matter from the SM only makes

up about 5%. Thus, even though the SM provides an accurate and precise description

of ordinary matter, it does not provide a description for most of the matter comprising

the universe. Though it does not interact with the electromagnetic force, DM has been

indirectly observed through its gravitational interaction on visible matter. This evidence

comes from astrophysical observations from various sources, including galactic rotation

curves, gravitational lensing, and the Cosmic Microwave Background (CMB). From these

observations, DM candidates must satisfy certain properties that rule out any elementary

particle of the SM. Therefore, explaining the nature of DM requires BSM physics that can

be confirmed through either direct or indirect measurements.
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Chapter 2

The Search for Dark Matter

Though the particle nature of dark matter (DM) is still an open question, there has been

a significant amount of indirect evidence that suggests its presence across the universe.

This chapter provides an overview of the historical evidence and theory behind DM, as

well as current efforts to search for it. Section 2.1 provides historical context and evidence

for DM that comes from astrophysical observations. Section 2.2 describes some of the

possible candidates for DM as well as the properties they must satisfy. Finally, Section 2.3

covers current methods to look for DM through various detection methods.

2.1 Historical evidence for dark matter

2.1.1 Early observations

The history of DM dates back all the way to the late 19th century, when astronomers had

already began to propose the existence of non-luminous objects to explain dark regions in

dense stellar fields [29]. Though there was no unanimous agreement about the existence of

these dark structures, work was already being done on estimating its possible abundance

in the universe. Lord Kelvin was one of the first to attempt to estimate the amount of

DM in the Milky Way galaxy through the relationship between the size of the galaxy and

the velocity dispersion of the stars [30]. He also obtained an upper limit on the density of
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this DM in the galaxy by arguing that larger densities would conflict with the observed

velocities of stars. Other astronomers such as Henri Poincaré, Jacobus Kapteyn, and Jan

oort also argued for the existence of DM in the Milky Way galaxy and provided their own

estimations of the amount of DM near neighboring stars [31–33].

One of the most notable estimations of the density of DM was made by Fritz Zwicky,

who used the dispersion velocity of galaxies in the Coma cluster to calculate its mass

from its gravitational potential and then comparing the value to its mass from luminosity

measurements [34]. From the virial theorem, for a conservative force we have

⟨T ⟩ = −1

2

N∑
k=1

⟨Fk · rk⟩ (2.1)

where T is the total kinetic energy of N particles, Fk represents the force on the kth

particle, and rk is the position of the kth particle. For the gravitational force described

by Newtonian dynamics, Eq. 2.1 reduces to

2⟨T ⟩ = −⟨U⟩ (2.2)

where ⟨U⟩ is the average gravitational potential energy of the system. Thus, by measuring

the velocity dispersion of the galaxies in the cluster, one can estimate the mass of the

Coma cluster using the formula

Mvirial =
5Rσ2v
G

(2.3)

where Mvirial is the total mass of the cluster, R is its radius, σv is the velocity dispersion

of its components, and G is the gravitational constant.

After comparing the mass calculated from the cluster’s velocity dispersion to that

obtained from luminosity measurements, Zwicky found that the visible mass of the Coma

Cluster was too small to account for the velocity dispersion that was measured. Given the

mass as estimated from its luminosity, the value of the velocity dispersion for the Coma

Cluster he expected was 80 km/s while the value he observed was approximately 1000

km/s. As a result, he proposed the existence of non-luminous, or dark, matter that would
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explain the discrepancy in the velocity dispersion value he measured.

Another important contribution to early evidence for DM came from observations of

galactic rotation curves by Vera Rubin and Kent Ford [35]. From Newtonian dynamics,

assuming the mass of a galaxy is concentrated in its center, then the orbital velocity v(r)

of objects in the galaxy can be expressed as

v(r) =

√
GM(r)

r
(2.4)

where G is the gravitational constant, M(r) is the mass of the galaxy, and r is the radius

of the object from the center of the galaxy. Thus, one expects that measurements of

the orbital velocity of objects like stars around a galaxy should follow an inverse square

relationship as v(r) ∝ 1/
√
r as a function of its radius from the galactic center, which

implies that the outer regions of galaxies should exhibit slower rotation speeds compared

to their inner regions.

However, what Rubin and Ford found instead was that stars and gas in the outer

regions of galaxies were orbiting at nearly the same speed as those near the center. Like

Zwicky, Rubin and Ford had used luminosity measurements, in particular spectrographs

measuring the Doppler shift of stars and gas, to estimate the mass of these galaxies in

order to predict orbital velocities. This discrepancy between the expected and observed

orbital velocities of objects within these galaxies led to the realization that there could

be non-luminous matter, such as the DM proposed by Zwicky, that needed to be taken

into account to explain their observations. Since the orbital velocity remains relatively

constant at high velocities, from Eq. 2.4 this implies the presence of a DM halo around the

galaxy whose mass distribution is approximately given by M(r) ∝ r in order to account

for the discrepancy observed. Figure 2.1 shows the galactic rotation curve for NGC 6503,

where the contributions from the galactic disk and gas are shown in comparison to what

is obtained from data, as well as the contribution needed from a DM halo to match

observations from data.
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Figure 2.1: Galactic rotation curve for NGC 6503 showing disk and gas contribution plus
the DM halo contribution needed to match the data. Figure taken from [36].

2.1.2 Gravitational lensing

One of the most direct pieces of evidence for DM comes from gravitational lensing mea-

surements of galaxy clusters. From general relativity, light is expected to bend around

massive objects. Therefore, the mass of an object can be inferred from measuring the

bending of light from background objects like distant galaxies around a massive object

like a galaxy cluster, a phenomenon known as gravitational lensing. This mass can then be

compared to the mass observed from luminosity measurements like X-ray measurements

to see if they agree. Any discrepancies observed imply a difference in the distribution

of luminous matter compared to the total matter in the galaxy or cluster, indicating the

presence of DM.

Multiple gravitational lensing measurements have confirmed the presence of DM in

many different galaxies and galactic clusters [37]. One notable example of these measure-

ments is that of 1E 0657-56 [38], otherwise known as the “Bullet Cluster”, which was

formed from the merging of two galactic clusters. Figure 2.2 shows the matter distribu-
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tion of the Bullet Cluster as calculated from X-ray measurements in pink compared to the

matter distribution calculated from gravitational lensing in blue. One can see that these

two distributions are offset from each other, indicating that the Bullet Cluster contains

non-luminous matter in addition to the luminous matter measured from X-rays. The offset

in these distributions can be explained from the fact that during the collision of the two

galactic clusters, the hot X-ray emitting gas in pink will slow down and interact through

friction, leading to a matter distribution centered around the collision point. However, the

visible galaxies which contain the DM are minimally affected and instead pass through

relatively unimpeded. This behavior results in the majority of the gravitational mass in

blue residing in regions separated from the hot gas, leading to the separation in the pink

and blue regions.

Not only do these gravitational lensing measurements provide further evidence for DM,

but they also provide a glimpse into some of its properties. For example, the fact that

the gravitational mass stays aligned with the position of the galaxies during the collision

of galactic clusters in the Bullet Cluster indicates that DM does not interact with the

electromagnetic force or standard frictional forces, in contrast to the host X-ray emitting

gas. In addition, these measurements provide evidence against alternative theories to DM

such as Modified Newtonian Dynamics (MOND) [39], which propose a modification to the

theory of gravity instead of the presence of DM. Though these MOND theories can provide

alternative explanations to the galactic rotation curves described in Section 1.1.1, they face

much more difficulties in explaining results of gravitational lensing measurements without

resorting to including some form of non-luminous matter. Therefore, gravitational lensing

measurements of objects like the Bullet Cluster provide some of the strongest pieces of

evidence for DM.

2.1.3 The Cosmic Microwave Background

Though there were early attempts to estimate the amount of DM around various astrophys-

ical objects like stars and galaxies, it was not until the discovery of the Cosmic Microwave
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Figure 2.2: Image of the matter distribution in 1E 0657-56, known as the “Bullet Cluster”,
as calculated from X-ray measurements (pink) in comparison to the matter distribution as
calculated from gravitational lensing (blue), superimposed over visible light from galaxies.
Figure taken from [40].

Background (CMB) [41] that an estimate could be made for the total amount of DM in

the universe. The CMB is the background radiation left over from the early universe after

the Big Bang, during which the universe was filled with a hot, dense plasma of protons,

electrons, and other particles. During this period, photons underwent constant scattering

with free electrons through Thomson scattering, preventing them from freely traveling.

Eventually, after around 380,00 years when the universe cooled enough for protons and

electrons to combine into neutral hydrogen atoms during the recombination epoch [42],

photons were able to finally travel freely, leading to decoupling of matter and radiation.

This remnant radiation of the CMB can still be detected today, leaving a faint signal in

the universe with a nearly uniform temperature of ∼2.72 Kelvin, shown in Fig. 2.3.

However, because of the coupling between photons and baryons in the early universe,

acoustic oscillations created through the interactions of photons and baryons through

radiation pressure and gravity led to small scale anisotropies in the temperature of the

CMB [44, 45]. The power spectrum of these temperature anisotropies in the CMB is
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Figure 2.3: Image of the temperature anisotropies of the CMB as observed by the European
Space Agency’s Planck mission on the sky based on data published in July 2018. The gray
outline shows the extent of the confidence mask, used to indicate regions of the CMB that
are contaminated by foreground emissions. Figure taken from [43].

influenced by density fluctuations of matter and energy in the early universe and can

therefore provide an estimate of the abundance of DM in the universe. In particular, by

analyzing the acoustic peaks of the power spectrum for the CMB as a function of the

multiple moment ℓ, which is a measure of the angular scale, one can extract cosmological

parameters describing the total baryonic matter, DM, and dark energy in the universe.

Figure 2.4 shows the temperature-temperature (TT) power spectrum of the CMB

as a function of ℓ. The spectrum is fit to the standard model of cosmology called the

Lambda Cold Dark Matter (ΛCDM) model [46], which includes the following cosmological

parameters in addition to others:

• Ωb: the density of baryonic matter, which is ordinary matter composed of quarks.

• ΩDM: the density of cold DM.

• ΩΛ: the density of dark energy, corresponding to the cosmological constant that

drives the expansion of the universe.

The first peak in Fig. 2.4 describes the total matter density in the universe, including
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Figure 2.4: Image of the temperature-temperature (TT) power spectrum of the CMB
as observed by the European Space Agency’s Planck mission on the sky based on data
published in Feb 2015. The blue dots correspond to measurements made by the Planck
satellite with their corresponding error bars, while the red curve represents the best fit to
the standard model of cosmology to data. Figure taken from [43].

both baryonic and dark matter. The second and third peaks depend on the baryonic and

DM density Ωb and ΩDM, respectively. To extract these cosmological parameters, the

temperature anisotropies are fit to an expansion of the form

∆T (θ, ϕ) =
∞∑
ℓ=0

ℓ∑
m=−ℓ

aℓmYℓm(θ, ϕ), (2.5)

where ∆T are the temperature anisotropies, θ and ϕ denote the angular position of the

anisotropy, ℓ is the multiple moment, aℓm are spherical harmonic coefficients of the ex-

pansion, and Yℓm are spherical harmonics. The CMB power spectrum Cℓ is then given

by

Cℓ = ⟨|aℓm|2⟩. (2.6)

From this spectrum, the best-fit parameters of the ΛCDM model can be derived.

Based on data published in 2018 by Planck, the total density of baryonic matter and DM
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is estimated to be [47]:

ΩDM ≈ 0.26, Ωb ≈ 0.049 (2.7)

From these values, DM is estimated to make up about 26% of the total energy density

in the universe and around 85% of the total matter in the universe, with the remaining

energy density consisting of dark energy. Thus, DM is not only predicted to exist but is

also predicted to be the dominant form of matter in the universe.

2.2 Dark matter candidates

2.2.1 Properties of dark matter

Given the current astrophysical evidence, any DM candidate must satisfy several con-

straints in order to explain its observed cosmological effects. The most obvious constraint

is that it must interact gravitationally, eliminating any candidates which are massless like

photons or gluons. Another important constraint is that DM does not interact electro-

magnetically or through the strong interaction. This constraint comes from results from

Planck [47] as well as previous experiments described in Section 2.1, which show that DM

does not emit, absorb, or reflect light. As a result, DM cannot carry any electromagnetic

charge in order to remain non-luminous. In addition, any electromagnetic interaction with

DM would leave imprints on the CMB and affect the temperature anisotropies observed.

The collisionless nature of DM observed in measurements of objects like the Bullet Clus-

ter also implies that DM cannot carry a color charge as that would lead to interactions

between DM and baryonic matter, which would cause DM to clump more tightly than ob-

served [48]. Strong interactions with DM would also lead to different structures of galaxies

and clusters than those predicted by the ΛCDM model [49], which provides the current

best fit to cosmological and astrophysical observations.

In addition, DM must be long-lived and stable on the time scale of the lifetime of

the universe [50]. If DM was not long-lived or stable, we would not be able to observe

the current abundance as measured by the CMB. The long lifetime of DM also plays
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an important role in explaining the formation of large-scale structures like galaxies and

clusters, which have existed for billions of years. If DM decays too quickly, these structures

would not have been able to form. Indirect detection experiments looking for the decay

of DM have also played stringent lower limits on DM’s lifetime.

As the name implies, DM in the current standard model of cosmology, the Lambda

cold dark matter (ΛCDM) model, must also be cold, or non-relativistic [51]. If DM were

relativistic, or hot, then there would be a significant difference in the distribution and

formation of structures in the universe. In particular, hot DM would erase smaller density

perturbations in the early universe, leading to a top-down approach of the formation

of astrophysical objects like stars and galaxies from larger scale structures. However,

simulations show that the formation of structures in the universe followed a bottom-up

approach, starting from the clumping of gas into smaller scale structures which merged to

form larger ones like galaxies and clusters [52]. Measurements of the CMB anisotropies

also confirm the results of these simulations, constraining DM to be cold during the early

universe.

Finally, any DM candidate must account for the abundance observed from CMB mea-

surements. Thus, DM cannot be normal baryonic matter given that CMB data shows the

baryon density in the universe to only account for ∼5% of the total energy density of the

universe. Taking into account the previous constraints, this leaves the neutrino as the

only possible SM candidate given that it is electrically neutral, carries no color charge,

and has been shown to be massive. However, the most recent constraints on the neutrino

mass set an upper limit of mν < 1.1 eV, which corresponds to an energy density in the

universe of about 0.1%. From Eq. 2.7, this value is far too small to account for the 26%

total DM energy density in the universe as observed from CMB measurements. Therefore,

any possible candidate for DM requires extension beyond the SM.
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2.2.2 Weakly Interacting Massive Particles

Many different DM candidates from BSM theories have been proposed, including super-

symmetric particles, sterile neutrinos, axions, and even hidden DM involving dark sectors

which interact very weakly with the SM [53–59]. One of the most well-studied class of

candidates are WIMPs, particles which have tree-level interactions with the W and Z

bosons, have no electric or color charge, and have mass mweak ∼ 10 GeV-TeV on the weak

scale. In addition to satisfying the constraints listed in Section 2.2.1, the predicted relic

abundance of WIMPs in the early universe turns out to closely match the observed DM

density from CMB observations, a coincidence known as the “WIMP miracle” [60, 61].

The production of WIMPs can be estimated by considering the thermal relic of the

Big Bang [62]. In the early universe, when temperatures were extremely high, particles

including WIMPs remained in thermal equilibrium, being annihilated and produced con-

tinuously. Eventually, as the universe expanded and cooled to temperatures below the

WIMP mass mχ, the production of WIMPs became exponentially suppressed, leading to

a decrease in the WIMP density as they continued to annihilate. The WIMP decay rate

during this period is given by the Boltzmann equation

dn

dt
+ 3H(T )n = −⟨σv⟩

(
n2 − n2eq

)
(2.8)

where n is the number density of the WIMP, H is the Hubble parameter, ⟨σv⟩ is the ther-

mally averaged annihilation cross section, and neq is the WIMP number density at thermal

equilibrium. Therefore, the WIMP number density decays exponentially as e−mχ/T , which

is shown in Fig. 2.5.

As the universe continued to expand and cool, WIMPs continued to decay until the

WIMP interaction rate fell below the Hubble parameter, at which point the gas of WIMPs

became too diluted to continue annihilating. After this point, the WIMP number density

stopped changing significantly as the annihilation rate dropped to zero, a process known
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Figure 2.5: Evolution of comoving number density of WIMP as a function of the ratio of
the WIMP mass mχ and temperature T of the universe in the context of thermal freeze-
out. The black line indicates the number density of a WIMP that remains in thermal
equilibrium, while the red, green, and blue lines indicate scenarios for different values of
the thermally averaged annihilation cross section ⟨σv⟩. Figure taken from [63].

as “freeze out”. This freeze out occurs when n⟨σv⟩ = H, which gives a number density of

nf ∼ (mχTf )
3/2e−mχ/Tf ∼

T 2
f

MPl⟨σv⟩
(2.9)

where the subscript f denotes quantities at freeze out and MPl is the Planck mass. Given

a typical freeze out temperature of Tf ∼ mχ/20, the WIMP thermal relic density is then

given by

Ωχ =
mχn0
ρc

∼ xfT
3
0

ρcMPl⟨σv⟩
(2.10)

where ρc is the critical density, xf ≡ mχ/Tf and the subscript 0 denote present-day

quantities. If the WIMP interacts with the SM on the weak scale through a heavier

mediator with mass mmed and couplings to the WIMP and SM given by λχ and λf ,

respectively, then the WIMP cross section can be expressed

⟨σv⟩ ∼ λ2χλ
2
f

m2
χ

m4
med

. (2.11)



24

Substituting the observed DM relic density from Eq. 2.7 into Eq. 2.10, one can numerically

solve for the WIMP cross section to obtain

⟨σv⟩ ∼ 10−25cm3s−1
( mχ

100GeV

)2(1TeV

mmed

)4

λ2χλ
2
f (2.12)

which for suitable values of λχ and λf , predicts a WIMP mass in the range mχ ∼ 100

GeV-TeV. Therefore, the WIMP miracle refers to the observation that to account for the

observed DM relic density requires, WIMP cross sections and masses are predicted to both

be on the weak scale given a typical freeze out temperature Tf ∼ mχ/20. As a result,

many different WIMP models have been proposed to explain DM, which will be further

explored in Chapter 5.

2.3 Dark matter searches

In order to investigate possible WIMP models, searches need to be performed to look for

DM. Efforts to detect DM generally fall under three main approaches depending on the

signature of DM being measured:

• Direct detection: this approach involves experiments like XENON [64], LUX-

ZEPLIN [65], and PandaX [66] that are designed to detect rare collisions between

DM and atomic nuclei. The signal consists of nuclear recoils of SM particles produced

from the elastic scattering of DM particles.

• Indirect detection: this approach involves experiments like Fermi-LAT [67] and

AMS-02 [68] which are designed to observe the products of DM annihilation and

decay, producing SM final products such as gamma rays positrons, and neutrinos.

• Collider searches: this approach involves colliders like the LHC which attempt

to produce DM particles directly through the collision of SM particles like protons.

Since these colliders cannot measure the presence of DM particles directly, DM

signatures are usually studied in processes where DM is produced in association
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Figure 2.6: Schematic representation of the different types of experimental approaches
that can be used to search for DM based on the interactions of DM with SM particles.
Figure taken from [63].

with other SM signatures like hadronic jet showers.

Each of these approaches to searching for DM has its own advantages and limitations.

For example, in the case of collider searches, any measurement of a DM signature cannot

constrain the DM lifetime beyond the time it takes for the particle to escape, which is

on the order of about 10−7 s. Therefore, to validate that the detected candidate is truly

stable on timescales of the universe’s lifetime, other experiments from direct and indirect

detection are required to make sure the candidate satisfies cosmological DM constraints.

Thus, any DM measurement made by collider searches cannot be directly interpreted as a

discovery of DM without similar results through direct and indirect detection experiments.

It is important to note, though, that these approaches are complementary to each other

and are all required to fully investigate the properties of DM [69]. For example, direct

and indirect detection experiments can probe relic particle DM that would give insight to

properties of DM halos and constrain properties of new DM particle measurements, while

collider experiments can directly study DM production that would instead provide insight

into DM interactions in the early universe. In addition, different methods are sensitive

to different regions of parameter space covered by WIMP models, including low energy

regimes all the way up to higher relativistic regimes. Figure 2.7 showcases the parameter

space covered for classic WIMP models in terms of the DM mass and coupling strength

by different frontiers of experiments, as well as the extension of this coverage to other DM

models like vector-portal, sterile neutrino, axion-like and macroscopic DM models.
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Figure 2.7: Summary of the parameter space covered by different DM detection approaches
in terms of the coupling strength and DM mass. DM models like vector-portal, sterile
neutrino, axion-like, and macroscopic DM models are included in addition to the classic
minimal WIMP paradigm highlighted by the rounded rectangles. The shaded colors in the
sketch are suggestive of the different experimental frontiers represented in the case studies
in a given region: Cosmic Frontier (CF), Energy Frontier (EF), Rare and Precision Frontier
(RF), and Neutrino Frontier (NF). Figure taken from [69].

2.3.1 Direct detection

The goal of direct detection experiments is to measure the nuclear recoil from the scattering

of a WIMP particle. The scattering rate will depend on the local density and velocity

distributions of WIMPs in the Milk Way, the WIMP mass, and the interaction cross

section of the target nuclei. The differential cross section for WIMP-nucleus scattering is

given by

dσ

dE
=

mN

2µ2v2
(σSIF 2(q) + σSDS(q)) (2.13)

where mN is the target nucleus mass, µ = mχmN/(mχ + mN ) is the WIMP-nucleus

reduced mass, v is the velocity of DM with respect to the nucleus, σSI and σSD are the

Spin-Independent (SI) and Spin-Dependent (SD) cross sections, and F 2(q) and S2(q) are

their respective form factors as defined in [60, 70–72].

Since WIMPs only interact weakly with SM particles, it is possible for WIMPs from

space to pass through Earth and interact with atomic nuclei. However, these processes are

expected to be extremely rare, with typical theoretical models predicting an interaction
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cross section of less than 10−42 cm2 for almost all possible WIMP masses. As a result,

the expected signal rate is extremely small, which requires methods to suppress residual

background for signal detection to be possible. This background suppression is achieved

through placing the experiment in deep underground laboratories to reduce noise from

neutrons and gamma rays from the environment. Direct detection experiments are usu-

ally limited by uncertainty coming from neutrino-nucleus scattering, which comes from

solar and atmospheric neutrinos that are difficult to suppress. However, even with these

limitations, current direct detection experiments can place tight constraints on various

WIMP models.

From Eq. 2.13, direct detection experiments can be separated into two categories: SI

measurements and SD measurements. Since the cross section of SI measurements are

proportional to the square of the mass of the target nuclei, experiments targeting SI

cross section measurements use heavy nuclei like xenon to enhance sensitivity to DM.

SI measurements are also sensitive to a larger range of WIMP masses compared to SD

measurements, which allow both low and high mass WIMPS to be probed. In addition,

many WIMP models involve DM candidates like neutralinos [53] that are predicted to have

SI interactions with the SM, so SI measurements are also important in constraining these

models. The current best limits on the SI WIMP-nucleon cross section set by the LUX-

ZEPLIN experiment are shown in Figure 2.8, excluding cross sections above 9.2 × 10−48

cm2 for WIMPs with a mass of 36 GeV/c2 [65]. Limits are also shown for other SI direct

detection experiments including PandaX-4T [73], XENON1T [64], LUX [74], and DEAP-

3600 [75].

On the other hand, since SD measurements depend on the spin structure of the target

nucleus, they are more sensitive to nuclei with unpaired protons and neutrons like hydrogen

and fluorine that can interact with DM via spin-dependent forces. SI measurements are

also important for testing WIMP models that predict axial-vector couplings such as models

involving a new Z ′ gauge boson [76]. In addition, SI measurements are complementary to

SD measurements as they are more sensitive to lower mass WIMPs and can target WIMP-
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Figure 2.8: The 90% confidence limit (black line) for the SI WIMP scattering cross section
on neutrons as a function of WIMP mass from the LUX-ZEPLIN experiment. The green
and yellow bands show the 1σ and 2σ sensitivity bands. The dotted line shows the median
of the sensitivity projection. 90% confidence limits are also shown for the PandaX-4T,
XENON1T, LUX, and DEAP-3600 experiments. Figure taken from [65].

neutron and WIMP-proton couplings separately. The current best limits on SD WIMP-

proton cross sections set by the PICO-60 C3F8 detector are shown in Fig. 2.9, excluding

cross sections above 3.4 × 10−41 cm2 for WIMPs with a mass of 25 GeV/c2. Limits

are also shown for other SD direct detection experiment including PICO-60 CF3I [77],

PICO-2L [78], PICASSO [79], SIMPLE [80], PandaX-II [66], IceCube [81], and Super-

Kamiokande [82, 83].

2.3.2 Indirect detection

Unlike direct detection experiments, indirect detection experiments aim to measure solely

SM particles that are the byproducts of WIMP annihilation or decay over expected back-

ground. These byproducts include gamma rays, positrons, neutrinos, and antiprotons, and

can be detected by astrophysical observatories and neutrino detectors. Indirect detection
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Figure 2.9: The 90% confidence limit (thick blue line) for the SD WIMP scattering cross
section on protons as a function of WIMP mass from the PICO-60 C3F8 detector. Lim-
its are also shown for the PICO-60 CF3I (thick red), PICO-2L (thick purple), PICASSO
(green band), SIMPLE (orange), PandaX-II (cyan), IceCube (dashed and dotted pink),
and Super-Kamiokande (dashed and dotted black) experiments. The purple region rep-
resents parameter space of the constrained minimal supersymmetric model of Ref. [84].
Figure taken from [85].

experiments probe complementary properties of WIMPs compared to direct detection ex-

periments since they are sensitive to how DM is distributed, the annihilation cross section

of DM today compared to in the early universe, and to the WIMP mass. In addition, if the

annihilation cross section for DM is not velocity dependent, then bounds on the current

annihilation cross section can be directly connected to the DM relic density. For example,

stringent limits on the plane of the annihilation cross section versus WIMP mass can be set

by observation of gamma-ray measurements which can be produced by DM annihilation.

If annihilation cross sections above 10−26 cm3s−1 are excluded for WIMP masses below

100 GeV, then the correct relic density cannot be reproduced by the method described in

Section 2.1.3. Thus, constraints set by indirect detection experiments can also be comple-

mentary to constraints set by the observed DM relic density from CMB measurements.

Current indirect detection experiments look for various signatures of DM annihilation

or decay. Experiments like Fermi-LAT [67], HESS [86], and CTA [87] look for excesses

in gamma rays produced from WIMP annihilation in regions where the density of DM is
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expected to be high. These regions include the center of the Milky Way, dwarf spheroidal

galaxies with low levels of visible matter, galaxy clusters, and the halo of the Milky

Way. Other experiments like IceCube [88], Super-Kamiokande [89], and ANTARES [90]

instead look for high energy neutrinos produced by WIMP annihilation from inside the

Sun or near the center of the Milk Way. Finally, AMS-02 [68] is an experiment designed to

measure excess cosmic rays of antimatter like positrons and antiprotons produced from DM

annihilation. Figure 2.10 shows the current sensitivity of the IceCube experiment to the

thermally averaged cross section of DM annihilation into νeνe in comparison to previous

IceCube results [91–93], as well as the Super-Kamiokande [89] and ANTARES [94].

Figure 2.10: Sensitivity of the thermally averaged cross section of the νeνe channels for
DM annihilation compared to previous IceCube results, as well as Super-Kamiokande and
ANTARES. The green and yellow bands represent 1σ and 2σ uncertainties. The dotted
grey line is the cross section required to produce the observed DM relic abundance from
thermal freeze out computed in Ref. [95]. Figure taken from [88].



31

2.3.3 Collider searches

The main advantage of looking for DM in colliders is the possibility to produce DM directly

in the lab rather than relying on rare natural processes. Depending on the theoretical

model considered, DM can be produced in association with other SM particles like leptons,

photons, and QCD jets resulting from the hadronization of heavy flavor quarks. Since

WIMPs do not interact with the electromagnetic or strong force, their presence at colliders

cannot be directly measured. Instead, their presence is inferred from missing momentum

balanced by the other visible particles produced (see Section 4.7). Neutrinos are also

electrically neutral and do not interact with the strong force, making them difficult to

detect as well and potentially contribute to missing momentum in the collider. However,

by selecting events with large missing momentum, one can reduce the SM background in

order to potentially disentangle the DM signal.

Although detection of DM signals at colliders cannot constrain the lifetime of the

particle beyond the order of 10−7 s, they still provide a complementary search strategy

to identifying WIMPs in combination with other detector experiments and cosmological

constraints. In particular, searches for events with large missing momentum can be used to

derive strict constraints on WIMP-nucleon scattering cross sections that can be compared

to those derived from direct and indirect measurements [96–103]. At the LHC, both the

CMS and ATLAS collaborations have performed searches for the production of DM in

association with QCD jets and other SM particles, known as Mono-X searches, that have

set various constraints on WIMP models [104, 105]. In addition, searches for invisible

decay of the Higgs and Z boson to WIMPs have also been performed [106, 107]. The

WIMP models considered in these searches usually focus on a spin-1 or spin-0 mediator in

the context of an effective field theory (EFT) or simplified model in which the interaction

of DM with the SM is governed by a small number of free parameters. As a result,

constraints on many different types of models can be set depending on the final signature

being considered in the search. More details of the specific model covered by the DM

analysis described in this thesis will be presented in Section 5.1.
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Chapter 3

Experimental Apparatus

This chapter describes the experimental apparatus used in the search for DM, which was

the Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC). Sec-

tion 3.1 provides a brief overview of the LHC, while Section 3.2 describes the CMS detector

as well as its different components and related subsystems. In particular, Section 3.2.9

describes the SWATCH system, whose Level-1 Calorimeter subsystem I was responsible

for.

3.1 The Large Hadron Collider

The LHC [108] is a large particle accelerator located at the European Organization for

Nuclear Research (CERN) near Geneva, Switzerland. As the world’s most powerful par-

ticle accelerator, it is primarily designed to collide protons at a center-of-mass (COM)

energy of 14 TeV, though it can also produce heavy ion collisions such as lead (PbPb)

and xenon (XeXe) collisions. The goal of the LHC was to rigorously test predictions of

the SM, which included the discovery of the Higgs boson in 2012 [18–20], and to search

for BSM physics such as dark matter.

It is composed of a chain of smaller particle accelerators and is installed in a 26.7

km tunnel originally constructed for the CERN Large Electron Positron (LEP) machine,

situated between 45 and 170 m beneath the French-Swiss border near Geneva. In order to
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produce high energy proton collisions, hydrogen gas is initially ionized to create protons

which are then accelerated up to 160 MeV by the Linear Accelerator 4 (LINAC4). These

protons are then further accelerated up to 2 GeV after being injected into the Proton

Synchrotron Booster (PSB), which then transfers the protons to the Proton Synchrotron

(PS) to accelerate them to 26 GeV. These protons are then injected into the Super Proton

Synchrotron (SPS) in order to boost the energy of the protons to 450 GeV before entering

the main LHC ring. The main LHC ring consists of two separate rings which accelerate

the protons in opposite directions using superconducting radiofrequency (RF) cavities

operating at 400 MHz, bringing the protons up to a final energy of 6.5 TeV. In addition,

superconducting dipole magnets operating at a temperature of 1.9 K and producing a

magnetic field of 8.3 T are used to maintain the protons in circular orbit.

The proton beams in the two separate rings are then focused using quadrupole magnets

before colliding at designated interaction points (IPs) in bunches containing 1011 protons

each, with an inter-bunch distance of 25 ns (or 40 MHz). Several large detectors are

installed at the IPs corresponding to the four major experiments at LHC:

• Compact Muon Solenoid (CMS) [109, 110]: a general-purpose detector built around

a huge soleonid magnet that is designed to make SM precision measurements and

search for new physics like dark matter.

• A Toroidal LHC Apparatus (ATLAS) [111]: another general-purpose detector to

complement CMS.

• A Large Ion Collider Experiment (ALICE) [112]: a heavy ion detector designed to

study the quark-gluon plasma.

• Large Hadronic Collider beauty (LHCb) [113]: a series of subdetectors designed to

study the bottom quark.

A schematic overview of the LHC complex, including the injection chain, the LHC ring,

and the experiments at the IPs, is shown in Fig. 3.1.
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Figure 3.1: Schematic overview of the LHC complex, including the injection chain, the
LHC ring, and the experiments at the interaction points. Figure taken from [114].

Particles produced by proton-proton collisions at the LHC can be divided into two

classes based on the type of scattering process that produced the particle. Soft particles

are particles produced by soft scattering where only a small amount of the initial momen-

tum of the protons is transferred to the particle, resulting in particles that are scattered

at small angles with respect to the beam axis. Hard particles, on the other hand, are

particles produced by hard scattering where a large amount of momentum is exchanged

from the colliding protons. A key signature of hard scattering is the production of parti-

cles with high transverse momentum. For these signatures, conservation of momentum in

the transverse direction can be applied to infer the presence of particles that cannot be

directly measured by the detector (see Section 4.7).

The number of events per second, Nevent, generated by the proton-proton collisions in

the LHC is given by

Nevent = Lσevent, (3.1)
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where σevent is the cross section for the event and L is the instantaneous luminosity of the

beam. The instantaneous beam luminosity itself depends only on the beam parameters

and is given by

L =
N2

b nbfrevγr
4πϵnβ∗

F (3.2)

assuming a Gaussian beam distribution, where Nb is the number of particles per bunch, nb

is the number of bunches per beam, frev is the revolution frequency, γr is the relativistic

gamma factor, ϵn is the normalized transverse beam emittance, β∗ is the beta function at

the collision point, and F is the geometric luminosity reduction factor due to the crossing

angle at the IP of the beam. The factor F accounts for the fact that a larger crossing

angle at the IP results in a lower effective luminosity because of the reduction of overlap

between the beams in the transverse plane. It is given by

F =

(
1 +

(
θcσz
2σ∗

)2
)−1/2

(3.3)

assuming round beams with equal beam parameters for both beams, where θc is the full

crossing angle at the IP, σz ≪ β is the RMS bunch length, and σ∗ is the transverse

RMS beam size at the IP. For proton-proton collisions, the LHC is designed to reach a

nominal instantaneous luminosity of up to L = 1034 cm−2s−1, and has achieved a peak

instantaneous luminosity of around twice the nominal value.

Data taking at the LHC can be separated into distinct eras, starting with Run 1

(2010–2013) at a COM energy of 7 TeV in 2010 which was increased to 8 TeV in 2012,

during which the Higgs boson was discovered. Upgrades to the detectors and maintenance

were then performed during Long Shutdown 1 (LS1) from 2013–2015, after which Run

2 (2015–2018) of data taking started at a COM energy of 13 TeV. After Run 2, further

upgrades and maintenance of the detectors were performed during Long Shutdown 2 (LS2)

from 2019–2021 to prepare the LHC for higher luminosities. Currently, Run 3 (2022–2026)

data taking is ongoing at a COM energy of 13.6 TeV, after which upgrades for the High-

Luminosity LHC (HL-LHC) project will be performed during Long Shutdown 3 (LS3)
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Figure 3.2: Illustration showing the different eras of data taking and shutdowns at the
LHC, including the future proposed HL-LHC project. The total integrated luminosity
since the start of data taking at the LHC up to the end of various data taking eras are
also shown. Figure taken from [115].

from 2026-2030. The HL-LHC aims to increase data collected by the LHC by a factor of

10 and is expected to start data taking by 2030 at a COM energy of 13.6–14 TeV. These

separate eras of data taking can also be classified into different phases: Phase 1, which

covers data taking up to Run 3, and Phase 2, which will cover data taking at the HL-LHC.

An illustration of the different phases of data taking at the LHC is shown in Fig. 3.2.

The total amount of data produced by the LHC can be quantified by what is known as

the total integrated luminosity L =
∫
L(t)dt, which represents the integrated luminosity

over a period of time. Along with the increase in COM energy, each subsequent era of

data taking has also delivered higher total integrated luminosity. For example, during

Run 1 and 2, the LHC delivered approximately 30 fb−1 and 160 fb−1 of data, respectively,

while for Run 3, the LHC is expected to deliver around 300 fb−1 of data. Of this data,

the amount that was actually recorded by CMS and certified for good physics analyses

corresponds to a total integrated luminosity of 27 fb−1 and 138 fb−1 during Run 1 and

2, respectively. The cumulative total integrated luminosity recorded by the LHC and
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Figure 3.3: Cumulative total integrated luminosity versus time for 2010–2012, 2015–2018,
and 2022–2023 for pp collisions delivered by the LHC and recorded by CMS. Figure taken
from [116].

delivered to CMS are shown in Fig. 3.3.

3.2 The Compact Muon Solenoid detector

The CMS detector is a multipurpose apparatus designed to study a wide range of physics,

from precision SM measurements to searches for new BSM physics. As the name implies,

it is designed around a large superconducting solenoid that can generate up to a 3.8 T

magnetic field. Surrounding the magnet are several concentric layers of subdetector sys-

tems, each dedicated to measuring the energy and momenta of different types of particles.

The innermost layer around the magnet is the inner tracking system, which is designed

to measure the trajectories of charged particles from their bending in the magnetic field.

Beyond that is the electromagnetic calorimeter (ECAL) designed to identify electrons and

photons. After the ECAL comes the hadron calorimeter (HCAL), which is designed to

identify hadronic particles. Finally, the outermost layer is the muon system, which con-

sists of a series of subdetectors dedicated to identifying muons. In addition, there is also
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Figure 3.4: Schematic overview of the CMS detector, showing the different subcomponents
and subdetector systems. Figure taken from [117].

a two-tier trigger system to filter the events and process the data collected, A schematic

overview of the CMS detector is shown in Fig. 3.4.

3.2.1 Coordinate conventions

For the coordinate system of CMS, the origin is defined to be the center of the detector

where the nominal collision point occurs, with the y-axis pointing vertically upwards and

the x-axis pointing radially inwards towards the center of the LHC ring. The z-axis is

then defined to point along the beam direction anticlockwise from above. The azimuthal

angle ϕ is measured in the x− y plane, while the polar angle θ is measured from the z−

axis and is used to define the pseudorapidity which is given by

η = − ln tan(θ/2). (3.4)

Since particles produced at the LHC tend to be highly relativistic, Lorentz invariance
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of measured quantities is important because quantities measured by the detectors may

not necessarily be the same as quantities measured in the rest frame of the collision

that produced these particles. Thus, η is a useful quantity to measure because for highly

relativistic particles where the mass of the particle is negligible compared to its momentum

(m≪ p), such as those found during proton-proton collisions at the LHC, η converges to

the rapidity y given by

y =
1

2
ln

(
E + pz
E − pz

)
, (3.5)

where E is the energy of the particle and pz is the magnitude of its momentum along the

beam direction. Since y is invariant under Lorentz boosts along the beam direction, η

is also approximately invariant under Lorentz boosts along the beam direction for highly

relativistic particles. Other quantities that are also invariant under Lorentz boosts along

the beam direction include the measured transverse momentum (pT) and energy (ET),

which are computed from the x and y components, as well as the imbalance of momentum

measured in the transverse plane pmiss
T . A schematic overview of the CMS coordinate

system is shown in Fig. 3.5.

Figure 3.5: Illustration of the coordinate system as defined at CMS relative to the LHC.
Figure taken from [118].
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3.2.2 Magnet

The magnetic field in the CMS detector is generated by a large but thin solenoid coil with

a diameter of 6 m and a length of 12.5 m. The solenoid is composed of a niobium-titanium

(NbTi) alloy which becomes superconducting at very low temperatures. The solenoid is

kept cooled at a temperature of 1.9 K using liquid helium, and can generate a central

magnetic flux density of 3.8 T. In order to contain and redirect the magnetic field back

through the coil in a closed loop, an iron return yoke weighing about 10,000 tons surrounds

the solenoid.

The high magnetic flux density generated by the CMS magnet is necessary for providing

an accurate measurement of the momenta of charged particles in the detector. A map of

the value of the magnetic flux density in a longitudinal section of the CMS detector is

shown in Fig. 3.6. Of the magnetic flux generated by the solenoid, about two thirds pass

through the cross sections of the return yoke while the remaining third creates a stray

magnetic field around the yoke. For example, at a radius of 50 m from the coil axis in the

central plane of the detector, the magnetic flux density is 2.1 mT, while at a distance of

50 m from the center of the solenoid along its axis, the magnetic flux density is 0.6 mT.

Nonetheless, most of the subdetectors in CMS are contained within the 3.8 T magnetic

field generated by the solenoid magnet.

3.2.3 Inner tracking system

The inner tracking system of CMS surrounds the interaction point (IP) with a length of 5.8

m and a diameter of 2.5 m and is designed to provide precise and efficient measurements

of the trajectories of charged particles in the magnetic field of the detector. A schematic

cross section of the inner tracking system is shown in Fig. 3.7. It is composed of a pixel

detector with three barrel layers with radii between 4.4 cm and 10.2 cm along with a silicon

strip tracker with 10 barrel detection layers extending outwards to a radius of 1.1 m. Each

of these detectors are also surrounded by endcap disks which extend the acceptance of

the tracker up to a pseudorapidity of |η| < 2.5. In total, the inner tracking system is
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Figure 3.6: Value of the magnetic flux density magnitude |B| (left) and field lines (right)
on a longitudinal section of the CMS detector for a central magnetic flux density of 3.8 T.
Each fieldline represents a magnetic flux increment of 6 Wb. Figure taken from [119].

composed of around 1850 pixel and 15,000 strip detector modules. Each of these detector

modules are composed entirely of silicon in order to meet the high radiation tolerance and

performance constraints necessary in the CMS detector.

The pixel detector is located closest to the IP and is used to reconstruct primary and

secondary vertices of the collision with a total of 124 million readout channels. The three

barrel layers are located at a mean radii of 4.4 cm, 7.3 cm, and 10.2 cm, with a length of

53 cm. The two endcap disks extend from 6 to 15 cm in radius and are placed on each side

of the detector at |z = 34.5 cm and 46.5 cm. The spatial resolution of the pixel detectors

is about 10 µm in the r − ϕ plane and about 20 µm along the z−axis.

The barrel region of the silicon strip detector is divided into two parts, the Tracker

Inner Barrel (TIB) and the Tracker Outer Barrel (TOB). The TIB is made up of 4 layers

and covers up to |z| < 65 cm using silicon sensors with a thickness of 320 µm and a strip

pitch which varies from 80 to 120 µm. The TOB is composed of 6 layers with a half-length

of |z| < 110 cm, where thicker 500 µm silicon sensors are used since the radiation levels

are smaller compared to the inner barrel region. The endcap disks are also divided into

two parts, the Tracker End Cap (TEC) and the Tracker Inner Disks (TID). Each TEC
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Figure 3.7: Schematic cross section of the CMS inner tracking system in the r − z plane.
Each line element represents a detector module, while closely space double line elements
indicate back-to-back silicon strip modules. Figure taken from [109].

is composed of 9 disks extending into the region 120 cm < |z| < 280 cm, and each TID

is composed of 3 small disks situated in the gap between the TIB and the TEC. The

silicon strip detectors have a spatial resolution between 35 µm and 52 µm depending on

the direction.

3.2.4 Electromagnetic calorimeter

The ECAL is a hermetic, homogeneous calorimeter comprised of 61200 lead tungstate

(PbWO4) crystals mounted in the central barrel and closed by 7324 crystals in each of the

2 endcaps. A preshower detector is also placed in front of the endcap crystals. It is specif-

ically designed to measure the energy of electrons (e) and photons (γ), both of which can

produce a cascade of secondary particle showers through a combination of bremsstrahlung

(e→ eγ) and photon pair production (γ → e+e−). These showers are characterized by the

radiation length X0, the mean distance the electron travels after having its energy reduced

by a factor of e from electromagnetic interactions with the detector. The energies of these

particle showers are then measured by the scintillation light produced as these particles

pass through the PbWO4 crystals with avalanche photodiodes (APDs) in the barrel and
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Figure 3.8: Layout of the ECAL showing the arrangement of the subcomponents, including
the modules, supermodules, endcaps, and preshower. Figure taken from [109].

vacuum phototriodes (VPTs) in the endcap regions. The properties of the PbWO4 crys-

tals make them ideal for use in the ECAL, with their high density (8.28 g/cm3), short

radiation length (X0 = 0.89 cm), small Molière radius (2.2 cm), and short scintillation

decay time (80% of the light emitted in 25 ns).

The layout of the different components of the ECAL is shown in Fig. 3.8. The barrel

section (EB) is composed of 35 identical supermodules, with an inner radius of 129 cm

that covers half the barrel length and corresponding to a pseudorapidity range of 0 <

|η| < 1.479. The length of each crystal is 230 mm corresponding to 25.X0, and they are

mounted in a quasi-projective geometry to avoid cracks aligned with particle trajectories.

The endcaps section (EE) is located 3.14 cm from the IP and covers a pseudorapidity

range of 1.479 < |η| < 3.0. It is comprised of groups of 5x5 crystals, each with a length of

220 mm (24.7X0), arranged in a rectangular grid in the x− y plane.
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The energy resolution of the ECAL is given by [110]

( σ
E

)2
=

(
S√
E

)2

⊕
(
N

E

)2

⊕ C2, (3.6)

where E is the total energy of the particle, S is a stochastic term, N represents noise in

the detector, and C is a constant term. For typical beam test conditions, the value of

these parameters are S = 3.63, N = 124 MeV, and C = 0.26, corresponding to an energy

resolution between 0.4% and 1.5% for energies in the range 10–250 GeV.

3.2.5 Hadron calorimeter

The HCAL is a series of alternating layers of absorbing plates and active material that

surrounds the ECAL, which includes the hadron barrel (HB), hadron endcap (HE), hadron

outer (HO), and hadron forward (HF) detectors. It is designed to measure the energy and

momentum of hadrons such as protons, neutrons, and pions which penetrate the ECAL.

Like photons and electrons, hadrons can also interact with the detector material to pro-

duce showers of secondary particles. However, unlike electromagnetic showers, hadronic

showers are more widespread and longer in length. These showers are characterized by the

nuclear interaction length λI , which is the mean free path of the hadron traveling through

the detector before it interacts with a nucleus. Once a hadron enters the HCAL, it will

interact with the absorbing plates and create hadronic showers which then interact with

active material to produce light from either scintillation (HB, HE, HO) or Cherenkov radi-

ation (HF). This light is then amplified and readout by multi-channel hybrid photodiodes

(HPDs).

A schematic view of one quadrant of the HCAL is shown in Fig. 3.9. Both the HB

and HE detectors are composed of alternating layers of brass plates and scintillator tiles.

Brass is used for the absorber material since it has a relatively short interaction length

(λi = 16.42 cm), is easy to machine, and is non-magnetic. The HB detector is constructed

of 2 half barrels consisting of 32 towers in η that cover the pseudorapidity region of

−1.4 < |η| < 1.4 for a total of 2304 HB towers, while the HE detector consists of 14 towers
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Figure 3.9: A schematic view of one quadrant of the HCAL in the r − z plane showing
the arrangement of its subcomponents, including the HB, HE, HO, and HF calorimeters.
Figure taken from [120].

in η with a 5◦ ϕ segmentation covering a pseudorapidity region of 1.3 < |η| < 3.0 for a total

of 2304 HE towers. The HO detector is located inside the barrel muon system and contains

plastic scintillator tiles with a thickness of 10 mm, covering the pseudorapidity region of

−1.26 < |η| < 1.26. It is also divided into 5 sections along η called “rings” -2, -1, 0, 1,

and 2. Finally, the HF detector sits in the pseudorapidity region of 3.0 < |η| < 5.0 and is

composed of alternating steel absorbers and quartz fibers. Both HF modules contain 13

towers in η with a 10◦ ϕ segmentation, leading to a total of 900 HF towers.

For pions, the combined ECAL and HCAL relative energy resolution in the barrel and

endcap is given by [117]

σ

E
=

84.7%√
E

⊕ 7.6%, (3.7)

while the HF energy resolution is given by

σ

E
=

280%√
E

⊕ 11%. (3.8)



46

Figure 3.10: A schematic view of one quadrant of the muon system in the r − z plane
showing the arrangement of its subcomponents, including the DTs (labeled MB), CSCs
(labeled ME), RPCs (labeled RB and RE), and GEMs (labeled GE). Figure taken from
[117].

3.2.6 Muon system

The muon system [121] is composed of four complementary detector systems arranged

in the steel return yoke of the CMS detector, including drift tubes (DTs), cathode strip

chambers (CSCs), resistive plate chambers (RPCs), and gas electron multipliers (GEMs).

As the name implies, it is dedicated to identifying, measuring, and triggering on muons,

which is critical to many physics results at CMS like the discovery of the Higgs boson.

By positioning the muon system behind the calorimeters and solenoid in the steel return

yoke, there is a lower probability of particles other than muons and neutrinos penetrating

the muon detectors.

A schematic view of one quadrant of the muon system is shown in Fig. 3.10. The

central section is configured in a barrel geometry with four roughly cylindrical stations

at different radii from the beam axis, while the section in the endcap is arranged in

four planar stations instead along the z direction. The DTs are located in the barrel

region with pseudorapidity |η| < 1.2 and provide precise spatial measurements as well
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as trigger information. The CSCs are located in the endcap region with pseudorapidity

0.9 < |η| < 2.4 and also provide both trigger and precision position information, with a

faster response time than the DTs. The RPCs are located in both the barrel and endcap

regions in order to complement the DTs and CSCs. Though RPCs have coarser position

resolution compared to DTs and CSCs, their very fast response time allows them to be used

to unambiguously identify the bunch crossing corresponding to a muon trigger candidate.

Finally, the GEM chambers are located in front of the inner ring of CSC chambers in the

endcap region and are designed to enhance track reconstruction and trigger capabilities

of the endcap muon spectrometer, providing both fast response times and good spatial

resolution.

The spatial resolution of the DTs is between 200–600 µm depending on the region,

while the spatial resolution of the CSCs is between 75–150 µm. In comparison, the RPCs

have a lower spatial resolution of around 1 cm, while the GEMs have a good spatial

resolution of around 150–250 µm. The pT resolution is 1% in the barrel and 3% in the

endcap regions for muons with energy up to 100 GeV, and about 10% for high energy

muons with pT up to several TeV.

3.2.7 Trigger system

During data taking, the LHC collides protons with a bunch spacing of 25 ns, corresponding

to about one billion proton-proton interactions and a maximum rate of about 40 MHz of

data collected. However, due to bandwidth constraints, only about 1000 events per second

corresponding to a rate of 1 kHz could be recorded for further analysis during Run 2,

which was increased to about 2.6 kHz during Run 3. In order to reduce the rate of data

collected while ensuring events with potentially interesting physics are selected, the CMS

trigger system divides the data processing into two levels: the Level-1 (L1) Trigger [122],

implemented in custom hardware, and the High-Level Trigger (HLT) [123], implemented

in software and running on a farm of commercial computers. A diagram of the data flow

for an event through the CMS trigger system is shown in Fig. 3.11.
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Figure 3.11: A schematic overview of the data flow through the CMS trigger system.
Figure taken from [124].

As the first level of the CMS trigger system, the L1 Trigger is designed to reduce the

output rate to 100 kHz, which in practice corresponds to a maximal output rate of 30 kHz

assuming an approximate safety factor of three. The L1 Trigger uses coarsely segmented

data from the calorimeter and muon systems as input and stores high-resolution data in

pipelined memories in the front-end electronics. It is split into separate components on the

local, regional, and global level. At the local level, local triggers called Trigger Primitive

Generators (TPGs) use as input energy deposits in calorimeter trigger towers and track

segments or hit patterns in muon chambers, respectively. Regional triggers then combine

this information using pattern logic in order to sort trigger objects such as electron or

muon candidates into limited spatial regions. The Global Calorimeter and Global Muon

Triggers then use this information to determine the highest-rank calorimeter and muon

objects and transfer them to the highest level of the L1 Trigger, the Global Trigger. A

decision is then made to either reject the event or accept it for further evaluation by the

HLT, with an overall latency below 4 µs. A diagram of the architecture of the L1 Trigger

is shown in Fig. 3.12.

The HLT consists of a computer farm cluster of about 200 nodes with a combination

of CPUs as well as GPUs added during Run 3 that performs further selections in order

to reduce the output data rate to 1–2.6 kHz. In addition to the main data stream,

data can also be written to an alternate stream called“HLT data scouting” which stores

events at higher rates by reducing the data content per event in order to control the

bandwidth required. This data scouting stream can be used for calibration purposes as
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Figure 3.12: A diagram of the upgraded CMS L1 Trigger system during Run 2. Figure
taken from [122].

well as alternate physics analyses that can take advantage of lower trigger thresholds.

Once data is sent to the HLT, sequences of algorithmic steps called HLT paths are run by

the computing cluster in order to reconstruct physics objects and make selections based

on certain physics requirements. A configuration of these HLT paths is organized into a

trigger menu that is designed to meet specific targets for physics object thresholds and

rate allocations. The overall global latency for the HLT during Runs 2 and 3 was between

200–300 ms.

3.2.8 Data acquisition system

After processing by the trigger system, data is then collected and stored by the Data

Acquisition (DAQ) system [125], whose architecture is shown in Fig. 3.13. After acceptance

by the L1 Trigger, data stored in front-end buffers are pushed into the DAQ system by

the Front-End Drivers (FEDs), which are then fed into a two-stage event builder. The

data then passes through the event filter farm of the HLT and is temporarily stored at
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Figure 3.13: A diagram of the architecture of the DAQ system. Figure taken from [109].

CERN’s Tier-0 computing facility. This data is then further sent to a global network of

computing centers called the Worldwide LHC Computing Grid (WLCG) [126] to handle

further data processing and storage. The WLCG includes Tier-1 centers which perform

further data processing, storage, and analysis, as well as smaller Tier-2 and Tier-3 facilities

for distribution of the data worldwide.

In order to provide feedback on the quality of the recorded data, the DAQ system also

includes a Data Quality Monitoring (DQM) system [127] that provides both online and

offline monitoring of detector performance and data quality analysis. It is also used in

validating reconstruction software production releases and Monte Carlo simulation sam-

ples. The DQM system consists of software modules that includes a data collection step,

a graphic interface for visualizing the monitoring elements, and tools to handle metadata.

Once data has been validated by the DQM, it can be used further in physics analyses.

During Run 2, the fraction of data collected at CMS that was certified good for physics

ranged between 85–90%, while a similar fraction of above 90% is expected for Run 3 [116].

3.2.9 SWATCH

In order to configure, control, and monitor the L1 Trigger system, CMS has implemented

a generic software design called the SWATCH (SoftWare for Automating the conTrol of

Common Hardware) framework. The SWATCH framework was originally developed as

part of the Phase 1 upgrade to the L1 Trigger system and consists of a set of interfaces

for controlling and monitoring the hardware of each of the 9 subsystems associated with
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the L1 Trigger. Each subsystem is composed of one or more processor boards housed in

crates that carry Advanced Mezzanine Card (AMC) modules [128]. These modules are

responsible for the clock, data acquisition services, and feedback mechanism for the Trigger

Throttling System which monitors the status of the data buffers. The data processing logic

for the boards consists of an algorithm block, a Trigger Timing and Control (TTC) block,

zero or more ports, and a readout block that sends data from the input and output buffers

to the DAQ. This logic is implemented on Field-Programmable Gate Arrays (FPGAs)

that transport data through high-speed serial optical links.

The combination of these processors, ports, and interconnections defines the architec-

ture of each subsystem and is stored in subsystem-agnostic data structures in the SWATCH

framework. Each component of the subsystems is represented by an abstract class whose

objects are built using subsystem specific plugin libraries that include generic system, pro-

cessing, and manager classes. The generic interface for controlling and monitoring the L1

Trigger hardware includes a processor class which represents the cards that process the

data, a DaqTTCManager class for representing the connection to the Timing and Control

Distribution System (TCDS) as well as the DAQ network, and a system class represent-

ing each trigger subsystem. Each generic interface class also contains a built-in common

monitoring and control framework based on actions for controlling the hardware.

Configuration of the hardware is based on three concepts: commands, command se-

quences, and finite state machines (FSMs). Commands are the basic building block of

hardware control and represent stateless actions that can be executed by the hardware,

such as resetting the boards or configuring the links. Command sequences are composed

of a series of commands that are executed in sequence, while FSMs represent the various

control states of the hardware whose transition to other states are defined by commands or

command sequences. This configuration data is stored using an Oracle relational database

with a single common schema for all the L1 Trigger subsystems composed of four distinct

XML-based modules. These modules include “Hardware” for the full system architec-

ture description, “Infra” for the board timing alignment points, “Algo” for calibration
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Figure 3.14: The SWATCH hardware configuration interfaces, including commands, com-
mand sequences, and FSMs. Figure taken from [129].

factors and physics-related thresholds, and “Run Settings” for hardware masks and moni-

toring settings. A schematic diagram of the hardware configuration interfaces is shown in

Fig. 3.14.

The monitoring framework is composed of two types of classes: metrics and moni-

torable objects. Metrics represent individual items of monitored data retrieved from the

hardware with their associated error and warning conditions which determine the state of

the metric. Monitorable objects are classes that contain metrics and other monitorable

objects as child nodes, whose overall state is determined by the cumulative status of all

its child metrics and monitorable objects. These monitorable objects include processors,

processor component interfaces, and subsystems. A schematic diagram of the hardware

monitoring interfaces is shown in Fig. 3.15.

In order to operate the SWATCH system at the CMS control room, the Trigger Super-

visor [130] framework is implemented in C++ and provides a way to handle the SWATCH

system through online applications controlled via web graphical user interfaces. The Trig-
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Figure 3.15: The SWATCH hardware monitoring interfaces, including metrics and moni-
torable objects. Figure taken from [129].

ger Supervisor also handles the configuration of the L1 Trigger components before and

during data taking runs which is coordinated by the Central Cell application. The code

for SWATCH itself is implemented in a C++ library that is independent from the Trigger

Supervisor, with a basic SWATCH skeleton provided for each L1 Trigger subsystem to use

as a baseline for further development. In particular, I was responsible for development and

maintenance of the SWATCH system associated with the Calorimeter Layer-1 (CaloL1)

subsystem, which includes input from both the ECAL and HCAL.
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Chapter 4

Analysis Object Reconstruction

and Identification

It is important for stable particles to be accurately identified and reconstructed at CMS

for use in various physics analyses. This is done by what is known as the particle-flow

(PF) algorithm. Section 4.1 provides an overview of the PF algorithm at CMS, while the

other sections describe in more detail how specific objects relevant to the DM search are

identified and reconstructed, including the primary vertex and pileup (4.2), muons (4.3),

electrons (4.4), jets (4.5), b-jets (4.6), and missing transverse momentum (4.7). Finally,

Section 4.8 gives a brief description of the Level 1 Phase 2 calorimeter-based jet and tau

reconstruction algorithm which I contributed to.

4.1 Particle-flow event reconstruction

The PF algorithm combines global event information from all the different subdetectors at

CMS in order to optimally reconstruct and identify stable particles produced in collisions.

To do this, the PF algorithm performs correlation on tracks and clusters measured by

the subdetectors to determine the primary vertex of the interaction as well as identify all

particles in the event. Possible PF candidates include muons, electrons, charged hadrons,

neutral hadrons, and photons. Once these PF candidates are identified, a link algorithm
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Figure 4.1: Schematic overview of a transverse slice of the CMS detector, showing the
different subdetector systems as well as how several PF candidates would interact with
these components. Figure taken from [131].

then connects the PF candidates into PF blocks that are then used to reconstruct particles

produced in the collision. In each PF block, muon candidates are reconstructed first,

followed by electrons, charged hadrons, neutral hadrons, and finally photons. At each

step of the process, the corresponding PF elements are removed once they are identified

with a reconstructed particle. A schematic overview of how these PF candidates would

interact with the components of the CMS detector is shown in Fig. 4.1.

Charged-particle tracks are constructed from a combinatorial track finder based on the

Kalman Filtering (KF) algorithm [132], which is separated into three stages: initial seed

generation from hits compatible with the charged-particle trajectory, trajectory building

from gathering hits from all tracker layers, and final fitting to determine the charged-

particle properties such as origin, transverse momentum, and direction. These tracks

must be seeded with two hits in consecutive layers in the pixel detector and are required

to be reconstructed with at least eight hits in total and with at most one missing hit

along the way. In addition, these tracks must be centered around the beam axis and
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have pT larger than 0.9 GeV. To increase the tracking efficiency while maintaining the

same misreconstructed track rate, the combinatorial track finder is also applied in several

successive iterations, referred to as iterative tracking.

These tracks are then matched with calorimeter clusters from the ECAL and HCAL

as well as hits from the muon system in order to extrapolate tracks from the tracker to

energy deposits in the respective detector subsystem. For muons, tracks are produced

in the inner tracker and produce hits in the muon system, leaving almost no trail in the

calorimeters. Electrons also produce tracks in the inner tracker and deposit energy in the

ECAL that is grouped into energy clusters. Charged hadrons which produce tracks in the

inner tracker primarily deposit energy in the HCAL, though a small amount may be left

in the ECAL from secondary electromagnetic particle showers produced from the hadron.

Since neutral particles like neutral hadrons and photons do not leave tracks in the inner

tracker, they are reconstructed last, being matched from energy deposits in the HCAL

and ECAL, respectively.

The reconstructed stable particles from the PF algorithm are then used to reconstruct

hadronic particle showers called jets, which are later used in algorithms to reconstruct

higher-level objects like jets with flavor tagging and missing transverse momentum.

4.2 Primary vertex and pileup

Since the LHC collides multiple protons in bunches at intervals of 25 ns, many proton-

proton interactions are produced in any given collision. These interactions produce many

possible vertex candidates for where particles can be reconstructed from. In order to

identify these vertex candidates, CMS uses a primary vertex (PV) reconstruction algo-

rithm [133] that is divided into three steps: selection of the tracks, clustering of tracks

appearing to originate from the same interaction vertex, and fitting for the vertex position

using its associated tracks.

Tracks are selected by choosing tracks consistent with being produced promptly at

the primary interaction region, which involves imposing requirements on the maximum
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value of significance of the transverse impact parameter relative to the beam spot center,

the number of strip and pixel hits associated with the track, and the normalized χ2 from

a fit to the trajectory. No requirement on the minimum pT of the tracks is imposed

in order to ensure high reconstruction efficiency. Tracks are then clustered based on

their z−coordinates at their point of closest approach to the beam spot center using a

deterministic annealing (DA) algorithm [134], which allows for the reconstruction of any

number of proton-proton interactions from the same bunch crossing. Candidate vertices

containing at least two tracks are then fitted using an adaptive vertex fitter [135] to

compute the best estimate of vertex parameters such as the x, y, and z position as well

as the number of degrees of freedom (dof) for the vertex defined by

ndof = −3 + 2

#tracks∑
i=1

wi, (4.1)

where wi is the weight between 0 and 1 of the ith track that reflects the likelihood that

it belongs to a genuine vertex. The vertex candidate with the highest value of
∑

i p
2
Ti

is

then defined as the PV, where pTi is the transverse momentum of the ith track belonging

to the vertex.

Interactions that result from the additional vertex candidates not identified as the PV

are referred to as pileup (PU) events. The amount of PU in collisions depends on the

luminosity of the collision, with higher luminosity leading to higher PU. Figure 4.2 shows

the PU for different years of data taking at CMS, where one can see that PU has steadily

increased with time as the luminosity of the LHC beam has increased. The HL-LHC

aims to achieve an instantaneous luminosity of 5 × 1034 cm−2s−1, a factor of 5–7 times

higher than the luminosity achieved in Run 2, which correspond to PU conditions of 200

PU per event. To mitigate the effects of PU on the reconstruction of particle tracks and

energy deposits in the detectors, various track-based and calorimeter-based algorithms are

employed to subtract these contributions during the reconstruction of the event.
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Figure 4.2: Distribution of pileup for proton-proton collisions during different years of
data taking at CMS. Figure taken from [116].

4.3 Muons

Muons in the PF algorithm are selected based on both global and tracker muon properties,

including tracks and hits in both the inner tracker and muon system. Tracks are first

reconstructed independently in two ways: the inner tracker (tracker track) and in the

muon system (standalone muon track). For global muon reconstruction, each standalone-

muon track is matched to a tracker track. A global muon track is then fitted by combining

hits from the tracker track and standalone muon track using the Kalman Filtering (KF)

technique [132]. For tracker muons, all tracker tracks with pT > 0.5 GeV and total

momentum p > 2.5 GeV are considered as possible muon candidates and are extrapolated

to the muon system. Any candidate with at least one muon segment in the muon system

that matches the extrapolated track is considered to be a tracker muon. Though tracker

muon reconstruction is more efficient than global muon reconstruction at low momentum

(p < 5 GeV), global muon reconstruction is designed to have higher efficiency for muons
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that penetrate through more than one muon station.

Isolated global muons are then selected based on additional inner tracks and calorime-

ter energy deposits in the muon system that are a distance ∆R =
√
∆η2 +∆ϕ2 < 0.3 to

the muon direction in the (η, ϕ) plane. For these isolated muons, the sum of the pT of

the tracks and transverse energy (ET) of the deposits is required to be less than 10% of

the muon pT. For non-isolated global muons, a minimum selection on the global-muon

track fit is imposed, which includes the requirement that χ2/dof < 10 and at least one

muon chamber hit is included for the global-muon track fit. In addition, the non-isolated

global muon is required to be matched to muon segments in at least two muon stations.

Candidates that fail these selections can still be identified as non-isolated global muons if

their standalone muon track or tracker track fit is associated with a large number of hits

in the muon detectors.

Once these muon candidates are identified by the PF algorithm, additional quality

requirements are also imposed depending on the type of muon considered in the analysis

(see Section 5.3). Reconstruction and identification efficiency for muons can be measured

using J/ψ → µ+µ− and Z → µ+µ− events using a tag-and-probe technique. This tech-

nique involves selecting a “tag” muon with strict selection requirements while selecting a

“probe” muon with a more relaxed selection such that it does not bias the efficiency one

wants to measure. The efficiency is then estimated from the fraction of probe muons that

pass a given selection. Tag-and-probe results using Z → µ+µ− events in data compared

to simulation are shown in Fig. 4.3. For muons with pT > 10 GeV, muon identifica-

tion and reconstruction efficiency exceeds 98% in both barrel and endcap regions of the

detector [121].

4.4 Electrons

Electrons in the PF algorithm are selected based on combining information from the

inner tracker and the ECAL. Though isolated photon reconstruction is also performed

together with electron reconstruction, this section will focus on electron reconstruction



60

Figure 4.3: Tag-and-probe results for the PF muon reconstruction (left) and identification
(right) efficiency in 2017 and 2018 data compared to simulation as a function of the number
of muon tracks in pp, pPb, and PbPb collisions. Figure taken from [136].

only. Since electrons can produce a shower of electrons and photons through a combination

of bremsstrahlung radiation and photon pair production, a dedicated algorithm is used

to combine clusters from these shower particles into a single object in order to recover

the energy of the original electron. To estimate the track parameters of the electron in

the inner tracker, a dedicated algorithm based on the Gaussian sum filter (GSF) [137] is

employed.

Electron reconstruction starts with the formation of clusters by grouping together

ECAL crystals with energies exceeding a minimum threshold. The cluster with the highest

energy is then defined as the seed cluster, with a minimum ET requirement of 1 GeV. ECAL

clusters around the seed cluster are then combined into superclusters (SCs) in order to

include both photon conversions and losses from bremsstrahlung radiation. These SCs are

then matched to seeds in the inner tracker compatible with the SC position and trajectory

in order to seed the GSF tracking step. In parallel, generic tracks in the inner tracker

are selected with pT > 2 GeV and tested for compatibility with the electron trajectory,

then used as additional seeds in the GSF tracking step. The ECAL clusters, SCs, GSF

tracks, and generic tracks associated with electron are then combined with conversion
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Figure 4.4: Tag-and-probe results for electron reconstruction efficiency in 2017 data com-
pared to simulation as a function of electron η. Figure taken from [138].

tracks and associated clusters in the ECAL to form PF blocks, which are resolved into

electron candidates originating from a GSF track.

Once these electron candidates are identified by the PF algorithm, additional quality

requirements are also imposed depending on the type of electron considered in the analysis

(see Section 5.3). Reconstruction and identification efficiency for electrons can be measured

using Z → e+e− events using the same tag-and-probe technique described in Section 4.3.

Tag-and-probe results using Z → e+e− events in data compared to simulation are shown

in Fig. 4.4. For electrons with pT > 20 GeV, the combined electron identification and

reconstruction efficiency exceeds 80–90% in both barrel and endcap regions [138].

4.5 Jets

In addition to leptons like electrons and muons, partons like quarks and gluons carrying

color charge can also be produced in proton-proton collisions at the LHC. However, because

of QCD confinement, only color-neutral configurations are observed in nature. As a result,
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these partons instead undergo hadronization and produce a collimated shower of particles

called a jet. These jets are reconstructed using a dedicated jet clustering algorithm called

the anti-kt algorithm [139].

The anti-kt algorithm takes as input either particles reconstructed by the PF algorithm

(PF jets) or the sum of ECAL and HCAL energies deposited in the calorimeter towers

(Calo jets). For the DM search, only PF jets are considered. For each PF candidate,

distances dij between each candidate are defined:

dij = min
(
k−2
ti , k

−2
tj

) ∆2
ij

R2
, (4.2)

where ∆2
ij = (yi − yj)

2 + (ϕi − ϕj)
2 and kti, yi, and ϕi are the transverse momentum,

rapidity, and azimuthal angle of particle i, respectively, and R is the radius parameter.

The jets considered in the DM search have R = 0.4 and are referred to as AK4 jets, In

addition, the distance diB between each PF candidate and the beam is also defined:

diB = k−2
ti . (4.3)

After calculating the distances dij and diB for each PF candidate, the algorithm then

proceeds by identifying the smallest of these distances. If this smallest distance is a dij ,

then candidates i and j are recombined to form a single candidate and dij is recalculated.

If the smallest distance is a diB, though, candidate i is identified as a jet and removed

from the list of candidates. The distances are recalculated and the process is repeated

until no candidates are left.

One important characteristic of the anti-kt algorithm is that the distance dij between

soft particles will in general be much larger than between a hard and soft particle that are

similarly separated. As a result, soft particles will tend to cluster with hard ones before

they cluster among themselves, and hard particles with no hard neighbors within distance

2R will tend to accumulate all the soft particles within a circle of radius R. Thus, the

anti-kt algorithm will tend to produce jets that are conical in shape, shown in Fig. 4.5.
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Figure 4.5: A sample parton-level event generated fromMonte Carlo simulation illustrating
the clustering of jet candidates for the anti-kt algorithm. Figure taken from [139].

Once jets have been reconstructed, additional corrections are applied in order to take

into account various factors. To calibrate jets to the correct energy scale, various jet energy

scale (JES) corrections are applied. The JES corrections have several components that are

applied sequentially to the jets in both data and simulation. First, a PU offset correction

is estimated and subtracted from the jet to account for possible additional energy in

the reconstructed jets from PF candidates resulting from PU vertices. Then, another

set of corrections is applied to compensate for the non-linear response of the detector

as a function of jet η and pT based on studying dijet and Z/γ+jet events. In addition,

residual corrections to correct for remaining differences in the jet response between data

and simulation are applied to data only. Finally, flavor effects are compensated for with a

set of flavor-based corrections in both data and simulation.

Differences in the energy resolution of reconstructed jets in data compared to simu-

lation is also accounted for by applying jet energy resolution (JER) calibrations. These

corrections are measured using Z/γ+jet events and applied to simulation only.
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Figure 4.6: Illustration of a heavy-flavor jet with charged particle tracks that are displaced
with respect to the PV. Figure taken from [141].

4.6 B-jets

One important type of jets in the DM search are those that originate from the hadroniza-

tion of heavy-flavor quarks like the bottom (b) quark. Since heavy-flavor quarks have

larger masses and longer lifetimes than light-flavor quarks, these jets tend to produce

longer-lived particles than those originating from light-flavor quarks, resulting in decays

that are displaced from the PV, shown in Fig. 4.6. The origins of these displaced tracks are

called secondary vertices (SV), and they are an important component of algorithms used

to classify heavy-flavor jets. These algorithms typically involve vertex-finding algorithms

like the CSV [140] algorithm that aim to reconstruct SV candidates satisfying certain

quality criteria in order to determine a continuous output between 0 and 1 for each jet

that measures how likely the jet arises from a heavy-flavor quark.

In the DM search, the DeepCSV algorithm [142] is used to identify jets originating

from a b quark (b-jets). Like the CSV algorithm, the DeepCSV algorithm takes into

account both SV and track information such as the track impact parameter in order to

produce an output between 0 and 1 measuring how likely the jet arises from a b quark.

However, rather than a set of simple quality criteria, the DeepCSV algorithm employs a

deep neural network (DNN) with 5 hidden layers of a width of 100 nodes each that is

trained on Monte Carlo simulated datasets where the true origin of the jet is known using

SV, track information, and jet information as input. Multiple output scores are produced
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for identifying bottom (b), charm (c), or other light flavor quarks (up, down, strange).

Different working points can then be defined based on the b-tagging efficiency and

misidentification rate of the algorithm [141]. These working points are defined as “loose”,

“medium”, and “tight”, corresponding to respective b-tagging efficiencies of 85%, 70%,

and 55% and respective misidentification rates as light-flavor jets of 10%, 1%, and 0.1%.

4.7 Missing transverse momentum

Though the CMS detector is designed to measure as many different types of particles as

possible, some particles do not interact or interact very weakly with the detector (i.e.

neutrinos, DM). However, since the total transverse momentum of the colliding protons

is effectively zero, then by conservation of energy and momentum the total transverse

momentum of all particles produced by the collision should also be zero. Thus, if the total

remaining transverse momentum of the measured particles in the detector is non-zero,

then the presence of particles which do not interact with the detector can be inferred from

the remaining transverse momentum that can be attributed to these invisible particles.

This quantity is referred to as missing transverse momentum (pmiss
T ) and is defined

as the magnitude of the negative vectorial sum of the transverse momenta of all the PF

candidates in the event:

p⃗miss
T,PF(raw) = −

Nparticles∑
i=1

p⃗T,i, (4.4)

where p⃗T,i is the momentum vector of the ith PF candidate. In order to account for JES

corrections applied to PF jets, an additional term is included to replace the raw momentum

of each jet with its corrected value:

p⃗miss
T,PF = p⃗miss

T,PF(raw)−
NPFjets∑
j=1

(
p⃗corrT,j − p⃗T,j

)
, (4.5)

where p⃗corrT,j is the p⃗T for each PF jet with JES corrections applied, and the sum is over

jets with p⃗T,j > 15 GeV. Further corrections are applied to improve performance at large
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Figure 4.7: Distributions of pmiss
T in Z → µ+µ− (top left), Z → e+e− (top right), and

γ+jets (bottom) events in data and simulation. The lower panel shows the ratio of data
to simulation. The shaded band represents systematic uncertainties due to JES, JER, and
variations in the energy scale of unclustered particles. Figure taken from [143].

PU conditions.

Performance of the pmiss
T reconstruction algorithm is evaluated using a combination of

Z → µ+µ−, Z → e+e−, and γ+jets events, shown in Fig. 4.7. The pmiss
T resolution in these

events are dominated by hadronic activity, with 5-20% uncertainty in the jet momentum

resolution compared to < 1.5% for lepton and photon momentum resolution.

4.8 Level 1 Phase 2 calorimeter-based jets and taus

In addition to the PF reconstructed objects described in the previous sections, jet and tau

objects can also be reconstructed using only L1 Trigger (L1T) calorimeter specific informa-
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tion from the ECAL and HCAL subsystems. These objects, referred to as GCTJets and

GCTTaus, can be used by HLT algorithms to provide preliminary selections on events in

combination with other algorithms. For Phase 2, upgrades to the calorimeter subdetectors

are planned that include higher granularity and precision timing information to address

the higher PU conditions expected for the HL-LHC [144]. In particular, the granularity

in the barrel region is expected to increase by a factor of 25, while a new high granularity

endcap system for the HCAL subdetector called the HGCal [145] will be installed. Both of

these improvements require new firmware with much higher resource utilization compared

to Phase 1. As a result, studies were performed to implement and test the performance of

a Phase 2 version for the reconstruction algorithm for L1T GCTJets and GCTTaus [146].

The reconstruction algorithm for L1T GCTJets uses energy deposits in the barrel and

endcap regions of the ECAL and HCAL to construct a 9 × 9 square geometry of tower

objects to identify a jet. In order to meet resource utilization constraints for Phase 2, an

intermediate step of constructing “supertower” objects from 3×3 clusters of tower objects

is introduced, which is then used to define GCTJet objects. This reconstruction is initiated

by using the supertower with the highest energy as the seed tower around which 3 × 3

supertower regions are constructed around. The energies contained in these supertowers

are then removed from consideration and reconstruction proceeds to subleading supertower

seeds until a total of 12 GCTJets are reconstructed for three separate η regions (6 for each

positive and negative η half). A minimum seed energy threshold of 10 GeV is imposed,

and the energies of the reconstructed jets are corrected for measured energy and PU at

HL-LHC conditions.

Tau objects are then built from the GCTJet objects by using the energy of the seed

supertower in each GCTJet to define a GCTTau object. As with the reconstructed jets, a

total of 12 GCTTaus corresponding to the 12 GCTJets are reconstructed for three separate

η regions (6 for each positive and negative η half), and the energies of the reconstructed

taus are also corrected for measured energy and PU at HL-LHC conditions. Figure 4.8

I was responsible for both designing the GCTTau algorithm as well as validating the
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The calorimeter-based L1T jet reconstruction algorithm uses energy deposits in barrel and 
endcap regions to construct a 9x9 square geometry of towers to identify a jet. 

An intermediate step of constructing a 3x3 region called “supertower” is used to address the 
high resource utilization in the firmware due to large granularity. A supertower is chosen as the 
jet seed, initiating the reconstruction from the highest-energy deposit and then proceeding to 
subleading supertowers. 

The jet is corrected for measured energy and pileup to maintain lower rates even at HL-LHC 
conditions. A minimum of 10 GeV energy is required for a seed supertower.

Calorimeter jets and taus: algorithm 

The calorimeter based L1T hadronic tau algorithm uses 
tower information similar to the jets. The central 
supertower of the jet is used to define the pT of the tau, 
whereas the 9x9 area may be used for applying a quality 
requirement. 

The reconstructed tau is also corrected for measured energy 
and pileup similar to the jets. 

Combining all three η regions, six leading GCT jets and taus 
from each η half, positive and negative, are sent to GT.

GCT Jet

GCT Tau

GCT Tower

Figure 4.8: An illustration of the 9 × 9 square geometry of towers (GCT Tower) used to
identify the GCTJet objects, as well as the 3×3 tower regions used to define the supertower
objects. The supertower seed corresponding to the GCTTau object reconstructed is also
shown. Figure taken from [146].

performance of both the GCTJet and GCTTau algorithms for Phase 2. Compared to

Phase 1 versions of the algorithm, emulated performance of the Phase 2 L1T GCTJets

and GCTTaus either matched or exceeded Run 2 performance, with similar resolutions,

efficiencies, and rates observed. Emulated efficiencies and rates for the Phase 2 L1T

GCTTaus are shown in Fig. 4.9.
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regions as a function of generator-level tau pT are shown for simulated VBF H→ ττ
events at 200 average PU interactions (left). The L1 trigger rates of GCTTaus in the
barrel, endcap, and central regions are also shown as functions of the single GCTTau pT
trigger thresholds, measured in a minimum bias MC sample at 200 average PU conditions
(right). Figures taken from [146].
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Chapter 5

Dark Matter Analysis

This chapter presents the main analysis I worked on, which is a search for dark matter

(DM) produced in association with top quarks using data collected by the CMS detector

during Run 2 (2016–2018) at the LHC [147]. Though the focus of my work has been

on the all hadronic and single lepton channels of the analysis, the combined results with

the dilepton channel are presented as well, which involves significant contribution from

groups at CERN, Deutsches Elektronen-Synchrotron (DESY), and Instituto de F́ısica de

Cantabria (IFCA). Section 5.1 provides a brief overview of the theoretical signal models

considered for the search. Section 5.2 describes the data and simulated samples used as

well as how simulated samples are generated. Section 5.3 defines the main objects used

and how they are selected in the analysis. Section 5.4 covers the selection requirements for

events in the signal regions of each channel as well as the discriminating variables used for

selection. Section 5.5 explains how the main backgrounds in each channel are estimated.

Section 5.6 describes the systematic uncertainties considered in the analysis. Section 5.7

describes the statistical techniques used to extract the signal. Finally, Section 5.8 presents

the results of the statistical analysis in Section 5.7.
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5.1 Signal model

Although the origin of DM is unknown, its existence can be inferred from astrophysical

observations based on its gravitational effects on galaxies and other large-scale objects. To

explain DM, many models have been suggested in the context of particle physics [148]. In

many of these models, DM is assumed to be made of weakly interacting massive particles

(WIMPs) whose properties are constrained by astrophysical observations. WIMPs are

predicted to have weak scale interactions with Standard Model (SM) particles and can

interact with SM constituents through mediator particles, which allows WIMPs to be

produced at high energy particle colliders such as the LHC at CERN. These DM particles,

if produced at the LHC, would escape the CMS detector without leaving behind any

reconstructible sign of its passage and be effectively invisible to the detectors. However,

like neutrinos, one can still infer the presence of DM by the unbalanced momentum left

behind in the plane transverse to the proton beams, referred to as missing transverse

momentum (pmiss
T ). Since pmiss

T requires the presence of a visible particle to reconstruct,

one way to observe DM is to look for production of DM recoiling against visible SM

particles such as hadronic jets, vector bosons, and top quarks. These types of searches are

known as “MET+X” searches.

Early MET+X searches at CMS during Run 1 [149–155] employed models which as-

sumed the mediator of the interaction between DM and SM particles was very heavy,

leading to the use of effective field theories (EFTs) where the production of DM is as-

sumed to take place through contact interactions. If the mass of the mediator is low

enough to be produced at the LHC, though, then models which explicitly take into ac-

count the kinematic features of the mediator are needed. These class of models are called

simplified models, and a set of benchmark simplified models have been developed for use

by the ATLAS/CMS Dark Matter Forum [156, 157].

In particular, the simplified model used in this search assumes the existence of either

a new neutral scalar (ϕ) or pseudoscalar (a) spin-0 mediator particle that can interact

with both the SM fermion sector and a new fermionic Dirac DM particle (χ). To ensure
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the model does not violate flavor constraints, it also assumes Minimal Flavor Violation

(MFV) [158–161], which means that the flavor structure of the couplings between DM

and SM particles follows the same structure in the SM. For couplings to SM fermions, this

assumption implies that the coupling to DM is proportional to the SM Yukawa coupling

between the fermion and the Higgs boson. This construction results in a model with a

minimal set of four parameters: the mass of the DM particle (mχ), the mass of the medi-

ator (mϕ/a), the coupling between the mediator and SM fermions (gq), and the coupling

between the mediator and DM particle (gχ).

The Lagrangian for this model can be expressed as

Lϕ = LSM +
1

2
(∂µϕ)

2 − 1

2
m2

ϕϕ
2 + iχ̄∂

/
χ−mϕχ̄χ− gχϕχ̄χ− ϕ√

2

∑
q=u,d,s,c,b,t

gqyqq̄q (5.1)

for the case of a scalar mediator and

La = LSM+
1

2
(∂µa)

2− 1

2
m2

aa
2+ iχ̄∂

/
χ−mϕχ̄χ− igχaχ̄γ5χ−

ia√
2

∑
q=u,d,s,c,b,t

gqyqq̄γ5q (5.2)

for case of a pseudoscalar mediator, where LSM is the SM Lagrangian, yq =
√
2mq/v is

the SM Yukawa coupling normalized to the Higgs vacuum expectation value v, and the

coupling gq is assumed to be universal to all quarks. Since the coupling of the mediator is

proportional to the mass of the fermion it couples to, the mediators under this model will

preferentially couple to heavy third-generation quarks. Therefore, this search focuses on

looking for DM particles produced in association with either a single top quark (t/t̄+DM

events) or a top quark pair (tt̄+DM events) [162]. Feynman diagrams of the dominant

processes involving the t/t̄+DM and tt̄ production in the context of this simplified model

are shown in Fig. 5.1.

Depending on the decay of the top quark, the final states of the signal processes

considered in Fig. 5.1 can be categorized into three channels based on the number of

leptons present: the all-hadronic (AH) channel for zero leptons, the single lepton (SL)

channel for one lepton, and the dileptonic (DL) channel for two leptons. Previous searches
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Figure 5.1: Feynman diagrams of the production of DM particles (χ) with a top quark
pair (left) and a single top quark in both the t-channel (center) and tW-channel (right)
production modes in the context of a simplified model with a scalar/pseudoscalar (ϕ/a)
mediator. The additional quark q in the t-channel diagram is often produced at high
pseudorapidity.

for DM produced in association with either a single top quark or top quark pair have been

carried out at CMS in these channels using data collected at a center-of-mass energy of

13 TeV [106, 163]. Though the analysis described in this thesis probes similar signal

topologies to these previous searches, there are considerable differences in strategy for

some of these channels. In particular, lower jet multiplicities were considered, resulting in

an increase in sensitivity to the t/t̄+DM signal process.

In the AH and SL channels, the main strategy is to look for an excess of events above

the SM background in the pmiss
T spectrum, which is motivated by the expected decay of

the top quark in the dominant t-channel and tW-channel production modes. In the DL

channel, novel multivariate techniques are employed using characteristic features of the

signal production modes. In all three channels considered, dedicated search strategies are

used to further enhance the separation power of the signal against the SM background for

both t/t̄+DM and tt̄ processes.

In addition to the simplified model considered above, other models involving axion-like

particles (ALPs) can also provide a mediator to the dark sector. The ALPs are spin-0

particles which are not only promising candidates for mediators to the dark sector [164–

167], but can also provide a solution to the strong-CP problem [55, 168–170]. They are

spin-0 particles that do not interact with the SM gauge groups but emerge as pseudo-

Nambu-Goldstone bosons due to an approximate axion shift symmetry. As a result of
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this symmetry, the masses of ALPs can be significantly smaller than the energy scale of

the underlying ultraviolet model, which provides the opportunity to study couplings to

these particles at the LHC. In particular, models involving ALPs typically have couplings

to fermions that are proportional to the fermion masses, which motivates the focus on

studying the ALP coupling to heavy third-generation quarks like the top quark.

Like the simplified model, the ALP model considered in this analysis features a Dirac

fermionic DM candidate χ and a pseudoscalar ALP particle A which interacts with SM

fermions and acts as a DM mediator using a Lagrangian of the form

LA = LSM+
1

2
(∂µA)(∂

µA)+
1

2
m2

AA
2+ iχ̄∂

/
χ−mχχ̄χ− ict

mt

fA
t̄γ5tA− icχ

mχ

fA
χ̄γ5χA, (5.3)

where t is top quark field, mt is the mass of the top quark, fA is the ALP decay constant,

ct is the coupling between the ALP and the top quark, and cχ is the coupling between the

ALP and DM fermion. Because of the similarity of this Lagrangian to the one in Eq. 5.2,

the same processes shown in Fig. 5.1 can be considered.

5.2 Data sample and simulation

The data used in this search were collected by the CMS detector during Run 2 from

2016–2018, corresponding to an integrated luminosity of 138 fb−1. Several different online

trigger selections were used to collect the data depending on the channel considered. In

the AH channel, pmiss
T triggers are used to select events that contain no leptons and have

both pmiss
T and missing hadronic activity (Hmiss

T ) above 120 GeV [171]. In the SL channel,

a second set of triggers are used to select events containing at least one isolated electron

(muon) with pT > 27 (24) GeV. In the DL channel, a combination of both single lepton

and dilepton triggers are used to select events with two leptons (e, µ). The efficiency of

the pmiss
T triggers in the hadronic channel is nearly 100% for events with pmiss

T > 250 GeV,

while the efficiency of the triggers used in the SL channel is above 90% for leptons with

pT > 30 GeV. The average efficiency of the triggers used in the DL channel is 98% for
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events with two leptons with pT > 25 (20) GeV.

To estimate both signal and SM background, Monte Carlo (MC) event generators are

used to simulate events produced in proton-proton collisions at the LHC [172]. These

simulations are divided into several steps. First, events are generated through hard scat-

tering processes of initial state partons whose cross sections take into consideration Parton

Density Functions (PDFs) as well as Feynman diagram matrix elements using perturba-

tion theory at different fixed orders of approximation. The most commonly used orders of

approximation are Leading Order (LO), which involve tree-level diagrams, and Next-to-

Leading Order (NLO), which includes one-loop and real emission diagrams. Next, gener-

ators produce parton showers which undergo hadronization and decay into particles that

can be reconstructed by the detector. Finally, the response of the detector is simulated

for each particle, after which the same reconstruction of objects described in Chapter 4 is

applied to simulation.

The POWHEG v2 [173–178] event generator was used to generate events for both tt̄+jets

production and single top quark processes (t-, s-, and tW-channels) at NLO in quantum

chromodynamics (QCD). For the tt̄+jets process, corrections to reweight the top quark pT

distribution are applied to match next-to-NLO (NNLO) theoretical computations [179].

NLO matrix element (ME) calculations implemented in MADGRAPH5 aMC@NLO [180] are used

to generate sample for the top quark pair associated production with a W boson (tt̄+W)

and a Z boson (tt̄+Z) along with up to two additional partons, with the FxFx [181] pre-

scription applied to merge multileg processes. MADGRAPH5 aMC@NLO is also used to generate

samples of Z+jets and W+jets events (v2.2.2 in 2016, v2.4.2 in 2017 and 2018) at LO pre-

diction with up to four partons in the final state, along with the MLM prescription [182] for

matching jets from the ME calculation to the parton shower description. Dedicated elec-

troweak [183–188] and QCD K factors, parameterized as functions of the generated boson

pT, to correct from LO to NLO are also applied to Z+jets and W+Jets events. Samples

for QCD multijet events are produced using either PYTHIA [189] or MADGRAPH5 aMC@NLO

plus MLM matching, while other processes with a smaller contribution to the SM back-
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ground like diboson production are generated at NLO using either MADGRAPH5 aMC@NLO

with FxFx matching or POWHEG v2 and normalized to the most accurate cross section

calculations available [190, 191].

The t/t̄+DM and tt̄ signal processes are simulated at LO with MADGRAPH5 aMC@NLO

with either zero or one additional parton, respectively, in the ME calculations using the

simplified model described in Section 5.1. Following the recommendations of the LHC

Dark Matter Working Group [192], benchmark values of gq = gχ = 1 and mχ = 1 GeV are

chosen, with the parameter scan of mϕ/a from the following list of mass points for both

types of mediators and for both t/t̄+DM and tt̄ production modes: 50, 100, 150, 200, 250,

300, 350, 400, 450, and 500 GeV. At these mediator mass points where the mediator is

produced on-shell, the pmiss
T distribution of the signal does not depend strongly on mχ,

which motivates the choice to set mχ = 1 GeV. Cross sections for the signal processed are

calculated at LO using MADGRAPH5 aMC@NLO v2.6.1, with zero or one additional parton for

t/t̄+DM and tt̄ events, respectively.

For samples corresponding to 2016 data, the NNPDF 3.0 [193] PDF set was used,

while the NNPDF 3.1 NNLO [194] PDF set was used for samples corresponding to 2017

and 2018 data. Parton shower and hadronization are simulated using PYTHIA v8.226 with

the CUETP8M1(2) underlying event tune [195] for samples corresponding to 2016 data

and the CP5 tune [196] for most samples corresponding to 2017 and 2018 data. The CMS

detector simulation was performed using GEANT4 [197] for both signal and background

samples. Pileup (PU) effects are also included in all simulated samples, and a reweighting

procedure is implemented to match the simulated PU distribution with the one observed in

data. In addition, corrections are applied to simulated samples to cover residual differences

between data and simulation from lepton identification and reconstruction efficiencies, as

well as from b-tagged jet (b-jet) identification efficiencies.
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5.3 Object definitions

For the primary vertex, the number of associated tracks must be greater than zero, the

number of degrees of freedom defined in Eq. 4.1 ndof > 4, the vertex position along the

beampipe |zvtx| < 24 cm, and the vertex distance with respect to the beam pipe d0 < 2

cm. In addition, MC simulated samples are reweighted to match the PU distribution in

simulation to data, assuming a total inelastic cross section of σin = 69.2 mb.

For leptons, two categories are defined depending on whether the lepton is being se-

lected (“Tight” or “Medium” electrons/muons) or vetoed (“Veto” electrons or “Loose”

muons). In general, events containing exactly zero “Veto” leptons are categorized within

the AH channel, events containing exactly one “Tight” lepton are categorized in the SL

channel, and events containing exactly two “Medium” leptons are categorized within the

DL channel.

In the AH and SL channels, electrons are selected or vetoed using the “Tight” and

“Veto” cut-based identification working points (WP), respectively. “Tight” electrons are

required to have pT > 35 GeV and |η| < 2.1. “Veto” electrons with pT > 10 GeV are used

to reject events with extra leptons. For the DL channel, electrons are selected or vetoed

using the “Medium” and “Loose” cut-based identification WP. “Medium” electrons are

required to have pT > 25(20) GeV for leading (trailing) leptons with |η| < 2.4, while

“Loose” electrons are required to have pT > 10 GeV. For all channels, candidates in the

barrel-endcap overlap region in 1.4442 < |η| < 1.566 are removed. The variables and

selection criteria defining the electron identification WPs for the different channels are

listed in Tables 5.1–5.3.

Muons in the AH and SL channels are also selected or vetoed using “Tight” and

“Loose” identification WPs. “Tight” muons are required to have pT > 30 GeV and

|η| < 2.4, while “Loose” muons are required to have pT > 10 GeV. In the DL channel,

muons are selected using the “Medium” identification WP, with “Medium” muons required

to have pT > 25(20) GeV for leading (trailing) leptons and |η| < 2.4. As with the AH

and SL channels, a looser requirement of pT > 10 GeV is used to veto “Loose” muons.
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Variable Barrel (|ηsc| < 1.4442) Endcap (1.5660 < |ηsc| < 2.5)

|∆ηIn| 0.00463 0.00814
|∆ϕIn| 0.148 0.19

full 5× 5 σIηIη 0.0126 0.0457
h
E 0.05 + 1.16/ESC + 0.0324 ∗ ρ/ESC 0.05 + 2.54/ESC + 0.183 ∗ ρ/ESC

1
E − 1

p 0.209 0.132

relative electron isolation 0.198 + 0.506/pT 0.203 + 0.9.63/pT
expected missing inner hits 2 3

pass conversion veto yes yes

Table 5.1: “Veto” WP electron identification requirements for the AH and SL channels.

Barrel (|ηsc| < 1.4442) Endcap (1.5660 < |ηsc| < 2.5)

|∆ηIn| 0.0032 0.00632
|∆ϕIn| 0.0547 0.0394

full 5× 5 σIηIη 0.0106 0.0387
h
E 0.046 + 1.16/ESC + 0.0324 ∗ ρ/ESC 0.0275 + 2.52/ESC + 0.183 ∗ ρ/ESC

1
E − 1

p 0.184 0.0721

relative electron isolation 0.0478 + 0.506/pT 0.0658 + 0.963/pT
expected missing inner hits 1 1

pass conversion veto yes yes

Table 5.2: “Medium” WP electron identification requirements for the DL channel.

Variable Barrel (|ηsc| < 1.4442) Endcap (1.5660 < |ηsc| < 2.5)

|∆ηIn| 0.00255 0.00501
|∆ϕIn| 0.022 0.0236

full 5× 5 σIηIη 0.0104 0.0353
h
E 0.026 + 1.15/ESC + 0.0324 ∗ ρ/ESC 0.0188 + 2.06/ESC + 0.183 ∗ ρ/ESC

1
E − 1

p 0.159 0.0197

relative electron isolation 0.0287 + 0.506/pT 0.0445 + 0.963/pT
expected missing inner hits 1 1

pass conversion veto yes yes

Table 5.3: “Tight” WP electron identification requirements for the AH and SL channels.
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Variable “Loose” WP “Tight” WP

PF-muon true true
global muon - true

global OR tracker muon true -
χ2/ndof of global muon fit - < 10

No. of muon chamber hits in global muon fit - ≥ 1
No. of muon stations with muon segments - ≥ 2

|dxz| (cm) - < 0.2
|dz| (cm) - < 0.5

No. of pixel hits - > 0
No. of tracker layers with hits - > 5

relative isolation (separate from ID) < 0.25 < 0.15

Table 5.4: “Loose” and “Tight” WP muon identification requirements for the AH and SL
channels.

Variable Tracker Muon Tracker & Global Muon

valid hit fraction > 0.8 > 0.8
segment compatibility > 0.451 > 0.303

global fit ( χ2

dof) - < 3
position match (χ2) - < 12

kink (χ2
max) - < 20

Table 5.5: “Medium” WP muon identification requirements for the DL channel.

The variables and selection criteria defining the muon identification WPs for the different

channels are listed in Tables 5.4–5.5.

For both electrons and muons, the relative isolation variable is defined as

IPFRel =
Ich +max(Iγ + Inh − ρAeff , 0)

pT
, (5.4)

where Ich, Iγ , and Inh are the respective energies of charged particles, photons, and neutral

hadrons within a cone of radius ∆R =
√
(∆η)2 + (∆ϕ)2 around the lepton, ρ is the average

energy density from PU, Aeff is the effective area used to account for PU contributions

and background energy, and pT is the transverse momentum of the lepton. This quantity

is used to suppress misidentification of prompt leptons from non-prompt or fake leptons,

and is used for both electron and muon identification WPs. For electrons, ∆R = 0.3,
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while for muons, ∆R = 0.4. Muons in all three channels are required to have IPFRel < 0.15

while the requirement for electrons depends on their pT.

In order to account for differences between data and simulation, correction factors

called scale factors for lepton reconstruction, identification, and isolation efficiencies are

derived using the tag-and-probe method on either the Z → ee (electrons) or Z → µµ

(muons) mass peak for all working points separately, as a function of the pT and η of the

lepton. Corrections are also applied for lepton energy scale and smearing, as well as to

match differences between trigger performance in data compared to simulation.

For jets, all three channels use PF AK4 jets (reconstructed with anti-kt algorithm

using ∆R = 0.4) identified with the “TightLepVeto” identification WP, which includes

a “Tight” jet PU ID for jets with pT < 50 GeV. In addition, jets are required to have

∆R > 0. from any selected leptons (e or µ) in the event to avoid misidentification of

leptons as jets. Jet candidates are required to have pT < 30 GeV for the AH and SL

channels and pT > 20 GeV in the DL channel, as well as |η| < 2.4 for all jets categorized

as “central”. In addition, for the AH and SL channels, another category of “forward” jets

are defined with the same selections above but with 2.4 < |η| < 4.0. For all channels,

corrections are applied to both JES and JER.

For selecting b-tagged jets (b-jets), the medium identification WP of the DeepCSV

algorithm is used (see Section 4.6). B-jets are required to have the same pT threshold in

each channel as central jets and to lie within |η| < 2.4.

Missing transverse momentum (pmiss
T ) is calculated and reconstructed based on the

algorithm described in Section 4.7. Moreover, several filters are applied to both data

and simulation to reject events with known pmiss
T problems. Corrections are applied in

addition to the ones outlined in Section 4.7 to address issues during data taking. XY-shift

corrections are applied to correct for modulations in the ϕ angular distribution of pmiss
T

resulting from several effects, such as anisotropic detector responses, inactive calorimeters,

and detector misalignment. Furthermore, noise in the endcap calorimeter of the ECAL

(EE) resulted in an overestimation of pmiss
T at high |η| during data taking in 2017. As a
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result, corrections are applied to reduce the effect of this noise on pmiss
T .

5.4 Event selection

To search for the signal, this analysis defines several orthogonal signal regions (SRs) that

are statistically combined in a simultaneous global fit of the pmiss
T spectrum of the events

in those regions. The event selection for the AH and SL channels is based on a selection

on discriminating variables in order to increase the signal to background ratio. For the

DL channel, a different approach is used. The final state in the DL channel has relatively

large pmiss
T in the SM tt̄ process due to the presence of two neutrinos and constitutes the

main background in this channel. As a result, the pmiss
T distribution alone is not sufficient

to separate signal from background. Instead, sophisticated Multi-Variate Analysis (MVA)

techniques are employed to train a neutral network that uses discriminating variables as

input to distinguish t/t̄+DM and tt̄ signal processes from SM background.

The SRs in all channels are divided based on the number of b-jets (nb) identified. The

SRs with exactly one b-jet (1b) target the t/t̄+DM process, while the SRs with exactly

two or more b-jets (2b) target the tt̄+DM process. In addition, the AH and SL SRs are

further subdivided into exactly zero or ≥ 1 forward jet regions (0FJ and 1FJ) to increase

the sensitivity to the t-channel t/t̄+DM process, which tends to have a forward jet as

shown in Fig. 5.1.

5.4.1 Discriminating variables

In order to separate signal from background, various discriminating variables are defined

in the AH, SL, and DL channels:

• mb
T (AH and SL): The mb

T variable is defined as

mb
T =

√
2pmiss

T p = pbT(1− cos(∆ϕ)), (5.5)

where pbT is the transverse momentum of the b-jet and ∆ϕ is the opening angle
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between the b-jet direction and the pmiss
T in the transverse plane. If there is more

than one b-jet candidate, the b-jet with the highest DeepCSV discriminant value is

chosen. For tt̄ background, mb
T tends to have values below or around the top quark

mass if the b-jet belongs to the top quark whose lepton is not identified.

• pT(j1)/HT (AH): The pT(j1)/HT variable is defined as the ratio of the leading pT

jet in the event to HT, the scalar pT sum of all reconstructed jets in the event with

pT > 30 GeV within |η| < 2.4. The tt̄+DM process, which has six jets at the ME

level, tends to have lower values of this observable compared to tt̄(1l) and Z → νν̄

backgrounds, which have fewer jets.

• min∆ϕ(j1,2,p
miss
T ) (AH and SL): The min∆ϕ(j1,2,p

miss
T ) variable is given by the

minimum opening angle in the transverse plane between the first two leading pT jets

and pmiss
T . The jets and the pmiss

T vector tend to be more separated in the transverse

plane in signal events compared to tt̄ background. In addition, QCD multijet events

should not have any intrinsic pmiss
T , so the observed pmiss

T in these events is mostly

the result of jet measurements where pmiss
T is often aligned with one of the leading

jets.

• mT (SL): The transverse W mass mT is defined as

mT =
√

2pmiss
T pTℓ(1− cos(∆ϕ)), (5.6)

where pT
ℓ is the transverse momentum of the lepton and ∆ϕ is the opening angle

between the lepton and the pmiss
T vector in the transverse plane. The transverse W

mass is constrained by kinematic properties to be less than the W boson mass of

around 80 GeV for leptonic on-shell W decays in tt̄ and W+jets events. For signals

and off-shell W decays or fully leptonic decays of tt̄, mT is expected to exceed the

W mass since the pmiss
T represents more than just one neutrino escaping detection.

• mW
T2 (SL): The mW

T2 variable [198] is defined as the minimal value of the mass of a
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particle assumed to be pair produced and to decay to a W boson and a b quark jet.

The W bosons are assumed to be produced on-shell and to decay leptonically, where

one of the two leptons is not detected. The calculation of mW
T2 requires two b-jets

from the decay of the top quarks, where one of the b-jets comes from the same decay

chain as the reconstructed lepton. If only one b-jet is identified in the event, each

of the first three (or two in three-jet events) leading non-b-tagged jets is considered

as the second b-jet in the calculation. If two or more b-jets are identified in the

event, all b-jets are considered and all possible jet-lepton combinations are used

to calculate the mW
T2 value. The mW

T2 is then evaluated for all possible jet-lepton

combinations and the minimum mW
T2 value is considered to discriminate between

signal and background events. Based on the variable definition, in tt̄(2l) events the

mW
T2 has a kinematic end point at the top quark mass, assuming perfect detector

response, which is not the case for signal events where two additional DM particles

are present.

• modified topness (SL): The modified topness variable t[199] minimizes the recon-

structed center-of-mass energy of the event, subject to the conditions that both top

quarks and W bosons are on-shell. It is defined as

t = ln(minS), (5.7)

where

S(pW, pν,Z) =
(m2

W − (pν + p1)
2)2

a4W
+

(m2
t − (pb + pW)2)2

a4t
, (5.8)

where p and m denote the momentum and mass of the particles involved, respec-

tively. The sum in the last term runs over all five assumed final state particles from

the top quark and W boson decays. The parameters aW = 5 GeV, at = 15 GeV,

and aCM = 1 GeV determine the relative weighting of the mass shell conditions and

correspond to typical resolutions of these particles at LHC conditions. The inputs

to the calculation of S are two jets, a lepton, and the pmiss
T . The value of t quantifies
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how well an event is compatible with the tt̄(2l) hypothesis.

• mll
T2 (DL): The mll

T2 variable [200, 201] is defined as

mll
T2 = min

p⃗T,ν̄+p⃗T,ν=p⃗miss
T

[
max{MT(m1,mν̄ , p⃗T,1, p⃗T,ν̄),MT(m1̄,mν , p⃗T,1̄, p⃗T,ν)}

]
(5.9)

where

MT(m1,mν̄ , p⃗T,1, p⃗T,ν̄) =
√
m2

1 +m2
2 + 2(ET,1ET,2 − p⃗T,1 · p⃗T,2), (5.10)

where mi, p⃗T,i, and ET,i correspond to the mass, transverse momentum vector, and

transverse energy of the particle i respectively, while p⃗miss
T is the measured missing

transverse momentum vector. This variable offers information on the mass of pair-

produced particles in situations where both particles decay to a final state with

undetected particles, as in the case of two leptonically decaying W bosons produced

from top quark pairs. If the visible components in the decay chain are measured

correctly, this variable has a kinematic endpoint at the W boson mass for the tt̄

processes but not for signal, because of the additional pmiss
T from DM.

In addition to the discriminating variables above, separate variables were used as input

to the neural network (NN) trained in the DL channel as well as a separate tt̄ reconstruction

algorithm. These inputs include the following:

• |∆ϕ(l, l̄)|, the opening angle between the two leptons.

• |∆ϕ(pmiss
T , l̄lb)|, the opening angle between the two lepton plus b-jet system and

pmiss
T .

• pdarkT , the amount of pmiss
T that cannot be assigned to the neutrinos in the top quark

kinematic reconstruction algorithm used in the DL channel (see Section 5.4.4).

• chel, the angle between the two leptons when boosted back into the rest frame of

their parent top quarks.



85

• |∆ϕ(t, t̄)|, the opening angle between the top quark and antiquark.

5.4.2 All hadronic signal regions

In the AH channel, a pre-selection is applied which includes the requirement of no “Veto”

or “Loose” electrons or muons, at least one identified b-jet, at least three central jets, and

pmiss
T > 250 GeV. To reduce the dominant tt̄(1l) background, we require the transverse

massmb
T > 140 GeV. To further reduce both tt̄(1l) and Z → νν̄ background events, we also

require pT(j1)/HT < 0.5 in the nb ≥ 2 SRs. No requirement on pT(j1)/HT is applied in

the nb = 1 SRs since t/t̄+DM events have fewer central jets, and therefore tend to exhibit

a distribution similar to that of the background. To reduce QCD multijet background, a

minimum selection of min∆ϕ(j1,2, p
miss
T ) > 0.8 radians is also applied.

Final SR event selections for the AH channel are summarized in Table 5.6, while

the pmiss
T distributions of the AH SRs after the fit described in Section 5.7 are shown

in Fig. 5.2. The lower panels show the ratio of data and the SM prediction after the

maximum likelihood fit is performed. The hatched uncertainty bands represent the total

combined statistical and systematic uncertainties in the prediction.

All hadronic SRs
0l, 1b, 0FJ 0l, 1b, 1FJ 0l, 2b

nlep = 0
njet ≥3
nb =1 =1 ≥2
Forward jets =0 ≥1 —
pT(j1)/HT — <0.5
pmiss
T [GeV] >250
mT [GeV] —
mW

T2 [GeV] —
min∆ϕ(j1,2,p

miss
T ) [rad.] >0.8

mb
T [GeV] >140

Table 5.6: Final event selections for the AH channel SRs.
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Figure 5.2: The pmiss
T distributions for the 1b 0FJ (top left), 1b 1FJ (top right), and

2b (bottom) AH SRs. The last bin contains overflow events. A representative signal
model distribution is shown. The gray dashed area in the upper panel represents the total
uncertainty in all of the backgrounds and the chosen signal model, while in the lower panel
it represents only the total uncertainty in the backgrounds.
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5.4.3 Single lepton signal regions

In the SL channel, a pre-selection is applied which includes the requirement of exactly

one “Tight” lepton (e or µ), at least one identified b-jet, at least two central jets, and

pmiss
T > 250 GeV. To reduce the dominant tt̄ and W+jets background, we require that the

transverse mass mT > 140 GeV. After the mT selection, the remaining tt̄(2l) background

is further reduced by requiring mW
T2 > 180 GeV and mb

T > 140 GeV. Like with the AH

channel SRs, a requirement of min∆ϕ(j1,2, p
miss
T ) > 0.8 radians is also applied to help

separate signal from tt̄ background events. Finally, separate SR categories are defined

based on the value of the modified topness variable t. Rather than defining a single

selection criterion on this variable, we split the SRs in the SL channel into two further

categories t ≤ 0 (T1) and t > 0 (T2).

Final SR event selections for the SL channel are summarized in Table 5.7, while the

pmiss
T distributions of the SL SRs after the fit described in Section 5.7 are shown in Fig. 5.3.

The lower panels show the ratio of data and the SM prediction after the maximum like-

lihood fit is performed. The hatched uncertainty bands represent the total combined

statistical and systematic uncertainties in the prediction.

Single lepton SRs
1l, 1b, 0FJ 1l, 1b, 1FJ 1l, 2b

nlep = 1
njet ≥2
nb =1 =1 ≥2
Forward jets =0 ≥1 —
pT(j1)/HT —
pmiss
T [GeV] >250
mT [GeV] >140
mW

T2 [GeV] >180
min∆ϕ(j1,2,p

miss
T ) [rad.] >0.8

mb
T [GeV] >140

Table 5.7: Final event selections for the SL channel SRs. For the SL channel, a catego-
rization in terms of modified topness, with bins of t ≤ 0 and t > 0, is also applied after
the event selection.
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Figure 5.3: The pmiss
T distributions for the 1b 0FJ (t ≤ 0) (top left), 1b 0FJ (t > 0) (top

right), 1b 1FJ (t ≤ 0) (center left), 1b 1FJ (t > 0) (center right), 1l 2b (t ≤ 0) (bottom
left), and 1l 2b (t > 0) (bottom right) SL SRs. The last bin contains overflow events. A
representative signal model distribution is shown. The gray dashed area in the upper panel
represents the total uncertainty in all of the backgrounds and the chosen signal model,
while in the lower panel it represents only the total uncertainty in the backgrounds.
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5.4.4 Dilepton signal regions

In the DL channel, a pre-selection is applied which includes the requirement of exactly two

“Medium” leptons (e or µ), at least one b-jet, and mll > 20 GeV for the invariant mass

mll of the two leptons in order to suppress light resonances. The region 76 < mll < 106

GeV is also excluded to suppress Drell-Yan (DY) production. Since this channel is also

dominated by tt̄ background events, a selection of mll
T2 > 80 GeV is imposed. Though

most of the remaining background is well modeled by MC simulation, the DY process

is particularly difficult to model as it normally only enters the selection if the pmiss
T and

hence the mll
T2 is significantly mismodeled. Thus, the SRs in the DL channel are further

split by lepton flavor into same flavor (SF) regions with either two electrons or two muons,

that will be relatively enriched in the DY process, and different flavor (DF) regions with

one electron and one muon, that will be depleted in DY events. A method is then used

to estimate the DY background in the more enriched t/t̄+DM SF region based on control

samples in data (see Section 5.5.3).

As mentioned previously, a separate NN is trained on a number of discriminating

variables in each of the 1b and 2b regions for the combined SF and DF lepton regions

for both scalar and pseudoscalar mediator hypotheses in order to distinguish signal from

background. Only one NN is trained for all mediator mass hypotheses since the perfor-

mance of the NN did not seem to significantly improve when training on a single mass

point compared to the ensemble of all mass points. In the 2b region, a tt̄ reconstruction

algorithm [202] is also applied, which takes as input the top quark kinematic properties

pdarkT , chel, and |∆ϕ(t, t̄)|. The NNs were trained using Keras [203] with a Tensorflow [204]

backend, with three densely connected hidden layers using the rectified linear unit (ReLU)

activation function and an output layers with nodes for signal and background using the

“softmax” activation function. The distributions of the output of the NN score were used

for signal extraction.

Final SR event selections for the DL channel are summarized in Table 5.8, while the

NN output distributions of the SL SRs after the fit described in Section 5.7 are shown
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in Fig. 5.4. The lower panels show the ratio of data and the SM prediction after the

maximum likelihood fit is performed. The hatched uncertainty bands represent the total

combined statistical and systematic uncertainties in the prediction.

Dilepton SRs
2l, 1b 2l, 2b

nlep = 2
njet ≥1
nb =1 ≥2
Forward jets — —
pT(j1)/HT —
pmiss
T [GeV] —
mT [GeV] —
mW

T2 [GeV] —
min∆ϕ(j1,2,p

miss
T ) [rad.] —

mb
T [GeV] —

mll [GeV] >20
|mll −mZ| [GeV] > 15 (SF)
mll

T2 [GeV] >80
Pass tt̄ reco — yes

Table 5.8: Final event selections for the DL channel SRs. For the DL channel, an additional
selection is also applied after event selection into same flavor (SF) e+e−/µ+µ− and different
flavor (DF) e±µ± regions.

5.5 Background estimation

After the event selections described in Section 5.4, we can focus on the main SM back-

grounds in the different search regions. For the AH channel, the main backgrounds arise

from single lepton tt̄(1l) events where the lepton is lost, W+jets events, and Z → νν events

where the two neutrinos leads to background with genuine pmiss
T . For the SL channel, the

main backgrounds are dileptonic tt̄(2l) events where one lepton is lost, and W+jets events.

For the DL channel, the main backgrounds are tt̄(2l) and tW events, DY production, and

tt̄Z → tt̄νν̄ processes.

Different strategies are employed to improve or verify the modeling of these back-

grounds based on data driven control methods. For the AH and SL channels, signal de-

pleted control regions are defined which are enhanced in the different background sources.
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Figure 5.4: The NN output distributions for the 2b (DF) (top left), 2b (SF) (top right), 1b
(DF) (bottom left), and 1b (SF) (bottom right) DL SRs. The last bin contains overflow
events. A representative signal model distribution is shown. The gray dashed area in the
upper panel represents the total uncertainty on all of the backgrounds and the chosen
signal model, while in the lower panel it represents only the total uncertainty on the
backgrounds.
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If necessary, correction factors are then derived on a bin-by-bin basis that depends on the

ratio of data to MC prediction. These correction factors are then extracted simultaneously

across the CRs and SRs for a given channel in the context of a global fit (see Section 5.7).

The remaining SM backgrounds are estimated from MC simulation.

For the DL channel, dedicated CRs are also defined for the DY and tt̄Z → tt̄νν̄

processes. For the DY process, correction factors are derived as a function of the NN

score in a similar way to the AH and SL channels, while for tt̄Z → tt̄νν̄, only an overall

normalization factor is derived. In addition, a validation region (VR) enriched in both

tt̄ and tW events is defined in order to verify that these events are correctly modeled for

all the input variables used in the NN. These distributions show good agreement between

data and simulation within uncertainties for all variables, so no further correction factor

is applied.

5.5.1 All hadronic control regions

In the AH channel, four independent sets of CRs are defined. The first set of CRs is de-

signed to be enhanced in tt̄(1l) events by selecting events with exactly one “Tight” lepton,

at least three central jets, at least one b-jet, pmiss
T > 250 GeV, and min∆ϕ(j1,2,p

miss
T ) ≥ 0.8

radians. In addition, a selection of mT < 140 GeV is applied to avoid overlap with the

SL SRs. A second set of CRs is designed to be enhanced in single lepton W+Jets events

by selecting events with exactly one “Tight” lepton, at least three central jets, no b-jets,

pmiss
T > 250 GeV, and mT < 140 GeV in order to avoid overlap with the SL W+jets CR.

A third set of CRs are designed to model background originating from Z→ νν processes,

where Z boson decays to an opposite sign SF dilepton pair (Z→ll) are used as proxy events

to emulate the kinematic properties of the Z→ νν process. To reproduce the pT spectrum

of Z→ νν events, the two leptons in the Z→ll event are added to the pmiss
T vector to compute

a quantity referred to as hadronic recoil, whose magnitude is required to be greater than

250 GeV. In addition, events are also required to have exactly two “Tight” leptons with

SF and opposite signs (e+e− or µ+µ−) that satisfy the requirement 60 < mll < 120 GeV
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on their invariant mass, at least three central jets, and no b-jets.

The final set of CRs is designed to be enhanced in QCD multijet events. Though QCD

multijet events are not a dominant background in the AH SRs, they are poorly modeled

in simulation due to the fact that to pass the minimum pmiss
T requirement, these events

need to have significant jet mismeasurements. This mismodeling leads to large systematic

uncertainties, so a dedicated CR is defined for QCD multijet background in order to reduce

their associated uncertainties by estimating their yield from data. Events in this CR must

have no “Veto” leptons, at least three central jets, at least one b-jet, and pmiss
T > 250

GeV. We also require min∆ϕ(j1,2,p
miss
T ) < 0.8 radians since events with significant jet

mismeasurement tend to have the pmiss
T vector aligned with one of the leading jets.

Final CR event selections for the AH channel are summarized in Table 5.9, while

the pmiss
T distributions of the AH CRs after the fit described in Section 5.7 are shown

in Fig. 5.5. The lower panels show the ratio of data and the SM prediction after the

maximum likelihood fit is performed. The hatched uncertainty bands represent the total

combined statistical and systematic uncertainties in the prediction.

AH CRs
tt̄(1l) CR W(lν) CR Z(2l) CR QCD CR

nb ≥ 1 = 0 = 0 ≥ 1
nlep = 1 = 1 = 2 = 0
njet ≥ 3 ≥ 3 ≥ 3 ≥ 3
pmiss
T [GeV] ≥ 250 ≥ 250 ≥ 250 ≥ 250
mT [GeV] ≤ 140 ≤ 140 — —
min∆ϕ(j1,2,p

miss
T ) [rad.] ≥ 0.8 — — < 0.8

mll [GeV] — — [60, 120] —
|mll −mZ| [GeV] — — — —
mll

T2 [GeV] — — — —
Included in fit? Yes Yes Yes Yes

Table 5.9: CRs defined for the main backgrounds of the AH SRs (tt̄(1l), W+jets, Z→ll,
QCD). Some selection criteria applied in the SRs are removed in the corresponding CRs
to increase the event counts and are therefore not listed. The pmiss

T selection for the Z→ll
CR refers to the hadronic recoil.
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Figure 5.5: The pmiss
T distributions for the QCD (top left), tt̄(1l) (top right), W(lν) (bot-

tom left), and Z(2l) (bottom right) AH CRs. The last bin contains overflow events. The
gray dashed area in the upper panel represents the total uncertainty on all of the back-
grounds and the chosen signal model, while in the lower panel it represents only the total
uncertainty on the backgrounds.
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5.5.2 Single lepton control regions

In the SL channel, two independent sets of CRs are defined. The first set of CRs is

designed to isolate tt̄(2l) events by selecting events with exactly two “Tight” leptons, at

least 2 central jets, at least one b-jet, and pmiss
T > 250 GeV. In addition, events are required

to have mll
T2 < 80 GeV to avoid overlap with the DL SRs. The mT, m

W
T2, and forward

jet selections are also removed to increase the statistical power of this CR. The second set

of CRs is designed to isolate W+jets events by selecting events with exactly one “Tight”

lepton, at least two central jets, no b-jets, pmiss
T > 250 GeV, and mT > 140 GeV. The zero

b-jet requirement is imposed to avoid overlap with the SL SRs.

Final CR event selections for the SL channel are summarized in Table 5.10, while

the pmiss
T distributions of the SL CRs after the fit described in Section 5.7 are shown in

Fig. 5.6. The lower panels show the ratio of data and the SM prediction after the maximum

likelihood fit is performed. The hatched uncertainty bands represent the total combined

statistical and systematic uncertainties in the prediction.

SL CRs
tt̄(2l) CR W(lν) CR

nb ≥ 1 = 0
nlep = 2 = 1
njet ≥ 2 ≥ 2
pmiss
T [GeV] ≥ 250 ≥ 250
mT [GeV] — ≥ 140
min∆ϕ(j1,2, p

miss
T ) [rad.] — —

mll [GeV] — —
|mll −mZ| [GeV] — —
mll

T2 [GeV] ≤ 80 ≤ 80
Included in fit? Yes Yes

Table 5.10: CRs defined for the main backgrounds of the SL SRs (tt̄(2l) and W+jets).
Some selection criteria applied in the SRs are removed in the corresponding CRs to increase
the event counts and are therefore not listed. The pmiss

T selection for the Z→ll CR refers
to the hadronic recoil.
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Figure 5.6: The pmiss
T distributions for the W(lν) (left) and tt̄(2l) (right) SL CRs. The

last bin contains overflow events. The gray dashed area in the upper panel represents the
total uncertainty on all of the backgrounds and the chosen signal model, while in the lower
panel it represents only the total uncertainty on the backgrounds.

5.5.3 Dilepton control regions

In the DL channel, one VR and two independent CRs are defined. The VR is designed

to be enhanced in tt̄(2l) events by selecting events with exactly two “Medium” leptons,

at least one jet, at least one b-tagged jet, mll > 20 GeV with mll < 76 or mll > 106 GeV

for SF leptons, and mll
T2 ≤ 80 GeV to avoid overlap with the DL SRs. The first CR is

designed to be enhanced in DY events by selecting events with exactly two SF “Medium”

leptons, at least one jet, at least one b-jet, 76 < mll > 106 GeV, and mll
T2 > 80 GeV. Since

the 2b SRs were found to not be dominated by DY events even inside the Z boson mass

window, a single CR requiring exactly 1 b-jet is used to predict the rate of DY in the 1b

SF SR as a function of the NN score.

The second CR is designed to be enhanced in tt̄Z events by selecting events with exactly

three “Medium” leptons with pT > 25, 20, 20 GeV respectively, at least three jets with

pT > 30 GeV for the leading jet and pT > 20 GeV for all others, and at least one b-jet.

In addition, events are required to have an OS SF lepton pair with |mll −mZ| < 10 GeV,

with the remaining lepton having pT > 35 GeV to suppress DY events with a misidentified



97

lepton. Events are binned in terms of jet and b-jet multiplicity in order to maximize the

discrimination of tt̄Z processes from the remaining backgrounds.

Final VR and CR event selections for the DL channel are summarized in Table 5.11,

while the NN output distributions of the DL CRs after the fit described in Section 5.7 are

shown in Fig. 5.7. The lower panels show the ratio of data and the SM prediction after

the maximum likelihood fit is performed. The hatched uncertainty bands represent the

total combined statistical and systematic uncertainties in the prediction.

DL CRs
tt̄(2l) VR DY CR tt̄Z CR

nb ≥ 1 = 1 ≥ 1
nlep = 2 = 2 (SF) = 3
njet ≥ 1 ≥ 1 ≥ 3
pmiss
T [GeV] — — —
mT [GeV] — — —
min∆ϕ(j1,2,p

miss
T ) [rad.] — — —

mll [GeV] > 20 — —
|mll −mZ| [GeV] > 15 (SF) < 15 < 10 (OS SF)
mll

T2 [GeV] ≤ 80 ≥ 80 —
Included in fit? No Yes Yes

Table 5.11: CRs defined for the main backgrounds of the DL SRs (tt̄(2l) and tt̄Z). Some
selection criteria applied in the SRs are removed in the corresponding CRs to increase the
event counts and are therefore not listed. The pmiss

T selection for the Z→ll CR refers to
the hadronic recoil.

5.6 Systematic uncertainties

The systematic uncertainties in this analysis can arise from various sources and affect both

signal and background processes. Two types of systematic uncertainties are considered;

those that only affect the total overall yield of a process (normalization uncertainties),

and those that in addition affect its distribution (shape uncertainties). Normalization

uncertainties include the following:

• Luminosity: Uncertainties of 1.2%, 2.3%, and 2.5% are applied for 2016, 2017, and

2018 data taking years in order to account for uncertainties in the actual integrated
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Figure 5.7: The NN output distributions for the DY (left) and tt̄Z (right) DL CRs. The
last bin contains overflow events. The gray dashed area in the upper panel represents the
total uncertainty on all of the backgrounds and the chosen signal model, while in the lower
panel it represents only the total uncertainty on the backgrounds.

luminosity for these years [205–207].

• Single top quark background normalization (AH and SL): An uncertainty

of 20% is applied on the normalization for single top quark processes considered in

order to account for uncertainty from varying the factorization and renormalization

scales as well as in the PDF.

The shape uncertainties considered in the analysis include the following:

• PDF: Uncertainties on the choice of PDF and αs are estimated by reweighting the

samples with the relevant PDF replicas according to PDF4LHC recommendations

for the LHC Run 2 [208].

• Factorization and renormalization scales: Uncertainties due to the renormal-

ization scale µR and the factorization scale µF in simulation ME generators are taken

into account by applying a set of weights that represent a change of these scales by

a factor of 2 or 0.5. For processes where the rate is estimated from data in a CR,

these are normalized to cover only the acceptance effects.
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• Parton shower modeling: Variations in the parton shower initial and final state

radiation (ISR and FSR) scales are also considered by independently varying these

up and down by a factor of 2.

• Pileup modeling: Systematic uncertainties due to PU modeling are taken into

account by varying the minimum bias cross section of 69 mb used to calculate the

PU distributions in data by ±4.6% [209].

• Trigger: Separate uncertainties are considered for the triggers used in each channel.

These are estimated using cross-checks of the methods used to compute them from

control samples in data.

• Lepton reconstruction and selection: Uncertainties on the order of ∼2% are

applied to MC processes where scale factors have been applied to mimic lepton

reconstruction and selection efficiencies in data.

• Jet energy scale and resolution: The full uncertainty for the JES is split into 27

uncorrelated sources, which are propagated to all discriminating variables affected.

In addition, the pT of the jets is stochastically varied within the resolution of the

detector and also propagated to all discriminating variables affected, such as pmiss
T .

• pmiss
T mismodeling: The uncertainties on jets, electrons, and muons that are used

to reconstruct pmiss
T are applied to the respective objects, while the pmiss

T is recalcu-

lated with the same variations. In addition, any unclustered energy not assigned to

any object is also varied within its uncertainties, and the impact of these variations

is propagated to pmiss
T .

• B-tagging efficiency scale factors: In order to account for differences in b-tagging

efficiency in data and simulation, pT, η, and flavor dependent scale factors are ap-

plied to MC samples. The uncertainties associated with these scale factors are also

propagated to the analysis, including components that are either fully correlated

across years or fully uncorrelated across years. Furthermore, these uncertainties are
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treated as uncorrelated between the AH/SL and DL channels due to differences in

the phase space targeted by the SR selections.

• Simulation sample size: Each bin of the distributions used in the signal extraction

are allowed to fluctuate independently according to their statistical uncertainties

which arise from the limited size of simulated signal and background samples [210].

• Uncertainty related to ECAL mistiming: Partial mistiming of signals in the

forward regions of the ECAL endcaps led to a reduction in the L1 trigger efficiency in

2016 and 2017. Corrections are applied to simulation to mimic the behavior in data

and the uncertainty of these corrections are propagated to the final distributions

used for signal extraction.

• Electroweak and QCD K factors (AH and SL) Shape uncertainties for the

NLO/LO K factors calculated for W+jets and Z+jets processes are considered to

account for missing higher order corrections. For QCD processes, these uncertainties

come from variations due to factorization and normalization scales. For electroweak

processes, an estimate of the size of the missing higher-order corrections is obtained

by taking the difference between applying and not applying the NLO/LO electroweak

K factors.

• W/Z+heavy-flavor fraction (AH and SL): The relative contribution of W/Z+heavy-

flavor (HF) jets in W+jets and Z+jets events is allowed to vary within 20% separately

and independently for the 1b and 2b regions in order to estimate the uncertainty in

the fraction of W/Z+HF jets in these events.

• B-tagged jet multiplicity normalization: Normalization scale factors are ap-

plied to both W+jets and Z+jets processes in 2017 and 2018 to correct the b-jet

multiplicity distributions in the AH and SL channels. An uncertainty of 5% is applied

to account for systematic variations in these scale factors.

• Top quark pT reweighting (DL): In the DL channel, pT dependent scale factors
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are applied to correct for differences in the top quark pT spectrum in NNLO QCD

simulation compared to NLO simulation [211]. The uncertainty associated with this

reweighting is estimated by taking the difference between applying and not applying

the reweighting.

Theory-related uncertainties such as the variation in the factorization and renormal-

ization scales, the PDF choice, the parton showering scales, the uncertainty in the inelastic

cross section, and others, are treated as fully correlated across all channels and years of

data taking. In addition, experimental sources of uncertainties such as lepton identifica-

tion and isolation efficiencies, trigger efficiencies, and ECAL mistiming are considered fully

correlated, along with a subgroup of 13 nuisance parameters affecting the JES. Some nui-

sance parameters are considered in the signal extraction with a partial correlation scheme,

including uncertainties from sources such as b-tagging efficiency, which is split into sub-

sources that are either considered fully correlated or completely uncorrelated across data

taking periods. The remaining 14 parameters of the JES subsources are also treated as

decorrelated between different years but correlated across the different channels. Similarly,

the uncertainty associated with the integrated luminosity is kept uncorrelated across dif-

ferent years, but fully correlated between channels. The rest of the systematics are treated

as fully uncorrelated, except for uncertainties associated with JER and the unclustered

component of pmiss
T , which are kept correlated across the different channels.

5.7 Signal extraction

To extract the signal, a simultaneous maximum likelihood fit [212] to the pmiss
T and NN

output distributions in the AH/SL and DL channels, respectively, is performed using

the CMS statistical analysis tool COMBINE [213], which is based on the ROOFIT [214] and

ROOSTATS [215] frameworks. From the fit, parameters for the signal strength can be

estimated. To perform the fit, we first construct a binned likelihood function given by

L(data|µ, θ) = Poisson(data|µ · s(θ) + b(θ)) · p(θ̃|θ). (5.11)
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In Eq. 5.11, µ is a parameter representing the signal strength modifier, while θ represents

all the nuisance parameters corresponding to the uncertainties considered in the fit. The

terms s(θ) and b(θ) represent the signal and background event yields per bin and are

functions of the nuisance parameters. The probability density functions (PDF) p(θ̃|θ) are

related to the systematic error PDFs ρ(θ|θ̃) by Bayes’ theorem

ρ(θ|θ̃) ∼ p(θ̃|θ) · πθ(θ), (5.12)

where θ̃ is the default value of the nuisance parameter and πθ(θ) are functions representing

the hyper-priors for the nuisance parameters. The term “data” represents the actual event

yields observed in data and is used to construct the sampling distributions later on in the

fit. The Poisson terms represent the product of Poisson probabilities to observe ni events

in bins i and is given by

Poisson(data|µ · s+ b) =
∏
i

(µsi + bi)
ni

ni!
e−µsi−bi , (5.13)

where si and bi are the respective signal and background yields per bin.

We can then compare the compatibility of the data to the background-only and sig-

nal+background hypotheses by constructing a test statistic q̃µ based on the profile likeli-

hood ratio in Eq. 5.11:

q̃µ = −2 ln
L(data|µ, θ̂µ)
L(data|µ̂, θ̂)

, (5.14)

where µ̂ and θ̂ are the parameter values corresponding to the global maximum of the

likelihood, and θ̂ + µ refers to the conditional maximum likelihood estimators of θ given

the data and signal strength parameter µ. Since the global maximum of the likelihood

corresponds to the global minimum of q̃µ, we instead perform a fit over the nuisance

parameters θ in order to minimize q̃µ and determine the best fit value of µ. Note that

µ is allowed to vary based on the fit, and the signal strength estimator µ̂ is constrained

by 0 ≤ µ̂ ≤ µ in order to guarantee a one-sided confidence interval. This constraint is

imposed so that upward fluctuations of data where µ̂ > µ are not considered as evidence
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against the signal hypothesis.

To account for statistical and systematic uncertainties, we can construct a PDF ρ(θ|θ̃)

for each nuisance parameter based on the type of uncertainty it is associated with. In this

analysis, nuisance parameters associated with normalization uncertainties are assigned a

log-normal PDF given by

ρ(θ|θ̃) = 1√
2πθ ln(κ)

exp

(
−(ln θ − ln θ̂)2

2(lnκ)2

)
, (5.15)

where κ characterizes the width of the distribution. Nuisance parameters associated with

shape uncertainties are instead assigned a Gaussian PDF that can be modified through

a “morphing” technique [216]. This technique is used to smoothly interpolate between

different systematic templates by considering fractional event yields per bin, where inter-

polation can be performed either directly on the fractional yield or on its logarithm.

To determine the distribution of q̃µ, one normally requires the PDFs f(q̃µ|µ, θ̂obsµ ) and

f(q̃µ|µ, θ̂obs0 ) for both the signal+background and background only hypothesis (µ = 0) for

a given signal strength µ. However, for large datasets, one can use Wilks’ theorem to show

that the distribution of q̃µ asymptotically approximates a chi-squared distribution [217].

We use this asymptotic approximation to then compute two p-values pµ and pb or the

signal+background and background-only hypotheses, respectively.

These p−values are given by

pµ = P (q̃µ ≥ q̃obsµ |signal+background) =

∫ ∞

q̃obsµ

f(q̃µ|µ, θ̂obsµ )dq̃µ (5.16)

and

1− pb = P (q̃µ ≥ q̃obsµ |background-only) =
∫ ∞

q̃obs0

f(q̃µ|0, θ̂obs0 )dq̃µ (5.17)

and quantify how well the data agrees with the corresponding hypothesis, with lower

p−values indicating worse agreement. The p−value is related to the significance Z by the

relation

Z = Φ−1(1− p), (5.18)
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where Φ−1 is the inverse of the cumulative distribution of the single sided standard Gaus-

sian. A minimum significance of Z = 5σ is commonly used at the LHC as a requirement

to claim discovery of a signal.

If no discovery can be claimed, we can instead use the p−values to construct the

variable CLs(µ) [218, 219] defined as

CLs(µ) =
pµ

1− pb
. (5.19)

We then use the CLs criterion to determine whether the signal+background hypothesis

can be excluded at a certain confidence level. In general, for CLs ≤ α and µ = 1, the

criterion states that we can exclude the signal+background hypothesis with (1 − α) CLs

confidence level. Thus, we can determine the 95% confidence level upper limit on the

signal strength µ by adjusting µ until we reach CLs = 0.05. The CLs criterion is defined

such that it gives more conservative limits than the actual confidence level would imply. In

particular, the CLs criterion avoids cases where signal is excluded due to large fluctuations

in the background.

To characterize the sensitivity of the experiment, one can also compute the expected

95% confidence level upper limit on the signal strength by using what is known as the

“Asimov data set”. The Asimov data set is defined such that when one uses it to evaluate

the estimators for all parameters, one obtains the true parameter values. This is done by

setting the Asimov data parameters equal to their expectation values. The expected limit

is then computed by using the corresponding Asimov profile likelihood ratio to calculate

the 95% confidence level upper limit on the signal strength according to the CLs criterion.

The expected limits represent the limits that would be set on the median value of the test

statistic if the data were consistent with the background-only hypothesis, and therefore

provide a baseline representation of the sensitivity of the experiment to the signal being

considered.

In addition to the normalization and shape systematic uncertainties described in Sec-

tion 5.6, unconstrained multiplicative nuisance parameters are assigned separately to each
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background for each bin of the pmiss
T distribution in the AH and SL channels to improve

estimation of the main backgrounds. These multiplicative parameters scale the normaliza-

tion of the associated background process as a function of pmiss
T simultaneously in the SRs

and CRs for a given channel. For example, there is a single multiplicative parameter per

pmiss
T bin associated with tt̄ background in the SL channel that links the yield of tt̄ in the

tt̄ enhanced 2l CR, the W+jets enhanced 1l CR, and the SL SRs. Similarly, unconstrained

multiplicative nuisance parameters link the rates of the DY process in each NN bin be-

tween the DY CR and the DL 1b SF SR, while an overall normalization parameter links

the total rate of tt̄Z between the tt̄Z CR and the DL SRs. Potential contributions from

signal is included in all CRs and SRs, and is scaled by the ratio between the measured

and theoretical cross sections for the signal.

5.8 Results

For the DM search, the results are interpreted using the signal model described in Sec-

tion 5.1 for both scalar and pseudoscalar mediators with masses ranging from 50–500

GeV, with mχ = 1 GeV and gq = gχ = 1. For the signal extraction, the signal strength

parameter µ is defined as the ratio between the measured and the LO theoretical cross

sections for the sum of the t/t̄+DM and tt̄+DM production modes. Upper limits at 95%

confidence level (CL) are computed following the approach outlined in Section 5.7, and

the results are shown in Fig. 5.8 in terms of model-independent 95% CL limits on the

production cross section for new physics processes for the DM scalar and pseudoscalar

models. Depending on the mass and type of the mediator considered, DM production

cross section values ranging from 0.02–1 pb are probed.

The leading contribution to the signal sensitivity at low mediator masses (i.e. below 200

(300) GeV for the scalar (pseudoscalar) model) stems from the tt̄+DM process because

of their larger cross sections with respect to the t/t̄+DM process. However, at higher

mediator masses, the relative contribution of the t/t̄+DM process to the signal sensitivity

increases since the cross section for the t/t̄+DM process drops less rapidly as a function
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Figure 5.8: The model-independent 95% CL limits on production cross section for new
physics processes for the DM scalar (left) and pseudoscalar (right) models. The black
dashed line shows the expected limit with the 68 and 95% CL uncertainty bands shown
in green and yellow, respectively, while the observed limit is shown by the solid black line.
The gray line shows the theoretical LO cross section values for the DM model, with their
associated uncertainties shown by the band in gray.

of the mediator mass compared to the tt̄+DM process. Overall, from Fig. 5.8, we expect

to exclude mediator masses below 410 (380) GeV for the benchmark cross sections of the

scalar (pseudoscalar) hypothesis.

Since the signal kinematic properties are not very sensitive to the mass of the mediator,

any signal-like excess in data will appear at all mediator mass points considered. However,

the largest excess for all mediator hypotheses is within two standard deviations of the

expected limits, so no significant excess above the SM background-only prediction was

observed for all mediator hypotheses. Because of the observed excess, though, we only

exclude mediator masses below 310 (320) GeV for the scalar (pseudoscalar mediator).

In addition to the DM model, these signatures can also be interpreted in terms of mod-

els with an ALP mediator A described in Section 5.1. Since the additional pseudoscalar

mediator in Eq. 5.2 and the ALP in Eq. 5.3 exhibit the same coupling structure, then

the existing upper limits on the production cross section for pseudoscalar interactions

presented in Fig. 5.8 can be directly translated into upper limits on the ALP coupling to
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Figure 5.9: The 95% CL limits on the ratio of ALP-top coupling to the ALP scale, |ct|/fA,
as a function of mediator mass for the ALP mediator model. The black dashed line shows
the expected limit with the 68 and 95% CL uncertainty bands shown in green and yellow,
respectively, whereas the observed limit is shown by the solid black line.

the top quark ct, assuming the ALP does not have non-vanishing couplings to the gluon

or electroweak gauge bosons [220]. However, for ALP masses above twice the top mass

(∼ 350 GeV), it becomes possible for the mediator to decay back into top quarks. Thus,

varying ct will change the branching ratio of the ALP to DM above this mass point, so

we set the coupling to DM equal to the coupling to top quarks (cχ = ct). Upper limits on

the ratio of the top coupling ct to the ALP scale fA are shown in Fig. 5.9 as a function of

the ALP mass mA assuming ct = cχ.
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Chapter 6

Future Prospects

With Run 3 and the upcoming Phase-2 HL-LHC, the amount of data collected by the CMS

experiment is expected to significantly increase. In addition, upgrades to both the detector

and reconstruction algorithms can potentially lead to improvements in BSM searches that

were previously carried out on Run 2 data. Thus, it is important to not only consider

improvements that can be made to existing analyses, but also opportunities to explore new

signatures. Section 6.1 will describe possible efforts to improve the DM analysis described

in Chapter 5, while Section 6.2 will cover contributions to another search for BSM physics

involving vector-like leptons.

6.1 Improvements to dark matter search

Though the search strategy for the AH and SL channels in the DM analysis employed

a selection-based approach, the results of the DL channel demonstrate that significant

improvements can be made by employing machine learning (ML) techniques. Machine

learning is a tool that has already been frequently employed by CMS in both particle

reconstruction and MC simulation [221, 222] in addition to analyses like the DM search.

In the DL channel, frameworks like Keras [203] and Tensorflow [204] were used to train NNs

to discriminate signal from SM background. This approach led to significant improvement

in signal sensitivity compared to previous searches [154, 223]. This improvement motivates
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studies of whether ML techniques can also be applied to the other channels of the DM

search as well to further improve signal sensitivity.

From the results presented in Section 5.8 and Fig. 5.8, the SL channel has the highest

overall sensitivity to the signal due to a combination of signal cross section versus back-

ground rejection from selections applied. In addition, the DL channel seems to perform

well at lower mediator masses where the pmiss
T distribution of the signal is softer, and

therefore less sensitive to a search strategy focused on separating signal from background

using a minimum pmiss
T selection. In comparison, the AH channel does perform relatively

better at higher mediator masses where the signal pmiss
T spectrum is harder, but overall

it remains the least sensitive channel. Thus, any improvement in signal discrimination in

the AH channel could potentially translate to significant gains in overall search sensitivity

for the analysis.

In particular, studies have been performed on developing and training a NN using Ten-

sorflow to discriminate both t/t̄+DM and tt̄+DM signal from the dominant backgrounds

in the AH channel using existing discriminating variables as input along with additional

kinematic variables. The main backgrounds in the AH channel include tt̄t, W+jets, and

Z→ νν processes, which together comprise over 90–95% of the total SM background. For

signal, only the scalar mediator model was considered, and for the t/t̄+DM production

mode, only the t-channel process was used for training.

Other ML techniques like boosted decision trees (BDTs) implemented using the TMVA

package [224] in the ROOT framework [225] were also explored by training on MC samples

corresponding to the 2016 data taking period at CMS. Parameters such as the number

of trees, tree depth, type of signal sample, and node weights were adjusted in order to

optimize performance, but the performance of the BDTs was quickly surpassed by early

implementations of NNs. As a result, focus of the studies switched to the NN implemen-

tation in Tensorflow.

Different values for the parameters of the NN model were considered, which includes

the number of features in the input layer, the number of hidden layers, the number of nodes
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in each layer, the number of epochs used for training, as well as the features used as input.

The input variables included existing discriminating variables defined in Section 5.4.1

such as pmiss
T , min∆ϕ(j1,2, p

miss
T ), and pT(j1)/HT. Additional kinematic variables were

also computed and used as input to the NN to explore whether these variables could

improve its performance. These variables include, but are not limited to, the leading jet

pT, the leading b-jet pT, the opening angle between the leading jet and the pmiss
T vector,

and the opening angle between the leading b-jet and the pmiss
T vector.

Training was performed separately for the t/t̄+DM and tt̄+DM signals, with only the

mediator mass hypothesis mϕ = 100 GeV included. However, for testing and validation,

all mediator mass hypothesis ranging from 50–500 GeV were included. Performance was

found to be relatively similar across the full mediator mass range even when training

on a single mass point, which is expected given the similar signal kinematics when the

DM particles are produced on-shell as is the case when its mass mχ is set to 1 GeV.

The performance of the NN was evaluated by applying the SR event selections for the AH

channel described in Section 5.4.2, with the discriminating variable selections removed, and

comparing the expected limits obtained from using the NN output in the signal extraction

fit compared to pmiss
T .

The procedure for the signal extraction fit is described in Section 5.7 and was per-

formed using the COMBINE [213] tool. Expected limits were computed and compared for

both the case where the NN output was used directly in the fit, and for the case where

a simple minimum selection on the NN output was applied to the pmiss
T distribution (op-

timized and applied to each SR individually as well as for the combination of all SRs).

The minimum selection chosen for each SR was optimized based on the figure-of-merit

(FOM) given by FOM = s√
s+b

, where s and b are the total signal and background yields

after selection, respectively. Preliminary results show significant improvement in signal

sensitivity compared to the default selection for both cases, with the strongest constraints

being set in the case where the NN output was used directly in the fit like in the DL

channel, shown in Fig. 6.1.
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Figure 6.1: Comparison of the 95% CL limits on the ratio of the expected production
cross section to LO theoretical cross section for DM scalar models for the t/t̄+DM (left)
and tt̄+DM (right) signal processes, considering only the AH channel SRs. The black
dashed line shows the expected limit using the default selection used in the DM analysis
with the 68 and 95% CL uncertainty bands shown in green and yellow, respectively. The
red dashed line shows the expected limit using the output of a NN instead of pmiss

T in the
signal extraction. The dashed blue and purple lines show the respective expected limits
where a minimum selection on the NN output was applied to the pmiss

T distribution for all
SRs simultaneously and for each SR individually. Figure produced by Mitanshu Thakore.

However, several caveats apply to the results. For example, the fit did not include CRs,

only statistical uncertainty was included, only the dominant backgrounds were considered,

and several correction factors were not applied. Nonetheless, the results of this study

demonstrate that there is significant potential for increasing the sensitivity of the DM

search by employing the use of NNs in the AH channel. In combination with the additional

data collected by the CMS detector during Run 3, higher signal sensitivity to DM can be

reached for new physics analyses searching for DM at CMS.

6.2 Search for vector-like leptons

Though the nature of DM is an important open question that cannot be answered by the

SM, it is not the only open question. One of the most important assumptions in the SM

is lepton flavor universality (LFU), which describes the fact that electroweak couplings to

the three lepton families are universal. This accidental flavor symmetry is only broken in

the SM by the different masses of the charged leptons. However, recent measurements of
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Figure 6.2: Example Feynman diagrams showing production of VLL pairs through an
s-channel Z/γ boson (left) and an s-channel W boson (middle), as well as VLL decays into
third generation fermions through an intermediate leptoquark U (right). Figure taken
from [229].

B hadron decays [226–228] point to anomalies that suggest the possibility of lepton flavor

violation (LFV).

To explain LFV, models have been proposed that extend the SM gauge groups to a

larger SU(4) × SU(3)′ × SU(2)L × U(1)′ group [229, 230]. This “4321” model provides a

possible explanation for the LFV observed in the B anomalies while satisfying constraints

set by other measurements in agreement with SM expectations and LFU [231–234]. In

particular, the “4321” model predicts the existence of vector-like leptons (VLLs) with

masses on the weak scale (500 GeV – 1 TeV) that can be produced at the LHC. VLLs can

be produced at the LHC through electroweak couplings with s-channel W or Z bosons, or

with an s-channel Z’ boson. Like SM leptons, VLLs can be either charged (E) or neutral

(N). However, in the “4321” model they form an SU(2)L doublet, with the masses of

the pair being nearly degenerate. Thus, VLLs can be produced in pairs from either an s-

channel Z boson (Z → E+E−, Z → NN̄) or an s-channel W boson (W → E+N, W → E−N̄).

In addition, VLLs can also decay via a virtual leptoquark U that can further decay into

leptons and quarks. Due to constraints from the B anomalies, leptoquarks are expected

to decay almost entirely to third generation fermions. Figure 6.2 shows example Feynman

diagrams of the possible production modes of VLL pairs as well as the decay of VLLs into

third generation fermions.

In particular, VLL decays can produce top quarks which can further decay into leptons,

as was the case for the DM search. Therefore, studying the leptonic decays of top quarks
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provides an avenue to not only look for DM, but also to look for other BSM physics

like VLLs. The specific channel under consideration is the dilepton final state, where a

search for VLLs is performed in final states with four b-jets and two leptons (e or µ)

produced by the top quark decay. This search is motivated by a previous search at CMS

which was performed in final states with four b-jets and up to two tau (τ) leptons which

decayed hadronically [235]. Upper limits derived on the VLL production cross section

for this analysis resulted in an observed excess of 2.8 standard deviations over the SM

background-only hypothesis for a representative VLL mass point of 600 GeV, indicating

the possible presence of signal. As a result, a search for VLLs is being performed in the

dilepton final state in order to validate these results.

Like with the DM analysis, the dominant background in the dilepton channel is tt̄

background. In order to discriminate signal from background, a variable called ST is used,

defined as

ST =
∑
i

pT
i (6.1)

where i is summed over all reconstructed jets, leptons, and pmiss
T . This variable tends to

peak at higher values for signal compared to tt̄, so it is used as the main discriminating

variable for which the signal extraction fit is performed. However, due to the small cross

section of the signal in the dilepton channel, the total statistical power of the ST variable

is quite limited, even after applying several selections to improve the signal to background

ratio. Thus, a study was performed to investigate the use of ML techniques to further

enhance sensitivity to the signal.

This study was based on the ML technique used in the previous VLL search, called

ABCNet [236]. This model uses a graph neural network (GNN) that takes as input the

final state objects, represented as nodes on a graph. The nodes are connected with edges

that are characterized by distances of the objects in the η−−ϕ plane. Only the k−nearest

neighbors for each node are considered, with k = 10 for the VLL analysis.
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Each particle in the graph is represented by a set of features x⃗i that can be defined as

x⃗′i = σ

∑
j

αijyij

 , (6.2)

where σ represents a non-linear transformation that is applied to the linear combination

of attention coefficients αij and edges yij between nodes i and j. The GNN is constructed

by combining graph pooling layers (GAPLayers) that consists of trainable coefficients

assigned to each particle and neighbor given by

x′i = h(xi, θi, F ) (6.3)

and

y′ij = h(yij , θij , F ), (6.4)

where xi are the values of the node features for node i, yij = xi−xj is the value of the edge

connecting nodes i and j, θi are the trainable coefficients, and F is the node size. The

trainable parameters are introduced through a single-layer NN with the rectified linear

unit (ReLU) activation function and are then combined with the node and edge values to

form coefficients

cij = ReLu(h(x′i, θ
′
i, 1) + h(y′ij , θ

′
ij , 1)), (6.5)

where another fully connect layer operation with output size of 1 is applied to both encoded

nodes and edges prior to the ReLu activation function being applied. These coefficients

are then used to compute

αij =
exp(cij∑
k exp(cij

, (6.6)

where αij determine the relative importance of each connection to other particles in the

graph. These updated node values as well as the set of graph features defined as

y′i =
1

k

∑
k

Yij (6.7)



115

Figure 6.3: Schematic diagram of the ABCNet architecture used for VLL classification.
Numbers inside the curly brackets represent the node size of fully connected layers, while
k represents the number of neighbors associated to each particle. Figure taken from [237].

and can be passed as input to another GAPLayer or multilayer perceptron (MLP). Since

only information of the nearest neighbors is used to associate nodes and vertices, all

operations used in the GAPLayer are invariant to permutations of the input.

The graph features and node values are eventually concentrated and transformed to

compute a single value output representing the likelihood that the event is signal versus

background. The architecture of the ABCNet model used for the VLL analysis is shown

in Fig. 6.3.

The same ABCNet model in the hadronic τ VLL search was adapted for use in the

dilepton channel by replacing the input τ candidates with the two leptons instead. Pre-

liminary studies were performed to evaluate the performance of using the output of this

ABCNet model in the signal extraction fit compared to using the ST distribution. Though

preliminary limits corresponding to 2018 data on the expected VLL cross section were pro-
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duced, more work is required to validate that the ABCNet model is performing correctly

so that a valid comparison can be made to the default approach used in the main VLL

analysis. In addition, these preliminary results did not include several components from

the main analysis, including but not limited to the absence of systematic uncertainties,

correction factors, and samples for 2016 and 2017 data taking periods. However, early

results do suggest that the ABCNet employed in the hadronic τ VLL search can also be

applied to the dileptonic channel in order to further increase signal sensitivity once more

work is done to adapt the model.
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Chapter 7

Summary

A search for dark matter (DM) produced in association with top quarks is presented. This

search is motivated by astrophysical observations which provide evidence for the existence

of DM through its gravitational interaction on visible matter. Though no explanation for

DM is provided by the Standard Model (SM), various models involving physics beyond

the Standard Model (BSM) have been proposed. Some of the models predict DM to have

weak scale interactions with the SM, which would provide the opportunity to search for

DM at high energy colliders like the LHC. Thus, a search for DM was performed using data

corresponding to an integrated luminosity of 138 fb−1 collected by the CMS experiment

between 2016–2018.

This search considers a simplified model where a scalar or pseudoscalar mediator parti-

cle couples to the top quark and subsequently decays into two DM particles. Various decay

channels of the top quark are probed, depending on the number of leptons in the final

state. These channels include the all hadronic (zero leptons), single lepton (one lepton),

and dileptonic (two lepton) channels. The search strategy in the all hadronic and single

lepton channels is to look for an excess in the missing transverse momentum distribution

over SM background prediction in dedicated signal regions enhanced in signal. The dilep-

tonic channel instead employs the use of a neural network that is trained to discriminate

signal from background based on various kinematic variables. The SM backgrounds in
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each channel are either estimated from a data driven approach using dedicated control

regions, or from Monte Carlo simulation.

A simultaneous fit to data is then performed in all three channels simultaneously to the

final kinematic distribution considered, and the results are interpreted as constraints on

the DM production cross section. Scalar and pseudoscalar mediator masses below 410 and

380 GeV, respectively, are expected to be excluded at 95% confidence level (CL) assuming

a DM particle mass of 1 GeV and mediator couplings to fermions and DM particles equal

to unity. Though a signal-like excess is observed in data, this excess is consistent with

all mediator mass hypotheses, with the largest excess observed to be within two standard

deviations of SM predictions. As a result, mediator masses are only excluded below 310

(32) GeV for the scalar (pseudoscalar) mediator. The upper limits for the pseudoscalar

mediator hypothesis are also directly translated into limits on the coupling of an axion-like

particle (ALP) to top quarks in a model where the ALP couples to the SM quarks as a

mediator between a fermionic DM particle and the SM.

This search is the first performed by the CMS Collaboration to look for associated

production of DM with both a single top quark and top quark pair across all possible

lepton final states. With the ongoing Run 3 and the upcoming HL-LHC era at the LHC,

there will be opportunities in the future to not only further improve the sensitivity of the

DM search, but also to explore similar signatures involving top quarks to look for other

BSM physics like vector-like leptons.
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