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Abstract: 

 This thesis reports studies of electronic and nanostructured materials by advanced 

electron microscopy (EM) techniques, including scanning transmission electron 

microscopy (STEM), position averaged convergent beam electron diffraction (PACBED), 

X-ray energy dispersive spectroscopy (EDS), and electron energy loss spectroscopy 

(EELS).  This work enhanced the understanding of the microstructure, defects, and 

composition of Ga-doped ZnO thin films, Sb-doped ZnO nanowires, and InGaN quantum 

well (QW) based light emitting diode (LED) structures, and helped develop structure – 

property relationships for these materials.  A new technique, non-rigid registration of 

STEM images, was developed and applied to make high-precision measurements of the 

atomic structure of Pt nanocatalysts and Au nanoparticles, and to improve the quality of 

STEM EDS spectrum images. 

 ZnO is the first major topic.  Ga-doped ZnO is a candidate transparent conducting 

oxide material.  The microstructure of GZO thin films grown by molecular beam epitaxy 

under metal-rich conditions on sapphire, O-rich conditions on sapphire, and metal-rich 

conditions on GaN were examined using various EM techniques.  The microstructure, 

prevalent defects, and polarity in these films strongly depend on the growth conditions 

and substrate.  In ZnO nanowires, collaborators have demonstrated the first stable p-type 

ZnO using Sb doping.  Using Z-contrast STEM, we showed that an unusual 

microstructure of Sb-decorated head-to-head inversion domain boundaries and internal 

voids contain all the Sb in the nanowires and cause the p-type conduction. 



vi	
  
	
  
 InGaN thin films and InGaN / GaN quantum wells (QW) for light emitting diodes 

are the second major topic.  Low-dose Z-contrast STEM, PACBED, and EDS on InGaN 

QW LED structures grown by metal organic chemical vapor phase deposition show no 

evidence for nanoscale composition variations, contradicting previous reports.  However, 

a new extended defect in GaN and InGaN was discovered.  The defect consists of a 

faceted pyramid-shaped void that produces a threading dislocation along the [0001] 

growth direction, and is likely caused by carbon contamination during growth. 

 Non-rigid registration and high-precision STEM of nanoparticles is the final 

topic.  Non-rigid registration (NRR) is a new image processing technique that corrects 

distortions arising from the serial nature of STEM acquisition that previously limited the 

precision of locating atomic columns and counting the number of atoms in each column 

in STEM images.  NRR was used to demonstrate sub-picometer precision in STEM 

images of single crystal Si and GaN, the best reported in EM.  NRR was then used to 

measure the atomic surface structure of Pt nanoacatalysts and Au nanoparticles which 

revealed new bond length variation phenomenon of surface atoms.  In addition, NRR 

allowed for measuring the 3D atomic structure of the nanoparticles with less than 1 atom 

uncertainty, a long standing problem in electron microscopy.  Finally, NRR was adapted 

to EDS spectrum images, significantly enhancing the signal to noise ratio and resolution 

of an EDS spectrum image of Ca-doped NdTiO3 compared to conventional methods.
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Chapter 1:  Introduction 

 An increasing number of technologies rely on the atomic-scale control of 

materials enabled by advances in materials science and engineering.  Examples of this 

include controlling the structure of nanomaterial surfaces and defects(1), atomically 

abrupt interfaces(2), and point defects(3).  Atomic-scale material structures can only be 

understood and controlled if they can be accurately characterized, highlighting the 

importance for the development of accurate, atomic-scale characterization techniques.  

Transmission electron microscopy (TEM) and scanning transmission electron microscopy 

(STEM) have been used for over a half a century for materials characterization(4–8) and 

are currently at the forefront of atomic-scale structural and chemical characterization in 

crystalline materials.  The recent commercialization of aberration-correctors (AC) for 

TEM and STEM instruments has shown the world previously unattainable views of the 

structure and composition of materials by making <1 Å image resolution and single-atom 

sensitivity regularly achievable(9–16), and 0.5 Å spatial resolution possible(17). 

 Chapters 3 through 6 of this dissertation discuss the use of various TEM and 

STEM techniques (introduced in Chapter 2) to characterize defects and composition 

variation in materials used in optoelectronic applications.  They also include discussion 

of how the measured structures affect the material’s properties.  Understanding and 

controlling crystallographic defects is a cornerstone in semiconductor materials science 

and engineering because defects provide major contributions to the electronic and optical 

behavior of crystalline semiconductors.  These 3-D, 2-D, 1-D, and point defects can be 

detrimental to a material’s properties, causing efforts to eliminate them, or they can be 
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beneficial, causing efforts to introduce them with desired concentrations using the easiest 

and cheapest method possible.  For example, semiconductor doping introduces impurity 

atoms into the material host lattice, creating point defects that can stay isolated, cluster 

together, or segregate at other larger defects, interfaces, or surfaces, all of which can alter 

the materials electronic, optical, and conduction properties differently.  Chapter 3 reviews 

the use of TEM and STEM to characterize Ga-doped ZnO thin films that show promise 

for transparent conducting oxide applications.  Chapter 4 discusses the long-standing 

problem of making ZnO display p-type conduction and shows how p-type ZnO can be 

realized by Sb-doping ZnO nanowire structures.  Chapter 5 discusses how composition 

variation in InGaN quantum well (QW) light emitting diodes (LEDs) can affect the 

efficiency of the devices, and shows experimental TEM and STEM data supporting 

various compositional variations in InGaN quantum wells.  Chapter 6 discusses 

crystallographic defects present in GaN and InGaN QW structures, and the discovery of a 

new 3-D nano-sized pyramid void defect in GaN and InGaN that hinders LED 

performance. 

 Thanks to improved electron optics, the quality of the information accessed by 

AC-TEMs and STEMs is often limited by experimental and environmental factors, and 

not by imperfections or shortcomings of the instrument.  However, collecting and 

processing data using novel techniques from data science can help overcome these 

limitations, opening the door to new atomic-scale materials information.  STEM is widely 

used over TEM because of its well-established interpretability, quantifiability, and 

analytical capability(18), but it has three notable limitations (amongst a larger list) caused 
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by environmental factors.  First, the spatial precision of STEM is inherently worse than 

that of TEM and is not good enough to observe pm-scale atom displacements.  Second, it 

is difficult to resolve structural information along the electron beam direction through the 

material to give 3D material information, due to the projection nature of TEM/STEM 

images.  Third, the long dwell times required for STEM energy dispersive spectroscopy 

(EDS) composition mapping combined with environmental instabilities reduce the 

quality of atomic-scale EDS composition data.  These three limitations can be overcome 

by using a new non-rigid registration (NRR) technique I collaborated on developing, as 

discussed in Chapters 7 through 10. 

 Chapter 7 reviews the development and application of NR registration for STEM 

images to enable extremely high signal to noise ratio (SNR) STEM images that are free 

of image distortions caused by environmental instabilities.  Chapter 7 also summarizes 

the development of image analysis tools that allow for extraction of quantitative 

information from atomic-resolution STEM images.  Chapter 8 shows that NRR allows for 

sub-picometer spatial precision in STEM images of single crystal materials, the best 

reported for any electron microscopy technique.  Chapter 9 discusses the use of NR 

registration to measure pm-scale bond length variations of surface atoms on a Pt 

nanocatalyst and Au nanoparticle, providing high precision surface structure information 

that is important in understanding catalyst active sites.  In addition, Chapter 9 

demonstrates that NR registration allows the determination of 3D atomic structure 

information using the standardless atom counting(19) with better uncertainty than 

previously allowed.  In theory, unique atom counting is now possible using NR 
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registration and standardless atom counting, but experimental limitations, such as sample 

preparation artifacts, make this challenging.  Chapter 10 shows that EDS spectrum image 

quality is significantly improved by using NRR compared to two other common 

acquisition techniques.  NRR reduces the spatial distortions present in spectrum images 

and improves atomic column contrast and resolution. 
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Chapter 2:  Characterization Techniques 

2.1. Introduction 

 Various transmission electron microscopy (TEM) techniques served as my 

platform to characterize the structure of materials.  This chapter introduces these various 

techniques to provide background about the techniques’ basic physics, general 

limitations, and important considerations.  TEM utilizes a controlled electron beam with a 

velocity larger than half the speed of light that is transmitted through an electron 

transparent sample.  The electron beam interacts with the sample, producing different 

types of scattering events and signals that can be collected using various detectors.  

Primarily, the transmitted electrons and the excited x-rays are used to create images, 

diffraction patterns, and characteristic energy spectra that are widely useful in materials 

science research.  The TEM toolbox provides many different characterization techniques, 

and the research presented in this thesis utilized the following techniques discussed in the 

following sections: TEM specimen preparation, high resolution TEM (HRTEM), 

aberration-corrected (AC) scanning transmission electron microscopy (STEM), position 

averaged convergent beam electron diffraction (PACBED), frozen phonon multislice 

simulations, STEM x-ray energy dispersive spectroscopy (EDS) spectrum imaging, and 

STEM electron energy loss spectroscopy (EELS).  

 

2.2. TEM Specimen Preparation 

 The primary technique for sample preparation of thin film and bulk single crystal 

TEM samples was wedge polishing using the MultiPrep polishing system made by Allied 
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High Tech Products Inc.  The general instructions for this technique are as listed in 

Appendix 1. 

 Depending on material hardness, the desired weight setting of the polishing head 

will vary.  Harder materials require more weight, and as the procedure progresses for 

polishing each side, the weight should be decreased.  The weight at the last step should be 

near 0.  After wedge polishing, samples were usually ion milled in a Fischione 1010 ion 

mill and then a Fischione NanoMill for final thinning and cleaning. The parameters for 

ion milling are giving in each chapter because each material system required different ion 

milling conditions.  

 

2.3. High Resolution Transmission Electron Microscopy 

 High Resolution TEM (HRTEM) utilizes the interference of excited Bragg 

diffraction beams and the transmitted beam to create coherent phase contrast images(20, 

21).  HRTEM is widely used for materials research of thin films(22), nanostructures(23, 

24), and bulk samples to provide information about sample morphology, composition, 

interface structure, and defect structure from the micron down to the atomic scale(25, 26).   

 Bright field TEM (BFTEM) allows for atomically resolved images, but 

interpreting the images is not simple due to image contrast reversals caused by sample 

thickness changes and dynamical scattering.  As discussed in Chapter 2.4, this is one 

disadvantage of HRTEM compared to HRSTEM.  Dark field (DF) TEM allows for 

images that are only produced using specific diffracted beams.  This helps identify which 

areas of an image are produced by certain features in the diffraction pattern, for example 
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with grain orientation and phase mapping.  Because HRTEM relies on coherent phase 

contrast, it is beneficial for determining different microstructural features including 

extended defect.  The work presented here primarily utilized BF and DF HRTEM for 

determining the epitaxial relationships between thin films and substrates, phase 

identification, and extended defect identification. 

 

2.4 Aberration-corrected STEM Imaging 

 Atomic-resolution scanning transmission electron microscopy (STEM) utilizes a 

focused electron probe (typically 20-25 mrad convergence semi-angle) smaller than the 

distance between atoms with a current large enough to produce meaningful signal at high 

angles in the diffraction plane.  The STEM image is produced by scanning the probe 

across an electron transparent sample, causing scattering of electrons to all angles in the 

diffraction plane and creating a convergent beam electron diffraction (CBED) pattern.  

Electrons are integrated over a certain region in the CBED pattern to give the intensity in 

one image pixel, therefore producing an incoherent image(27). 

  Integrating the electrons incident in different regions in the diffraction pattern 

gives rise to different STEM imaging techniques.  The techniques used in this research 

are high angle annular dark field (HAADF), medium angle annular dark field (MAADF), 

and annular bright field (ABF) STEM.  Figure 2.1 shows a simulated Si [111] CBED 

pattern using an 8 mrad semi-convergence angle probe(28).  Superimposed over the 

CBED pattern are three detector ranges that represent the HAADF (green), MAADF 

(blue), and ABF (red) detectors.   
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 Electrons that are collected by the HAADF detector in the regions of the CBED 

pattern outside the zero order Laue zone (typically >54 to 270 mrad) produce a signal that 

depends strongly on the atomic number (Z) of the atoms under the electron beam and 

give this technique its name, Z-contrast imaging(29).  In the simplest model, the intensity 

is proportional to Zα, where α is in the range 1.6 - 1.9 and Z is the atomic number of the 

atoms under the beam(30), but in real experiments this is modified by dynamical 

diffraction(31) and strain(32).  The divergence of HAADF STEM imaging from normal 

 

Figure 2.1: A multislice simulated Si [111] CBED pattern using an 8 mrad semi-

convergence angle probe(28).  Superimposed over the CBED pattern are three detector 

ranges used for HAADF (green), MAADF (blue), and ABF (red) STEM. 
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Z-contrast due to specimen strain is displayed in Figure 2.2.  Figure 2.2 shows annular 

dark field STEM images of InGaN quantum wells in GaN with a top layer of Ga-doped 

ZnO acquired using various annular detector angles, with the detector inner angle 

displayed on each image.  Figure 2.2(e) shows the STEM image produced using the most 

common HAADF detector angles does not display the predicted Z-contrast.  The top Ga-

doped ZnO layer should have a lower intensity than the GaN if this image were purely Z-

contrast.  Because there are various defects causing strain contrast in the Ga-doped ZnO, 

the layer appears brighter than the GaN.  To achieve true Z-contrast with this sample, a 

detector angle as large as 143 mrad must be used to suppress the strain contrast.  The 

scattering mechanisms responsible for the HAADF signal are elastic nuclear scattering 

and thermal diffuse scattering (TDS)(30). 

 Unlike conventional TEM, HAADF STEM has the advantage of being easily 

interpretable by giving a faithful representation of the sample structure that is preserved 

over a wide range of TEM sample thickness and defocus.  However, HAADF STEM has 

two notable disadvantages compared to conventional TEM.  First, when using multi-

component samples with a large atomic number difference between constituents, the 

lighter elements are often invisible because the heavier atoms dominate the scattered 

intensity at large angles.  Second, due to the serial acquisition nature of STEM imaging, 

instrument and environmental instabilities increase image distortions compared to the 

parallel acquisition of conventional TEM, causing an inherent disadvantage in image 

spatial precision. 
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 Electrons that are collected at angles inside the HAADF region and outside the 

bright field disc in the diffraction pattern center (zero order Laue zone dark field) produce 

MAADF images, which enhance diffraction contrast and emphasize sample strain.  This 

strain enhancement is displayed by the grain boundaries and other extended defects in 

Figures 2.2 (f)-(h).  The scattering mechanism responsible for MAADF STEM is 

primarily elastic Bragg scattering, but if the sample is thick enough, inelastic TDS can 

contribute. 

 ABF STEM is a recently developed imaging technique where only electrons in 

the outer annular region of the bright field disc (typically 11 to 24 mrad) are 

 

Figure 2.2: ADF STEM image of InGaN QWs in GaN with a top Ga-doped ZnO layer 

acquired using various detector angles.  The detector inner angle is displayed on each 

Figure.  With this material system, the normal HAADF detector angles (e) do not 

show pure Z-contrast because the Ga-doped ZnO appears brighter than GaN.  To 

suppress the strain contrast in the Ga-doped ZnO enough to get true Z-contrast, a 

detector inner angle of 143 mrad (a) must be used. 
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collected(33–37).  In this region, elastically Bragg scattered electrons dominate image 

formation, although TDS does contribute slightly and should be considered if images are 

to be analyzed quantitatively.  ABF STEM allows for the detection of light and heavy 

elements in the same image like in bright field STEM, but generally preserves the 

interpretability over thickness and defocus like Z-contrast STEM imaging.  Because ABF 

and HAADF can be acquired simultaneously, it helps ease the first disadvantage of 

HAADF STEM mentioned above.  

 All electromagnetic lenses have unavoidable aberrations that distort the electron 

beam and reduce the achievable resolution.  Two aberrations in STEM that are most 

important are chromatic (CC) and spherical (CS) aberrations.  The unequal focusing of 

electrons with different energies by the lenses creates CC.  CS is created by the unequal 

 

Figure 2.3: (a) A HAADF STEM image of GaN. (b) Fourier transform of the image in 

(a) showing that spatial frequencies of 1.35 Å-1 are present (circled), which means the 

STEM image has a resolution down to 0.74 Å. 
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lens strength experienced by electrons that travel at different angles with respect to the 

optical axis.  These aberrations cause electrons to not focus to a point, but a disc of least 

confusion(20, 21), reducing the image resolution.  Scherzer proved that any electron 

optical system will suffer from CS and CC if simultaneously 4 characteristics were true: 1) 

the optical system is rotationally symmetric, 2) the system creates a real image, 3) the 

fields of the system do not vary with time, 4) there is no charge on the optical axis(12).  

In order to create a system that is free of CS, one of these four characteristics must be 

broken.  To date, the most practical way is to break the rotational symmetry, which can 

be done through the use of multipole lenses(12, 38).  The probe spherical aberration 

corrector is positioned above the objective lens and utilizes multipole lenses to create a 

negative CS, which, when combined with the positive CS of the objective lens, creates 

close to net zero CS.  Aberration correctors allow for larger probe convergence angles, 

which has the advantage of making more compact and larger current probes(11, 13, 39).  

The CS-corrector on UW-Madison’s FEI Titan allows for partial correction of lens 

aberrations, leaving the remaining aberrations limited by CC.  This allows the system’s 

resolution to be limited by the electron emitter source size and not the lens aberrations, 

making possible 0.8Å resolution Z-contrast STEM images.  Figure 2.3(a) shows an 

atomic-resolution HAADF STEM image of GaN. Figure 2.3(b) is the Fourier transform 

(FT) of the STEM image, which represents the spatial frequencies that create the STEM 

image in (a).  Figure 2.3(b) shows that spatial frequencies of 1.35 Å-1 are present (circled) 

in the FT, meaning the STEM image has a resolution down to 0.74 Å. 
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 In recent years, the ability to quantitatively compare experimental and simulated 

STEM image intensities has been developed in order to provide materials information 

that cannot be directly gained from experimental images alone.  One of these 

“quantitative STEM” techniques is the standard-less atom counting method which is used 

to count the number of atoms in the atom columns in HAADF STEM images(19).  In 

order for the simulated image intensities (determined from the multislice method 

discussed in section 2.6 below) to accurately mimic the experiments, certain experimental 

parameters need to be measured.  These include putting each experimental image on an 

absolute intensity scale(40, 41), measuring the experimental sample thickness, measuring 

the electron probe aberrations, and determining the incoherent electron emitter source 

size. 

 To put images on an absolute intensity scale(42), the intensity must be normalized 

to the full, unscattered electron probe intensity, giving intensity values between 0 and 

1(40, 41).  The simulated image intensities are calculated in this fractional electron count 

because they are calculated using a normalized quantum mechanical wave function for 

the electron wave.  The square of that wave function predicts the probability density for 

electron scattering.  The experiments measure discrete scattering events for a large 

number of electrons and that distribution follows the simulation.  Therefore, the 

experimental distribution must be normalized like the simulation to make a quantitative 

comparison.  To normalize the experiment, for each experiment a reproducible HAADF 

STEM dark reference intensity value and un-scattered probe reference intensity value is 

determined, representing the intensity values of 0 and 1 respectively.  The dark reference 
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intensity value is determined by setting the HAADF STEM image brightness such that 

the image has a small (about 1/3 of the intensity range) but measurable number of counts 

when no electron scattering occurs to the HAADF detector (blank beam).  The un-

scattered probe reference intensity value is determined by setting the HAADF STEM 

image contrast such that the image is not saturated (about 2/3 of the intensity range) when 

the full un-scattered electron probe is steered onto the HAADF detector.  Both the image 

contrast and brightness values are held constant throughout the experiment, so the 

absolute intensity scale is preserved.  More detailed instruction on how to set up absolute 

intensity scales can be found in Appendix 2.  The sensitivity of the HAADF detector is 

non-uniform and will cause minor errors when comparing simulated and experimental 

image intensities(41–45). This effect has not been incorporated into this work, but it is in 

the process of being integrated into the process for future studies. 

 The aberrations present in the convergent electron probe are hard to measure 

accurately.  However, they can be measured roughly using the software responsible for 

correcting them on UW-Madison’s FEI Titan microscope using a special standard 

sample.  This method has limited accuracy because aberrations can drift throughout an 

experiment, possibly changing the magnitude of the aberration coefficients between when 

they are measured and when data is acquired.  This could affect the accuracy of 

comparing the experimental and simulated atom shape and size in images.  To ease this 

problem, the atomic column shape in experimental images could be compared to 

simulated images with varied aberration values to try to pinpoint the aberrations present 
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during data acquisition(46).  However, this adds complexity that has not been done in any 

of this work. 

 The incoherent source size of the electron emitter must be accurately 

characterized to quantitatively compare experimental and simulated STEM images(40).  

The Gaussian full width at half maximum(47) was determined for the UW Madison Titan 

microscope’s electron emitter by comparing a single experimental HAADF STEM image 

of GaN [1120] to frozen phonon multislice simulations as a function of the diameter of 

the Gaussian source function.  An experimental position averaged convergent beam 

electron diffraction (PACBED) pattern (discussed in the next section) acquired at the 

same location as the experimental HAADF STEM image was compared to frozen phonon 

multislice simulated PACBED patterns to determine the experimental sample thickness.  

In 2012, a source full width at half maximum of 88.2 pm minimized the χ2 between the 

experimental and simulated Ga columns in GaN images.  Our measured value is similar 

to the source full width at half maximum of previous measurements on similar 

instruments(40, 48), even though our method of minimizing χ2 is more quantitative than 

the previous methods. 

 Unless otherwise stated, all STEM experiments were performed on UW-

Madison’s FEI Titan microscope equipped with a CEOS probe aberration-corrector.  

STEM images were collected with a 24.5 mrad probe semi-angle, 25pA probe current, 

STEM resolution of 0.9 Angstroms, and electron beam energy of 200 keV. HAADF 

images were acquired with a detector in the range of 54 to 270 mrad and ABF STEM 

images were collected with a detector in the range of 11 to 24.1 mrad. 
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2.5. Position Averaged Convergent Beam Electron Diffraction 

 Often, accurate sample thickness measurements are necessary to interpret S/TEM 

data.  For example, to quantitatively compare the atomic column intensities in STEM 

images, the sample thickness must be well known because the intensity depends non-

linearly on sample thickness. Three common approaches to measure sample thickness are 

electron energy loss spectroscopy (EELS) log ratio method(21), two-beam CBED(21), 

and position averaged CBED (PACBED)(49).  The log-ratio EELS method has 

historically been the primary way of estimating sample thickness.  It can be accurate to 

within ±10% if the inelastic mean free path is known(50).  However, if the samples are 

thin, EELS has been shown to systematically overestimate the sample thickness due to 

surface plasmon scattering(51).  Two-beam CBED can be accurate down to the unit cell 

for thick samples >50 nm(52), but these thicknesses are unsuitable for high resolution 

STEM.  Two-beam CBED is also limited to smaller convergence angles than those used 

in atomic resolution AC STEM, is highly sensitive to the position of the electron probe 

within the unit cell(49), and needs tilting away from the zone axis orientation required for 

high resolution imaging, making it hard to perform the thickness measurement exactly on 

the imaged area. 

 PACBED is a recently developed technique in which a pattern is created by 

scanning a convergent incident electron probe over multiple positions inside at least one 

unit cell of the sample on a zone axis(49).  Throughout the duration of the scan, a 

convergent beam electron diffraction pattern is recorded, creating a PACBED pattern 

from the incoherently position averaged CBED patterns.  Comparing the resulting 
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experimental PACBED patterns to multislice simulated PACBED patterns, the local 

sample thickness can be measured to within 1 nm(49), and possibly better if better pattern 

comparison methods are developed.  This is the most accurate way to determine local 

TEM specimen thickness between 0 and 100 nm, and allows for sample thicknesses 

measurements without having to change the microscopes optical conditions away from 

those used for atomic resolution STEM.  In addition, PACBED pattern symmetry is 

sensitive to and can be used to determine the local material polarity(53), ferroelectric 

distortions, and octahedral rotations in perovskites(54). 

 

2.6. Frozen Phonon Multislice Simulations 

 The frozen phonon multislice method can be used to simulate TEM/STEM 

images by calculating the propagation of an electron wave function through a sample 

while including the effects of specimen thickness and dynamical scattering.  It is 

regularly used to simulate HRTEM images by using a simple plane wave as the incident 

wave function, as well as CBED patterns and STEM images by using a convergent 

focused probe as the incident wave function.  It is the most accurate method of simulating 

dynamical scattering of electrons for periodic structures.  The multislice method breaks 

the sample up along the beam direction into slices that are periodic layers of the material.  

The image is produced by treating each sample slice as a phase grating and diffracting the 

wave function off each slice.  Then the wave function is propagated using a Fresnel 

propagator to the next slice, and the whole process is repeated all the way through the 

model.  The wave function that results after all the propagation and diffraction steps 



18	
  
	
  
represents the wave function at the sample exit surface, and this produces the image 

and/or diffraction pattern(55). 

 The frozen phonon method is required to accurately simulate the thermal diffuse 

scattering of electrons from phonons.  A typical phonon period is 10-13 s, while the 

typical time for an electron to pass through the sample is 10-16 s and the time between 

electrons is 10-9 s.  These time scales reveal that each electron that passes through the 

sample sees a frozen atom slightly shifted off its lattice position due to phonon vibrations 

and that each electron sees a new phonon configuration.  The frozen phonon method 

simulates multiple results using multiple randomized phonon configurations and averages 

the results to imitate many electrons seeing many phonon configurations(55, 56).  The 

frozen phonon method uses the Einstein phonon model, which assumes phonons are 

uncorrelated vibrations of every atom in a harmonic potential.  Real phonons have 

correlated motion and these correlated motions affect the CBED pattern.  However, they 

do not affect the STEM image due to annular averaging(56). The Debye-Waller (DW) 

factor is the measure of the thermal motion of atoms in a solid that is used in the 

simulations.  The frozen phonon multislice simulations presented in this report utilized 

the Kirkland frozen phonon multislice algorithm(55) adapted by Paul M. Voyles for 

computing clusters on the UW – Madison campus. 

 

2.7. EDS Spectrum Imaging 

 X-ray energy dispersive spectroscopy (EDS) is used to gain composition 

information about materials.  It relies on ionization events where primary beam electrons 
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inelasticly transferring energy to electrons bound to atoms within the sample and exciting 

them to higher energy levels.  When electrons relax back to the lower energy states, they 

can release X-rays with energies that are characteristic of the atoms they came from, 

therefore supplying composition information about the material.  EDS supplies spectra of 

X-ray intensity vs. energy, with an energy resolution of around 100 eV(57).  The peaks 

present in the spectrum can be used to qualitatively and quantitatively analyze the 

composition of a material(21).  By utilizing EDS in a STEM, it is possible to record a 

spectrum image (SI) where composition information is spatially resolved on length scales 

down to the atomic level(58), providing important information about composition 

variation and segregation.  A SI is recorded by raster scanning the STEM probe around 

the sample and recording an EDS spectrum at each pixel in the STEM image. 

 

2.8. Electron Energy Loss Spectroscopy 

 Electron energy loss spectroscopy (EELS), like EDS, utilizes the inelastic 

scattering events of incident primary electron.  Incident electrons interact with sample 

electrons, transfer energy to them, and excite them above the Fermi level to empty 

electronic states according to Fermi’s Golden Rule(51).  Passing the electrons that exit 

the sample through a magnetic filter separates the electrons in an energy dispersive plane 

based on what energy they have transferred to the sample.  These electron energy loss 

spectra contain peaks that correspond to the characteristic electronic energy levels of the 

atoms present under the electron beam and these spectra can be used to measure 

composition(21). 
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 EELS spectra contain the zero-loss peak, plasmon-loss peaks, and core-loss 

peaks.  The zero-loss peak contains the electrons that pass through the sample without 

experiencing inelastic scattering events and contains electrons that have experienced 

thermal diffuse scattering from phonon interactions.  It is used to align the spectrometer 

to the zero energy position.  The plasmon-loss peaks are at low energies and arise due to 

primary electrons exciting plasmons, which are collective oscillations of the free 

electrons within the sample.  The chemical information from sample atoms is contained 

in the core-loss peaks, which occur at energies corresponding to the difference in 

occupied and unoccupied electronic states of the material(21).  By utilizing EELS in a 

STEM, just like EDS, it is possible to record a SI where composition information is 

spatially resolved on length scales down to the atomic level(59). 

 Both EDS and EELS are powerful techniques to measure sample composition, but 

each has its own benefits and deficiencies.  EDS has an energy resolution of around 100 

eV and EELS can have an energy resolution down to 9 meV(60), so measurements of the 

fine electronic structure of the material can only be done with EELS.  EDS is primarily 

used to measure heavy atoms, while measuring light atoms is better with EELS.  EDS has 

a much higher signal to background than EELS, but the lower efficiency of collecting X-

rays due to the small collection solid angles of the EDS detectors requires longer 

exposure times to collect the required signals.  EELS has a smaller signal to background 

than EDS, but the high efficiency of collecting the scattering events makes the exposure 

times to collect the required signals smaller.(57) 

 The UW-Madison Titan microscope vacuum causes no measurable build up of 



21	
  
	
  
hydrocarbons on the sample even though it does not maintain ultrahigh vacuum (~7 x 10-

8 Torr at the sample is typical).  This was tested by scanning a 5.5 x 5.5 nm field of view 

with a 100 pA probe for 20 minutes.  The EELS carbon K-edge was measured every 5 

minutes, revealing no discernable carbon signal throughout.  Therefore, we are confident 

carbon EELS mapping in our STEM reflects the state of the sample and not the state of 

the microscope. 
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Chapter 3:  Ga-doped ZnO Thin Films 

3.1. Introduction 

 Zinc oxide (ZnO) films doped with gallium (GZO) and aluminum (AZO) are 

materials that could replace indium tin oxide (ITO) in solar cells, flat screen displays, and 

light-emitting devices as a high-performance n-type transparent conducting oxide 

(TCO)(61–65).  AZO is finding promise in display and solar cells partially due to its low 

cost and ability to be made in large areas.  GZO is finding promise in solid-state 

optoelectronic applications due to higher performance.  The Ga-O bond length (1.88 

Angstroms) in GZO is very close to the Zn-O bond length (1.97 Angstroms), creating 

small stresses associated with Ga-doping compared to AZO and ITO(66), resulting in 

potentially higher mobility and carrier concentration. GZO and GaN have a 1.8% lattice 

mismatch and both have the wurtzite crystal structure(67).  Al tends to segregate at 

surfaces, interfaces, and extended defects, while Ga does not(68).  This could be crucial 

for applications requiring fine control over the impurity distribution, including small 

structures where the effect of surface layers could drastically affect performance. 

 The growth mechanism and adatom surface diffusion for many wurtzite materials 

depend on the surface polarity(69, 70).  Varying surface atom bond energy, depending on 

the material’s polarity, results in different surface hardness and chemistry, and strongly 

affects epitaxial growth.  Particularly, sublimation of Zn on the O-surface and Zn-surface 

takes place at 600°C and 380°C respectively(71).  The two ZnO polar surfaces also 

display different electron irradiation damage(72).  The threshold energy required to 

displace Zn atoms on the surface layer of the Zn-surface is 0.5 MeV lower than that on 
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the O-surface.  The effect of surface polarity on the growth and microstructure of ZnO 

grown on GaN and sapphire (the two most common substrates) have been thoroughly 

studied(69, 73).  However, the effects of Ga doping and growth polarity have not been 

previously studied, and as I show below, this results in noticeably different crystal 

structure with some unusual extended defects. 

 In general, extended defects, ionized impurities, and native defects in AZO and 

GZO can be responsible for electron scattering at e- concentrations of 1019-1021 cm-3, 

resulting in mobility that often depends on the crystal quality(74).  Combining TEM 

microstructural characterization, XRD, and electrical measurements enable us to 

determine the role of various extended defects in carrier scattering in our GZO films. We 

previously found that the electrical properties of the same GZO layers that are studied 

here are strongly dependent on growth mode, which varies with Zn-rich and O-rich 

growth conditions(74).  Structures grown under metal-rich conditions have excellent 

properties, including low resistivity (< 3 x 10-4 Ω cm), high carrier concentrations (up to 

1.5 x 1021 cm-3), high mobility (from 20 to 80 cm2/V s depending on the carrier 

concentration), uniform free carrier depth distribution, and high optical transparency 

(>95% in the visible spectral region).  Structures grown under O-rich conditions required 

thermal activation of the dopants and even then had relatively low carrier concentration 

and mobility compared to the Zn-rich structures(75). 

 Here, we have investigated the effects of Ga doping on extended defect formation 

in three ZnO thin film structures grown under well-controlled Zn-rich and O-rich 

conditions by plasma assisted molecular beam epitaxy (MBE).  We have studied 1) GZO 
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grown with oxygen-rich conditions on ZnO seed layer/sapphire, 2) GZO grown with 

metal-rich conditions on ZnO seed layer/sapphire, and 3) GZO grown with metal-rich 

conditions on GaN.  Although MBE has limited throughput, it is well suited to grow 

model structures under well-controlled conditions, which helps to reveal the 

microstructure of films grown under different growth conditions. 

 

3.2. Material Synthesis 

 GZO layers were grown with a MBE system equipped with a RF oxygen plasma 

source and effusion cells for Zn and Ga at Virgina Commonwealth University by V. 

Avrutin, H. Liu, N. Izyumskaya, U. Ozgur, and H. Morkoc.  GaN(0001) templates grown 

by metal-organic chemical vapor deposition, c-plane sapphire wafers, and a-plane 

sapphire wafers were used as growth substrates.  The GZO layers were grown on 

nominally undoped ZnO seed layers(74).  A plasma power of 400 W, Zn cell temperature 

of 350°C, substrate temperature (T) of 400°C, and Ga cell temperature (TGa) of 600°C 

were used for all the GZO layers.  The effects of varying the substrate temperature(75, 

76) and the Ga cell temperature on electrical and structural characteristics(77) were 

published elsewhere.  The flux of reactive oxygen was controlled by passing it through a 

mass-flow controller prior to the plasma source and measured by the corresponding 

pressure (PO2) in the chamber during growth.  Samples that are metal (Zn + Ga) rich, near 

stoichiometric (reactive oxygen to incorporated Zn ratio ≈ 1:1), and oxygen-rich 

conditions used PO2 = 4.5 x 10-6, 8.0 x 10-6, and 1.5 x 10-5 Torr, respectively(74, 75).  The 

growth rate vs. oxygen pressure dependence was used to determine the reactive oxygen–
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to–incorporated Zn ratios.  After deposition, rapid thermal annealing in nitrogen at 600°C 

was used to activate dopants for the oxygen-rich and stoichiometry samples. 

 

3.3. Procedures 

 Alex Kvit and I conducted TEM and STEM experiments.  TEM samples were 

prepared by mechanical polishing with diamond lapping films and dimple grinding in the 

[1120] cross-section projection.  All samples were ion milled in a Fischione 1010 low 

angle ion mill and then in a Fischione low energy Nanomill to further thin the sample.  

STEM experiments were performed using thetypical STEM imaging conditions discussed 

in Chapter 2.4, except ABF STEM images were collected with a detector in the range of 

4.0 to 8.8 mrad, smaller than normal ABF STEM images(78).  STEM electron energy 

loss spectroscopy (EELS) spectrum images (SIs) were acquired using a 24.5 mrad probe 

semi-angle, spectrometer collection angle of 82 mrad, 400 pA probe current, STEM 

resolution of 2.1 Angstroms, and electron beam energy of 200 keV.  EDS measurements 

were done at probe current 800 pA.  PACBED, using the STEM imaging conditions 

stated above, was used to confirm the polarity of the GZO films(49).  PACBED patterns 

were acquired while scanning 2 nm x 2 nm image areas.  Conventional TEM 

measurements were conducted at 200 keV on UW-Madisons’ Philips CM200UT and 

Titan microscopes. 

 PACBED patterns were simulated using the frozen phonon multislice 

technique(55) in order to determine the ZnO polarity. Zn-polar ZnO PACBED patterns 

were calculated using Debye−Waller factors from Reid(79), averaged over one ZnO 
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[1120] unit cell and 16 phonon configurations. 

 

3.4. Defects in Ga-doped ZnO Thin Films 

ZnO seed layer on sapphire and GaN 

 The main defects in the ZnO seed layer grown on a-plane sapphire are low-angle 

grain boundaries.  The ZnO grains are mostly perpendicular to the ZnO/sapphire interface 

and are textured with an 8° -10° misorientation.  Selected area diffraction (SAD) taken 

from both the substrate and ZnO seed layer indicates good epitaxial relationship between 

(0001) ZnO and (1120) sapphire in the growth direction, and [1120] ZnO and [0001] 

sapphire in the in-plane direction.  PACBED patterns (not shown but similar to Figure 

3.7) acquired from the ZnO seed layer grown on sapphire show it is O-polar, while 

PACBED patterns acquired from the ZnO seed layer grown on GaN shows it is Zn-polar. 

 

Ga-doped ZnO grown with oxygen-rich conditions on ZnO seed layer/sapphire 

 Gallium doped ZnO grown under oxygen-rich conditions leads to a textured film 

and the instability of the wurtzite crystal structure.  Figure 3.1 shows the switch from the 

wurtzite structure at the bottom of the film to zinc blend at the top of the film.  The image 

was taken using a strong-beam condition in central dark-field mode (g,-3g) with the [111] 

g vector of the zinc blende structure.  As seen in Figure 3.1, these conditions produce 

zinc blende grains with brighter intensity and wurtzite grains with darker intensity, 

clearly showing the 2-layer structure.  The SAD patterns from these films as seen in 

Figure 3.1(c) show additional mirror symmetry reflections about the (220) axis 
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corresponding to twin boundaries, and additional reflections related to multiple 

diffraction in the {111} directions.  The SAD patterns shown in Figure 3.1(a)-(c) 

confirms the growth direction changes from [0001] in the wurtzite ZnO layer to [022] in 

the zinc blende ZnO layer.  The grain boundaries in the zinc blende GZO are tilted by 24° 

from the direction perpendicular to the substrate/ZnO interface, coinciding with [220] of 

the zince blende structure. 

 Figure 3.2 (a) shows a HAADF STEM image of the GZO/ZnO/sapphire structure 

taken near the [1100] GZO zone axis.  A 15-20 nm thick layer on top of the GZO is  

 

Figure 3.1:  Strong beam dark-field TEM image using the [111] g vector of the GZO 

zinc blende structure.  (a) SAD pattern of one grain in the GZO zinc blende top layer.  

(b) SAD pattern from the GZO wurtzite bottom layer.  (c) SAD pattern from a region 

with both GZO wurtzite and zinc blende.  Double diffraction and multiple twins 

within the zinc blende layer cause the additional reflections in (c). The SAD patterns 

are taken at the [0110] zone axis for wurtzite and the [110] zone axis for zinc blende.  

Image by Alex Kvit.(68) 

EXPERIMENTAL DETAILS

A MBE system equipped with a RF oxygen plasma
source and effusion cells for Zn and Ga was employed to
grow GZO layers. The plasma power was 400 W and Zn cell
temperature was 350 !C for all the layers. The substrate tem-
perature Tsub of all samples characterized in this study was
400 !C, the Ga cell temperature TGa, which controls the Ga
flux, was 600 !C. The effects of varying the substrate temper-
ature14,15 and the Ga cell temperature16 on electrical and
structural characteristics were published elsewhere. The flux
of reactive oxygen was varied. It was controlled by passing
O2 through a mass-flow controller prior to the plasma source
and measured by the corresponding pressure in the chamber,
PO2, during growth. We used PO2¼ 4.5# 10$6, 8.0# 10$6,
and 1.5# 10$5 Torr, which correspond to metal (Zn þ Ga)
rich, near stoichiometric (reactive oxygen to incorporated Zn
ratio & 1:1), and oxygen-rich conditions, respectively.13,14

The reactive oxygen–to–incorporated Zn ratios were
assessed from the growth rate vs. oxygen pressure depend-
ence. Rapid thermal annealing at '600 !C in nitrogen was
used for the oxygen-rich and stoichiometry samples.
GaN(0001) templates grown on c-plane sapphire by metal-
organic chemical vapor deposition and a-plane sapphire
wafers were used as substrates. The GZO layers were grown
on nominally undoped ZnO seed layers.13

TEM samples were prepared by mechanical wedge pol-
ishing with diamond lapping films in the ½11!20) cross-
section projection and by dimpling. Both types of samples
were ion milled in a Fischione 1010 low angle ion mill and
then in a Fischione low energy Nanomill. Scanning transmis-
sion electron microscopy (STEM) experiments were per-
formed on a FEI Titan microscope with a CEOS probe
aberration-corrector operated at 200 keV. STEM images
were collected with a 24.5 mrad probe semi-angle, 25 pA
probe current, and STEM resolution of 0.8 Å. High angle an-
nular dark field (HAADF) images, which suppress diffrac-
tion contrast in favor of atomic number (Z) contrast were
acquired with a detector subtending 54 to 270 mrad. Annular
bright field (ABF) STEM images, which are dominated by
diffraction, were collected with a detector subtending 4.0 to
8.8 mrad, smaller than other ABF STEM images.17 STEM

electron energy loss spectroscopy (EELS) spectrum images
(SIs) were acquired using a 24.5 mrad probe semi-angle,
spectrometer collection angle of 82 mrad, 400 pA probe cur-
rent, and STEM resolution of 2.1 Å. Energy dispersive spec-
troscopy (EDS) measurements were done at probe current
800 pA. Position averaged convergent beam electron diffrac-
tion (PACBED)17 was used to confirm the polarity of the
GZO films.18 PACBED patterns are acquired while scanning
the electron probe across a 2 nm# 2 nm image area. Conven-
tional TEM measurements were done on Philips CM200UT
and Titan microscopes, both operating at 200 keV.

Experiments have shown that our Titan microscope vac-
uum causes no measurable buildup of hydrocarbons on the
sample even though the typical pressure near the sample is
'7# 10$7 Torr.16 We are confident that carbon microanaly-
sis reflects the state of the sample and not the accumulation
of carbon due to the microscope vacuum.

RESULTS

TEM images (not shown) indicate that the main defects
in the ZnO seed layer on sapphire are low-angle grain bounda-
ries, mostly perpendicular to the ZnO/sapphire interface.
Selected area diffraction (SAD) taken from both the substrate
and ZnO seed layer indicates good epitaxial relationship
between sapphire and ZnO: (0001)ZnO//(1120)Sapphire and
[1120]ZnO//[0001]Sapphire in the plane. However, the ZnO
grains were textured, with a misorientation range of 8!–10!.

GZO growth on a-plane sapphire under oxygen-rich
conditions

Gallium doping of ZnO grown under oxygen-rich condi-
tions leads to instability of WZ crystal structure. Figure 1
shows phase switching from WZ structure (bottom part of
layer) to zinc blend (ZB, top part of layer). The image was
taken in strong-beam condition in central dark-field mode
(g,-3g) with the [111] g vector of the ZB structure. Under
these conditions, bright grains on Figure 1 have the ZB struc-
ture, and the WZ phase exhibits darker, fine-scale contrast.
In many cases, there are additional reflections in the SAD
patterns that correspond to a mirror symmetry about the

FIG. 1. Strong beam dark-field image
with the [111] g vector of the ZB struc-
ture. (a) SAD pattern of one grain in the
ZB top layer. (b) SAD pattern from the
bottom WZ part of the GZO layer and
(c) a region with both WZ and ZB.
Additional reflections in the mixed phase
layer are caused by double diffraction
and multiple twins in the ZB phase. The
SAD patterns are taken at the [0110]
zone axis for WZ and the [110] zone
axis for ZB. The angle between the grain
boundaries in the top and bottom layers
corresponds to angle between [0001]WZ

and [220]ZB.
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Downloaded 28 Dec 2012 to 144.92.108.61. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions



28	
  
	
  

 

 

Figure 3.2:  (a) HAADF STEM image of a GZO/ZnO/sapphire structure grown under 

oxygen-rich conditions close to the GZO [1100] zone axis.  (b) EDS spectrum profiles 

for host and impurity elements in GZO/sapphire acquired from in the box in (a).  The 

blue line represents Al.  The purple line represents Ga.  The red line represents Zn.  

The green line represents O.  Image by Alex Kvit.(68) (220) axis that related with twin boundaries and reflections
related to multiple diffraction in {111} directions. The
growth direction changes from [0001] in WZ ZnO to [022]
in ZB ZnO instead of keeping the same growth orientation of
[0001]WZ k [111]ZB. The grain boundaries in the ZB GZO
are tilted by 24! from the direction perpendicular to the sub-
strate surface. This direction coincides with [220]ZB, which
means that the two possible fast growth directions, [111]ZB

and [111]ZB, compete each other. That indicates a 3D growth
mechanism for the ZB GZO.

Figure 2 shows a HAADF STEM image of a GZO/
undoped ZnO/sapphire structure taken on the [1100] zone
axis of the GZO. On top of the GZO is another layer
15–20 nm thick. Figure 2(b) shows the composition of the
layers from EDS spectrum profiling. The modified surface
layer is aluminum oxide. TEM and STEM nanodiffraction
(not shown) show that this layer is amorphous. Ga has an
almost homogeneous depth distribution. The Al depth distri-
bution suggests diffusion from substrate through the entire
structure with a strong tendency to accumulate on the surface.
The SIMS profiles in Figure 3 (measured by Evans Analytical
Group) confirm the surface segregation of Al. Figure 3 shows
that Al has a higher concentration in GZO layer grown in
oxygen-rich conditions compare to Al concentration in the
layer grown in metal-rich condition. If we consider sapphire
substrate as major source for Al incorporation to GZO films,
Al diffusion coefficient should be correspondingly higher in

GZO grown in oxygen-rich conditions. Al concentration pro-
file reveals depletion depth coincided with the formation of
mixed ZB/WZ structure on these GZO layers.

GZO growth on a-plane sapphire under Zn-rich
conditions

Metal-rich growth conditions give rise to a GZO layer
that is much closer to single-crystal material than the textured
structure of GZO grown under oxygen-rich conditions. SAD
(not shown) taken along [0111]Sapph//[0110]ZnO for the whole
structure shows very good epitaxial relationship between
GZO and substrate. However, the films are porous, as shown
in Figure 4. The voids in GZO grown under metal-rich condi-
tions occur at very high density (up to "2# 1017 cm$3) in
various shapes. Pyramid-like voids and basal plane stacking
faults or basal-plane inversion domain boundaries (IDBs) are
the most common defects. However, we also observe other
shapes of faceted voids in the GZO layer. The size of the
pyramid-like voids ranges from 1 to 20 nm. Due to the ex-
traordinarily high concentration of these defects, we often
found overlapping chains of voids forming larger pores. Most
of the voids have {0001} base facets perpendicular to the
growth direction. With respect to the growth direction, the
pyramids are either point up or point down. Similar voids
(point up or down) group together into nanoscale domains,
examples of which are shown in Figure 4.

Figure 5 shows that nucleation of the pores starts at the
seed layer/GZO interface, right when the Ga flux is turned
on. There are no voids in the nominally undoped seed ZnO
layer. At the interface between the seed ZnO and GZO
layers, we found a set of point down pyramids. This is fol-
lowed by "20 nm thick intermediate layer that does not con-
tain any voids. Finally, in the top GZO, a very complex void/
pore structure is formed. Most of the voids are point up pyra-
mids clustered together in large domains. The other areas
contain mostly basal-plane defects and smaller, point down
pyramid voids.

Figure 6 shows that the pyramid voids at the interface
between the undoped ZnO layer and GZO are the origin of

FIG. 2. (a) HAADF STEM image of a GZO/undoped ZnO/sapphire struc-
ture grown under oxygen-rich conditions. The image was taken close to the
[1100] zone axis for GZO. (b) EDS spectra profiles for host elements and
impurities in ZnO/Sapphire acquired in the box in (a).

FIG. 3. SIMS profiles for Zn (dashed lines) and Al (dotted lines) for GZO
grown under metal-rich and oxygen-rich growth conditions.

123527-3 Kvit et al. J. Appl. Phys. 112, 123527 (2012)
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visible.  Figure 3.2(b) shows the composition of the layers from EDS spectrum profiling 

from the box in Figure 3.2(a).  The EDS data in Figures 3.2(b) shows the extra surface 

layer is aluminum oxide, while TEM and STEM nanodiffraction (not shown) show that 

this layer is amorphous.  Gallium has an almost homogeneous depth distribution in the 

GZO layer.  The Al depth distribution suggests diffusion from substrate through the 

entire GZO layer to the surface.  The SIMS profiles shown in Figure 3.3 confirm the 

surface segregation of Al in oxygen-rich GZO films.  Figure 3.3 also shows that Al has a 

higher concentration in GZO layer grown in oxygen-rich conditions compare to Al 

concentration in the layer grown in metal-rich condition.  If we assume the sapphire 

substrate is the major source for Al incorporation into GZO films, the Al diffusion 

 

Figure 3.3:  SIMS profiles (measured by Evans Analytical Group) for Zn (dashed 

lines) and Al (dotted lines) for GZO grown under metal-rich (blue) and oxygen-rich 

(red) growth conditions.  Images by Alex Kvit.(68) 

(220) axis that related with twin boundaries and reflections
related to multiple diffraction in {111} directions. The
growth direction changes from [0001] in WZ ZnO to [022]
in ZB ZnO instead of keeping the same growth orientation of
[0001]WZ k [111]ZB. The grain boundaries in the ZB GZO
are tilted by 24! from the direction perpendicular to the sub-
strate surface. This direction coincides with [220]ZB, which
means that the two possible fast growth directions, [111]ZB

and [111]ZB, compete each other. That indicates a 3D growth
mechanism for the ZB GZO.

Figure 2 shows a HAADF STEM image of a GZO/
undoped ZnO/sapphire structure taken on the [1100] zone
axis of the GZO. On top of the GZO is another layer
15–20 nm thick. Figure 2(b) shows the composition of the
layers from EDS spectrum profiling. The modified surface
layer is aluminum oxide. TEM and STEM nanodiffraction
(not shown) show that this layer is amorphous. Ga has an
almost homogeneous depth distribution. The Al depth distri-
bution suggests diffusion from substrate through the entire
structure with a strong tendency to accumulate on the surface.
The SIMS profiles in Figure 3 (measured by Evans Analytical
Group) confirm the surface segregation of Al. Figure 3 shows
that Al has a higher concentration in GZO layer grown in
oxygen-rich conditions compare to Al concentration in the
layer grown in metal-rich condition. If we consider sapphire
substrate as major source for Al incorporation to GZO films,
Al diffusion coefficient should be correspondingly higher in

GZO grown in oxygen-rich conditions. Al concentration pro-
file reveals depletion depth coincided with the formation of
mixed ZB/WZ structure on these GZO layers.

GZO growth on a-plane sapphire under Zn-rich
conditions

Metal-rich growth conditions give rise to a GZO layer
that is much closer to single-crystal material than the textured
structure of GZO grown under oxygen-rich conditions. SAD
(not shown) taken along [0111]Sapph//[0110]ZnO for the whole
structure shows very good epitaxial relationship between
GZO and substrate. However, the films are porous, as shown
in Figure 4. The voids in GZO grown under metal-rich condi-
tions occur at very high density (up to "2# 1017 cm$3) in
various shapes. Pyramid-like voids and basal plane stacking
faults or basal-plane inversion domain boundaries (IDBs) are
the most common defects. However, we also observe other
shapes of faceted voids in the GZO layer. The size of the
pyramid-like voids ranges from 1 to 20 nm. Due to the ex-
traordinarily high concentration of these defects, we often
found overlapping chains of voids forming larger pores. Most
of the voids have {0001} base facets perpendicular to the
growth direction. With respect to the growth direction, the
pyramids are either point up or point down. Similar voids
(point up or down) group together into nanoscale domains,
examples of which are shown in Figure 4.

Figure 5 shows that nucleation of the pores starts at the
seed layer/GZO interface, right when the Ga flux is turned
on. There are no voids in the nominally undoped seed ZnO
layer. At the interface between the seed ZnO and GZO
layers, we found a set of point down pyramids. This is fol-
lowed by "20 nm thick intermediate layer that does not con-
tain any voids. Finally, in the top GZO, a very complex void/
pore structure is formed. Most of the voids are point up pyra-
mids clustered together in large domains. The other areas
contain mostly basal-plane defects and smaller, point down
pyramid voids.

Figure 6 shows that the pyramid voids at the interface
between the undoped ZnO layer and GZO are the origin of

FIG. 2. (a) HAADF STEM image of a GZO/undoped ZnO/sapphire struc-
ture grown under oxygen-rich conditions. The image was taken close to the
[1100] zone axis for GZO. (b) EDS spectra profiles for host elements and
impurities in ZnO/Sapphire acquired in the box in (a).

FIG. 3. SIMS profiles for Zn (dashed lines) and Al (dotted lines) for GZO
grown under metal-rich and oxygen-rich growth conditions.
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coefficient should be higher in GZO grown in oxygen-rich conditions than metal-rich 

conditions.  The Al concentration profile also reveals different Al concentrations 

coinciding with the zinc blende and wurtzite layers in the GZO film. 

 

Ga-doped ZnO grown with metal-rich conditions on ZnO seed layer/sapphire 

 Growing Ga-doped ZnO films with metal-rich conditions creates a structure that 

is much closer to single crystal material than the textured structure of GZO grown under 

oxygen-rich conditions.  SAD (not shown) taken along ZnO [0110] (sapphire [0111]) 

shows very good epitaxial relationship between GZO and sapphire.  However, the GZO 

films grown under metal-rich conditions are porous, as shown in the HAADF STEM 

images of Figure 3.4.  The voids have a variety of shapes and occur at very high density 

(up to 2 x 1017 cm-3).  The most common defects observed are pyramid-shaped voids, 

basal plane stacking faults, and basal plane inversion domain boundaries (IDBs).  The 

size of the pyramid-like voids ranges from 1 to 20nm, and they often overlap and form 

chains of voids due to their high concentration.  Most of the voids have {0001} base 

facets perpendicular to the growth direction and are point-up or point-down pyramids 

with respect to the growth direction.  As shown in Figure 3.4, point-up pyramids tend to 

group together and point-down pyramids tend to group together in nanoscale domains. 

 Figure 3.5 contains STEM images showing there are no voids in the nominally 

undoped ZnO seed layer and the pores become present at the interface between the GZO 

and ZnO seed layer.  At the interface between the ZnO seed layer and GZO layers, there 

is a set of point-down pyramid voids.  Then there is a 20 nm thick layer that does not  
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Figure 3.4:  HAADF STEM images of GZO grown under metal-rich conditions 

showing porous nanostructures.  In (a), pointed-up pyramid shaped voids prevail.  In 

(b), pointed-down pyramid shaped voids prevail.  Image by Alex Kvit.(68)  

IDBs. Most of these boundaries are terminated by pores
within 25 nm of the seed layer. However, some of them prop-
agate up to the surface of the GZO layer. IDBs inclined to
the beam direction are dark lines indicated with arrows in
Figure 5(b) and shown in Figure 6(a). The inversion domains
form columnar structures. The basal-plane defects and the
point up pyramidal voids occur within some columns and
point down pyramidal voids are formed in other columns, so
they occur in domains of opposite polarity.

We confirmed the change in polarity from one column
to another using PACBED18 measurements and simulations,
shown in Figure 7. Details of the PACBED pattern simula-
tions for ZnO are given elsewhere.19 Both patterns come
from the GZO layer. Figure 7(a) is O-polar GZO, and Figure
7(b) is Zn-polar GZO. Further, PACBED measurements (not
shown) show that the ZnO seed layer on sapphire is O-polar,
and ZnO grown on GaN is Zn-polar.

In addition to IDBs and voids, the metal-rich GZO films
contain low angle grain boundaries. By decreasing the col-
lection angles in HAADF STEM, we observed increased
strain contrasts from grain boundaries, which are almost in-
visible in images taken at high collection angles, where they
masking by strong pore contrast. Measurements by electron
nanodiffraction in points on both sides of grain boundaries
confirm conclusion about nature of these extended defects
(these measurements are not shown here). The grain bounda-
ries simply propagate through GZO film from the seed layer.
The grain size varies from 30 to 90 nm.

Figure 8 shows an EELS SI of host elements and impur-
ities around a void in GZO/sapphire grown under metal-rich
conditions. The SI was de-noised using principle component

analysis, keeping 5 principle components. As expected, the
concentration of host elements (Zn and O) inside the pores is
at a minimum. Two common residual impurities, carbon and
fluorine, accumulate inside the pores. Gallium does not seg-
regate inside the pores. In general, we found that Ga does
not accumulate at any detected extended defect, interface, or
surface.

GZO grown under Zn-rich conditions on GaN
substrate

Due to the excellent lattice match, ZnO layers on GaN
have a much smaller concentration of extended defects than
on sapphire. A GaN substrate is also not a source of Al

FIG. 4. HAADF STEM images of two areas inside the porous, metal-rich
conditions GZO. In (a), point up pyramid shaped voids prevail. In (b), point
down pyramid shaped voids prevail. We propose that the two regions have
different polarities.

FIG. 5. (a) HAADF STEM image of GZO grown under metal-rich growth
conditions on top of an undoped ZnO seed layer on sapphire. (b) ABF
STEM image, taken from the rectangle in (a). A indicates the undoped seed
ZnO layer, B indicates the layer where Ga doping starts and a line of pyra-
mid voids is visible, and C indicates the layer of intensive formation of
IDBs. Arrows indicate dark lines, which are IDBs inclined to the electron
beam direction. These images were taken in [2110] zone axis for ZnO.
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contain any voids, followed by the rest of the GZO film, which contains a very complex 

porous structure.  

 Figure 3.6 shows STEM images of the pyramid voids at the interface between the 

ZnO seed layer and GZO.  These images indicate this interface is the origin of the IDBs 

running through the GZO film.  The pores within the first 25 nm of the seed layer 

terminate most of the IDBs, but some of them propagate all the way through the GZO 

 

Figure 3.5:  (a) HAADF STEM image of GZO grown under metal-rich conditions on 

top of an undoped ZnO seed layer and on a sapphire substrate.  (b) ABF STEM image 

taken from the rectangle in (a).  The area marked A is the undoped ZnO seed layer.  

The area marked B is the layer where Ga doping starts, coinciding with a line of 

pyramid voids (shown by brighter intensity in ABF images).  The area marked by the 

letter C indicates the layer containing many IDBs and voids. The arrows indicate dark 

lines, which are vertical IDBs.  Both images were taken in the ZnO [2110] zone axis.  

Image by Alex Kvit.(68)  

IDBs. Most of these boundaries are terminated by pores
within 25 nm of the seed layer. However, some of them prop-
agate up to the surface of the GZO layer. IDBs inclined to
the beam direction are dark lines indicated with arrows in
Figure 5(b) and shown in Figure 6(a). The inversion domains
form columnar structures. The basal-plane defects and the
point up pyramidal voids occur within some columns and
point down pyramidal voids are formed in other columns, so
they occur in domains of opposite polarity.

We confirmed the change in polarity from one column
to another using PACBED18 measurements and simulations,
shown in Figure 7. Details of the PACBED pattern simula-
tions for ZnO are given elsewhere.19 Both patterns come
from the GZO layer. Figure 7(a) is O-polar GZO, and Figure
7(b) is Zn-polar GZO. Further, PACBED measurements (not
shown) show that the ZnO seed layer on sapphire is O-polar,
and ZnO grown on GaN is Zn-polar.

In addition to IDBs and voids, the metal-rich GZO films
contain low angle grain boundaries. By decreasing the col-
lection angles in HAADF STEM, we observed increased
strain contrasts from grain boundaries, which are almost in-
visible in images taken at high collection angles, where they
masking by strong pore contrast. Measurements by electron
nanodiffraction in points on both sides of grain boundaries
confirm conclusion about nature of these extended defects
(these measurements are not shown here). The grain bounda-
ries simply propagate through GZO film from the seed layer.
The grain size varies from 30 to 90 nm.

Figure 8 shows an EELS SI of host elements and impur-
ities around a void in GZO/sapphire grown under metal-rich
conditions. The SI was de-noised using principle component

analysis, keeping 5 principle components. As expected, the
concentration of host elements (Zn and O) inside the pores is
at a minimum. Two common residual impurities, carbon and
fluorine, accumulate inside the pores. Gallium does not seg-
regate inside the pores. In general, we found that Ga does
not accumulate at any detected extended defect, interface, or
surface.

GZO grown under Zn-rich conditions on GaN
substrate

Due to the excellent lattice match, ZnO layers on GaN
have a much smaller concentration of extended defects than
on sapphire. A GaN substrate is also not a source of Al

FIG. 4. HAADF STEM images of two areas inside the porous, metal-rich
conditions GZO. In (a), point up pyramid shaped voids prevail. In (b), point
down pyramid shaped voids prevail. We propose that the two regions have
different polarities.

FIG. 5. (a) HAADF STEM image of GZO grown under metal-rich growth
conditions on top of an undoped ZnO seed layer on sapphire. (b) ABF
STEM image, taken from the rectangle in (a). A indicates the undoped seed
ZnO layer, B indicates the layer where Ga doping starts and a line of pyra-
mid voids is visible, and C indicates the layer of intensive formation of
IDBs. Arrows indicate dark lines, which are IDBs inclined to the electron
beam direction. These images were taken in [2110] zone axis for ZnO.
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IDBs. Most of these boundaries are terminated by pores
within 25 nm of the seed layer. However, some of them prop-
agate up to the surface of the GZO layer. IDBs inclined to
the beam direction are dark lines indicated with arrows in
Figure 5(b) and shown in Figure 6(a). The inversion domains
form columnar structures. The basal-plane defects and the
point up pyramidal voids occur within some columns and
point down pyramidal voids are formed in other columns, so
they occur in domains of opposite polarity.

We confirmed the change in polarity from one column
to another using PACBED18 measurements and simulations,
shown in Figure 7. Details of the PACBED pattern simula-
tions for ZnO are given elsewhere.19 Both patterns come
from the GZO layer. Figure 7(a) is O-polar GZO, and Figure
7(b) is Zn-polar GZO. Further, PACBED measurements (not
shown) show that the ZnO seed layer on sapphire is O-polar,
and ZnO grown on GaN is Zn-polar.

In addition to IDBs and voids, the metal-rich GZO films
contain low angle grain boundaries. By decreasing the col-
lection angles in HAADF STEM, we observed increased
strain contrasts from grain boundaries, which are almost in-
visible in images taken at high collection angles, where they
masking by strong pore contrast. Measurements by electron
nanodiffraction in points on both sides of grain boundaries
confirm conclusion about nature of these extended defects
(these measurements are not shown here). The grain bounda-
ries simply propagate through GZO film from the seed layer.
The grain size varies from 30 to 90 nm.

Figure 8 shows an EELS SI of host elements and impur-
ities around a void in GZO/sapphire grown under metal-rich
conditions. The SI was de-noised using principle component

analysis, keeping 5 principle components. As expected, the
concentration of host elements (Zn and O) inside the pores is
at a minimum. Two common residual impurities, carbon and
fluorine, accumulate inside the pores. Gallium does not seg-
regate inside the pores. In general, we found that Ga does
not accumulate at any detected extended defect, interface, or
surface.

GZO grown under Zn-rich conditions on GaN
substrate

Due to the excellent lattice match, ZnO layers on GaN
have a much smaller concentration of extended defects than
on sapphire. A GaN substrate is also not a source of Al

FIG. 4. HAADF STEM images of two areas inside the porous, metal-rich
conditions GZO. In (a), point up pyramid shaped voids prevail. In (b), point
down pyramid shaped voids prevail. We propose that the two regions have
different polarities.

FIG. 5. (a) HAADF STEM image of GZO grown under metal-rich growth
conditions on top of an undoped ZnO seed layer on sapphire. (b) ABF
STEM image, taken from the rectangle in (a). A indicates the undoped seed
ZnO layer, B indicates the layer where Ga doping starts and a line of pyra-
mid voids is visible, and C indicates the layer of intensive formation of
IDBs. Arrows indicate dark lines, which are IDBs inclined to the electron
beam direction. These images were taken in [2110] zone axis for ZnO.
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layer.  In the ABF images of Figure 3.5(b) and Figure 3.6(a), the IDBs inclined to the 

beam direction are dark lines, as indicated by the white arrows in Figure 3.5(b).  The 

polarity domains form columnar structures, with the basal-plane defects and the point-up 

pyramid voids occurring in columnar domains of one polarity, and point-down pyramid 

voids occurring in columnar domains of the opposite polarity. 

 PACBED(49) was used to confirmed the polarity change between columnar 

domains by comparing experimental patterns to simulated patterns with know polarity.  

Figure 3.7 shows regions of experimental PACBED patterns from two separate domains, 

along with the corresponding simulated patterns that have matching asymmetries, 

 

Figure 3.6:  High-resolution STEM images of the interface between undoped ZnO 

seed layer and GZO grown under metal-rich conditions.  (a) ABF STEM image, in 

which IDB contrast is strong.  (b) Simultaneously acquired HAADF STEM image, in 

which IDB contrast is weak.  Image by Alex Kvit.(68) 
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confirming the polarity change across domain boundaries.  Figure 3.7(a) is from O-polar 

ZnO, and Figure 3.7(b) is from Zn-polar ZnO. 

 In addition to IDBs and voids, the metal-rich GZO films contain low angle grain 

boundaries that propagate through the GZO layer from the ZnO seed layer with grain 

sizes that vary from 30 to 90 nm.  Electron nano-diffraction (not shown) from both sides 

of grain boundaries confirms these extended defects are low angle grain boundaries. 

 Figure 3.8 shows EELS spectrum image data of host and impurity elements 

around a void in GZO grown under metal-rich conditions.  The EELS data was de-noised 

using principle component analysis, keeping 5 principle components.  The concentrations  

 

Figure 3.7:  Cropped experimental and simulated PACBED patterns used to determine 

local sample polarity.  The experimental PACBED patterns (left image of (a) and right 

image of (b)) were acquired in different domains of the metal-rich grown GZO.  The 

frozen-phonon multislice simulated PACBED patterns (right image of (a) and left 

image of (b)) are from (a) O-polar ZnO and (b) Zn-polar ZnO.  The simulated patterns 

show matching asymmetry (marked by the arrows) with the compared experimental 

patterns, revealing the different domains have different polarity.(68) 

impurities. Figures 9(a) and 9(b) show HAADF STEM
images of GZO grown on a GaN template under metal-rich
conditions. There are no voids. Epitaxial GZO grown on an
!4 nm thick undoped ZnO buffer on GaN has atomically
sharp interfaces. In Figure 9, there are two rows of defects
near the ZnO/GaN interface, marked A and B in Figure 9(b).

“A” defects are exactly at the interface between GaN and the
ZnO buffer layer, and their strain- induced contrast slightly
extends into the GaN template. These defects are conven-
tional misfit dislocations with Burgers vectors 1/3[1210],
1/3[2110], and 1=2[1100]. Their density is high enough to
compensate most of the interface strain at the growth temper-
ature (!0.8% at 350 "C, accounting for the differences in
thermal expansion). “B” defects are 3–4 nm away from the
interface inside the ZnO seed layer and have relatively dif-
fuse strain-induced contrast. They are misfit dislocations at
the ZnO seed layer/GZO interface. Two rows of misfit dislo-
cations located on the GZO/undoped ZnO and undoped
ZnO/GaN interfaces indicate that the ZnO seed layer thick-
ness is smaller than the critical thickness for strain relaxa-
tion. When the combined GZO and undoped ZnO seed layer
thickness reaches the critical thickness during GZO growth,
misfit dislocations are generated at both interfaces simultane-
ously. The residual stress due to differences of thermal
expansion coefficient for ZnO(GZO) and GaN is compen-
sated by threading extended defects inside the ZnO/GZO
layer.

Low-angle grain boundaries are the prevailing large
scale defects in these GZO structures, as shown in Figure
9(a). The grain size varies from 50 to 80 nm depending on
the growth conditions. Because the dislocations are localized
at the interfaces, the low-angle grain boundaries are the
major extended defects responsible for free carrier scattering.

FIG. 6. High resolution STEM images of the interface between undoped
ZnO seed layer and GZO grown under metal-rich conditions. (a) ABF
STEM image. IDBs terminated by voids are clearly visible; (b) HAADF
STEM image, in which IDB contrast is weak.

FIG. 7. Experimental PACBED patterns taken in different domains in
metal-rich conditions GZO (outside images) and simulated PACBED pat-
terns (central images). (a) O surface polarity, (b) Zn surface polarity. Areas
marked by arrows are matched with simulated [1120] O-polar and Zn-polar
ZnO models using the frozen-phonon multislice algorithm.

FIG. 8. EELS spectrum images showing the distribution of host elements
and impurities around a void in GZO/sapphire grown under metal-rich con-
ditions. The color maps show the integrated intensity of each edge after
background subtraction, normalized to O K-edge.
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of the Zn and O host elements inside the void are small, as expected.  Within our 

detection limits, no segregation of Ga dopants around the voids or any other extended 

defects, interfaces, or surfaces is observed. Carbon and fluorine, two common residual 

 

Figure 3.8:  EELS spectrum images showing the distribution of host and impurity 

elements around a void in metal-rich grown GZO.  The top image is a HAADF STEM 

image of the general sample region.  The EELS color maps are from inside the black 

box in the HAADF STEM image.  The color maps show the integrated intensity of 

each edge after background subtraction and normalization to the O K-edge.  Image by 

Alex Kvit.(68) 

impurities. Figures 9(a) and 9(b) show HAADF STEM
images of GZO grown on a GaN template under metal-rich
conditions. There are no voids. Epitaxial GZO grown on an
!4 nm thick undoped ZnO buffer on GaN has atomically
sharp interfaces. In Figure 9, there are two rows of defects
near the ZnO/GaN interface, marked A and B in Figure 9(b).

“A” defects are exactly at the interface between GaN and the
ZnO buffer layer, and their strain- induced contrast slightly
extends into the GaN template. These defects are conven-
tional misfit dislocations with Burgers vectors 1/3[1210],
1/3[2110], and 1=2[1100]. Their density is high enough to
compensate most of the interface strain at the growth temper-
ature (!0.8% at 350 "C, accounting for the differences in
thermal expansion). “B” defects are 3–4 nm away from the
interface inside the ZnO seed layer and have relatively dif-
fuse strain-induced contrast. They are misfit dislocations at
the ZnO seed layer/GZO interface. Two rows of misfit dislo-
cations located on the GZO/undoped ZnO and undoped
ZnO/GaN interfaces indicate that the ZnO seed layer thick-
ness is smaller than the critical thickness for strain relaxa-
tion. When the combined GZO and undoped ZnO seed layer
thickness reaches the critical thickness during GZO growth,
misfit dislocations are generated at both interfaces simultane-
ously. The residual stress due to differences of thermal
expansion coefficient for ZnO(GZO) and GaN is compen-
sated by threading extended defects inside the ZnO/GZO
layer.

Low-angle grain boundaries are the prevailing large
scale defects in these GZO structures, as shown in Figure
9(a). The grain size varies from 50 to 80 nm depending on
the growth conditions. Because the dislocations are localized
at the interfaces, the low-angle grain boundaries are the
major extended defects responsible for free carrier scattering.

FIG. 6. High resolution STEM images of the interface between undoped
ZnO seed layer and GZO grown under metal-rich conditions. (a) ABF
STEM image. IDBs terminated by voids are clearly visible; (b) HAADF
STEM image, in which IDB contrast is weak.

FIG. 7. Experimental PACBED patterns taken in different domains in
metal-rich conditions GZO (outside images) and simulated PACBED pat-
terns (central images). (a) O surface polarity, (b) Zn surface polarity. Areas
marked by arrows are matched with simulated [1120] O-polar and Zn-polar
ZnO models using the frozen-phonon multislice algorithm.

FIG. 8. EELS spectrum images showing the distribution of host elements
and impurities around a void in GZO/sapphire grown under metal-rich con-
ditions. The color maps show the integrated intensity of each edge after
background subtraction, normalized to O K-edge.
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impurities, do accumulate inside the pores. 

 

Ga-doped ZnO grown with metal-rich conditions on GaN 

 Due to the excellent lattice match between ZnO and GaN, GZO layers on GaN 

have a much smaller concentration of extended defects than those grown on sapphire.  

GaN substrates are also not a source of Al impurities, eliminating the problem of Al 

diffusion to the surface discussed previously.  Figures 3.9(a) – (c) show HAADF STEM 

images of GZO grown on a GaN template under metal-rich conditions.  It shows GZO 

grows epitaxially on a 4 nm thick undoped ZnO seed layer on a GaN substrate and GZO 

has atomically sharp interfaces and no voids.  Figure 3.9 (b) shows there are two rows of 

defects near the ZnO/GaN interface, marked “A” and “B”.  “A” defects are exactly at the 

interface between GaN and the ZnO buffer layer, and their strain-induced contrast 

slightly extends into the GaN substrate. “A” defects are misfit dislocations with Burgers 

vectors 1/3[1210], 1/3[2110], and 1/2[1100], and a density that is high enough to 

compensate most of the interface strain. “B” defects are 3–4 nm away from the ZnO/GaN 

interface inside the ZnO seed layer.  They are misfit dislocations at the ZnO seed 

layer/GZO interface and have relatively diffuse strain-induced contrast.  The two rows of 

misfit dislocations located at the two interfaces probably indicate that the ZnO seed layer 

thickness is smaller than the critical thickness for strain relaxation, so when the combined 

GZO and ZnO seed layer reaches the critical thickness during growth, the misfit 

dislocations are likely generated at both interfaces simultaneously.  The residual stress 

due to thermal expansion coefficient differences (GZO, ZnO, and GaN) is likely  
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Figure 3.9:  HAADF STEM images in the ZnO [2110] projection.  (a) shows the 

entire composite structure of GZO grown on a GaN template.  (b) shows two rows of 

defects near the interface between GaN and ZnO.  (c) shows a high-resolution image 

of both interfaces, revealing misfit dislocations between GaN and the ZnO seed layer, 

and between the ZnO seed layer and the GZO.  Image by Alex Kvit.(68) EDS spectrum imaging (not shown) did not reveal any irreg-
ularity in the concentration vs. depth profile of major impu-
rity and host elements. We found a flat distribution profile
for Ga in GZO, and there is no accumulation on the surface
or the interfaces.

DISCUSSION

Our results give a thorough picture of the formation of
extended defects in Ga-doped ZnO. The surface polarity of
ZnO determines the formation of interface and extended
defects.8,12 GZO layers grown on a ZnO seed layer on sap-
phire have a columnar structure of mixed oxygen and zinc
polarities. Point down pyramid defects nucleate IDBs. After
just 2 nm of GZO growth, the surface polarity mostly
switches from oxygen to zinc, with the exception of narrow
columns. These columns propagate through the whole GZO
layer, with a tendency to become wider and wider as growth

progresses. The two types of columns have different
extended defects. Point up pyramid voids dominate in the
Zn-polar columns, while point down pyramid voids and ba-
sal plane defects dominate in the O-polar columns.

Ga doping does not affect the stability of ZnO surface
polarity on GaN substrate. However, GZO grown on O-polar
surface of an undoped ZnO seed layer grown on sapphire
exhibits polarity instabilities. We suggest that Ga doping of
oxygen-polarity ZnO leads to the accumulation of Ga species
on the surface of the film during MBE growth. The surface
Ga then modifies the dangling bond configuration on the sur-
face, leading to a change in the surface adsorption/evapora-
tion coefficient for Zn- and O-species, and finally switching
the surface polarity from O to Zn. This process could be lat-
erally inhomogeneous due to surface fluctuations of the Ga
concentration at the nanoscale. When GZO is composed of
columns having different surface polarities, the system keeps
a mixed surface polarity. We propose that further switching
to the more favorable polarity does not occur because Ga
species do not accumulate on the oxygen-polar surface,
instead diffusing to the neighboring columns having Zn sur-
face polarity.

The distribution of Al in GZO on sapphire shown in
Figures 2 and 3 and the flat distribution of Ga suggest differ-
ent microscopic diffusion mechanisms for Al and Ga even
though they both are group III elements widely used for
n-type doping of ZnO. We always observe increased concen-
tration of Al in GZO having oxygen surface polarity, so we
suggest that the mechanism of Al diffusion (but not Ga diffu-
sion) depends on the electrical charge of the surface, imply-
ing electromigration of Al in ZnO. A high electromigration
coefficient for Al in ZnO could limit the applications of
AZO in some devices that require a homogeneous dopant
distribution and high applied field, such as integrated circuits
using a TCO based on ZnO. The Ga concentration is flat and
Ga does not have a tendency to accumulate on extended
defects, which is another positive attribute of Ga as a donor
dopant in ZnO in comparison with Al.

Gallium does not segregate inside the pores in contrary
to two common residual impurities, carbon and fluorine,
which accumulate inside these voids as was shown in Figure
8. Our results suggest that oxygen deficiency may enhance
graphitic cluster formation during growth, similar to previ-
ous reports.20 The role of carbon in ZnO grown under differ-
ent conditions is controversial.21,22 Fluorine is considered to
be a shallow donor.23

In the cases of GZO/a-sapphire grown under oxygen-
rich conditions and GZO/GaN grown under metal-rich con-
ditions, low-angle grain boundaries are the major defects
which impact electron scattering and electron mobility. The
grain boundary inclination of 24! for GZO on sapphire
grown under oxygen-rich conditions should strongly affect
the carrier scattering. An inclined grain boundary has a
strong associated polar field in highly ionic ZnO, giving rise
to a Coulombic interaction with free carriers and reducing
electron mobility. Our previous investigations compare the
grain size derived from XRD and STEM to the electron mo-
bility.14,16 There are sufficiently good correlations with grain
size from STEM data and XRD data in the whole range of

FIG. 9. HAADF STEM images of (a) the entire composite structure of GZO
grown on GaN template; (b) two rows of defects near the interface between
GaN and ZnO; (c) high resolution HAADF STEM image of both interfaces.
There are misfit dislocations between GaN and ZnO seed layer and between
the ZnO seed layer and the GZO. The images were taken in [2110] zone
axis for both materials.
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compensated by threading extended defects inside the GZO layer. 

 Figure 3.9(a) shows the dominant extended defects in the GZO layer are low-

angle grain boundaries with a grain size between 50 and 80 nm.  The low-angle grain 

boundaries are probably the major extended defects responsible for free carrier scattering 

because the misfit dislocations are localized to the small area at the interfaces. 

 EDS spectrum imaging (not shown) did not reveal any irregularities in the 

concentration vs. depth profiles for the major impurity and host elements. It showed flat 

distribution profiles for Ga in GZO, and no accumulation of Ga at the defects, surfaces, 

or interfaces. 

 

Discussion 

 Gallium doping does not affect the polarity stability of GZO grown on Zn-polar 

undoped ZnO seed layers on GaN substrates.  However, Ga doping does affect the 

polarity stability of GZO grown on O-polar undoped ZnO seed layers on sapphire 

substrates.  These observations might suggest that Ga doping of O-polar ZnO leads to the 

accumulation of Ga species on the surface of the film during growth.  The accumulated 

Ga on the surface may modify the dangling bond configurations on the surface, leading to 

a change in the surface adsorption and evaporation coefficients for Zn and O species, 

causing a polarity switch from O to Zn.  This process could be laterally inhomogeneous 

due to surface fluctuations of the Ga concentration at the nanoscale, creating the observed 

columnar structures of both polarity materials.  Further switching of the O-polar material 

to Zn-polar material may not occur because Ga diffuses easily from the O-polar surfaces 
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to the Zn-polar surfaces. However this might suggest that the Zn-polar domains should 

have more Ga than O-polar domains, which is not experimentally observed. 

 The different concentration distributions of Al and Ga in GZO/sapphire shown in 

Figures 3.2 and 3.3 suggest different diffusion mechanisms for Al and Ga, even though 

they are both group III elements widely used for n-type doping of ZnO.  The increased 

concentration of Al is always observed in O-polar GZO, suggesting the mechanism of Al 

diffusion, and not Ga diffusion, is dominated by electromigration and depends on the 

electrical charge of the surface.  A high electromigration coefficient for Al in ZnO could 

limit the applications of AZO in some devices that require a homogeneous dopant 

distribution and a large applied field.  The Ga concentration profile is flat with no 

tendency to accumulate on surfaces, interfaces, or extended defects, highlighting another 

positive attribute of Ga as a donor dopant in ZnO compared to Al.  Two common residual 

impurities, carbon and fluorine, accumulate inside these voids and Ga does not.  The role 

of C in is controversial(80, 81), but F is considered to be a shallow donor(82).  These 

results also suggest that oxygen deficiency may enhance graphitic cluster formation 

during growth, similar to previous reports(83). 

 In the cases of GZO/sapphire grown with O-rich conditions and GZO/GaN grown 

with metal-rich conditions, low-angle grain boundaries are the major defect impacting 

electron scattering and electron mobility.  The 24° grain boundary inclination in 

GZO/sapphire grown under O-rich conditions should strongly affect the carrier 

scattering.  The strong associated polar field in highly ionic ZnO should give rise to a 

Coulombic interaction with free carriers and reduce electron mobility.  Our previous 
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investigations(75, 76) show strong correlation between grain size (from STEM and XRD 

data) and mobility, showing a significant contribution of grain-boundary scattering in 

these samples.  The electrical data also revealed a significant effect on mobility from 

ionized impurity and polar optical phonon scattering, especially for samples with large 

grains and thus relatively high carrier mobility(75). 

 On the other hand, the formation of voids and IDBs in GZO/sapphire grown under 

metal-rich conditions suggest the electron mobility could be limited by scattering at these 

pores.  The pores must also reduce the conductance of the film because they reduce the 

current-carrying cross-sectional area, but that effect may be more than compensated by 

the decrease in the density of the other defects.  The small pores (with sizes much smaller 

than the wavelength of visible light) also increase the optical transparency. 

 

3.5. Conclusions 

 The microstructure of GZO grown by MBE under metal-rich conditions on 

sapphire, O-rich conditions on sapphire, and metal-rich conditions on GaN has been 

investigated by various TEM techniques, with the motivation of better understanding 

GZO for its application as a transparent conducting oxide.  All GZO layers grown on a-

sapphire and GaN show relatively good epitaxial relationship with the substrate, but the 

prevalent extended defects strongly depend on the oxygen-rich and metal-rich growth 

conditions. 

 GZO films grown under O-rich conditions on a-sapphire substrates show the 

instability of the wurtzite crystal structure.  We observe phase switching from the 



41	
  
	
  
wurtzite structure to the zinc blende structure part way through the GZO layer growth.  

The grain boundaries in the top zinc blende layer are along the [022] direction for the 

zinc blend phase and are tilted 24° from the [0001] growth direction of the wurtzite layer.  

This inclination could noticeably affect the carrier scattering because an inclined grain 

boundary likely has a strong polar field in highly ionic ZnO, resulting in Coulombic 

interactions between free carriers and grain boundaries. Al diffusion is observed from the 

sapphire substrate to the GZO surface, causing amorphous Al and O surface 

accumulation.  Ga shows uniform distribution through all the GZO layers, possibly 

implying that GZO has more predictable optical and electrical properties than AZO. 

 GZO films grown under metal-rich conditions on a-sapphire substrates have 

relatively good epitaxial crystal quality with slightly textured grains as large as 90nm.  

Inside the grains, there are two types of domains, O-polar and Zn-polar.  These films also 

show a porous structure of interlinking faceted voids grown on top of non-porous O-polar 

ZnO seed layers. One explanation of this microstructure is that Ga-doping of ZnO with 

O-polarity leads to the accumulation of Ga species at the nanoscale on the growth 

surface, eventually switching the surface polarity from O to Zn.  The final structure is a 

porous GZO layer with slightly textured grains and smaller domains of different polarity 

material.  Carbon and fluorine impurities segregate inside the voids, while Ga does not 

accumulate inside the voids or at any other extended defect.  Further optimization of 

growth parameters is needed to avoid the polarity switching of GZO/sapphire grown 

under metal-rich conditions. 

 GZO grown on GaN under similar metal-rich growth conditions have Zn-polar 
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material with no voids.  A network of misfit dislocations at the ZnO seed layer/GaN 

substrate interface and the GZO/ZnO seed layer interface relaxes most of the residual 

stress between the thin layers and the substrate.  Low-angle grain boundaries that run 

through the GZO film are the major microstructural defect in these films. 
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Chapter 4:  Sb-doped ZnO Nanowires 

4.1. Introduction 

 Zinc Oxide (ZnO) is a promising semiconducting material for UV optoelectronics 

because of its large exciton binding energy of 60 meV and direct wide band gap of ~3.37 

eV, making it a bright emitter at UV wavelengths(84).  ZnO is also relatively cheap, 

abundant, and environmentally friendly, as well as having good availability of undoped 

large area substrates.  To make ZnO most useful for optoelectronic device applications, 

high quality p-n homojunctions must be accessible.  However, like most wide band gap 

semiconductors, ZnO suffers from the doping asymmetry problem(85, 86).  Due to native 

point defects, ZnO is intrinsically n-type, and more heavily n-type ZnO can be easily 

synthesized.  After extensive efforts using multiple doping schemes and some reports of 

p-type ZnO  (such as P, As, Ga, Al, In, Li, N, Ag, K, and P)(87–98), there remains a lack 

of reliable p-type dopant for ZnO, impeding its use in optoelectronic applications(99–

101).  The lack of p-type dopants is primarily due to native donor defects, low dopant 

solubility, and large accepter ionization energies(99–101).  p-type ZnO thin films(89, 92, 

102–107) and nanowires (NWs)(95, 108–110) have been reported using a variety of 

doping schemes, but none of the results have been widely reproduced or resulted in stable 

optoelectronic devices, until recently.  As and Sb doping has been reported to create p-

type ZnO films(111–116)	
  and NWs(117), and	
  in particular, Sb-doped ZnO NWs grown 

on n-type ZnO thin films have been used to create photodiodes(118) and electrically 

pumped waveguide lasers that are stable over 7 months(119). 
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 The most intuitive hypothesis for p-type ZnO behavior from Sb doping is that Sb 

substitutes for O.  However, Wahl et al. reported experimental evidence using electron 

emission channeling that Sb primarily substitutes for Zn, contradicting the intuitive 

hypothesis(120, 121).  Because simple substitutional Sb dopants for Zn cannot produce p-

type material, it has been proposed that Sb defect complexes are responsible for the p-

type conduction,(122,	
  123).  Limpijumnong et al. used DFT to predict a SbZn + 2VZn(and 

AsZn + 2VZn) defect complex could produce shallow acceptor states and p-type 

conductivity(124).  Later, Puchala et al. used DFT to predict that it is energetically 

favorable for the Sb atoms in this point defect complex to pop off the Zn site into an 

interstitial site, producing a SbI + 3VZn defect complex(125).  However, this new 

complex is predicted to create deeper acceptor states(125).  Despite significant interest in 

these proposed causes for p-type Sb-doped ZnO, no conclusive experimental evidence 

supporting them has been published. 

 Imaging single dopant atoms is possible using HAADF STEM imaging if the 

dopant species has a significantly higher atomic number (Z) than the surrounding matrix  

material and a small enough concentration(3).  Figure 4.1 shows a frozen phonon 

multislice simulated HAADF STEM image of one of the Sb defect complexes in ZnO 

discussed above.  The image predicts that the Sb dopant atoms are visible in HAADF 

STEM images if the STEM specimen is thin enough (<15 nm).  The predicted visibility 

of Sb dopant atoms in STEM images highlights one method for experimentally 

supporting the defect complex theory behind p-type Sb-doped ZnO. 

 Recently, Fei Wang and Xudong Wang demonstrated p-type Sb-doped ZnO NWs 
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using an aqueous solution synthesis method that has the advantage of low cost and ease 

of processing(117).  Figure 4.2 shows scanning electron microscopy (SEM), EDS, x-ray 

diffraction, and transmission electron microscopy results from the Sb-doped ZnO NWs.  

Figure 4.2(a) and (b) show SEM images of the as-grown Sb-doped ZnO NWs distributed 

on the silicon substrate.  The NWs have a hexagonal cross-section and are on average 

~100–200 nm in diameter and ~4 µm long.  Figure 4.2(c) shows an EDS spectrum from a 

NW revealing the presence of Sb in the doped NWs.  The XRD data in Figure 4.2(d) 

shows the NWs have the wurtzite crystal structure.  The intense (0002) peak confirms the 

NWs have semi-aligned growth directions.  The TEM images and selected area 

diffraction pattern in Figure 4.2(e)-(g) show the NWs have relatively clean growth 

surfaces and are single crystal with a (0001) growth direction. 

	
  
Figure 4.1:  Frozen phonon multislice HAADF STEM image of a SbI – 2VZn defect 

complex in ZnO, demonstrating the visibility of this class of defect complex in thin 

TEM specimens. 
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Figure 4.2:  (a) and (b) show SEM images of the as-grown Sb-doped ZnO NWs 

distributed on the silicon substrate.  (c) shows an EDS spectrum from a Sb-doped NW.  

(d) X-ray diffraction data confirming the wurtzite crystal structure and (0001) growth 

direction.  (e) Low magnification TEM image.  (f) Selected area diffraction pattern 

from single NW.  (g) High magnification TEM image of area inside the red box in 

(e).(117)  

Nanotechnology 22 (2011) 225602 F Wang et al

Figure 1. Morphological and structural characterization of Sb-doped ZnO nanowires using antimony acetate and sodium glycolate. (a) SEM
image of the as-grown Sb-doped NWs. (b) A magnified SEM image; (c) EDS of Sb-doped ZnO NWs taken under TEM; (d) x-ray diffraction
spectrum of as-synthesized Sb-doped ZnO NW arrays; (e) TEM image of Sb-doped ZnO NWs; (f) the corresponding SAED pattern.
(g) HR-TEM showing the dislocation-free lattice of an Sb-doped ZnO NW.

insoluble Sb salts and prevent Sb3+ from hydrolyzing in the
initial neutral environment of the reaction solution. This
strategy would help resolve the issue of Sb solubility and
thus lead to controlled incorporation of Sb. In our research,
two types of such ligands, citrate and glycolate, were studied.
SbAc3 dissolved in both sodium citrate and sodium glycolate
solutions and formed clear dopant solutions, which were added
to the original nutrient solution for Sb doping. EDS revealed
that Sb was successfully incorporated into the ZnO crystals,
whereas distinguishing morphologies were achieved in the
presence of two different ligands. Sodium citrate produced
ZnO platelets that were stacked together. The formation of
this morphology was believed to result from the preferential
absorption of citrate ions on ZnO crystal surfaces, which
significantly altered the growth rate along different crystal
orientations [20].

On the other hand, glycolate, as the simplest member
in the family of α-hydroxycarboxylate ligands, successfully
preserved the NW morphology, while stabilizing the Sb3+ in
ZnO nutrient solution. Figure 1(a) shows the as-grown Sb-
doped ZnO NWs distributed on a silicon substrate. The NWs
are on average ∼4 µm long and ∼100–200 nm in diameter
with a hexagonal cross-section, as shown in figure 1(b).
The existence of Sb in the doped NWs was confirmed by
the energy-dispersive x-ray spectrum (EDS), as shown in
figure 1(c). No sodium signal was observed from the EDS. It is
a common phenomenon that impurities can dramatically affect
the growth behavior of crystals, although there is not yet a
generally accepted theory to explain the mechanisms by which
impurities participate in the crystallization process [21, 22].
Our results suggest that sodium and glycolate ions have
negligible effect on the growth behavior of ZnO crystals in

3
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 The Sb concentration in the NWs can be tuned by varying the growth temperature 

and the solution chemistry(117).  Figure 4.3(a) shows that by holding the growth 

temperature at 90°C, keeping all the solution chemistry the same except for the Sb 

glycolate, and varying the Sb gycolate concentration between 0-2%, it is possible to 

linearly control the amount of Sb incorporated into the NWs.  Above an antimony 

glycolate concentration of 2%, the Sb incorporated into the NWs saturates.  Figure 4.3(b) 

shows that by holding all the solution chemistry the same with an antimony glycolate 

concentration of 2% and varying the growth temperature between 70-95°C, the Sb 

incorporation into the NWs can be controlled in a decreasing linear relationship. 

 NW field effect transistors (FETs) were constructed from single undoped and Sb-

doped NWs to allow measurement of the electrical transport behavior of the NWs.  The 

FET consists of a single NW on a 100 nm SiO2 dielectric.  The back gate consisted of a 

 

Figure 4.3:  (a) Plot of the Sb/Zn percentage in the Sb-doped ZnO NWs vs. the amount 

of Sb glycolate in solution at a constant 90°C temperature.  (b) Plot of the Sb/Zn 

percentage in the Sb-doped ZnO NWs vs. the growth temperature at a constant 2% Sb 

glycolate concentration.(117) 

Nanotechnology 22 (2011) 225602 F Wang et al

Figure 2. Doping concentration versus different experimental parameters. (a) Doping concentration dependence on added concentration of
SbG−

2 while the temperature was kept at 90 ◦C; (b) doping concentration dependence on growth temperature while the added concentration of
antimony glycolate was kept at 0.5 mM, which was 2% of the concentration of zinc nitrate.

aqueous solutions. This statement was further proved by
control experiments in which undoped ZnO NWs were grown
unaffected by the presence of sodium glycolate without SbAc3.
However, a slower growth rate of Sb-doped NWs was observed
compared to the undoped ones. This is possibly due to the
incorporation of Sb ions onto the growing surfaces of ZnO,
which rendered the growth steps less reactive or inoperative.

The wurtzite crystal structure of Sb-doped ZnO NWs was
first confirmed by x-ray diffraction as shown in figure 1(d).
The intense (0002) peak indicated the quasi-aligned NW
orientation. The peak positions of undoped ZnO nanowires
looked identical to doped ones at the resolution of our
instrument. The TEM image shown in figure 1(e) revealed
that the surfaces of the as-synthesized NWs were rather
clean. The corresponding selective-area electron diffraction
(SAED) pattern evidenced the single-crystalline structure of
the Sb-doped NWs, which grew along the [0001] direction
(figure 1(f)). No destruction of the ZnO crystal lattice due
to the incorporation of Sb was observed from the Sb-doped
ZnO NWs, as shown by the high-resolution TEM image in
figure 1(g), although the side surface was not perfectly flat.

3.2. Control of Sb doping concentration

In order to study the formation mechanism of Sb-doped
ZnO nanowires, the Sb doping concentration was studied
with different growth parameters. We first kept the growth
temperature at 90 ◦C and the concentration of zinc nitrate and
HMT at 25 mM, while using antimony glycolate (SbG−

2 ) with
a concentration varying from 0.1% to 5% of the concentration
of added zinc nitrate. A linear increase of the doping
concentration in ZnO NWs was observed with the increase of
antimony glycolate concentration ([SbG−

2 ]) when it was below
2%. Higher [SbG−

2 ] (>2%) exhibited a saturated effect on
the doping concentration (figure 2(a)). Experiments were also
conducted by varying the temperatures from 70 ◦C to 95 ◦C and
keeping [SbG−

2 ] at 2%. The doping concentration in ZnO NWs
decreased almost linearly when the temperature was increased
(figure 2(b)).

In the solution synthesis of colloidal quantum dots and
nanoparticles, it is believed that in situ doping is through
dopant species being absorbed onto the growing surface of
the host materials and then becoming buried by the growing
host materials [3, 23]. According to our experimental results,
we propose that Sb doping is achieved by SbG−

2 coordinating
ions being absorbed on the growing ZnO surfaces, followed
by glycolate ligands (HG−) being desorbed and antimony
ions being buried by upcoming host material (ZnO). Based
on this proposed mechanism, higher concentrations of SbG−

2
coordinating ions would lead to more absorption of SbG−

2 ions.
Thus higher doping concentrations would be received. This
explains why the doping concentration increased linearly with
the concentrations of added dopant solution (figure 2(a)), in
which SbG−

2 was the dominant Sb species. Due to the existence
of the equilibrium between SbG−

2 in the nutrient solution and
SbG−

2 absorbed on the ZnO surface, the absorbed SbG−
2 would

increase linearly with the SbG−
2 added to the nutrient solution

before saturation. Finally, when the concentration of SbG−
2 is

greater than 2% of zinc nitrate (i.e. 0.5 mM), the absorption
of SbG−

2 reached saturation, indicating a possible saturated
absorption of SbG−

2 coordinating ions on the growing ZnO
surfaces.

While we acknowledge that Sb3+ ions could also possibly
be absorbed and thus contribute to doping, we ruled out the
possibility that free Sb3+ ions were the major absorbed species
because the concentration of free Sb3+ ions decreased with
the concentration of added dopant solution. Consider the
coordination equilibrium between Sb3+ and SbG−

2 ions:

Sb3+ + 2HG− + 2OH− ↔ SbG−
2 + 2H2O, (1)

where HG− denotes glycolate ion (HOCH2COO−) and the
ligand G(−OCH2COO−) in the coordinating compound has
one less hydrogen atom (figure 3).

Keq = [SbG−
2 ]

[Sb3+][HG−]2[OH−]2
. (2)

In our doping solution, we always kept the ratio of
antimony acetate to sodium glycolate at 1:12. Therefore, since

4
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heavily-doped Si substrate and the source and drain contacts were Ti / Au.  To passivate 

and seal the FET, 100 nm of SiO2 and 50 nm of Si3N4 were deposited.  Jung-Hun Seo and 

Zhenqiang Ma conducted the electrical measurements with a HP4155B semiconductor 

parameter analyzer.  Further details of the FET fabrication and electrical measurement 

technique may be found elsewhere.(117) 

 The undoped ZnO NWs show n-type conduction while the Sb-doped ZnO NWs 

show clear p-type conduction(117).  In addition, electrostatic force microscopy shows the 

	
  

Figure 4.4: Single nanowire FET electrical measurements showing stable p-type 

character directly after synthesis and 18 months after fabrication.  Drain current vs. 

drain voltage plots at various gate voltages, starting at 0 V and increased by -10 V 

steps to -30 V (a) as-synthesized and (b) 18 months later.  Drain current vs. gate bias 

plots at a drain-source voltage of -30 V (c) as-synthesized and (d) 18 months later.(1, 

117)	
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shift of the metal-semiconducting barrier due to the Sb-doping, supporting the Sb-doping 

cause p-type conductivity(117).  Figure 4.4 shows the electrical transport behavior of a 

single Sb-doped ZnO NW FET device (a) & (c) as-synthesized and (b) & (d) 18 months 

later.  The FET shows increasing source-drain current at more negative gate voltage, 

indicating p-type conduction in both measurements.  The mobility and carrier 

concentration was derived from NW FET geometry and electrical properties(126).  

Directly after fabrication, the NW had a field effect mobility of 1.2 cm2V-1s-1 and carrier 

concentration of 6.6 × 1017 cm-3 (117).  Eighteen months later, after sitting in air and at 

room temperature, the same FET had a moderately reduced field effect mobility of 0.7 

cm2V-1s-1 and carrier concentration of 1.2 × 1017 cm-3.  Imperfect packaging of the FET 

may have caused the slight decrease in mobility and carrier concentration, but the p-type 

character is stable over an 18-month period. 

 
In this study, aberration-corrected STEM was used to experimentally test the 

hypothesis of the origin of p-type conductivity in Sb-doped ZnO NWs: point defect 

complexes predicted by first principle calculations mentioned above.  Within the 

experimental detection limits, no point defect complexes were observed in the Sb-doped 

ZnO NWs despite their predicted visibility using state of the art STEM image 

simulations.  Instead, all the Sb is contained in Sb-decorated head-to-head (H-H) (0001) 

basal plane inversion domain boundaries (b-IDBs) that are present under the growth 

surface and at the bottom facet of internal voids in the NWs.  Density functional theory 

(DFT) calculations support the hypothesis that the Sb-containing b-IDB defects are 

responsible for the p-type conduction of NWs.  The H-H b-IDBs incorporate an extra 
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basal plane of O compared to the ZnO host lattice, codoping the ZnO with Sb and O, 

which, according to DFT calculations, makes them electron acceptors(1). 

 

4.2. Material Synthesis 

 Fei Wang synthesized the Sb-doped ZnO NWs on silicon substrates with a ZnO 

seed layer grown from a zinc acetate ethanol solution(117).  The substrates were placed 

on the surface of a solution consisting of 25 mM sodium nitrate, 25 mM 

hexamethylenetetramine, and an Sb-dopant solution for one day at 90 °C to induce NW 

growth.  The Sb-dopant solution contained sodium glycolate, created from equal molar 

sodium hydroxide and glycolic acid, and antimony acetate in a ratio of 12:1.  After 

synthesis, NW samples were treated with oxygen plasma to remove surface organics.  To 

help activate the p-type dopants, NW samples were annealed in argon at 850 °C for 30 

minutes.  More information about the growth of the NWs can be found elsewhere(117). 

 

4.3. Procedures 

 Aberration-corrected HAADF STEM was used to image the Sb-doped ZnO NWs 

and the Z-contrast effect was used to distinguish the Zn and Sb atomic columns.  STEM 

experiments were conducted using the typical STEM imaging conditions discussed in 

Chapter 2.4.  STEM samples were prepared by scratching NWs off the Si substrates with 

a fine needle onto non-porous 5 nm thick Si membrane window grids.  Prior to STEM 

experiments, samples were plasma cleaned in a Fischione plasma cleaner in 25% oxygen 

- 75% argon mixture for ∼5 minutes to eliminate organic carbon surface contamination.  
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The STEM images presented here were smoothed with a Gaussian smaller than the probe 

size to reduce image noise. 

 Brian Puchala and Dane Morgan conducted the DFT calculations to obtain the 

relaxed structure and charge distribution of both head-to-head and tail-to-tail b-IDBs.  

DFT(127)	
  was implemented in the Vienna Ab Initio Software Package (VASP)(128–132) 

using the Perdew, Burke, and Ernzerfhof (PBE)(133, 134) generalized gradient 

approximation (GGA) exchange-correlation functional.  The errors in the band gap of 

ZnO due to inadequate repulsion between Zn 3d and conduction band levels were treated 

with the GGA+U correction(135) and U-J = 7.5 eV(136) so that the valence band and Zn 

3d energy levels match experiment and self-interaction corrected calculations.  A plane-

wave energy cutoff of 600 eV and a 7x5x3 Monkhorst-Pack k-point mesh was used. 

 PACBED patterns were simulated using the frozen phonon multislice 

technique(55) to compare to experimental PACBED patterns to determine the ZnO NW 

polarity. Zn-polar ZnO PACBED patterns were calculated using Debye−Waller factors 

for ZnO from Reid(79), averaged over one ZnO [1120] unit cell and 16 phonon 

configurations. 

  

4.4. Defects Responsible for p-type Conduction in ZnO NWs 

 Figure 4.5(a) is a <1120> projection HAADF STEM image of a Sb-doped NW 

tip ([0001] growth direction points up), showing a terraced surface and Sb-decorated b-

IBDs 2-3 planes under the (0001) growth surfaces, as marked by the yellow arrows.  

Figure 4.5(b) is a <1010> projection HAADF STEM image of a different Sb-doped NW 
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Figure 4.5:  (a)-(c) HAADF STEM images with the growth direction up in every 

image.  (a) and (b) are images of NW tips in the (a) <1120> and (b) <1010> 

projections, revealing Sb-decorated b-IDBs, marked by yellow arrows.  (c) Higher 

magnification image of the region surrounding the red box in (a).  (d) Integrated line 

profile of the region inside the red box in (c), revealing the lattice expansion around 

the IDB.(1) 
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tip, showing another Sb-decorated b-IBD, also marked with a yellow arrow.  Because 

these are Z-contrast HAADF images, the difference in atomic number between O, Zn, 

and Sb means that the pure O columns are invisible and the Sb-containing atomic 

columns are brighter than the regular Zn lattice atomic columns.  In both projections of   

 Figures 4.5(a) and (b), the (0001) stacking sequence and atomic column positions 

across the IBD match previous reports of Sb-decorated b-IBDs in ZnO(137–140).  In the 

<1010> projection of Figure 4.5(b), the Sb-decorated (0001) plane has every third atomic 

column brighter, since in this projection pure Sb atomic columns are separated by two 

pure Zn atomic columns(137–140).  In the <1120> projection image of Figure 4.5(a), the 

atomic columns of the Sb-decorated (0001) plane are mixed Zn and Sb in the ratio of 2 to 

1, explaining their lower contrast compared to the contrast of Sb atomic columns in 

Figure 4.5(b). 

 Figure 4.6(a) and (c) are HAADF STEM images (with the [0001] growth 

direction pointing up) of Sb-doped NWs showing the size and location of voids and 

internal b-IDBs.  Figure 4.6(a) shows that the NWs have voids 2 - 20 nm in diameter at 

least 15 - 20 nm away from the NW side surfaces.  These features have been confirmed 

as voids by TEM over/under focus images displaying the characteristic Fresnel fringe 

contrast reversal(141), as shown in Figure 4.7(a)-(c).  Figure 4.6(c) shows a <1010> 

projection image revealing an Sb-decorated b-IDB sitting just below the bottom (0001) 

facet of a void inside a NW, as marked by the yellow arrow.  The contrast of the Sb-

decorated b-IDB plane in Figure 4.6(c) is lower than in Figure 4.5 because Figure 4.6(c) 

is a thicker part of the NW compared to Figures 4.5 and the b-IDB does not penetrate  
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Figure 4.6:  (a) HAADF STEM image of a NW showing the position and size of 

internal voids (the areas with darker contrast).  The [0001] growth direction points up 

in the image.  (b) Integrated STEM EDS spectrum image of one NW revealing the 

presence of Sb with an Sb/Zn ratio of ~0.58 at %.  (c) <1010> projection HAADF 

STEM image of a void showing an Sb-decorated H-H b-IBD marked with a yellow 

arrow just below the bottom facet of the void.(1) 



55	
  
	
  

through the entire thickness.  Every NW we examined across different growth batches 

contained similar growth tips, voids, and b-IDBs. 

 To the best of our detection limits, our results indicate the b-IDBs incorporate all 

of the Sb present in the NWs.  Figure 4.6(b) shows an integrated STEM EDS SI of one 

NW showing it contains an Sb/Zn ratio of ~0.58 at %, consistent with Wang et al.(117)  

STEM EDS in regions without b-IDBs near the edges of the NWs show no Sb peak, 

although the minimal detectable Sb concentration is limited by the poor counting 

statistics achievable without substantial beam damage.  We have acquired HAADF 

STEM images of single substitutional and interstitial Sb atoms in Sb-doped thin films, 

confirming their detection with this technique is possible.  However, we searched ~10-15 

cm3 of NW thin edges and found no single Sb atoms in HAADF STEM images like that 

shown in Figure 4.8.  This implies the concentration of substitutional Sb and Sb-

containing point defect complexes is less than 1015 cm-3, and at least two orders of 

magnitude less than the measured carrier concentration.  Therefore it is probable that the 

	
  
Figure 4.7:  TEM images of a Sb-doped ZnO NW tip in (a) under focus, (b) in-focus, 

and (c) over-focus imaging conditions.  The Fresnel fringe contrast reversal around the 

interior features indicate that they are voids. 
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previously proposed mechanisms of Sb defect complexes for p-type conduction in Sb-

doped ZnO(122) are not responsible for the p-type conduction in these NWs. 

 There are two types of b-IDBs in ZnO, with the structures shown in DFT relaxed 

supercell of Figure 4.9(137, 140).  Head-to-head (H-H) b-IDBs switch the polarity from 

Zn-polar to O-polar across the (0001) boundary, and tail-to-tail (T-T) b-IDBs switch the 

polarity from O-polar to Zn-polar.  The H-H b-IDB incorporates an extra plane of O, 

creating octahedrally coordinated Zn and Sb in the defect plane.  The T-T b-IDB is O 

deficient, so the Zn and Sb remain tetrahedrally coordinated.  To satisfy periodic 

boundary conditions, the supercell in Figure 4.9 contains one H-H and one T-T b-IDB.  

The total stacking sequence is AB(H-H)A-1C-1A-1C-1(T-T)BAB, where -1 indicates planes 

of opposite polarity.  In the DFT relaxed structure, the H-H b-IDB causes a substantial 

	
  
Figure 4.8:  HAADF STEM image (not smoothed) of a very thin (2-5 nm) area of an 

Sb-doped ZnO NW.  No signs of Sb-defect complexes are visible. Scale bar is 2 nm.
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lattice expansion, with a distance of dH-H = 5.95 Å between the two (0001) Zn planes on 

either side of the defect.  This expansion is due to the larger size of the Sb ions and the 

extra O plane.  The T-T b-IDB distance is dT-T = 5.38 Å, and the un-defected crystal c 

lattice parameter is 5.14 Å.  We also used DFT to relax a slab structure with the stacking 

sequence AB(H-H)A-1C-1 which contains a single H-H b-IDB and a free surface.  The H-

H basal plane spacing in the slab geometry is dH-H = 6.04 Å.  The good agreement 

between the slab and supercell dH-H indicates that the lattice expansion is not a result of 

interacting H-H and T-T b-IDBs in the supercell. 

 The NW polarity, and therefore the b-IDB nature, cannot be directly determined 

from the HAADF STEM images because the O sub lattice is not visible, but comparison 

of the experimental and DFT calculated b-IDB expansion shows that the NWs contain H-

H b-IDBs.  Figure 4.5(c) is part of a higher magnification STEM image corresponding to 

the red box in Figure 4.5(a).  Figure 4.5(d) is an integrated line profile of the raw (not 

 

Figure 4.9:  Supercell structure containing both a H-H and T-T b-IDBs with the 

stacking sequence AB(H-H)A-1C-1A-1C-1(T-T)BAB, where -1 indicates planes of 

opposite polarity.  Grey atoms are Zn.  White atoms are O.  Blue atoms are Sb in the 

b-IBD plane.  Grey atoms with blue circles are Zn in the b-IDB plane.(1) 
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smoothed) STEM image from the red box.  The NW gets thinner towards the tip 

producing a steady slope in the line profile.  In order to locate each atomic column 

maximum with sub-pixel accuracy, the peaks were fit to a Gaussian, as shown by the red 

profiles in Figure 4.5(d).  The Sb-decorated (0001) plane corresponds to the higher peak 

compared to its neighbors at 5 Å in the line profile.  The b-IDB spacing is 5.99 ± 0.04 Å, 

as measured from the neighboring (0001) Zn planes.  The average ZnO lattice parameter 

is c = 5.21 ± 0.02 Å, determined by doubling the average of the bottom 5 separations.  

The reported uncertainties are propagated from the uncertainties in the Gaussian center 

positions estimated from the fit. 

 The comparison of the experimental b-IDB spacing to the H-H and T-T b-IDBs 

separations from the DFT calculations confirm our NWs contain H-H b-IDBs.  The 

experimental b-IDB spacing nearly perfectly agrees with the DFT calculated dH-H from 

the supercell and slab models.  The experimental c lattice parameter agrees with previous 

experiments (c = 5.207 Å from Chen et al.(84)) and is slightly larger than the DFT 

calculated c, implying the outstanding agreement between STEM and DFT on the b-IDB 

H-H spacing is partially by chance.  However, the difference in the simulated dH-H and dT-

T of 0.57 Å is significantly larger than the experimental uncertainties and the discrepancy 

in the c axis lattice parameter, proving the experiments disagree with the smaller dT-T.  

Other b-IDB images, such as Figure 4.6(c), show similar b-IDB lattice expansions, as 

does a similar expanded 6.20 ± 0.30 Å lattice across In-decorated H-H b-IDBs in ZnO 

NWs(142, 143). 
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 Figure 4.10 shows experimental and simulated PACBED patterns confirming the 

NWs are Zn-polar.  As discussed in chapter 2.4, PACBED allows for accurate 

measurement of sample thickness and polarity by comparing experiments to 

simulations(49, 53).  Figure 4.10(a) shows an experimental PACBED pattern acquired 

near the edge of a NW away from voids and b-IDBs with the growth direction pointing 

up.  Figure 4.10(b) shows a simulated PACBED pattern of Zn-polar ZnO with a thickness 

of 12.5 nm.  A simulated sample thickness of 12.5 nm gives the best agreement with the 

experiment.  Figures 4.10(c) and (d) are enlargements of the white dotted rectangles in 

Figures 4.10(a) and (b) respectively, contrast stretched to emphasize the pattern 

asymmetry caused by the polarity.  The matching asymmetry across the horizontal red 

dotted lines in Figures 4.10(c) and (d) indicate the NWs are Zn-polar.  In addition to the 

enhanced lattice expansion around the b-IDBs, these PACBED patterns provide evidence 

	
  
Figure 4.10:  (a) Experimental PACBED pattern acquired near the edge of a NW away 

from voids and b-IDBs with the growth direction pointing up.  (b) Simulated 

PACBED pattern of a 12.5nm [1120] Zn-polar ZnO model using the frozen-phonon 

multislice algorithm.  (c) and (d) Enlargements of the white dotted rectangles in (a) 

and (b), respectively.  The match in asymmetry across the horizontal red dotted line in 

(c) and (d) show that the NWs are Zn- polar.(1) 

The O sublattice is not visible in our Z-contrast STEM
images so polarity cannot be directly determined, but
comparison of the experimental and DFT calculated lattice
spacing across the b-IDB plane shows that the NWs contain H-
H b-IDBs. Figure 2c is part of a higher magnification STEM
image corresponding to the red box in Figure 2a. Figure 2d is
an integrated line profile of Figure 2c calculated from the raw
(not smoothed) STEM image. The steady slope of the line
profile is due to the NW thinning toward the tip. The peak of
each atomic column profile was fit to a Gaussian to locate the
maximum with subpixel accuracy. The Sb-decorated (0001)
plane has a higher intensity compared to its neighbors and
corresponds to the higher peak at 5 Å in the line profile. The b-
IDB spacing, measured from the neighboring (0001) Zn planes,
is 5.99 ± 0.04 Å. By doubling the average of the bottom five
spacings, we get c = 5.21 ± 0.02 Å as the average ZnO lattice
parameter. The uncertainties are propagated from the
uncertainties in the Gaussian center positions, estimated from
the fit.
The experimental b-IDB spacing agrees with the DFT

calculated dH‑H from both the supercell and slab models. The
experimental c lattice parameter agrees with previous experi-
ments (c = 5.207 Å from Chen et al.4) and is only slightly larger
than the DFT calculated c. Given the small disagreement with
the ZnO lattice parameter, the outstanding agreement between
STEM and DFT on the b-IDB H-H spacing is probably
serendipity. However, the experimental uncertainties and the
discrepancy in the c-axis lattice parameter are both significantly
smaller than the difference in the simulated dH‑H and dT‑T of
0.57 Å, so the experiments definitively disagree with the smaller
dT‑T. Other b-IDB images, such as Figure 3c, show similar
lattice expansions around the b-IDB plane. Similar b-IDBs have
been observed in bulk Fe-doped ZnO ceramics and In-doped
ZnO NWs,52−54 as has a similar expanded 6.20 ± 0.30 Å lattice
across the In-decorated H-H b-IDBs.
Figure 5 shows experimental and simulated position averaged

convergent beam electron diffraction (PACBED) patterns

demonstrating the NWs are Zn-polar ZnO. PACBED offers
an accurate method of determining sample thickness55 and
polarity56 through comparison of experimental and simulated
patterns. Figure 5a is an experimental PACBED pattern
acquired near the edge of a NW away from voids and b-IDBs
with the growth direction pointing up. Figure 5b is a simulated
PACBED pattern of Zn-polar ZnO using the Kirkland frozen-
phonon multislice algorithm57 and Debye−Waller factors for

ZnO from Reid,58 averaged over one ZnO [112 ̅0] unit cell and
16 phonon configurations. A simulated sample thickness of 12.5
nm gives the best agreement with the experiment in Figure 5a.
Figure 5c,d are enlargements of the white dotted rectangles in
Figure 5a,b, respectively, contrast stretched to emphasize the
polarity-induced PACBED asymmetry. Figure 5c,d show
matching asymmetry across the horizontal red dotted line,
demonstrating that, like the simulation, the NWs are Zn-polar.
In addition to the large lattice expansion around the b-IDBs,
these PACBED patterns provide evidence supporting the
presence of H-H b-IDBs and not T-T b-IDBs.
Since we cannot isolate a single b-IDB in a periodic supercell,

and the slab geometry has significant surface effects, it is not
possible to directly explore the electronic levels of the b-IDB
with DFT. However, we investigated the electrical activity of
the b-IDBs indirectly by integrating the charge density within
the Voronoi polyhedra surrounding each atom and assigning
that net charge to the atom. Including the nuclear charge, H-H
b-IDBs have a net negative charge of −1.46e/SbZn2O6 unit in
the slab geometry and −1.68e/SbZn2O6 unit in the supercell
geometry. T-T b-IDBs have a net positive charge of +1.96e/
SbZn2 (or +1.62e/SbZn8O6 if the neighboring planes are
included in the T-T b-IDB) in the supercell geometry. These
results indicate that H-H b-IDBs with excess O would act as
acceptors and that T-T b-IDBs would act as donors, so a system
containing more H-H b-IDBs would be net p-type, although
not every electron captured by the H-H b-IDBs is likely to
generate a free hole. This method of forming p-type ZnO is
essentially O-doping of the material, where the doped O is
stabilized by Sb codoping through the creation of stable Sb-
decorated b-IDBs.
To the extent we can measure with STEM and PACBED, the

NWs contain only H-H b-IDBs. This stands in contrast to bulk
and thin film Sb-doped ZnO, which contains H-H b-IDBs, T-T
b-IDBs, {101 ̅0} IDBs, and {101̅1} IDBs,59 and to In-doped
ZnO NWs, which contain H-H b-IDBs and {21 ̅1 ̅5} IDBs.52 If
the NWs did not contain voids, they would need T-T b-IDBs
or some other plane IDB to switch the ZnO polarity back to
Zn-polar before there could be another H-H b-IDBs. The
predominantly H-H character of the b-IDBs in our NWs may
be explained by their appearance below the bottom (0001)
facets of voids, as shown by Figure 3c. The O-polarity material
created from the H-H b-IDBs is terminated after a few
monolayers by the void’s bottom (0001) surface. Zn-polar ZnO
grows faster than O-polar ZnO,60 so the Zn-polar material
surrounding the b-IDBs topped with O-polar ZnO could
overgrow the b-IDB region by forming a void over it. Further
growth of the NW past the void is once again Zn-polar, so b-
IDBs further up the wire are again H−H. We do not
understand the lack of the {101 ̅0} and {101̅1} IDBs found in
bulk and thin film Sb-doped ZnO, but we speculate that it is
related to strain relief at the high density of surfaces in the
NWs, at both interior voids and the NW surface. Having
predominantly H-H b-IDBs leads to uncompensated holes and
net p-type conduction. Incorporating the Sb into extended
defects may make it, and the p-type conduction that results,
more thermally stable, compared to doping with isolated
impurities or metastable impurity−defect complexes.40
The size and position of the voids in the NWs may be

beneficial to the carrier concentration and mobility. The
internal voids are small with respect to the NWs diameter, 2−
20 nm compared to 50−120 nm, and the internal IDBs are the
same size, covering only the base of the voids. (This is in

Figure 5. (a) Experimental PACBED pattern acquired near the edge
of a NW away from voids and b-IDBs with the growth direction
pointing up. (b) Simulated PACBED pattern of a 12.5 nm [112 ̅0] Zn-
polar ZnO model using the frozen-phonon multislice algorithm. (c)
and (d) Enlargements of the white dotted rectangles in (a) and (b),
respectively. The match in asymmetry across the horizontal red dotted
line in (c) and (d) show that, like the simulation, the NWs are Zn-
polar.

Nano Letters Letter
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supporting the presence of H-H b-IDBs and not T-T b-IDBs. 

 It is not possible to directly explore the electronic levels of the b-IDB with DFT 

because a single b-IDB cannot be isolated in a periodic supercell and there are significant 

surface effects in the slab geometry.  We indirectly investigated the electrical activity of 

the b-IDBs by integrating the charge density within the Voronoi polyhedra surrounding 

each atom and assigning that net charge to the atom.  Including the nuclear charge, H-H 

b-IDBs have a net negative charge of -1.46e per SbZn2O6 unit in the slab geometry and -

1.68e per SbZn2O6 unit in the supercell geometry.  T-T b-IDBs have a net positive charge 

of +1.96e per SbZn2 unit (or +1.62e per SbZn8O6 unit if the neighboring planes are 

included in the T-T b-IDB) in the supercell geometry.  These results indicate that H-H b-

IDBs would act as acceptors and that T-T b-IDBs would act as donors, implying a 

structure containing more H-H b-IDBs would be net p-type, although not every electron 

captured by the H-H b-IDBs is likely to generate a free hole.  This method of forming p-

type ZnO is essentially O-doping of the material that is stabilized by Sb co-doping 

through the creation of stable Sb-decorated H-H b-IDBs. 

 The NWs contain only H-H b-IDBs, which stands in contrast to thin film and bulk 

bulk Sb-doped ZnO.  Thin film and bulk Sb-doped ZnO contains H-H b-IDBs, T-T b-

IDBs, {1010} IDBs, and {1011} IDBs(144).  The predominantly H-H character of the 

b-IDBs in our NWs are explained by their appearance below the bottom (0001) facets of 

voids, as shown by Figure 4.6(c).  If the NWs did not contain voids and were solid 

material throughout, they would need T-T b-IDBs or some other plane IDB after a H-H 

b-IDBs to switch the polarity from O-polar back to Zn-polar before there could be 
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another H-H b-IDB.  The H-H b-IDBs create O-polar material that is terminated almost 

immediately after a few monolayers by the voids bottom (0001) surface.  The Zn-polar 

material surrounding the b-IDBs topped with O-polar ZnO overgrows the b-IDB region 

by forming a void over it because Zn-polar ZnO grows faster than O-polar ZnO(145).  

The NW maintains its Zn-polar nature past the void, requiring b-IDBs further up the wire 

to be again H-H.  The lack of the {1010} IDBs, and {1011} IDBs that are found in bulk 

and thin film Sb-doped ZnO could be related to strain reduction at the high density of 

interior void and NW surfaces. 

 The internal voids’ size and position could be beneficial to the electrical transport 

properties of the NWs.  The voids and internal H-H b-IDBs have a lateral size of 2 - 20 

nm, which is small compared to the 50 - 120 nm NW diameter.  Therefore, holes created 

by the H-H b-IDBs do not have to travel far to escape the extended defects and contribute 

to conduction.  This is in contrast to b-IDBs in In-doped ZnO NWs, which span the 

whole width of the NWs(142).  In addition, neither the voids nor IDBs are located near 

the NW surface.  Because conduction in ZnO NWs is dominated by surface 

conduction(146, 147), the voids and b-IBDs should not significantly decrease the carrier 

mobility.  A similar scheme could be used for creating p-type ZnO thin films by utilizing 

atomically abrupt delta doping with Sb to create holes through a single H-H b-IDB 

separated from, but close to, a high mobility conduction path.  More recently, we studied 

Sb-doped ZnO thin films and found no IDB structures and n-type behavior(148).  Sb was 

found to act as a donor and predominantly occupy Zn positions(148). 
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4.5. Conclusions 

 By using aberration-corrected HAADF STEM we discovered that all of the Sb 

(within our detection limits) in Sb-doped ZnO NWs is contained in Sb-decorated H-H b-

IDBs just under the (0001) growth surfaces and the (0001) bottom facets of interior 

voids. We find no evidence for Sb-containing point defect clusters.  According to DFT 

calculations, the extra basal plane of O per H-H b-IDB accepts electrons, explaining the 

p-type character of the ZnO NWs. Electrical measurements of a single NW FET shows 

stable p-type conduction over 18 months. This new mechanism for producing p-type 

character in ZnO is made possible by the NW void morphology. The confined lattice of 

ZnO NWs offers an environment that stabilizes the O and Sb-decorated b-IDBs and the 

NW voids allow for the presence of only the acceptor H-H b-IDBs. This discovery 

suggests new possibilities for realizing ZnO based p-n homojunction devices(118, 149–

151). 
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Chapter 5:  Composition Variation in InGaN Quantum Well LEDs 

5.1. Introduction 

 InGaN quantum wells (QWs) in GaN, utilized in blue to ultraviolet light emitting 

diodes (LEDs) and lasers, are attractive because they can be operated in high power and 

high temperature applications, and they have long lifetimes, extremely high internal 

quantum efficiencies (>90%), and tunable emission wavelengths(152–155).  However, 

GaN exhibits a high density of threading dislocations (typically 1010 cm-2) that originate 

at the heteroepitaxial GaN/substrate interface(156).  Extensive efforts have been made to 

reduce the density of threading dislocations, such as incorporating SiNx nanonetworks, 

but densities of 107-108 cm-2 remain in state of the art devices(157).  In other III-V 

semiconductor LEDs, threading dislocation densities of this magnitude are more than 

enough to quench emission if they are effective non-radiative recombination sites. 

 InGaN based devices have also been reported to have lateral In composition 

fluctuations within the plane of the QWs(158–161), that are potentially created from a 

InN-GaN miscibility gap(162, 163).  Various characterization techniques, including high-

resolution TEM(164, 165), energy filtered TEM(161), and EDS(158), showed the 

presence of lateral In composition fluctuations.  After these reports, Smeeton et al 

showed evidence for electron beam induced lateral In segregation that is not present in 

unirradiated InGaN QWs(166).  These results call into question whether the previous 

conclusions were true in unirradiated samples or were caused by electron beam 

irradiation.  In addition to lateral In composition variation, well width variations are 
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another proposed microstructural feature that could confine carriers away from threading 

dislocations(167). 

 In this study, we use aberration-corrected STEM to show that no lateral In 

composition fluctuations exist in In0.20Ga0.80N layers at the length scales previously 

reported.  The STEM experiments were done at a controlled electron dose well below the 

reported damaging dose for InGaN QWs.  PACBED is used to confirm that the TEM 

specimen is sufficiently thin to ensure images could detect small scale In composition 

fluctuations if they existed.  In addition to disproving small-scale lateral In composition 

variation, we also show evidence for InGaN QW well-width variations of 3-4 atomic 

planes.  Combining aberration-corrected STEM and STEM EDS SI allowed us to 

measure the In segregation at prevalent defects in InGaN LEDs, including dislocations 

and V-defects.  We also observe, but cannot yet explain, extra vertical In composition 

variations in nominally In0.01Ga0.99N layers. 

 

5.2. Material Synthesis 

 The InGaN based LED samples we examined were grown by Hadis Morkoc’s 

group at Virginia Commonwealth University.  They consisted of (0001) sapphire/GaN 

template (3.7 µm) / GaN buffer (1.5 µm) / In0.01Ga0.99N (60 nm) / In0.04Ga0.96N (5 nm) / 

In0.08Ga0.92N (5 nm) / In0.20Ga0.80N (9 nm) / In0.01Ga0.99N (3 nm) / 30×(Al0.05Ga0.95N/GaN) 

/ GaN:Mg (9 nm) / Ga-doped ZnO transparent conducting oxide top contact.  The InGaN 

active region of this device was deposited by vertical low-pressure metal organic vapor 
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phase deposition and a schematic of the structure is shown in Figure 5.1(b).  Additional 

details of the device synthesis and performance may be found elsewhere(168). 

 

5.3. Procedures 

 STEM samples were prepared in the [1120] projection by mechanical wedge 

polishing(169), followed by ion milling for final thinning at 4 keV and 1.5 keV in a 

Fischione 1010, and 900 eV and 500 eV in a Fischione Nanomill.  The FIB sample was 

prepared using a FEI Helios NanoLab 450S DualBeamTM and an in situ lift-out 

technique(170) by Brandon Van Leer at FEI Company.  The sample was thinned to ~100 

nm using a 30 keV, 230 pA Ga+ beam, then polished at 3 and 1 keV with a 50 pA beam 

in the FIB to the final thickness.  The 1 keV final polish is essential to avoid Ga surface 

damage in InGaN regions of the sample.  The typical STEM imaging conditions 

discussed in chapter 2.4 were used.  STEM EDS SI experiments were performed on the 

FEI Titan STEM operated at 200 keV with a 24.5 mrad convergence angle and 800 pA 

probe current.  These conditions give a STEM spatial resolution of 2.1 Å. 

 PACBED simulations, based on the Kirkland frozen-phonon multislice 

algorithm(55), were utilized to determine sample thickness and polarity.  They were 

calculated using Debye-Waller factors for GaN from Xiong and Moss,(171) averaged 

over one GaN [1120] unit cell with 25×25 probe positions and 16 phonon configurations. 
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5.4. In Composition Variation in InGaN QW LED Structures 

 Figure 5.1(a) shows a low magnification HAADF STEM image of the whole 

InGaN / GaN based LED structure.  As labeled in Figure 5.1(a), the bottom layer is the 

sapphire substrate, the next layer up is the GaN template, followed by the InGaN layers 

which are barely visible, and capped with Ga-doped ZnO.  Figure 5.1(b) shows a 

schematic of the InGaN layers described in the materials synthesis section. 

 Figure 5.2 shows a typical high-resolution STEM image along [1120] of the 

In0.20Ga0.80N QW region of the LED.  The regions above and below the quantum well are 

In0.01Ga0.99N and In0.08Ga0.92N respectively.  It shows atomically smooth interfaces with 

some relatively weak contrast inside the quantum well.  However, the regions above and 

below the quantum well also show the same contrast in terms of length scale and 

 

Figure 5.1: (a) A HAADF STEM image along [1120] of the InGaN quantum well 

based LED with the various layers labeled on the left.  (b) A schematic of the InGaN 

LED region as described in Chapter 5.2. 
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intensity.  This contrast arises from surface damage left over from the sample 

preparation, such as oxidation or amorphization, not from In composition fluctuations.  

Similar images have been acquired from nearby areas of this LED, other TEM samples 

prepared from the same LED, and LEDs grown at different times in the same reactor. 

 Figure 5.2 was acquired at a low enough dose to supply an image that is 

representative of the intrinsic structure of the sample.  Figure 5.2 represents the first time 

that area of the sample was irradiated by the electron beam.  The dose incident on a 

sample (d) is calculated from the probe current (c), image acquisition time (t) and image 

area (A) by d = ct/A.  For the image in Figure 5.2, A = 4.2 x 10-11 cm2, t = 16.77 s, and c = 

24.5 pA, so d = 10 C/cm2.  We calculate that the dose Smeeton et al. used to observe 

 

Figure 5.2: A HAADF STEM image along [1120] of the In0.20Ga0.80N quantum well 

region of the LED.  This image was smoothed with a Gaussian smaller than the probe 

size to reduce noise.(267) 
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composition fluctuations is 1,050 C/cm2, also at 200 kV, so Figure 5.2 was acquired with 

1% of the reported damaging dose in InGaN. 

 Figure 5.2 was acquired from a thin enough region of the sample to reveal the 

intrinsic structure of the In0.20Ga0.80N quantum well in this device.  According to the log-

ratio EELS method the sample has a thickness of 8.8 nm (0.08 inelastic mean free paths 

of 110 nm(172)), but, as described in Chapter 2.5, this is an upper bound on the 

 

Figure 5.3: (a) Experimental and (b) simulated PACBED patterns of GaN [1120], 

indicating that the experimental sample in Figure 3.2 is 2.9 nm thick.  (c) 

Experimental and (d) simulated PACBED patterns, indicating the GaN is Ga-

polar.(267) 
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thickness(51).  Figure 5.3(a) is an experimental PACBED pattern from an area of the 

sample just below the quantum well near Figure 5.2.  Figure 5.3(b) is a simulated GaN 

PACBED pattern of a sample 2.9 nm thick.  A simulated sample thickness of 2.9 nm 

gives the best agreement with the experimental PACBED pattern in Figure 5.3(a). The 

sample in Figure 5.2 is only 2.9 nm thick, confirming it is thinner than the samples in 

other TEM reports of composition fluctuations(165).  It is also thin enough to avoid the 

projection through several composition domains that could suppress contrast from 

composition fluctuations in thicker samples. 

 Figure 5.3(c) shows an experimental PACBED pattern from a thicker part of the 

same sample.  Figure 5.3(d) is a multislice simulated PACBED pattern from a sample 

that is 23.9 nm thick and Ga-polar.  The match between the experimental and simulated 

patterns reveals the experimental sample is 23.9 nm thick.  More importantly, the match 

 
Figure 5.4: HAADF STEM image along [1120] of a 5nm thick In0.08Ga0.92N layer on 

top of a 5 nm thick In0.04Ga0.96N layer showing a 3-4 monolayer step in the 

In0.08Ga0.92N layer.(267) 



70	
  
	
  

between the asymmetry of the patterns along the line A-A’ in the figure reveals that the 

experimental sample is Ga-polar.  This method provides an easy way to determine local 

material polarity. 

 Figure 5.4 shows a HAADF STEM image along [1120] of a 5 nm thick 

In0.08Ga0.92N layer on top of a 5 nm thick In0.04Ga0.96N layer.  This layer structure is part 

 
Figure 5.5: (a) A low magnification HAADF STEM image of a LEM sample prepared 

by the FIB lift-out technique.  (b) and (c) Higher magnification HAADF STEM 

images of parts of the InGaN active region layers that are cropped from a larger 

stitched image.  “A” marks regions of constant active layer thickness.  “B” marks 

regions of thicker active layer.  “C” marks regions of absent active layer.  The yellow 

scale bar in (c) is 150 nm.(267) 
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of the InGaN LED layer structure discussed in Chapter 6.  The image shows a 3-4 

monolayer step in the In0.08Ga0.92N layer, providing evidence for small-scale well 

thickness variations, which is another proposed mechanism for carrier confinement away 

from threading dislocations(167). 

 Figure 5.5(a) shows a low-magnification HAADF STEM image of a FIB lift-out 

prepared specimen.  The thin area is over 3 µm wide, compared with a few hundred 

nanometers for normal wedge-polished specimens.  Figures 5.5(b) and (c) are higher 

magnification HAADF STEM images that are cropped form a larger stitched image that 

shows significant variations in the thickness of a In0.15Ga0.85N active layer.  In regions 

such as the ones marked “A” in Figure 5.5(b) and (c), the active layer thickness is 

constant.  In regions such as the ones marked “B”, the active layer thickness becomes 

substantially thicker.  In regions such as the ones marked with “C”, it disappears entirely.  

The larger composite image contains four in-plane bounded active layer regions with 

lengths of 94, 280, 662, and 690 nm.  The average length is 430 nm, consistent with the 

observations of Oliver et al (ref 2008). 

 Figure 5.6(a) shows a HAADF STEM image showing the whole InGaN layer 

structure.  In the bottom 60 nm thick nominally In0.01Ga0.99N layer there are 4 extra  

contrast bands that are marked with arrows.  Figure 5.5(b) is an integrated line profile of 

Figure 5.6(a) along the [0001] growth direction that clearly shows the extra contrast 

bands.  The extra bands have diffuse interfaces compared to the interfaces that were 

introduced deliberately.  A STEM EDS SI of the same area is shown in Figure 5.6(c)-(f).  

Figure 5.6(c) is the simultaneous STEM image and (d)-(f) are background subtracted (d)  
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Figure 5.6: (a) HAADF STEM image of the InGaN LED region.  (b) The integrated 

line profile along the [0001] growth direction of (a).  There are 4 extra contrast bands 

in the In0.01Ga0.99N layer, as marked by the arrows.  (c) The simultaneous STEM 

image acquired during the STEM EDS SI.  (d)-(f) Background subtracted (d) In L, (e) 

Ga L, and (f) N K edge intensity maps.  (g) Integrated line profiles of the In/Ga ratio 

and HAADF STEM intensity along the growth direction. 
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In L, (e) Ga L, and (f) N K edge intensity maps.  They reveal that the extra contrast bands 

are due to vertical In composition variation, which is consistent with the higher Z-

contrast intensity.  Figure 5.6(g) shows integrated line profiles of the HAADF STEM 

intensity and In/Ga ratio determined from EDS along the growth direction.  There is a 

direct relationship between the In composition and extra contrast bands in the HAADF 

STEM image.  It also reveals that the HAADF STEM image is way to image In 

composition.  The dose required to acquire the STEM EDS SI was ~150,000 C/cm2, four 

orders of magnitude higher than the dose required for the HAADF STEM image.  The 

origin of these extra contrast bands is not understood, but the diffuse interfaces may 

suggest that they formed after deposition due to some diffusion process, such as spinodal 

decomposition. 

 Figure 5.7 shows data from an STEM EDS SI of the most prevalent defect in 

InGaN QWs, the V-defect(173–178).  These defects form when threading dislocations 

intersect the InGaN QWs and open up into hexagonal inverted pyramid pits.  When 

subsequent layers are deposited on top of the QWs, the pits are filled in.  Figure 5.7(a) is 

a HAADF STEM image of a V-defect showing the threading dislocation above and 

below the V defect that caused its formation.  Figure 5.7(b) is a background subtracted In 

L edge intensity map from a STEM EDS SI of the same V-defect.  Figure 5.7(b) reveals 

that In segregates at the V-defect surfaces.  An In depletion region is present under the V-

defect surfaces, implying the In from this region has surface segregated and contributed 

to the large In intensity on the V-defect surfaces.  Within the detection limits of EDS, 

there are no signs of In segregation at the threading dislocations.  The threading 
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dislocations have bright contrast in the STEM image because of sample strain producing 

diffraction contrast, not due to compositional Z-contrast from In. 

 

5.5. Conclusions 

 We have shown that no lateral In composition fluctuations exist in In0.20Ga0.80N 

layers at the length scales previously reported.  The imaged area of the STEM sample 

was 2.9 nm thick, determined from PACBED.  This is sufficiently thin to avoid the 

projection through several composition domains that could suppress contrast from 

composition fluctuations in thicker samples.  The electron dose used to create the 

 
Figure 5.7: (a) HAADF STEM image of a V-defect in the InGaN QW region.  (b) 

Background subtracted In L edge intensity map from a STEM EDS SI of the V-defect 

in (a). 
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reported images is 10 C/cm2, which is 1% of the previously reported damaging dose in 

InGaN QWs.  We also have shown evidence for 3-4 monolayer well thickness 

fluctuations, which has been proposed as a microstructural feature that could confine 

carriers. 

 STEM EDS SI reveal 4 vertical In composition fluctuations inside the 60 nm 

nominally In0.01Ga0.99N layer.  The origin of these composition fluctuations is not 

understood, but their diffuse interfaces suggest that diffusion may have occurred post 

deposition and spinodal decomposition could be a formation mechanism.  STEM EDS SI 

also reveals no In segregation at threading dislocations, but does reveal In segregation at 

the surfaces of V-defects with an In depletion region below these surfaces.  
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Chapter 6:  Extended Defects in InGaN Quantum Well LEDs 

6.1. Introduction 

 As discussed in Chapter 5.1, III – nitride wide band gap semiconductors have 

large potential in optoelectronic device applications.  A major component in the 

optimization of these devices efficiency and reliability is identifying and controlling 

extended defects.  GaN extended defects include threading dislocations(156, 179, 180), 

stacking faults(180), open-core dislocations(180–183), inversion domain boundaries(182, 

184), V-defects in InGaN QWs(173–178), and pyramid shaped inversion domains and 

voids in Mg-doped GaN(185–190).  Sapphire, GaN’s most common substrate, and GaN 

are poorly matched in lattice parameter and thermal expansion coefficient, causing the 

interfacial region in as-grown films to have a high density of defects.  The defect with the 

highest density is threading dislocations with densities as low as ~108 cm-2 for metal 

organic chemical vapor deposition (MOCVD) films grown on SiNx nanonetworks(157).  

The threading dislocations are pure edge dislocations with a Burgers vector of 

1/3<1120>(156, 179, 180).  Open core dislocations, also called nanopipes, run in the 

[0001] growth direction and have hexagonal cross sections, {1010} facets, and screw 

character with a [0001] Burgers vector(180–183).  GaN inversion domains are similar to 

the nanopipes, but instead of having a voided core they contain GaN of the opposite 

polarity(182, 184).  Stacking faults are only present near the sapphire/GaN 

interface(180).  V-defects were introduced and discussed in Chapter 5.4.  Inverted 

hexagonal pyramid-shaped voids have been observed in Ga-polar Mg-doped GaN.  These 

voids form from Mg-rich clusters below the pyramid tip and cause the void to open up 
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along the {1122}  or {1123}  planes(185–190).  The void forms due to a polarity change 

across these planes to the slower growing N-polar GaN.  When there is a lack of Mg on 

the defect walls, there is fast lateral overgrowth along the (0001) planes, terminating the 

defect. 

 Here, we report a pyramid-shaped void extended defect in InGaN and GaN not 

previously reported.  The InGaN based LED devices examined here exhibited reduced 

performance and were grown side by side with high performance devices.  In this study, 

we use various TEM techniques to elucidate the pyramid-shaped void defects responsible 

for the decreased device performance and propose a defect growth mechanism based on 

C contamination. 

 

6.2. Material Synthesis 

 The InGaN based LED samples we examined were deposited using vertical low-

pressure metal organic vapor phase deposition by Professor Morkoc’s group at Viginia 

Commonwealth University.  They consisted of (0001) sapphire / GaN template / GaN 

buffer (Si doped, n ≈ 2-3 x 1018 cm-3) (1.5 µm) / 10 x 6 nm In0.08Ga0.92N layers separated 

by 10 nm In0.01Ga0.99N barriers / In0.04Ga0.96N (10 nm) / In0.08Ga0.92N (10 nm) / p-type 

Al0.15Ga0.85N (10 nm)/ p-type Mg-doped GaN (150 nm).  The p-type Mg-doped GaN 

layer was deposited at 950°C and 150 Torr.  More growth details and electrical, optical, 

and surface morphology properties can be found elsewhere(74, 168). 
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6.3. Procedures 

 TEM and STEM samples were prepared for the [1120] cross-section and [0001] 

plan-view projections by mechanical wedge polishing,(169) followed by ion milling for 

final thinning in a Fischione 1010 and Fischione Nanomill ion mills.  The Fischione 1010 

ion mill parameters for both top and bottom ion guns in order were, (1) 4 kV and 5 mA at 

a 9° angle from the surface for one hour, and (2) 1.5 kV and 5 mA at a 9° angle from the 

surface for 15 minutes.  The Fischione Nanomill parameters in order were, (1) 900 V and 

115 pA at a 10° angle from the surface for 25 minutes, (2) 500 V and 115 pA at a 10° 

angle from the surface for 25 minutes, (3) 900 V and 115 pA at a -10° angle from the 

other surface for 25 minutes, and (4) 500 V and 115 pA at a -10° angle from the other 

surface for 25 minutes.  Samples were plasma cleaned in a Fischione plasma cleaner in 

75% argon - 25% oxygen mixture for 5 minutes to eliminate organic carbon surface 

contamination immediately before STEM experiments. 

 TEM bright field experiments were performed on a Phillips CM200 microscope 

operated at 200 keV.  STEM experiments were performed using the typical imaging 

conditions discussed in Chapter 2.4.  MAADF STEM images were collected with a 

detector range of 28.8 - 143.8 mrad, allowing the detection of more diffracted electrons 

and causing enhanced strain contrast in the images.  ABF STEM images were collected 

simultaneously with HAADF STEM images with an annular detector range of 11 to 24.1 

mrad.  STEM electron energy loss spectroscopy (EELS) spectrum images were acquired 

on the Titan using a 24.5 mrad probe semi-angle, 400 pA probe current, and STEM 
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resolution of 2.1 Å.  The EELS data were de-noised using HREM Research’s MSA 

Digital Micrograph plug-in, retaining nine principle components. 

  

6.4. Void Defect in InGaN and GaN 

 Figure 6.1 shows atomic-resolution HAADF STEM images of a [1120] cross-

section sample.  Figure 6.1(a) shows part of the n-type GaN, the whole InGaN QW 

structure, and the p-GaN top layers (the [0001] growth direction pointing upwards in the 

image).  Small triangular shaped voids are present in the n-type GaN and InGaN QW 

structure, but not in the Mg-doped p-GaN top layer.  Similar voids were observed below 

the imaged area of Figure 6.1(a) in the GaN all the way down to the sapphire/GaN 

interface, but not in the sapphire.  The voids tend to form in similar (0001) planes 

perpendicular to the vertical growth direction in the images.  Figure 6.1(b) is a higher 

magnification image of the QW structure showing the high In concentration layers as 

brighter bands due to the Z contrast and revealing the same voids.  Figure 6.1(c) is an 

atomic-resolution STEM image showing a typical triangle void in GaN with a sidewall 

angle of ~58° to the (0001) base.  Typical side wall angles range from 58° to 62° and 

void base lengths range from 5 to 75 nm, with a majority falling within the 5 to 25 nm 

range.  The density of the voids varies within each sample, with some areas tens of square 

microns large have ~1015 cm-3 while other areas have none.  Figure 6.1(a) and (b) show 

that some triangular shaped voids have vertical nanopipe caps that extend hundreds of 

nanometers upward.  Figure 6.1(d) shows an atomic-resolution image of a typical void 
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with a vertical nanopipe cap.  The lateral size of the nanopipe varies, but does not seem to 

grow larger than 10 nm. 

 Figure 6.2 shows simultaneously acquired HAADF and ABF [1120] cross-

section STEM images of GaN ([0001] growth direction pointing up in the image).  Due to 

 
Figure 6.1.  [1120] cross-section HAADF STEM images with the growth direction 

pointing up.  (a) shows voids in the  GaN template and InGaN quantum well structure, 

but not the p-GaN top layers.  (b) shows voids in the InGaN quantum wells.  (c) and 

(d) are atomic-resolution images of pyramid voids.  The apparent fringes in the bottom 

right of (a) are Moiré fringes between the square STEM scan and the underlying 

crystal lattice.(77)  
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the Z-contrast nature of the image, the atomic column positions in the HAADF image of 

Figure 6.2(a) represent the pure Ga columns, while the pure N columns are not visible.  

In the ABF STEM image in Figure 6.2(b), the pure Ga and pure N atomic columns are 

resolved and distinguishable.  The Ga columns have higher contrast than the N columns 

due to its larger Z number, and are therefore the upper atomic columns in the dumbbells.  

The Ga positions in the HAADF STEM image in Figure 6.2(a) correlate to the larger 

atomic columns in the ABF image in Figure 6.2(b), also confirming the Ga and N column 

positions in the ABF image.  ABF STEM imaging supplies an easily interpretable method 

to determine that our samples are Ga-polar, as shown in the model superimposed on 

Figure 6.2(b).  This also confirms our polarity conclusions made from similar samples 

shown in Figure 5.3(c) and (d). 

 Figure 6.3 shows a (a) TEM image and (b)-(d) STEM images of a [0001] 

projection plan-view sample.  The TEM image in Figure 6.3(a) reveals hexagonal Fresnel 

fringe contrast shapes, which arise due to diffraction from a sharp edge and are 

characteristic of embedded voids(141), and central contrast spots, which are characteristic 

of end-on dislocations.  The extra background contrast in Figure 6.3(a) is a result of 

thickness fringes and bend contours that are typical in TEM images(21).  Figure 6.3(b)-

(d) are high-resolution MAADF STEM images emphasizing strain/diffraction contrast, 

which enhances the visibility of the voids.  They show the hexagon Fresnel fringe 

contrast surrounding a central dislocation contrast spot.  At larger HAADF detector angle 

ranges, like those used in Figure 6.1, the embedded voids in the plan-view samples are 

barely visible. Figure 6.3(a) and (b) shows that all the voids have hexagon bases and they 
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are oriented with respect to one another, implying some crystallographic facet preference 

of the formation mechanism.  Figure 6.3(c) shows a higher magnification [0001] 

projection image with {1010} facets labeled in red and the strain contrast and Fresnel 

fringes extending out from the void in a hexagonal shape, as well as the central strain 

contrast from the dislocation. 

 Figure 6.3(d) shows a void with hexagonal contrast from the Fresnel fringes and 

an open core dislocation that has formed out of the top peak of the void.  The vertical 

tube voids visible in Figure 6.1(a), (b), and (d) are like the open core dislocation visible 

in Figure 6.3(d).  Figure 6.3(e) is a high magnification Z-contrast STEM image that 

shows the same open core dislocation as in Figure 6.3(d).  The open core dislocations 

have {1010} hexagonal factes and are consistent with previous reports(173–178).  

 
Figure 6.2. Simultaneously acquired (a) HAADF and (b) ABF [1120] cross-section 

STEM images of GaN with the growth direction pointing up in the image, showing Ga 

polarity.  A model of the Ga polarity atomic structure is superimposed on (b), with the 

larger green atoms being Ga and the smaller blue atoms being N.(77)  
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Because the {1010} facets of the open core dislocations are parallel to the facets of the 

voids hexagonal Fresnel contrast and the side facets of the void are 58° to 62° from the 

(0001) bottom facet, the voids must have {1011} side facets.  The Fresnel fringe contrast 

is always a nearly symmetric equal sided hexagon, while the open core dislocations are 

not always symmetric, as seen in Figure 6.3(e). 

 A Burgers vector circuit analysis was conducted on both of the two [0001] 

projection atomic-resolution images.  Figure 6.4 shows the Burgers circuit on a closed 

dislocation, displaying a 1/3<1120> edge dislocation Burgers vector.  Similar analysis on 

an open core dislocation resulted in no edge dislocation Burgers vector.  This implies the 

 
Figure 6.3.  [0001] plan-view images.  (a) TEM image showing Fresnel contrast from 

the embedded voids and central dislocation contrast.  (b) STEM image showing 

Fresnel contrast from the embedded voids and central dislocation contrast.  (c) and (d) 

are typical higher magnification STEM images of the embedded voids with the 

{1010} facets shown in red in (c).  (e) is a high magnification STEM image of an 

open core dislocation cap.(77) 
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closed dislocations are of either pure edge character or a mix of edge and screw character, 

and the open core dislocations are purely screw dislocations.  Pure edge character of the 

closed dislocation is consistent with known GaN threading dislocations, and pure screw 

character of the open core dislocations is consistent with past reports. 

 Figure 6.5 summarizes the 2 observed structures of the hexagonal-based pyramid 

voids.  They have symmetric hexagonal-shaped (0001) base facets and {1011} side 

facets.  Each pyramid void has a dislocation at the peak of the pyramid, which extends up 

along the [0001] growth direction.  The closed dislocations shown in Figure 6.5(a) have a 

 
Figure 6.4.  STEM image of a closed dislocation at the center of a void defect in a 

plan-view sample.  The displayed Burgers vector circuit shows the dislocation has a 

1/3<1120> Burgers vector and at least some edge character.  Scale bar is 2 nm. 
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1/3<1120> Burgers vector component perpendicular to [0001], giving them at least some 

edge character.  As shown in Figure 6.5(b), some of the dislocations are hexagonal open 

core pure screw dislocations with {1010} side facets, varying lateral widths, and varying 

degrees of hexagonal symmetry. 

 Figure 6.6 shows data from a STEM EELS SI of a void viewed in cross-section.  

Figure 6.6(a) is a STEM image of a hexagonal-based pyramid void in the InGaN layers 

where the SI was taken.  Figure 6.6(b) is the STEM image collected simultaneously with 

the EELS SI.  The SI pixel size was 0.664 nm/pixel (which is much larger than the STEM 

resolution), causing the pixilated look of the simultaneous STEM image.  Figures 6.6(c)- 

 
Figure 6.5.  Schematic diagrams showing the structure and facets of the hexagonal-

based pyramid voids with (a) a dislocation cap and (b) an open core dislocation cap.  

The dislocation in (a) has some edge character, and the dislocation in (b) has none.(77) 
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Figure 6.6.  STEM EELS spectrum image data of a pyramid void.  (a) HAADF STEM 

image of the sample area where the spectrum image was collected.  (b) The 

simultaneous STEM image taken during the spectrum image. (c) Nitrogen K, (d) 

gallium L, and (e) carbon K edge EELS intensity maps after background subtraction.  

(f) Horizontally integrated line profile of the red box in (e) showing the vertical carbon 

distribution across the void.(77) 
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(e) are background-subtracted nitrogen K, gallium L, and carbon K edge EELS intensity 

maps, respectively.  Figure 6.6(f) is a horizontally integrated line profile of the red box in 

Figure 6.6(e), showing the vertical carbon distribution across the void.  Figure 6.6(e) and 

(f) indicate that there is a large C concentration inside or on the facets of the pyramid 

void, and that there is a larger C concentration below the void than above the void.  This 

incorporated C may cause stress that contributes to the formation of the void and the 

capping dislocation.  There is no indication that the sample is thicker under the void than 

above the void.  Because carbon deposition is known to cause growth irregularities 

during deposition(191), we believe carbon contamination during the MOCVD deposition 

process could act as a growth mask, stopping the GaN deposition locally.  When 

subsequent layers of GaN are deposited around the C contaminated regions, the GaN 

could then begin to overhang the voided areas along the {1011} facets.  The dislocation 

at the pyramids peak could be formed by the imperfect meeting of the six {1011} facets. 

 This void is distinct from the V-defect found in InGaN QWs.  The V-defect is not 

a void enclosed by a top plane, while the void defect reported here is a fully enclosed 

void with a (0001) bottom facet.  The V-defect initiates when a [0001] pointing threading 

dislocation (created at the sapphire/GaN interface) intersects the InGaN active region 

layers, while the void reported here does not initiate from a dislocation, but likely from C 

enriched regions.  This void defect creates a [0001] pointing dislocation that is not 

connected to the sapphire/GaN interface.  V-defects are only found in InGaN layers, 

while the void reported here is found in InGaN and GaN layers.  Lastly, V-defects are 
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point-down pyramids with respect to the Ga-polar growth direction, while the voids 

reported here are point-up pyramids. 

 This void is also distinct from the previously reported pyramidal defects found in 

Mg-doped GaN.  Both voids are found in Ga polar GaN, but the Mg-doped GaN defect 

initiates at the tip of the pyramid and therefore makes a point-down pyramid with respect 

to the growth direction.  The defect reported here initiates with the (0001) facet as a base 

and therefore produces a point-up pyramid with respect to the growth direction.  The Mg-

doped GaN defect has only been found in Mg and Be-doped GaN, while the defect 

reported here is found in GaN and InGaN.  The sidewall facets of the Mg-doped GaN 

defect are {1123}, while the sidewall facets of the defect reported here are {1011}.  The 

pyramidal defects found in Mg-doped GaN are not associated with dislocations, while the 

defect reported here produces a dislocation out the tip of the pyramid along [0001].  

Finally, the Mg-doped GaN defect originates because of Mg-rich clusters, while the 

defect presented here likely originates due to C deposition on the growth surface. 

 No void defects like those reported here or previously reported in Mg-doped GaN 

were observed in the top Mg-doped GaN layer of the LED structures investigated here 

(with Mg concentrations in the range of 5 x 1018 to 1 x 1019 cm-3).  The higher Mg 

concentrations (6 x 1019 to 2 x 1020 cm-3)(187) of the layers in which defects were 

previously observed could be the reason why no such defects exist in our Mg-doped 

layers.  Because Mg-doping increases the lateral growth rate in GaN(192, 193), the C-

disturbed areas in the Mg-doped layer could be more easily covered than undoped GaN.  
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This could explain why no defect voids of the type reported here were found in the Mg-

doped layer. 

 To enhance light extraction in LED structures, voids with similar shapes but much 

larger sizes have been created in GaN by utilizing a patterned under layer(194).  If 

engineered correctly, the voids reported here could serve a similar purpose.  It might be 

possible to use a block-copolymer or a self-assembled monolayer to create a structured 

carbon mask without the use of lithography. 

 

6.5. Conclusions 

 By using conventional TEM and aberration-corrected STEM we discovered a 

pyramid-shaped void defect in Ga-polar GaN and InGaN that has a hexagonal (0001) 

base facet and {1011} side facets.  Each pyramid void creates a dislocation from the top 

peak of the pyramid, which continues up along the [0001] growth direction to the surface.  

Some of the dislocation caps form hexagonal open core screw dislocations with {1010} 

side facets.  STEM EELS SI reveals a larger C concentration inside the pyramid void and 

inside GaN below the void compared to above the void.  This suggests that the voids 

could be created during the MOCVD process by inadvertent carbon deposition that acts 

as a growth mask, stopping the GaN formation locally. 
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Chapter 7:  Non-Rigid Registration and Image Analysis Tools 

7.1. Introduction 

 Image registration techniques are useful in almost all scientific imaging fields, 

with the intention of increasing some measure of image quality to help detect and 

measure signals of interest.  For TEM and STEM, image registration is routinely used to 

align tilt-series tomography data of nanostructures, to compute the size and direction of 

sample drift during EDS and EELS spectrum imaging for inline drift correction, and to 

align TEM and STEM image series to enable higher signal to noise ratio (SNR) after 

averaging.  The most common image registration technique is rigid registration, which 

utilizes maximizing the normalized cross-correlation between 2 frames.  By giving each 

image in a series a deformation vector, multiple frames can be aligned using rigid 

registration to correct for the shift in image area between frames.  This works well for 

TEM images because TEM utilizes a parallel pixel acquisition, meaning all the pixels in a 

single image are recorded at the same time.  In this case, when the sample or electron 

beam moves during an image series acquisition, there will be a single deformation that 

can be used on each image pair to register the two consecutive images. Rigid registration 

is a good way account for sample drift because all the pixels within a single image 

experience the exact same distortions. 

  For STEM image series, rigid registration is not optimal because STEM utilizes 

serial pixel acquisition, meaning each image pixel is recorded at a different time as the 

STEM probe is raster-scanned across the sample.  This causes each pixel in an image to 

have different spatial distortions created by time varying instabilities.  Rigid registration 
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would correct for the drift between image frames, but not the distortions present within 

the frames.  As discussed further in the next 4 chapters, these distortions within STEM 

images affect one’s ability to locate atom columns, measure atomic structures, 

quantitatively use the STEM image intensity, and determine the sample chemistry with 

atomic resolution. 

 The origins of the distortions present in STEM images are primarily due to 

instabilities in the electron probe and the sample.  The major constituents of the 

instabilities are constant linear drift from sample holder thermal expansion, low 

frequency (1 Hz) random walk from floor vibrations, mid-frequency (30-60 Hz) motion 

from acoustic noise and electromagnetic fields, and high-frequency (400-3000 Hz) noise 

from electronic instabilities.  The presence and magnitude of these instabilities vary from 

microscope to microscope depending on the lab environment. 

 Here, a new registration technique, non-rigid registration (NRR), developed for 

STEM by Benjamin Berkels is introduced and validated for STEM imaging.  NRR allows 

for the correction of all types of distortions present in STEM images by allowing each 

image pixel a deformation vector.  NRR of a simulated STEM image series of a silicon 

[110] dislocation model validates this technique by showing that NRR preserves non-

homogeneous strain fields.  Algorithms were written to extract quantitative information, 

such as atomic column positions and intensities, from STEM images in order to compare 

the quality of images processed with different techniques and to make measurements on 

experimental data.  Chapter 7.4 summarizes these algorithms.  
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7.2. Non-Rigid Registration Technique 

 In order to register two images, f and g, a deformation ϕ of the image domain 

much be found such that the composition f ᴑ ϕ agrees with g.  The conventional approach 

is using a rigid translation for ϕ(195–197), which works well for an unchanging pixel 

grid image that has no distortions within the image (like in Figure 7.1(a)), but it can lead 

to a loss of resolution and precision if there are distortions (like in Figure 7.1(b)). The 

NRR scheme uses a pixel-wise deformation ϕNR, which accounts for all sources of image 

distortion from the small probe instabilities to large sample drift. 

 Because each pixel in each image is allowed a deformation using NRR, 

estimating ϕNR is a highly under-constrained problem.  Our collaborators (Benjamin 

Berkels, W. Dahmen, and P. Binev) found a solution to this problem which is 

summarized here and discussed in greater detail elsewhere(198).  NRR minimizes 

E[ϕNR], which is the sum of the negative normalized cross correlation, ENCC, of f ᴑ ϕNR 

and g, and the Dirichlet energy of the displacement, which is a regularizer on ϕNR(199): 

 , (1) 

where Ω is the image domain.  The first term represents the similarity measure defined as 

 , (2) 

for two functions f, and g that are considered to be a function from the image domain Ω.  

NCC is the normalized cross correlation function defined by: 
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   The NRR deformation model uses a separate displacement vector for each pixel, 

which may move independently from the other pixels.  To help solve this, a smoothness 

constraint is introduced on the deformation by penalizing irregular deformations using an 

additional regularization term, the second term in equation 1.  Here, Dϕ(x) denotes the 

Jacobian of ϕ, 1 is the identity matrix, and ||A|| denotes the Frobenius norm of A.  λ is a 

nonnegative, constant parameter that controls the smoothness of the minimizing 

deformation.  The use of this regularization term in the context of image registration is 

commonly called diffusion registration(200), and it acts to penalize pixel deformations 

that are dissimilar from the deformations of neighboring pixels. 

 Due to the periodic structure of the images, there will be several local minima of 

E despite the regularization term.  To avoid the unwanted minima in the minimization, 

	
  
Figure 7.1: Diagrams showing (a) rigid and (b) non-rigid registration of an image 

series without and with image pixel distortions, respectively.(241)	
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they employ a coarse-to-fine multilevel scheme simultaneously with the other 

approaches, following the ideas of multi-grid algorithms(201, 202).   In this particular 

implementation, they use 2d x 2d grids for increasing integer values of d, starting with a 

scale coarse enough to capture the translational component of the distortion due to 

sample drift while maintaining atomic resolution.  NRR initially registers down-sampled 

variants of the images, then uses the resulting ϕNR as an initial guess at the next finer 

sampling levels, iterating up to the original sampling.  At each level the minimization 

problem is solved.  The aim of this process is to aid the registration to the proper local 

minimum by avoiding small periodic structures at the beginning. 

 To register the entire sequence of images f0, …, fN, first NR deformations fj+1,j 

between all pairs fj and fj+1 are found.  Then the entire series is registered to the first 

frame (f0) using  as the initial guess for fj+1,0.  Once all frames have been 

registered to the first frame, the series is averaged.  Then the registration is repeated using 

the average of the registered frames  as the reference frame, and then iterated to find 

the final ϕNR.  Bilinear interpolation is used to accommodate sub-pixel displacements, 

producing a small smoothing effect on the final image.  Since the reference frame  

computed by the first pass of the algorithm is significantly less noisy than the input 

frames, the regularization parameter λ can be reduced after the first pass.  Specifically, 

0.1λ is taken as the regularization parameter after the first pass. 

 The NRR technique makes some assumptions about the STEM imaging process.  

It implicitly assumes that: 1) sample drift is relatively small, less than any of the crystal 

repeat distances in the images, from frame to frame, 2) instabilities that are fast compared 

1, ,0j j jφ φ+ o

f

f
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to the frame time have zero mean over many frames, and 3) there is an inverse 

relationship between the amplitude of a distortion and its smoothness, so large 

displacements must affect many pixels, while small displacements affect only a few 

pixels.  Unlike some previous efforts(203–206), we do not make any assumptions about 

the sample or its structure, such as periodicity or repetition of image features, nor do we 

make any assumptions about the nature of the image Fourier transform.  In principle, any 

technique subject to pixel distortions can benefit from NRR, including cryo-TEM(207) 

and atomic force, scanning tunneling, or scanning electron microscopy. 

 

7.3. Validation of Non-Rigid Registration on Simulated STEM Data 

 The NRR approach was validated using simulated STEM data of a Si dislocation 

core by showing it preserves inhomogeneous strain fields with pm-precision.  Ao Li and 

Izabela Szlufarska calculated the atomic-structure of a Si [110] edge dislocation using 

molecular dynamics (MD) simulations implemented in the Large Scale Molecular 

Dynamics Simulator (LAMMPS) software using the Tersoff potential(208).  The 

cohesive energy of a Si single crystal was calculated to be 4.61 eV, in a good agreement 

with published experimental values (4.55–4.90 eV)(209).  Dislocations were modeled in 

a 66,420-atom cell with dimensions 16.1 nm x 21.7 nm x 3.8 nm along the x = [110], y = 

[001] and z = [110] directions, respectively.  Two perfect edge dislocations of the 

opposite sign and with dislocation lines parallel to the z-axis were introduced in the 

model.  Periodic boundary conditions were applied in all three spatial directions.  The cell 

was large enough so that the overlap of strain fields from periodic images of dislocations 
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was negligible.  The system was relaxed at zero pressure and 5 K in a constant pressure-

constant temperature ensemble using a Nose Hoover thermostat and barostat.  The 

resulting structure of the dislocation is in good agreement with previously published 

structures generated using MD(210). 

 The frozen-phonon multislice method was used to calculate a distortion-free 

STEM image of the Si [110] dislocation core, shown in Figure 7.2(a).  A synthetic series 

of 512 distorted STEM images of the Si [110] dislocation core was calculated by 

resampling the distortion-free simulated image.  The simulated distorted image series 

includes instabilities that match the frequencies of measured instabilities of the UW- 

Madison FEI Titan STEM, consisting of constant linear drift from thermal expansion, 

low-frequency (~1 Hz) random walk from floor vibrations, mid-frequency (30-60 Hz) 

motion from acoustic noise and electromagnetic fields, and high-frequency (400-3000 

Hz) noise from electronic instabilities.  The simulated series intensity was also scaled to 

match the incident intensity typical in STEM image series (like that shown in Figure 8.1), 

and appropriate Poisson noise was added in each pixel of each frame.  Figure 7.2(b) 

shows one frame from the simulated noisy and distorted STEM image series of the Si 

dislocation core. 
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 NRR and averaging was employed on the simulated distorted STEM image series 

of the Si dislocation.  Because of sample drift during the series acquisition, only part of 

the NRR and averaged image uses all the frames for the average and has the best SNR 

 
Figure 7.2:  (a) Multislice simulated HAADF STEM image of a Si [110] dislocation 

core model.  The model was determined using MD calculations.  (b)  One frame from 

the simulated noisy and distorted STEM image series created from (a).  (c) The NRR 

and averaged HAADF STEM image of the distorted image series.  (d) Displacement 

of every atom column between (a) and (b).(241) 
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ratio.  Figure 7.2(c) shows the average image after NRR of only the area that used all 512 

images in the average.  Because of sample drift during the series acquisition, only part of 

the NRR and averaged image uses all the frames for the average and has the best SNR 

ratio.  The atomic column positions in both the undistorted original simulated STEM 

image and the NRR and averaged STEM image were found using Gaussian fitting, using 

the methods discussed in the Chapter 7.4.  Figure 7.2(d) shows the vector displacements 

(xd, yd) of every atomic column between the NR registered and averaged image and the 

undistorted image.  Most of the displacements are smaller than 1 pm, including the 

atomic columns under the strongest influence of the inhomogeneous strain field 

surrounding the dislocation core.  The root mean square of all the displacements is 0.85 

pm in the x direction and 0.58 pm in the y direction.  NRR preserves the positions of 

atomic columns in inhomogeneously strained structures and does not introduce any 

image artifacts that affect the locations of the atomic columns on a scale larger than one 

pm. 

 

7.4. Image Analysis Tools Development 

 Atomic-resolution STEM images are information-rich and hold much more data 

than what is qualitatively interpreted by simply looking at the images.  This information 

includes, but is not limited to, precise atomic positions of the imaged structure and 

sample thickness of each atomic column.  To extract this information, methods of 

analyzing the image pixel intensities need to be used.  Algorithms were developed in the 

IGOR Pro software package to process images in an unbiased, reproducible, and fast 
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approach to gain this information. 

 To achieve sub-pixel accuracy in locating the atomic column positions, we fit a 

small region of pixels around each atomic column to a 2D Gaussian function plus a 

constant, 
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    (Eq. 1) 

using the standard Levenberg-Marquart L2 norm minimization method.  The fit 

parameters are I0, A, xw yw, x0, y0, and c, while x and y are the position for the intensity I.  

If the image is put on the number of detected electrons intensity scale, the Gaussian fits 

can be weighted by the Poisson noise (square root of the total number of electrons, √n) in 

order to estimate the uncertainties in the fit parameters.  Algorithms were written to 

automatically find atom columns (using particle analysis tools), fit the identified atom 

columns to find their location, and then analyze their positions in various ways depending 

on what information is desired.  Once atom columns are automatically located, their 

intensities can also be analyzed in a number of ways to extract 3D information.  Multiple 

algorithms were written to compare experimental and simulated data (both STEM images 

and PACBED patterns) in order to extract thickness measurements. 

 These algorithms are left with the Voyles group and hosted on github 

(https://github.com/paul-voyles/Igor/tree/ayankovich).  Appendix 2 has basic instructions 

on how to use the IGOR functions.  More detailed instructions can be found in the header 

of the IGOR procedures. 
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Chapter 8:  High Precision Imaging of Single Crystal Materials 

8.1. Introduction 

 For TEM and STEM, once the resolution is good enough to achieve atomic 

resolution, the question becomes how precisely can we measure atom positions(211)?  

Precision smaller than the resolution is routinely achievable(142, 195–197, 212–215).  

When we started this project, the best reported precision for STEM was 4-5 pm(196, 

197), but contemporaneous developments can now achieve 2 pm(216).  The best reported 

precision for TEM is 1-3 pm(212, 214).  Spatial precision is fundamentally limited by the 

signal-to-noise ratio (SNR) of the image, so TEM and STEM usually combine multiple 

exposures to increase the SNR and achieve the optimal precision(195, 196, 212–215).  

However, STEM encounters practical limits that are introduced by the serial acquisition 

of image pixels before reaching the fundamental SNR limit.  As discussed in Chapter 7.1, 

serial acquisition translates instabilities in the position of the probe and the sample into 

displacements of the imaged atoms, instead of reduced contrast as in the parallel 

acquisition of conventional TEM.  In STEM, instabilities that are fast compared to the 

frame time and have zero mean can be removed by averaging over many frames, but the 

frames must first be registered to one another.  Rigid registration is the conventional 

approach to account for drift of the sample between frames(196, 197).  Rigid registration 

works well for the perfect, unchanging pixel grid inherent in TEM images, but it can lead 

to the loss of both resolution and precision if there are distortions in the pixel positions 

that vary from image to image, which are inherent in STEM images.  Because these 

small-scale instabilities are essentially impossible to completely eliminate during 
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experiments, developing a new registration technique to account for these instabilities is a 

more realistic approach to better STEM precision. 

 Here, we report that NRR allows sub-pm precision in atomic resolution STEM 

images of single crystal materials, the best reported in electron microscopy.  The 

experimental protocol to achieve these results is described in detail in Appendix 2.  We 

also conducted a simulation study looking into the question: what are the ultimate 

precision limits in STEM images?  This question becomes relevant because of the high 

precision enabled by NRR and averaging.  We find that the precision limits from 

dynamical scattering and electron channeling in HAADF images are similar to the 

experimentally observed HAADF STEM precision (~1 pm).  However, the precision 

limits for ABF STEM are larger (10-20 pm) and should be experimentally noticeable.  

The precision limits are dependent on the material, zone axis, and imaging conditions, 

highlighting the necessity of combining STEM image simulations with experiments to 

interpret high precision STEM images. 

 

8.2. Material Synthesis 

 STEM experiments were performed on the GaN template layers from the samples 

studied in Chapter 5.  The GaN material synthesis and TEM sample preparation 

techniques are discussed in depth in Chapter 5.  The Si TEM sample was made from a 

commercially purchased bulk Si wafer using the wedge polishing technique so that the 

[110] zone axis was normal to the TEM sample surface.  Final thinning was conducted in 

a Fischione 1010 ion mill, and before STEM experiments, samples were plasma-cleaned 
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in a Fischione plasma cleaner in a 75% argon–25% oxygen mixture for 5 min to 

eliminate organic carbon surface contamination. 

 

8.3. Sub-pm Precision Imaging of Single Crystal GaN and Si 

 Figure 8.1 and 8.3 show that NRR of aberration-corrected STEM images can 

achieve sub-pm precision.  A series of 512 HAADF STEM images of Si [110] was 

acquired with 256 by 256 pixels, a 13 µs/pixel dwell time, and 15.25 pm/pixel sampling.  

Figure 8.1(a) shows the first image of the series.  The series was aligned using the NRR 

technique, averaged, and put on an absolute intensity scale creating the final HAADF 

image shown in Figure 8.1(b) with a total dose of 82,850 C/cm2 and a total dwell time of 

6.656 msec/pixel.  To achieve sub-pixel accuracy of the Si column positions, each Si 

dumbbell was fit to the sum of two, two-dimensional Gaussian functions marked by the 

red dots in Figure 8.1(b) using the algorithms discussed in Chapter 7.4.  One Si dumbbell 

has an integrated intensity of n = 1.9 x 107 e-.  Figure 8.1(c) shows a typical fit residual 

from the dumbbell in the red box in Figure 8.1(b), displaying no features indicative of a 

poor fit.  Figure 8.1(d) and (e) show histograms of the 98 and 58 measured x and y Si 

column separations respectively, defined in Figure 8.1(b).  Following Bals et al., the 

precision σ of the image, the standard deviation of these measured values(195), is σx = 

0.86 pm and σy = 0.72 pm.  σ is a good measure of the precision because the histograms 

are normally distributed with χ2 = 7.30 for x and χ2 = 11.46 for y, both smaller than the 

0.05 significance critical value.  By another measure of image precision, the uncertainty 

in the atom column’s fit position(217), σx = 0.36 pm and σy = 0.60 pm, again sub-pm. 
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Figure 8.1:  shows the use of NRR to achieve sub-pm precision on single crystal Si. 

(a) The first raw HAADF STEM image of the Si [110] series.  (b) The average image 

after the NRR.  The red markers indicate the atomic column positions determined 

from fitting.  (c) The residual of a two 2D Gaussian fit to the Si dumbbell in the red 

box in (b).  The maximum intensity in the residual is 0.5 % of the column peak 

intensity.  (d) and (e) Histograms of the measured separations between the atomic 

column positions in the x and y directions defined by the blue axes in (b).  The error 

bars in (d) and (e) are the square root of the frequency and the curves are the best-fit 

normal distributions.(241) 



104	
  
	
  

 Figure 8.2 shows vector plots of the pixel deformations present in the 200th image 

of the 512 experimental image series of Si presented in Figure 8.1 measured by the NRR 

algorithm.  Figure 8.2(a) is the full image field at reduced pixel density after the average 

distortion (the red vector) has been subtracted.  Figure 8.2(b) is a magnified image field 

of the lower right corner of Figure 8.2(a) outlined in green at full pixel density, again 

after the average distortion (the red vector) has been subtracted.  The length of the vectors 

has been magnified to increase their visibility.  The physical magnitude of the average 

deformation vector shown in red in Figure 8.2(a) is 325.75 pm or 21.50 pixels and in 

Figure 8.2(b) is 13.11 pm or 0.88 pixels.  Figure 8.2 shows the multi-scale nature of the 

 
Figure 8.2:  Vector plots of the NR pixel deformations of the 200th image in the 512 

experimental Si image series shown in Figure 8.1.  (a) the full image field at reduced 

pixel density and (b), full pixel density for the smaller field shown by the green box in 

(a).  The red arrows are the average deformation over the field, which has been 

subtracted to give the black arrows.  The length of all the vectors has been increased to 

improve visibility.(241) 
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NRR where at both length scales, there are domains of similar vector size and direction, 

but as the length scale decreases, so does the magnitude of the variability in the 

deformations. 

 Figure 8.3 shows that NRR of HAADF images of GaN along [1120] also results 

in sub-pm precision.  A series of 512 HAADF STEM images were acquired with 256 by 

256 pixels, a 13 µs/pixel dwell time, and 10.64 pm/pixel sampling.  Figure 8.3(a) shows 

the first image of the series.  The series was aligned using the NRR technique, averaged, 

and put on an absolute intensity scale, creating a final HAADF image shown in Figure 

8.3(b) with a total dose of 162,300 C/cm2 and a total dwell time of 6.656 msec/pixel.  

Because of sample drift, the average image was cropped to consist of 56 Ga columns.  

Each Ga column was fit to a 2D Gaussian to achieve sub-pixel accuracy in the Ga column 

positions, indicated by the red markers in Figure 8.3(b).  One Ga column has an 

integrated intensity of 1.7 x 107 e-.  Figure 8.3(c) shows a representative fit residual from 

the Ga column in the red box in Figure 8.3(b) and displays no features that are indicative 

of a poor fit.  Figure 8.3(d) and (e) show normally distributed histograms of the measured 

x and y Ga column separations respectively, defined by the blue axes in Figure 8.3(b). 

The image precision defined as the standard deviation of measured separations is σx = 

0.74 pm and σy = 0.85 pm, while the image precision defined as the average fit position 

uncertainty is σx = 0.16 pm and σy = 0.13 pm.  Both measures result in sub-pm precision.  

Other HAADF image series of GaN and Si with different pixel sizes and pixel dwell 

times achieve similar sub-pm precision. 
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Figure 8.3:  shows the use of NRR to achieve sub-pm precision on single crystal GaN. 

(a) the first raw HAADF STEM image of the GaN [1120] series.  (b) the average 

image after the NRR of the 512 HAADF STEM GaN [1120] image series.  The red 

markers indicate the atomic column positions determined from fitting.  (c) the fit 

residual of a 2D Gaussian fit function in the red box in (b).  (d) and (e) histograms of 

the measured separations between the atomic column positions indicated by the red 

markers in (b) in the x and y directions respectively, defined by the blue axis in (b).  

The error bars in (d) and (e) are the square root of the frequency and the curves are the 

best-fit normal distributions.(241) 
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 The standard deviation of the series of intensities after NRR for a pixel inside a Si 

[110] column is 3.6 e-, while √n = 10.6 e- for the same pixel.  Therefore, using √n to 

weight the fits is a conservative estimate of the noise and yields a conservative estimate 

of the fit parameter uncertainties.  The reduced noise from Poisson noise is most likely a 

result of the bilinear interpolation step of the NRR.  Once atom column locations were 

found and the separations between the columns in the x and y directions were calculated, 

the average x and y separations were independently used to calibrate each image’s spatial 

pixel size to the known atomic structure, which corrects for the ~1% pixel non-

squareness typical in the STEM scan. 

 Figure 8.4 shows that NRR achieves better precision than rigid registration of the 

same Si data set shown in Figure 8.1.  Rigid registration was performed with translations 

determined by fitting the cross-correlation to a Gaussian peak and implemented with sub-

pixel shifts using bilinear interpolation.  Figure 8.4(a) shows the average image after the 

rigid registration.  The red markers indicate the atom column locations determined from 

Gaussian fitting.  The square markers in Figure 8.4(b) and (c) show the separation 

histograms of the rigidly registered series in the x and y directions respectively.  The lines 

in Figure 8.4(b) and (c) are the histograms of the NRR series in the x and y directions 

respectively from Figure 8.1(d) and (e).  The rigid registration histograms are 

significantly wider, reflected in the image precision of σx = 5.3 pm and σy = 4.0 pm, 5-7 

times worse than that achieved with NRR.  The rigidly registered histograms are not 

normally distributed and have a large skew towards larger separations, indicating that 

some columns are substantially displaced from their correct positions and that σ is 
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Figure 8.4:  (a) the average image after the rigid registration of the HAADF STEM Si 

[110] image series.  The red markers indicate the atomic column positions determined 

from fitting.  The square markers in (b) and (c) show histograms of the measured 

separations between the atomic column positions indicated by the red markers in (b) in 

the x and y directions respectively.  The error bars in (b) and (c) are the square root of 

the frequency.  The curves in (b) and (c) show the histograms from the NR registration 

in the x and y directions respectively, displaying a much narrower distribution and 

smaller precision.(241) 

probably not a good measure of the precision.  We suspect that these distortions in the 

rigid registered image arise because rigid registration does not account for all types of 

image distortions caused by microscope instabilities. 

 Figure 8.5 shows the progression of precision, atom column width, and image 

contrast through the Si and GaN image series as a function of dose.  Figure 8.5(a) and (b) 

show the precision calculated from the cumulative average up to the indicated frame # for 

Si and GaN.  There is an initial steep decrease in precision, but there is no further 

improvement from including more than ~200 images in the average.  This data is useful 
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for managing the trade-off between precision and damage in beam sensitive materials by 

limiting the number of frames included in the average.  Figure 8.5(c) and (d) show the 

average x and y Gaussian fit widths calculated from the cumulative average up to the 

indicated frame # for Si and GaN.  The widths increase by only a few pm by adding more 

frames to the average, increasing the atom column widths by only 2-4%.  Because the 

Gaussian width is proportional to the image resolution, NRR causes no significant loss in 

resolution.  Figure 8.5(e) and (f) show the image contrast, defined by the ratio of the 

Gaussian maximum to the constant background (A/I0 in Equation 1), as a function of 

frame number through the series (not a cumulative average) using a 10 neighboring frame 

average in a floating window.  Figure 8.5(f) shows a steady decrease of contrast as a 

function of frame past frame # 140.  Because contrast is a good measure of how much 

focus drift is occurring through the image series, we believe this drop in contrast is 

probably due to focus drift from motion of the sample along the microscope optical axis.  

However, this could also be caused by sample damage, contamination accumulation, or 

aberration drift, although these seem less probable. 



110	
  
	
  

	
  
Figure 8.5:  (a), (c), and (e) data from the NRR Si [110] image series.  (b), (d), and (f) 

data from the NRR GaN [1120] image series.  (a) and (b) plots of image precision vs. 

number of images in the average and total dose to the sample.  (c) and (d) plots of the 

average Gaussian fit width in the x and y direction vs. number of images in the average 

and total dose to the sample.  (e) and (f) plots of the average atom contrast in a floating 

window average of 10 images vs. image  number and total dose to the sample.  The 

error bands in (c) and (d), and (e) and (f) signify the standard deviation in the atom 

column widths and atom contrast respectively.(241) 
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8.4. Dynamic Scattering Limits to Precision in HAADF and ABF STEM Images 

 Surpassing the SNR precision limit using the non-rigid registration technique on 

STEM images and pushing the precision down to the sub-pm scale leads to a new 

question: what are the ultimate precision limits?  If the SNR and the object (sample) are 

perfect, what scattering physics is limiting the image precision?  Past studies(218, 219) 

suggest that the supposed structure in some zone axis STEM images do not completely 

reflect the structure present in the sample, calling into question the robustness and 

interpretability of STEM images over various sample thicknesses.  We have used frozen 

phonon multislice simulations to explore the precision limits in ABF and HAADF STEM 

images introduced by the electron beam channeling and dynamical scattering within Si 

and GaN single crystals. 

 The characteristics of the aberration corrected Titan at the University of 

Wisconsin – Madison were used for the frozen phonon multislice simulations in this 

study.  Image simulations assumed a 200 keV electron beam, 24.5 mrad convergence 

angle, 24.5 pA probe current, and STEM spatial resolution of ~0.8 Å.  The HAADF and 

ABF STEM detector collection angles were 54 to 270 mrad and 11 to 24.1 mrad, 

respectively.  In real experiments, the defocus is usually determined by maximizing the 

contrast in both ABF and HAADF images.  In order to ensure the simulation defocus 

parameter reflected the same criterion as in real experiments, thickness vs. defocus maps 

were calculated for Si (110) for both HAADF and ABF images, as shown in Figure 8.6(a) 

and (b), respectively.  A defocus of 0 nm produced the highest contrast in both the 
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HAADF and ABF images at all thicknesses explored, and therefore 0 nm defocus was 

used for all further simulations. 

 Images of a Si [110] dumbbell with thicknesses between 0 and 100 nm were 

calculated using 16 phonon configurations and a Debeye Waller factor for Si of 0.456 Å2 

(220, 221).  The Si [110] crystal was 33.6 Å x 30.7 Å, and was sampled with a 2048 x 

2048 pixel wave function.  Images of GaN along [1120] with thicknesses between 0 and 

100 nm were calculated using 16 phonon configurations and a Debeye Waller factor for 

Ga of 0.28 Å2 and N of 0.38 Å2, taken from Xiong and Moss(171).  The GaN crystal was  

 

Figure 8.6:  Simulated (a) HAADF and (b) ABF STEM thickness defocus map of Si 

[110] for a thickness and defocus range of 30 nm. 
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Figure 8.7:  Position data from the simulated HAADF Si [110] thickness experiment.  

(a) Plot showing the x positions of Si column 1 and 2 as a function of model thickness.  

(b) Plot showing the y positions of Si column 1 and 2 as a function of thickness.  (c) 

Plot showing the separation distance between Si column 1 and 2 vs. model thickness.  

The inset in (c) is the simulated HAADF STEM image of Si [110] of a model ~50 nm 

thick.  The Si atom column on the left is Si column 1 and the Si atom column on the 

right is Si column 2. 
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33.1 Å x 31.1 Å, and was sampled with a 2048 x 2048 pixel wave function.  The 

simulated images were not convolved with a Gaussian to account for incoherent source 

broadening(40, 48) because this only makes atom columns wider with lower peak 

intensities and does not move the column’s center position. 

 In order to test the dynamical scattering limits to precision, the atomic columns 

positions in the GaN and Si multislice simulations were tracked as a function of sample 

thickness by using the fitting algorithms introduced in Chapter 7.4.  For the Si ABF and 

HAADF images, and the GaN ABF images, each dumbbell was fit to a sum of two two-

dimensional Gaussian functions. For the HAADF GaN images, due to the Z-contrast 

nature of HAADF STEM images and the atomic weight difference of Ga and N, the N 

atomic columns are invisible. Therefore, only the Ga atomic columns were fitted to a 

single two-dimensional Gaussian function and those positions were studied. 

 Figure 8.7 shows the atomic column position results from the HAADF STEM 

simulations of Si [110].  The inset of Figure 8.6(c) is a simulated HAADF STEM image 

of Si [110] with a model thickness of ~50 nm.  The x and y position of Si column 1 and 2 

(marked in the inset of Figure 8.7(c)) in the HAADF image at various model thicknesses 

are shown in Figure 8.7(a) and (b), respectively.  In the x direction, the imaged Si column 

positions vary by 0.5 pm at thicknesses lager than 10 nm, while at model thicknesses 

smaller than 10 nm, the Si column positions in the image vary by 2.5 pm.  At thicknesses 

greater than 10 nm, the x direction motion of Si column 1 and 2 is equal and opposite in 

direction of one another, creating a breathing motion of the dumbbell.  In the y direction, 

the Si column positions vary by 2 pm at thicknesses less than 10 nm, vary by 1 pm 



115	
  
	
  

	
  
Figure 8.8:  Position data from the simulated HAADF GaN [1120] thickness 

experiment.  Plot showing the x and y position of a Ga column as a function of model 

thickness.  The inset is a simulated HAADF STEM image of Ga [1120] of a model 

~50 nm thick with the Ga column used for the position analysis labeled. 

between thicknesses of 10 and 20 nm, and stop shifting at thicknesses greater than 20 nm.  

At thicknesses less than 10 nm, the position shifts in the x and y directions have similar 

magnitudes.  At thicknesses greater than 10 nm, the position shifts in the x direction are 

much larger than the y direction, which correlates to an x direction breathing mode of the 

dumbbell that dominates the motion.  The breathing motion of the dumbbell is quantified 

in Figure 8.7(c), which shows the separation distance between Si columns 1 and 2.  The 

breathing motion has a model thickness period of about 25 nm and a maximum to 

minimum separation distance of about 2 pm. 

 Figure 8.8 shows the atomic column position results from the HAADF STEM 

simulations of GaN [1120].  The inset of Figure 8.8 is a simulated HAADF STEM image 

of GaN with a model thickness of ~50 nm.  The x and y position of the Ga column 
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(marked in the inset image) at various model thicknesses are shown in Figure 8.8.  In the 

x direction, at thicknesses less than 20 nm the Ga position varies by around 1 pm, while 

at thicknesses greater than 20 nm the Ga position variation drops to less than 0.5 pm and 

steadily flattens at larger thicknesses.  In the y direction, the Ga position quickly varies 

by about 2 pm at thicknesses smaller than 10 nm, while at thicknesses larger than 10 nm 

the Ga position variation drops to less than 0.5 pm with an increasing y position. 

 Figure 8.9 shows the atomic column position results from the ABF STEM 

simulations of Si [110].  The inset of Figure 8.9(d) is a simulated ABF STEM image of Si 

[110] with a model thickness of ~50 nm.  The x and y position of Si columns 1 and 2 

(marked in the inset of Figure 8.9(d)) in the ABF image at various model thicknesses are 

shown in Figure 8.9(a) and (b) respectively.  In the x direction, at thicknesses larger than 

30 nm, the imaged Si column positions vary by up to 5 pm, while at smaller thicknesses 

less than 30 nm, the Si column positions vary by up to 9 pm.  In addition, at thicknesses 

greater than 30 nm, the Si columns exhibit a x direction breathing motion.  In the y 

direction, the Si column positions vary by 1.5 pm at thicknesses less than 30 nm, and 

decrease to 0.5 pm at thicknesses greater than 30 nm.  At all thicknesses, the position 

shifts in the x direction are larger than the y direction, causing the x direction breathing 

mode to dominate the motion.  The separation distance between Si columns 1 and 2 is 

shown in Figure 8.9(c).  The breathing motion has a model thickness period of about 20-

25 nm and a maximum to minimum separation distance of about 14 pm. 
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Figure 8.9:  Position data from the simulated ABF Si [110] thickness experiment.  (a) 

Plot showing the x position of Si column 1 and 2 as a function of model thickness.  (b) 

Plot showing the y position of Si column 1 and 2 as a function of thickness.  (c) Plot 

showing the separation distance between Si column 1 and 2 vs. model thickness.  (d) 

Plot showing the contrast below the background intensity for each atom column in the 

ABF image as a function of model thickness.  The inset in (d) is a simulated ABF 

STEM image of Si [110] of a model ~50 nm thick.  The Si atom column on the left is 

Si column 1 and the Si atom column on the right is Si column 2. 
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 Figure 8.10 shows the atomic column position results from the ABF STEM 

simulations of GaN [1120].  The inset of Figure 8.10(c) is a simulated ABF STEM 

image of GaN with a model thickness of ~50 nm.  The x and y position of the N column 

(marked in the inset of Figure 8.10(c)) in the ABF image at various model thicknesses is 

shown in Figure 8.10(a).  The x and y position of the Ga column (marked in the inset of 

Figure 8.10(c)) in the ABF image at various model thicknesses is shown in Figure 

8.10(c).  In the x direction, the N atom column position varies by about 14 pm, while the 

Ga position only varies by about 5 pm.  In the y direction, the N atom column position 

varies by about 10 pm, while the Ga position varies by about 7 pm.  The motion of the Ga 

and N columns is primarily along a direction pointing between the two atom columns, 

and associated with a breathing motion.  This motion is displayed in Figure 8.10(c), 

which shows the separation distance between the Ga and N position at various model 

thicknesses.  The separation distance between the Ga and N columns varies by up to 18 

pm, with larger variations observed at model thicknesses smaller than 30 nm. 

 Figure 8.9(d) and 8.10(d) show the contrast below the background intensity for 

each atom column in the ABF STEM image as a function of model thickness from the Si 

and GaN simulation experiments respectively.  Some of the local maximum, minimum 

and cross over points in the contrast plots occur at the same model thicknesses as the 

local maximum, minimum and cross over points in the atom position plots.  We do not 

have an explanation for this yet, but this suggests a similar cause for contrast variation 

and atom position movement in the ABF STEM images. 
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Figure 8.10:  Position data from the simulated ABF GaN [ 1120 ] thickness 

experiment.  (a) Plot showing the x and y position of the N column labeled in the inset 

of (c) vs. thickness.  (b) Plot showing the x and y position of the Ga column labeled in 

the inset of (c) vs. thickness.   (c) Plot showing the separation distance between the Ga 

and N columns vs. model thickness.  The inset in (c) is a simulated ABF STEM image 

of Ga [1120] of a model ~50 nm thick with the Ga and N columns used in the position 

analysis labeled.  (d) Plot showing the Ga and N contrast below the background 

intensity for each atom column in the ABF image as a function of model thickness. 



120	
  
	
  
 The position results indicate the atomic column position shifts in HAADF images 

are similar to the STEM precision limits and might just barely be detectable, while the 

atomic column position shifts in ABF images are large and should be experimentally 

noticeable.  From HAADF STEM images, without knowledge of sample thickness, the 

actual position of Si and Ga atoms could be a few pm away from the apparent positions 

in the image.  From ABF STEM images, without knowledge of sample thickness, the 

actual position of Si atoms in a Si [110] structure could be around 14 pm away from the 

apparent positions in the image, and the actual position of Ga and N atoms in a GaN 

[1120] structure could be around 18 pm away from the apparent positions in the image.  

With new STEM techniques pushing the precision limits to the sub-pm scale, this 

dynamic scattering precision limit cannot be overlooked. 

  Dynamical scattering and electron channeling of the high energy electron beam is 

responsible for the varying atom column positions with sample thickness in HAADF 

STEM images along high symmetry zone axes (219).  In STEM, the scattering 

responsible for image creation is caused by the electron probe quantum mechanically 

interacting with the available Bloch states of the crystal.  The general solution of 

dynamical diffraction requires using hundreds of Bloch states to quantitatively capture 

the correct interactions and scattering.  To make this problem easier to solve and to give 

qualitative and not quantitative results, approximations can be made that only include 

specific Bloch states into the analysis.  In the 1s model, the most important Bloch states 

that represents the localized interactions to the atomic nucleus are considered and the rest 

are ignored.  In this model, each atomic column has an independent localized state that 
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the probe couples to(222).  The bonding/antibonding model includes the situation when 

two atomic columns are close enough to interact and create 2 shared states, similar to the 

bonding and antibonding states created by hybridization in molecular orbital theory.  As 

Hovden et al. (219) explains, the excitation of a particular antibonding or bonding Bloch 

state by an electron probe varies with probe position because the states have different 

probability density distribution shapes and locations of maximums and minimums.  The 

interference between the two states also varies as a function of sample depth, causing 

variations in state excitation with sample thickness.  In HAADF STEM images, Hovden 

et al. reports the antibonding state associated with a Si [211] crystal cause the Si 

dumbbells to appear wider in the STEM image than the actual spacing and the magnitude 

of the broadening depends on sample thickness(219).  This observation and explanation 

is consistent with our results. 

 ABF and HAADF utilize the same sub-Angstrom electron beam to interact with 

the same Bloch states of the sample.  The only difference between the two imaging 

modes is where in the diffraction pattern the electrons are detected.  Since it is known 

that interference and splitting of the electronic states affect the scattering of electrons to 

the HAADF detector region and lead to changes in atom column positions in HAADF 

images, it is not farfetched to assume the same occurs in the ABF detector region.  In 

fact, our results indicate this effect is enhanced in the ABF region, leading to more atom 

column movement compared to HAADF images.  The increased Bragg scattering present 

in the ABF region of the diffraction pattern is the likely cause of the enhanced atomic 

column position variability in the ABF images. 
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 By combining a set of experiments and multislice image simulations, the 

precision uncertainty imposed by dynamical scattering can be overcome.  An iterative 

optimization scheme, similar to that used by Thust et al.(223), could be utilized to find 

the true atom column positions from their apparent positions in experimental STEM 

images and PACBED patterns from the same area. 

 

8.5. Conclusions 

 NRR of atomic resolution HAADF STEM image series allows for sub-pm 

precision of locating atomic columns in single crystal GaN and Si, which is the best 

reported in electron microscopy.  NRR achieves 5-7 times better precision than rigid 

registration, the most widely used registration scheme for STEM imaging.  Studies of 

precision as a function of number of images NRR and averaged showed that the available 

precision saturates after about 200 images for these experiments.  Studies of atom column 

width as a function of number of images NRR and averaged showed that no substantial 

loss of resolution is introduced by the NRR of experimental HAADF STEM image series.  

 A simulation study on Si [110] and GaN [1120] found that dynamical scattering 

and electron channeling limits the HAADF and ABF STEM image precision to ~1 pm 

and 10-20 pm respectively.  The precision limits to HAADF STEM images are close to 

what is experimentally observed.  However, the precision limits introduced by dynamical 

scattering for ABF STEM are larger and should be experimentally observable.  These 

effects are dependent of the material, zone axis, and imaging conditions, highlighting the 

need to combine simulations and experiments to interpret high precision STEM images. 
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Chapter 9:  Surface Atom Bond Length Variation and 3D Structure Determination 

of Pt and Au Nanoparticles 

9.1. Introduction 

 Nanoscience and nanotechnology require determination of the structure of 

heterogeneous, nanometer-scale materials that often depend on their surfaces for 

important properties.  Determining the atomic structure of these objects with sufficient 

resolution and precision has earned the name “the nanostructure problem” due to its 

difficulty(224, 225).  Metallic heterogeneous nanocatalysts, such as crystalline Pt and Au 

nanoparticles (NPs), are one prototypical example of “the nanostructure problem”.  Pt 

NPs are used for various catalytic reactions(226–228), and controlling their morphology 

is crucial to determining their chemical activity.  For example, crystalline Pt NPs exhibit 

much higher catalytic activity than disordered NPs(229), and faceted rather than spherical 

Pt nanocrystals show even higher activity(230, 231), which varies depending on what 

facets and edges are exposed(232, 233).  Density functional theory (DFT) calculations 

show that surface steps and edges have different local electronic structure that influence 

the overall catalytic activity(234, 235), showing the importance of measuring these local 

atomic structures to the complete understanding of the catalytic function of Pt NPs.  

Wide-angle scattering and computational techniques are making rapid progress in 

addressing the nanostructure problem(236, 237), but microscopy remains an essential tool 

because of its ability to directly interrogate individual structures and their surfaces. 

 The ability to gain structural information along the electron beam direction is 

inherently difficult using TEM and STEM imaging because of their projection nature.  To 
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overcome this hurdle, three-dimensional structural data can be extracted from two-

dimensional images at nearly atomic resolution using several approaches(238–240).  The 

standardless atom counting approach uses quantitative comparison between simulations 

and experiments to count the number of atoms in images of atomic columns.  The 

uncertainty in these measurements is a few atoms and has been limited by the image 

Poisson noise.  If the SNR can be increased enough, the Poisson noise contribution to the 

uncertainty could be decreased and made unimportant, and an uncertainty of less than 1 

atom could be achieved. 

 In this study, the high precision NRR STEM technique discussed in Chapters 7 

and 8 was used to measure pm-scale bond length variations of surface atoms on a Pt 

nanocatalyst, providing the surface structure of important active sites with higher 

precision than ever before achieved.  The Pt nanocatalyst results show large bond length 

contraction at a (111)/(  111) corner and significant expansion along a (111) surface 

facet.  In addition, NRR has allowed for standardless atom counting(19) using the same 

Pt nanocatalyst data set with less than 1 atom uncertainty for a majority of the Pt atom 

columns, pushing the uncertainty limit of the technique past the previously encountered 

Poisson noise limit.(241) 

 The primary drawback to the NRR high-precision STEM technique is the large 

dose resulting from the multiple image series required to get the increased SNR.  This 

makes high precision imaging either difficult or impossible for beam sensitive materials.  

The dose can be limited by decreasing the number of images in the NRR and averaged 

image series, as done in the Pt nanocatalyst results.  However this also limits the resulting 



125	
  
	
  
image precision by reducing the collected electrons.  Four other common methods in 

STEM to decrease the dose also have adverse effects on the image precision.  First, 

decreasing the pixel dwell time will decrease the dose to the sample, but it will also 

decrease the signal collected at each pixel and decrease the SNR, compromising the 

image precision.  Second, decreasing the probe current will decrease the dose to the 

sample, but it will also have a similar effect as the first method.  Third, increasing the 

pixel size by sampling the same area of the specimen with a coarser pixel grid will 

decrease the dose to the sample, but it will also decrease the number of pixels per atomic 

column, possibly reducing the ability to locate the atomic column positions and 

compromising the image precision.  Fourth, increasing the pixel size by decreasing the 

microscopes image magnification while keeping the same number of pixels in the image 

will decrease the dose to the sample, but it could have a similar effect as the third 

method. 

 In addition to the Pt nanocatalyst results, this chapter also shows that 1-2 pm 

image precision is possible by NRR and averaging HAADF STEM image series of a 5-6 

nm Au nanoparticle even though a very coarsely sampled image and decreased exposure 

time were used to minimize the electron dose.  These imaging conditions minimize the 

damage to the nanoparticle and capture the whole nanoparticle in the same image.  The 

high precision STEM image reveals bond length contraction around the entire Au 

nanoparticle surface, and no bond length variation along a twin boundary that separates 

the nanoparticle into two grains.(242) 
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9.2. Material Synthesis 

 Steven Bradley and Sergio Sanchez from UOP Honeywell supplied the Pt NP 

catalyst TEM sample.  It was created by impregnating amorphous silica with a total of 

0.35% Pt followed by a heat treatment at 525 °C as described by Jackson et al.(243), 

resulting in 1-7 nm Pt NPs scattered on a silica support.  The TEM sample was prepared 

by dispersing crushed catalyst material onto a lacey carbon support TEM grid. 

 The ~5 nm diameter colloidal Au nanoparticles were synthesized using the 

phosphorus method in aqueous solution.  The Au nanoparticle STEM sample was 

prepared by dispersing colloidal Au nanoparticles onto a nonpourous 5 nm thick Si 

membrane window grid.  Prior to STEM experiments, the sample was annealed under 

vacuum for 48 hours at 200°C and then plasma cleaned in a Fischione plasma cleaner in 

25% oxygen−75% argon mixture for ~5 min to reduce organic carbon surface 

contamination. 

  

9.3. Pt Nanocatalyst Atomic Surface Structure 

 Figure 9.1 shows results from the NR registration of a HAADF STEM series of a 

[011] 6.5 nm Pt catalyst NP on a silica support.  A lower electron dose compared to the 

experimental single crystal results shown in Chapter 8, implemented by increasing the 

pixel size and reducing the number of frames in the series, was used for this experiment 

to minimize electron irradiation damage of the Pt NP.  The series consists of 176 HAADF 

STEM images with 256 by 256 pixels, 13 µs/pixel dwell time, and 21.45 pm/pixel 

sampling.  The series was truncated to the first 56 images for analysis, beyond which the 
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motion of surface atoms was more visible and large sample drift caused lack of overlap 

with the original sample area.  Figure 9.1(a) shows the first image of the series.  Figure 

9.1(b) shows the NR registered, then averaged image on an absolute intensity scale.  It 

was acquired with a total dose of 4,450 C/cm2 and a total dwell time of 0.728 msec/pixel.  

The Pt column labeled as M has an integrated intensity of 2.6 x 106 e-.  The Pt atomic 

column positions were determined by fitting each to a single 2D Gaussian function using 

the methods discussed in Chapter 7.4.  Figure 9.1(c) and (d) are representative fit 

residuals of one interior and one surface Pt column marked by M and I respectively.  

They show some diagonal structure due to either sample mis-tilt or residual aberrations 

like astigmatism, but because they are symmetric about the column position, they have 

very little effect on the extracted atomic column position. 

 The precision in the Pt NP average image was determined from 53 interior Pt 

atom columns at least 5 atomic planes from the surface.  The standard deviation of the 

measured a and b separations, defined in Figure 9.1(b), yields σa = 2.5 pm and σb = 1.3 

pm, while the fit position uncertainties yield σx = 1.5 pm and σy = 1.6 pm.  The reduced 

precision compared to the Si and Ga results in chapter 8 arises from a decreased SNR due 

to the lower dose required to avoid damage, and the lower scattering power of the very 

small NP.  The similarity of the two measures of precision indicates the instability and 

the SNR precision limits are about the same in this experiment. 
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Figure 9.1:  (a) The first raw HAADF STEM image of the Pt NP [011] series.  (b) The 

average image after the NR registration.  The red markers are the atomic column 

positions determined from fitting, and the yellow arrows are magnified atom column 

displacement vectors.  (c) and (d) The fit residuals for the columns M and I, 

respectively, in (b).  The maximum intensity in (c) is 2.8 % of the column peak 

intensity due to slight overlap with a neighboring atom column.  (e) The displacement 

magnitudes of the labeled atoms in (b).(241) 
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 Figure 9.1(b) shows the displacements of the surface Pt atoms with respect to the 

atomic lattice of the particle interior.  A perfect reference lattice was constructed by 

calculating the average a and b of interior atomic columns, creating a perfect grid of 

positions from the average a and b, registering that grid to the fitted atomic column 

positions from the precision area, and then extending the perfect grid to all atomic 

columns.  The average displacement between the reference lattice positions and the 

interior atom column positions is 2.0 pm, consistent with the measured image precision.  

The red markers in Figure 9.1(b) indicate the Pt atom column positions from fitting.  The 

yellow arrows in Figure 9.1(b) indicate the magnitude and direction of the measured 

displacements (length is longer than the image scale) away from the reference lattice 

positions of the atomic columns.  The measured displacements of the labeled atom 

columns in Figure 9.1(b) are shown in the table in Figure 9.1(e).  The uncertainties in the 

displacements are the average of the x and y fit position uncertainties weighted by the 

angle of the displacement vector. 

 The 2D projection nature of STEM images makes it impossible to extract the 

[011] component of the atom displacements along the electron beam direction.  Within 

this limitation, the displacements of atom columns A though D show bond length 

expansion primarily along [111] away from the NP center, while atom columns G though 

L show bond length contraction primarily along [011] towards the NP center.  Some 

bond length expansion is also seen in the sub surface (111) plane under atom columns A-

D.  All the displacement uncertainties for atom columns A-D and G-L are smaller than 

the measured displacement.  The small displacement of columns E and F are similar to 
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the uncertainties, but these are the transition surface atoms between the bond length 

contraction of atoms columns G-L and bond length expansion of atom columns A-D.  

The corner atom column marked as I shows the largest bond length contraction of 18.5 ± 

4.1% of the 2D lattice parameters a or b.  The (111) facet atom column marked as D 

shows the largest bond length expansion of 6.4 ± 1.1%. 

 Flat metal surface atoms have been observed to have bond contraction using a 

variety of experimental techniques(244, 245).  This can be explained due to the 

electrostatic force created by the electronic charge at the surface rearranging itself to 

minimize its kinetic energy(246, 247), or the lower coordination of surface atoms(248).  

Both these explanations predict a larger bond contraction of corner atoms near facet 

edges and steps, consistent with our observation of bond length contraction near the NP 

tip.  Our observations of varying magnitude and direction of the contraction, along with 

the observed expansion of the (111) surface facet, are not captured by the previous 

experiments and theory of 2D surfaces.  This disconnect emphasizes the need for 

experiments and calculations to be conducted on real 3D structures and not on just 

idealized 2D surfaces. 

 Our results both agree and disagree with previous microscopic investigations.  

Chang et al. conducted comparable measurements on Pt nanocatalysts on a carbon 

support using aberration-corrected TEM exit-wave reconstruction(249, 250).  Huang et 

al. used coherent electron nanodiffraction on faceted Au NPs dispersed on 

graphene(251).  The bond length contraction near the corner in Figure 9.1(b) is in 

reasonable agreement with Huang’s report of 22 pm contraction of edge and corner 
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bonds, but in disagreement with Chang’s report of 14-30 pm bond length expansion of a 

similar (110)-(1x1) reconstructed (111)/(111) corner.  However, Chang also reports DFT 

calculations, which predict a slight contraction of a (110)-(1x1) reconstructed 

(111)/(111) corner, in reasonable agreement with our results.  We report expansion of a 

(111) surface, and so does Chang, but Huang reports only contraction of similar surfaces.  

Huang’s method, coherent electron nanodiffraction, measures the shape function of the 

nanoparticles and is most sensitive to the nanoparticle edges and corners instead of 

gradual changes on surface facets.  Therefore, small expansions of flat surface facets 

might be difficult for nanodiffraction to capture, possibly explaining the discrepancies 

with our results.  We report very little lateral displacements (vectors pointing along the 

nanoparticle surface), but Chang reports significant lateral displacements along the 

surface.  The lateral displacements in Chang’s results are attributed to microrisers (single 

atom steps) on the nanoparticle surface.  These are not present on our nanoparticles and 

may be an explanation of this discrepancy.  However the lateral displacements in Chang’s 

results appear random, implying their experiment is not capturing the real behavior of the 

surface atoms, possible because of atom motion during image acquisition.  Now, high 

precision STEM imaging is another technique quantitatively capable of addressing these 

discrepancies, and will allow further measurements of NP surfaces in order to determine 

the correct surface structures. 
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Figure 9.2: (a) The number of atoms in each column determined by comparing the 

experimental absolute intensities to simulations. (b) Comparison of the experimental 

and simulated Pt atom column intensities.  The light blue intensity ranges signify the 

bin intensity ranges for each number of Pt atoms in a column.  The boundaries of the 

blue intensity ranges were determined by conducting a cubic interpolation of the 

simulated intensity vs. number of Pt atoms data and setting bin boundaries at the 

interpolated intensity value of the midpoint between numbers of atoms in a column.  

The red circle markers indicate the experimental Pt column intensities in the bin they 

were assigned to.  The black circle markers indicate the average experimental Pt 

column intensity of each bin.  The black line indicates the simulated Pt column 

intensity as a function of the number of Pt atoms in the column.(241) 

 To extract three-dimensional information from the two-dimensional image in 

Figure 9.1(b), we determined the number of atoms in each Pt column of the experimental 

image using LeBeau’s standardless atom counting method(239), in which the 

experimental intensity is compared to simulations(41) by expressing both as a fraction of 

the incident probe intensity.  The experimental intensity was calculated as the average in 

an 85 by 85 pm window centered on each Pt column marked in Figure 9.2(a).  The silica 

support scattering of 0.095, estimated as the average intensity of a window off of the NP, 
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was subtracted from the experimental column intensities.  For comparison, the 

experimental intensity of Pt column J in Figure 9.1(b) before background subtraction is 

0.15285.  Images of a Pt [011] atom column of varying thickness were simulated using 

160 phonon configurations and a Debeye Waller factor for Pt of 0.3557 Å2, taken from 

Peng et al.(252).  The Pt [011] crystal was 33 Å x 31 Å, and was sampled with a 2048 x 

2048 pixel wave function.  The simulated images were convolved with a Gaussian to 

account for incoherent source broadening(40, 41), then the average simulated intensity 

was calculated from the same sized window as the experimental image centered on the 

simulated Pt column as a function of thickness. 

 Figure 9.2(a) shows the number of atoms in each Pt column by comparing the 

experiment to the simulations.  This area of the NP has between 1 and 8 atoms per Pt 

column.  The well-defined terraces and monatomic steps arose naturally from the 

quantitative comparison and were not forced to occur.  The NP has two {111} surfaces 

out of the image plane that are 4 atoms thick and thin to 2 atoms thick near the 

intersection of the two facets at the (111)/(  111) corner.  There is a flat (011) surface 

facet in the image plane in the 8 atoms thick region.  Because of the 2D projection nature 

of STEM images, it is impossible to distinguish what surface (top or bottom) the 

monatomic surface steps occupy.  However, assuming that the metal-support interaction 

results in a flat (011) plane against the silica support and all the steps are on the opposite 

surface(253), the particle consists of 1-2 atom wide (011) terraces that have monatomic 

(111) and (111) steps propagating from the out-of-plane (111) and (111) facets to the 
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in-plane (011) facet.  The edges that create this terraced structure generally run parallel 

to the (111) and (111) surface facets. 

 There is intensity consistent with 1 atom at the very tip of the NP corner between 

atoms I and K.  The intensity at this position does not form a peak distinct enough for 

fitting to determine the position, but we speculate that there was a single atom here, and it 

was moving during acquisition.  The summed intensity at this position is not less than one 

atom, so we believe it experienced large motions near its lattice site, probably excited by 

the electron beam, but it was not displaced from the NP by the electron beam. 

 Figure 9.2(b) shows the intensity values for experimental and simulated Pt 

columns containing 1 to 8 atoms.  The experimental intensities are almost continuous 

when the number of atoms is larger and are well separated for small numbers of atoms.  

To assign each column a number of atoms, we created intensity bins defined by the 

midpoints between different numbers of atoms on a cubic spline fit to the simulated 

intensities (the black line in Figure 9.2(b)).  These intensity bins are shown as the light 

blue ranges in Figure 9.2(b).  The average of the experimental intensities within each bin 

(the black dots in Figure 9.2(b)) matches very close to the simulated intensity for that 

number of Pt atoms. 

 Unlike previous work(19), Poisson noise in the atom intensity is not the limiting 

factor in assigning a number of atoms to a particular column.  In these results, the 

variability in the support scattering is a larger contribution to the uncertainty in the 

number of atoms in each column than the Poisson noise.  Support scattering and other 

potential effects mean that ~40% of the atoms could have one more or one less atom than 
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shown in Figure 9.2(a).  The assignments for the other ~60% of the atoms are unique.  

Extreme variation in support window size and location towards areas further away from 

the Pt NP alters Pt column intensities enough to at most shift the number of atoms per Pt 

column label up by 1 atom for at most 84 of the 188 Pt columns.  The variation in support 

scattering from the background subtraction area is 71 e- and the Poisson noise in the 

support scattering is 160 e-, both of which are less than the 316 e- bin width for the 

narrowest 8 atom bin.  The Poisson noise for the mean intensity of the 8 atom bin is 165 

e-, which is about half the 316 e- bin width.  Properly combining the Poisson noise in the 

support scattering, the variation in support scattering, and the Poisson noise for the mean 

intensity of the 8 atom bin shows the uncertainty of the atom assignments in the 8 atom 

bin is 240 e- (√(1602 + 712 + 1652)), which is 75% of the 8 atom bin width.  Because 

these values are smaller than the bin widths, we expect to see clusters in intensity near the 

middle of the bins, instead we see nearly uniform distribution of intensities from 

especially in the 5-8 atomic columns.  Possible explanations for this include things like 

sample mis-tilt, residual aberrations, variation in local Debye-Waller factor based on the 

NP structure, and the failure of the phase-grating approximation for single atoms of 

heavy elements like Pt.  The explanation does not include the Poisson noise and variation 

in support scattering by themselves since their components are smaller than the bin 

widths. 
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9.4. Au Nanoparticle Atomic Surface Structure 

 A HAADF STEM image series consisting of 240 images of a Au NP along [110] 

was acquired with 256 x 256 pixels with ~60 pm/pixel and a 5 µs/pixel dwell time, using 

a total dose of ~850 C/cm2.  This dose is still high, but it is 1% of the dose previously 

used for sub-pm precision on single crystal samples and 19% of the dose used for a few 

picometer precision on a Pt nanoparticle.  Figure 9.3(a) shows the first image of the 240 

HAADF STEM image series of the Au NP.  The 240 image series was NRR and 

averaged to increase image SNR and to remove all sizes of distortions introduced by 

instabilities during image series acquisition.  Figure 9.3(b) shows the averaged image 

after NRR, representing the average sample structure over the series acquisition time and 

displaying enhanced SNR ratio compared to the first frame in Figure 9.3(a).  Fast 

processes like thermal displacements and atom displacements from electron beam 

 
Figure 9.3:  (a) The first raw HAADF STEM image of the 240 image series of a Au 

nanoparticle along [110].  (b) The average image after the NRR of the Au nanoparticle 

image series.(242) 
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momentum transfer are not captured because of the long acquisition time, and atomic 

column distortions from circular symmetry are likely due to the electron probe’s residual 

lower order aberrations. 

 The Au nanoparticle displays two grains separated by a twin boundary, providing 

two separate areas for determining image precision.  The atomic columns at least 5 planes 

away from the NP surfaces and twin boundary were used for the precision analysis. Their 

positions were determined by fitting a 2D Gaussian function to a 4 by 4 pixel area using 

the methods discussed in Chapter 7.4, and are shown by the red markers in Figure 9.4(a) 

and (b) for the top and bottom grains respectively.  The interatomic separations were 

calculated in the a and b directions (defined in Figure 9.4(a)) for the top grain and the c 

and d directions for the bottom grain.  The image precision σ, defined as the standard 

deviation of the interatomic separations(241, 254), is measured to be σa = 2.00 pm, σb = 

1.96 pm, σc = 1.38 pm and σd = 1.90 pm.  Even though the pixel size in this data set is 

59.93 pm/pixel, and only a 4 pixel by 4 pixel area was used to do each atomic column 

fitting, 1-2 pm precision is still achieved, allowing atomic columns to be located with a 

precision of 3% of the pixel size.  The picometer-scale precision in course-samples 

images enables the measurement of lattice strains to ~1% that are commonly associated 

with defects, interfaces, ion displacements, and surface relaxation at lower image 

magnification and lower dose than our previous work. 
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 The bond length variation of the Au NP was measured in a similar way as the Pt 

NP, as shown in Figure 9.5.  A perfect reference grid was constructed for each grain 

separately to measure the surface atom displacements.  The red and blue markers in 

Figure 9.5(a) represent the perfect reference grid where the atomic columns would be if 

no strain were present in the nanoparticle.  Each atomic column of the nanoparticle was 

fit to a 2D Gaussian function to find its position, as shown by the red markers in Figure 

9.5(b).  The yellow arrows in Figure 9.5(b) are magnified displacement vectors between 

the fit positions and the perfect grid, and represent the bond length variation near the 

nanoparticle surface.  Figure 9.5(c) is a magnified image of the area within the green 

rectangle in Figure 9.5(b) showing more detail of the bond length variations.  In Figure 

9.5(c), the displacement vector labeled by the letter A represents 39 pm, and the blue 

 
Figure 9.4:  The NRR and averaged image with the (a) top grain’s and (b) bottom 

grain’s precision area fit positions labeled by red markers.  The yellow arrows signify 

the directions of the measured interatomic separations for the precision analysis.(242) 
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arrow marks the twin boundary.  Similar to the PT NP data, the displacement component 

along the Au [110] beam direction cannot be extracted because STEM produces 

projection images.  However, within this limitation, the Au NP displays only bond length 

contraction around its surface.  Edge and corner atoms are observed to have larger bond 

length contraction than atoms present in the middle of surface facets, and the observed 

bond length contraction is primarily towards the NP center with very little lateral 

displacement.  As expected, there is no bond length variation along the twin boundary. 

 These observations of Au NP bond length contraction agree with theoretical and 

experimental results.  Average bond length contraction at flat metal surfaces(244, 245) 

can be theoretically explained by the lower coordination of surface atoms strengthening 

and shortening the remaining bonds(248), or the electronic surface charge rearranging to 

minimize the energy and creating an electrostatic force that shortens the bonds(246, 247).  

Both explanations predict a larger bond length contraction of corner atoms near facet 

 
Figure 9.5:  (a) The NRR and averaged image with the top and bottom grain’s perfect 

grid labeled by blue and red markers respectively.  (b) and (c) The NRR and averaged 

image with the fit positions labeled by red markers and the magnified displacement 

vectors marked by the yellow arrows. (c) A magnified image of the area within the 

green box in (b) with the twin boundary marked by the blue arrow.(242) 
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edges and steps, consistent with these observations.  Microscopic investigations of 

faceted Au NPs dispersed on graphene using coherent electron nanodiffraction by Huang 

et al. agree with our results(255).  Their report of bond length contraction of surface 

atoms as large as 22 pm for edge and corner bonds is in reasonable agreement with our 

observations. 

 High precision STEM and TEM imaging usually involves a large electron dose to 

the sample because it requires taking many images of the same structure to increase SNR.  

Therefore, for beam sensitive materials, high precision imaging is usually difficult and 

sometimes not possible.  With beam sensitive materials, any methods to decrease electron 

dose and still get the quantitative information from a sample are beneficial.  The results 

show that increasing the image pixel size almost as large as possible while maintaining 

atomic resolution still allows for pm-scale image precision using NRR and averaging.  

The coarse sampling from lowering the image magnification decreases the electron dose 

to the sample, reducing electron beam damage, and allows for imaging larger sample 

structures.  This could be used for imaging whole nanoparticles with pm-scale precision 

(as shown here), or imaging other large structure with far reaching strain fields such as 

surfaces, extended defects, and interfaces. 

 Another strategy to reduce dose is to reduce the number of images that are 

registered and averaged.  In the single crystal results presented in Chapter 8, precision 

saturated approximately half way through the data series after about 200 images.  That 

analysis has not been duplicated here.  However, in general, experiments using NRR of 

identical frames can trade off electron dose for SNR and precision after acquisition by 
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limiting the number of frames used.  This balance can be chosen during post-processing 

depending on the magnitude of the displacements of interest and the beam sensitivity of 

the sample. 

 

9.5. Conclusions 

 Picometer-precision enabled by NRR and averaging makes it possible to measure 

the small but crucial atomic displacements typical for surfaces.  This technique was used 

to measured pm- scale bond length variations at the surface of a Pt nanocatalyst, showing 

large bond length contraction at a (111)/(  111) corner but significant expansion along a 

(111) surface facet.  NRR also allowed determination of 3D structural information of the 

Pt nanocatalyst with <1 atom uncertainty using the standardless atom counting technique, 

overcoming the previously seen Poisson noise limit.   

 1-2 pm image precision has been achieved by NRR and averaging a series of short 

exposure course sampled HAADF STEM images of a 5-6 nm Au nanoparticle.  These 

imaging conditions substantially reduce the dose to the sample by having a large pixel 

size and low exposure time, while still achieving high precision in locating atomic 

columns.  NRR allows for reduced magnification, capturing the whole Au nanoparticle in 

one high precision image.  The high precision image reveals only bond length contraction 

around the nanoparticle surface, and no bond length variation along a twin boundary that 

separates the nanoparticle into two grains.  Atoms present at the surface edges and 

corners show larger bond length contraction than atoms near the center of surface facets, 

consistent with theory and previous microscopic investigations(255).  High-precision 
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measurements of nanocatalyst and nanoparticle surfaces, like those presented here, may 

enable new insight into the correlation between structure and function. 
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Chapter 10:  Atomic Resolution EDX on Ca-doped NdTiO3 

10.1. Introduction 

 A highly desirable capability of STEM is its integration with microanalysis 

techniques, such as EELS and EDS.  As discussed in Chapters 2.7 and 2.8, these 

techniques are regularly used in materials science and engineering to determine the 

material composition of structures like films, grains, extended defects, and 

nanostructures, but they can also probe material composition on the atomic level(58, 256, 

257).  The STEM detector geometry allows simultaneously acquisition of HAADF 

STEM images, EELS spectrum images, and EDS spectrum images, enabling more 

information to be derived from a single image experiment.  However, the acquisition of 

atomically resolved EDS data still requires relatively high electron doses when compared 

to HAADF and EELS imaging because of the small signal.  The high electron doses are 

achieved through either long pixel dwell times, usually >1 ms(257, 258), or through 

summing the counts from multiple fast dwell time spectrum images that have been rigidly 

registered inline during acquisition to account for sample drift(259, 260).  Both of these 

methods produce image degradation from significant spatial drift and instabilities during 

acquisition.  Long pixel dwell time spectrum images result in distorted images(258), and 

the summed spectrum images using short pixel dwell times result in smaller distortions 

but also smaller on-column X-ray intensity. 

 Chapters 7 – 9 show that NRR of HAADF STEM images has achieved the best 

image spatial precision by correcting image distortions and allowing high SNR images.  

The same image distortions and SNR issues that limit the precision and ability to detect 
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faint materials signals in HAADF STEM images also plague EELS and EDS spectrum 

images.  Here we show that NRR of EDS spectrum images result in similar enhanced 

precision and chemical SNR. 

 Two aspects limiting the success of NRR of spectrum images are 1) the amount of 

signal the detector can capture, and 2) the detector spectrum acquisition speed.  Both 

EELS and EDS rely on the inelastic scattering of incident electrons in the material.  

Because EELS collects the majority of incident electrons and separates them based on 

what energy loss they experienced while interacting with the sample, it captures almost 

all of the inelastic scattering events and usually has high SNR compared to EDS.  EDS on 

the other hand relies on capturing the X-Rays emitted from inelastic scattering events, 

and is therefore at a disadvantage compared to EELS for two reasons. First, not all 

inelastic scattering events produce X-Rays, making inelastic events less detectable using 

EDS.  Second, X-Rays from inelastic scattering events are emitted in all directions and 

angles from the sample, and EDS detectors only capture a very small area of the possible 

scattering solid angle, reducing the percentage of detected X-Rays.  A typical solid angle 

for an EDX detector is 0.3 str, only collecting about 2 percent of the total solid angle.  In 

addition, some of the generated X-Rays are reabsorbed by the sample, sample holder, 

microscope, and EDS detector window, further reducing the percentage of detected X-

Rays.  Despite these drawbacks, EDS has some advantages compared to EELS.  EDS has 

significantly better signal to background that EELS and it can capture a much larger 

spectral energy range than EELS. 
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 FEI has recently developed a new technology that utilizes a new high brightness 

gun and a quad X-Ray detector system to enhance their EDS system(261, 262).  The high 

brightness gun allows for 5 times more beam current in the same size probe compared to 

old electron guns, allowing for 5 times more X-Ray generation per unit time.  The quad 

X-Ray silicon drift detector (SDD) system provides up to 10 times more detector 

sensitivity than their old technology by increasing the detector solid angle and removing 

the detector window that absorbs some of the incoming X-Rays.  The windowless 

detector technology optimizes the detection of both light and heavy elements, and the 

detector electronics have been upgraded to allow EDS spectral rates of up to 100,000 

spectra per second. 

 The deciding factor in choosing whether to implement NRR with EELS or EDS is 

the detector spectrum acquisition speed.  NRR can only correct the distortions caused by 

instabilities that are actually sampled in the image series.  Instabilities that are slower 

than the pixel dwell time can be captured and corrected with NRR.  Instabilities that are 

faster that the pixel dwell time are averaged over during the acquisition and cannot be 

corrected, reducing the image quality.  Pixel dwell times between 5-50 µs have shown 

successful results using NRR of HAADF STEM image series because the correct 

distortions are captured.  For EELS, the fastest dwell times with current technology is on 

the order of 1-30 ms, much too slow to capture the relevant image distortions for NRR.  

This makes NRR of EELS spectrum images not possible until spectrum acquisition 

speeds can be improved.  For EDS, the fastest dwell times with the technology on UW-

Madison’s FEI Titan STEM instrument is similar, on the order of 1-50 ms.  However, the 
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new EDS technology has acquisition speeds on the order of 10-50 µs, much faster than 

EELS and old EDS technology, and similar to regular HAADF STEM NRR times.  This 

makes it possible to simultaneously acquire HAADF STEM images and EDS spectrum 

images, and then do NRR. 

 The simultaneous acquisition of HAADF and EDS signals allows for NRR of 

EDS spectrum image series.  EDS spectrum images acquired with dwell times of around 

10-50 µs have extremely low SNR, even with the new high brightness gun and a quad X-

Ray detector system.  Most of the pixels in each frame will have 0 or 1 count, and an 

atomic resolution image will not be readily visible.  Image series of this quality cannot be 

registered because of the low SNR.  However, the HAADF image series at this dwell 

time have much higher SNR and can be easily registered using NRR.  Therefore, the 

NRR pixel deformations can be calculated from the HAADF STEM image series and 

then applied to the simultaneously acquired EDS spectrum image, enabling the NRR of 

EDS spectrum image series. 

 Here, I demonstrate that the NRR of simultaneously acquired HAADF STEM 

image series and EDS spectrum image series of Ca-doped Nd2/3TiO3	
  is possible and 

improves the spectrum image quality compared to two other common EDS spectrum 

image acquisition techniques using similar electron doses: 1) a single long dwell time 

spectrum image and 2) the sum of a inline drift-corrected spectrum image series.  EDS 

spectrum images that have been NRR are free of the large distortions present in the other 

two methods, and have better resolution.  In the future, this technique may enable the 

detection of weak chemical signals, such as interstitial or substitutional dopant atom 
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signals, simultaneously with the high precision HAADF STEM image that can be used to 

measure the local strain around the point defect. 

 

10.2. Material Synthesis 

 The Ca-doped Nd2/3TiO3 ceramics were prepared by Feridoon Azough, Demie 

Kepaptsoglou, Quentin M. Ramasse, Berhnard Schaffer, and Robert Freer from The 

University of Manchester and The SuperSTEM Laboratory in the UK(263).  The samples 

were synthesized using the conventional mixed oxide method.  The starting materials 

were high-purity CaCO3, Nd2O3 and TiO2 powders.  The Nd2O3 powder was dried for 6 

hours at 900°C and then all powders were wet-milled using zirconia balls and propan-2-

ol for 24 hours in a vibratory mill.  Then the powders were dried for 24 hours at 85°C 

followed by calcination for 4 hours at 1100°C.  The powders were compacted into pellets 

(20 mm diameter by 15 mm thickness) using 50 MPa of uniaxial pressure.  The pellets 

were sintering in alumina crucibles for 4 hours at 1450°C in air with heating and cooling 

rates of 180°C/hour.(263) 

 

10.3. NRR of EDS Spectrum Images 

 Because the pixel dwell times for these NRR STEM experiments need to on the 

order of 10-50 µs, the FEI Titan STEM at the University of Wisconsin – Madison could 

not be used.  I collaborated with Sarah Haigh and Thomas Slater from The University of 

Manchester in the U.K. who used an aberration-corrected microscope with the new quad 

X-Ray detector technology along with a high brightness electron gun that allows for 10-
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50 µs dwell times.  They acquired the data sets presented here.  The current microscope 

software does not allow for automatic acquisition and saving of EDS spectrum image 

series.  Therefore, the spectrum image series were acquired and saved manually, one 

spectrum image at a time.  Each spectrum image had to be saved before the next could be 

acquired. 

 Three spectrum images were acquired with different methods from nearby areas 

of the same sample to compare the resulting spectrum image quality.  A probe current of 

300 pA and a spectrum image size of 256 x 256 x 2048 pixels was used for all 

experiments.  The spatial pixel size was ~34 pm/pixel and the energy dispersion was 0.01 

keV/channel with a -0.48 keV offset of the first channel.  All three methods to acquire 

spectrum images used approximately the same electron dose.  The three spectrum images 

were acquired with the following methods: 1) A single long dwell time spectrum image 

acquired using a pixel dwell time of 5 ms.  2) A sum of 100 separate fast dwell time 

spectrum images that were registered during acquisition using the inline drift correction 

software.  The drift correction software utilizes rigid registration of images of a nearby 

reference region of the sample to calculate the drift of the imaged area and then accounts 

for that drift in between each image acquisition.  A pixel dwell time of 50 µs/pixel was 

used.  3) A sum of 98 separate fast dwell time spectrum images that were NRR after 

acquisition.  The calculated pixel shifts from the NRR of the simultaneously acquired 

HAADF STEM image series were used to register the EDS spectrum image series.  100 

separate spectrum images were acquired, but only 98 were used because the NRR failed 

to register 2 of the frames due to extreme distortions.  These two frames were not 
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included in the final summed spectrum image.  A pixel dwell time of 50 µs/pixel was 

used was used for each image in the series.  The total number of X-Ray counts in each of 

the three methods are 1) 2.05932 x 106, 2)	
  2.24446 x 106, and 3)	
  1.95272 x 106.  The 

slightly reduced value for the NRR and summed spectrum image is due to only using 98 

spectrum images in the sum and the slight reduction in the original image area due to 

sample drift, which does not occur in the other two methods. 

 The NRR of the EDS spectrum image series was complex and required some 

algorithm development.  First, the simultaneously acquired HAADF STEM series was 

NRR registered like normal and the distortion vector for each pixel in the series was 

calculated.  Then 2048 separate image series, one for each energy channel, containing 98 

images each were created from the 98 EDS spectrum images.  To do this, the first 

channel’s image was extracted from each of the 98 spectrum images and inserted into a 

new image series in order.  Then, the second channel’s image was extracted from each of 

the 98 spectrum images and inserted into a different new image series in order.  This was 

done for all 2048 channels, producing 2048 separate image series, one for each energy 

channel.  Next, the pixel distortion vectors calculated by the NRR of the HAADF series 

were applied to each one of the 2048 channel image series.  Then, the 2048 channel 

image series were disassembled (opposite of how they were assembled) and reassembled 

to create 98 spectrum images corresponding to the original spectrum images except they 

have been NRR.  Lastly, the 98 NRR spectrum images were summed together to produce 

the final spectrum image.  These algorithms can be found at the github link given in 

Chapter 7.4. 
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 Figure 10.1 (a) shows the integrated spectrum profiles of the whole NRR and 

summed spectrum image series.  The dark blue window represents the area of the oxygen 

Kα  peak.  The green window represents the area of the calcium Kα peak.  The red 

window represents the area of the titanium Kα peak.  The pink window represents the 

area of the titanium Kβ peak.  The yellow window represents the area of the neodymium 

Lα peak.  The light blue window represents the area of the neodymium Lβ peak.  The 

grey window represents the area of the neodymium Lβ4 peak.  The other peaks are 

smaller peaks from sample elements, or from carbon contamination (0.25keV), the 

copper sample holder (8-9 keV), and the Si detector (1.75 keV).  Figure 10.1(b) shows 

the spectrum profile of one pixel from one spectrum image from the 98 spectrum image 

series, displaying very few counts.  There are non-integer counts because the NRR 

algorithm implements sub-pixel shifts using bilinear interpolation. 

	
  
Figure 10.1: (a) Integrated spectrum of the whole NRR and summed spectrum image 

series.  (b) Spectrum of one pixel from one NRR spectrum image from the 98 

spectrum image series.  	
  



151	
  
	
  

 Figure 10.2 shows the (a) NRR and averaged HAADF STEM image, as well as 

the extracted Nd Lα (b, d, f) and Ti Kα (c, e, g) elemental maps using each of the three 

spectrum image methods.  (b) and (c) are elemental maps from the NRR and summed 

 
Figure 10.2: (a) NRR and averaged HAADF STEM image of Nd2/3TiO3.  (b)-(g) EDS 

elemental maps using the Nd Lα peak (b)(d)(f) and the Ti Kα peak (c)(e)(g).  (b)&(c) 

Maps from a sum of 98 SIs after NRR.  (d)&(e) Maps from a single long exposure SI.  

(f)&(g) Maps from a sum of 100 drift-corrected SIs.  The total counts in each of the 3 

SI methods are approximately constant.  No images have been smoothed. Scale bar in 

(a) is 2.5 nm. 
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spectrum image.  (d) and (e) are elemental maps from the single long dwell time 

spectrum image.  (f) and (g) are elemental maps from the sum of 100 drift-corrected 

spectrum images.  The HAADF STEM image in (a) shows much higher SNR than the 

EDS elemental maps in (b) – (g), highlighting the benefit of calculating the NRR pixel 

distortions from the HAADF image series instead of the EDS spectrum image series.  

The extracted maps from the single long dwell time spectrum image in Figures 10.2 (d) 

and (e) show large image distortions from sample drift and other instabilities compared to 

the extracted maps from the NRR and summed spectrum image.  The extracted maps 

from the sum of 100 drift-corrected spectrum images in Figures 10.2 (f) and (g) show 

much less image distortions compared to the single long dwell time spectrum image 

because they have been rigidly registered during acquisition.  However, the elemental 

maps from both the single long dwell time spectrum image and the sum of 100 drift-

corrected spectrum images show much lower resolution compared to the NRR and 

summed spectrum image elemental maps.  This can be attributed to the NRR moving 

intensity that came from an atom column back to that atom column despite being moved 

away from it in the original image due to instabilities.  Figure 10.2 shows that NRR and 

summing spectrum images achieves much less image distortion (enhancing image 

precision) and much better atomic column contrast and resolution compared to the other 

two common EDS spectrum image techniques. 
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 Figure 10.3 shows (a) O Kα peak, (b) Ca Kα peak, (c) Ti Kα peak, (d) Ti Kβ 

peak, (e) Nd Lα peak, (f) Nd Lβ peak, and (g) Nd Lβ4 peak elemental maps extracted 

from the NRR and summed spectrum image.  The high intensity peaks in Figure 10.1(a) 

 
Figure 10.3: Extracted EDS elemental maps using the (a) O Kα peak, (b) Ca Kα peak, 

(c) Ti Kα peak, (d) Ti Kβ peak, (e) Nd Lα peak, (f) Nd Lβ peak, and (g) Nd Lβ4 peak 

from the NRR and summed spectrum image.  Scale bar in (a) is 2.5 nm. 
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signify high signal and therefore correspond to the elemental maps in Figure 10.3 that 

show good atomic resolution (c, e, and f).  The O and Ca elemental maps show no clear 

atomic localization. The smaller Ti (d) and Nd (g) peaks show some localization, but 

much less than the larger peak elements of (c), (e), and (f). 

 NRR of STEM EDS spectrum images is possible and it improves the STEM EDS 

spectrum image data quality.  This may enable future experiments of dopant point 

defects, such as those from Fe(264) or Nb doping(265, 266) in STO.  Single atom EDS 

has not yet been achieved, but with the possibility of enhancing the chemical SNR in 

spectrum images using NRR and making faint chemical signals more visible, single atom 

EDS might be possible.  In addition, the enhanced spatial precision from NRR of 

simultaneous HAADF STEM images could allow precise measurements of the point 

defect atomic structures.  The combination of these two capabilities in one experiment 

has potential to give unique insights into point defect structures and may help link their 

structure – property relationships.  These capabilities could also be beneficial in 

determining the atomic structure and chemistry at materials interfaces and surfaces.  

 

10.4. Conclusions 

 An EDS spectrum image series of Ca-doped Nd2/3TiO3	
  was	
  NRR	
  by	
  using	
  the	
  

pixel	
  distortions	
  calculated	
  from	
  the	
  NRR	
  of	
  a	
  simultaneously acquired HAADF STEM 

image series.  The spectrum image quality was improved by using NRR compared to two 

other common EDS spectrum image acquisition techniques that used a similar electron 

doses: 1) a single long dwell time spectrum image and 2) a sum of inline drift-corrected 
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spectrum image series.  The NRR of EDS spectrum image produces extracted elemental 

maps that are free of the distortions present in the other two methods, and show improved 

atom column contrast and resolution.  In the future, this technique may enable the 

detection of weak chemical signals, such as interstitial or substitutional dopant atoms, 

simultaneously with the high precision HAADF STEM image that can be used to 

measure the local strain around the point defect.  It will also be useful for determining the 

atomic structure and chemistry at materials interfaces and surfaces. 
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Appendix 1: Wedge Polishing Manual 

1. Cleave/Cut sample into 2 pieces of a desired size.  

2. Clean with ethanol/acetone and rinse with methanol. 

3. Epoxy together using 1(dark)-8(light) ratio of Allied High Tech Epoxy Bond 110. 

Clamp together and heat (100C) until epoxy has set. 

4. Cut piece to desired TEM sample size using wire saw. Use black wax to secure piece 

to black bar. (Heat is needed). Cut pieces. Remove black wax with TCE bath. Rinse 

with ethanol/acetone and methanol 3 times after TCE bath without letting the acetone 

dry. 

5. Mount sample to metal stage using CrystalBond (Heat is needed).  Use as little as 

possible. 

6. Align Polisher to 0 degree tilt. Make sure main plate is inserted to the flattest 

position.  For UW-Madison polisher, make sure the platen plate mounting alignment 

is such that the hole on the bottom of the platen marked with a “Z”  fits into the peg 

on the polisher marked with a triangle. This alignment makes the platen as flat as 

possible. Make sure head can rotate freely by removing pin. Set weight to full. Put 

metal plate (PPF) on. Tape micrometer to platen using double stick tape. Lower 

polish head until 100 pressure. Rotate head fully using full rotate mode and change 

tilt until pressure is constant at 100. Put pin back in 3rd hole to lock rotation. 
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7. Polish sample side 1:  

Thin to (um) Diamond Paper  RPM Notes 

1000 30 100 
 

700 15 100 
 

650 6 75 
 

600 3 50 
 

Remove 10 1 50 
 

Remove 3 to 5 0.5 30 green lube 

Remove 1 0.1 30 green lube 

until no scratches 0.02 (red felt) 50 
blue colloidal/last 30 seconds use 

water 

8. Without removing sample from water, use micro-organic soap on Q-tip to wipe 

sample 4 times.  

9. Remove sample from metal stage. Heat metal stage until the CrystalBond melts. 

10. Polish glass stage completely flat with the same polishing head alignment as 

previously used and place sample on glass stage. Apply very thin layer of super glue 

to glass stage. Flip sample and mount to glass stage trying not to overhang sample but 

keeping it very close to the flat edge. Press on sample with toothpick to remove air 

bubbles. 

11. Put sample in desiccator overnight to set and remove air. 

12. Polish sample to 750 um on 30 um paper at 100 rpm. 
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13. Align tilt degree for polishing head. Planarize head. 2 degree = 2.5 rotations 

clockwise. Set rotation clockwise. 

14. Polish sample side 2: 

Thin to (um) Diamond Paper  RPM Notes 

250 15 100 
 

150 6 75 
 

60 3 50 
 

 
1 50 

until edges are red for silicon, 

check every 10 um 

 
0.5 30 green lube 

 
0.1 30 

green lube/ until edges are orange 

for Si and fringes are visible 

 
0.02 (red felt) 30-50 

blue colloidal/ last 30 seconds use 

water 

15. Without removing sample from water, use micro-organic soap on Q-tip to wipe 

sample 4 times.  

16. Remove sample from stage. Put filter paper in beaker to fit beaker. Fill beaker with 

acetone. Put stage and sample in beaker and wait till sample falls off. 

17. Soak tweezer and new scope stage in 409 orange cleaner to remove oils. 

18. Use M-bond to attach sample to new stage. Let M-bond dry for 10 minutes and then 

heat it for 30 minutes to set M-bond and make it conductive. 

19. Label and record sample. 



159	
  
	
  
Appendix 2: NRR and Quantitative STEM Manual 

 These procedures were created for the FEI Titan STEM instrument at the UW-

Madison Materials Science Center. 

 

Experimental Quantitative STEM Manual 

1) In STEM mode, conduct a normal high-resolution alignment using the probe 

corrector on a standard gold sample.  Alignment should be done with spot size 8 

and a 70 μm C2 aperture.  The aberration corrector should be sufficiently tuned 

to achieve 0.8 Angstrom resolution. 

2) To achieve the best precision results, the sample of interest must be thin (<15 

nm), free from amorphous surface material, and sufficiently clean from 

hydrocarbon surface contamination so that contamination build does not occur 

under STEM beam illumination.  If needed, the sample should be plasma cleaned 

and/or annealed at a low temperature (~100 °C) in a vacuum oven sample-

cleaning chamber to remove hydrocarbon surface material. 

3) Once the microscope is tuned for high-resolution STEM, insert the sample of 

interest, find the area of interest, tilt very precisely to the correct crystal zone axis, 

and fine-tune the focus, sample height, and stigmators to achieve a good atomic 

resolution image. 

4) Next it is time to set up the quantitative intensity scale.  This intensity scale can 

be used to compare the experimental STEM image intensity to simulated image 

intensities to allow for quantitative analysis of the STEM image intensity.  Move 
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to an area of the sample that has no sample so you are looking at vacuum. With 

the beam blanked, acquire a continuous HAADF STEM search image at around 5 

Mx magnification. Under the “STEM imaging” panel, choose to view the 

“scope”.  Set the “brightness” in the “STEM Detector” panel so the intensity on 

the scope is positioned about 1/3 of the way up the possible scope range. Now 

steer the electron probe to the middle of the HAADF STEM detector.  Set the 

“contrast” in the “STEM Detector” panel so the intensity on the scope is 

positioned about 2/3 of the way up the possible scope range.  Once the brightness 

and contrast have been set to use the middle 1/3 of the scope’s intensity (this may 

take a few iterations), acquire and save a HAADF STEM image with the beam 

blanked and with the full probe on the HAADF STEM detector.  These images 

document the HAADF image intensity of the full electron probe and of zero 

electron probe.  From this point on in your experiment, do not change the 

brightness or contrast settings and do not press the auto C/B button. 

5) Next you want to take an image of electron probe using the GIF CCD camera.  

The gain of the GIF is known (## electrons/count) and this will allow you to put 

your HAADF STEM images on an absolute intensity scale of # of collected 

electrons.  Switch the microscope to EFTEM mode and in Digital Micrograph use 

the EF-CCD camera to view the electron probe.  You may need to change the 

camera length to ensure the whole electron probe is in the CCD field of view.  

Remove the HAADF detector and make sure no sample is in the way of the 

electron probe.  Acquire an image with the GIF CCD using a frame time of about 
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15-20 seconds. 

6) IGOR code in the precision measurements procedure will automatically put your 

HAADF STEM images on an absolute intensity scale using the information in the 

images you just acquired. 

 

Experimental NRR STEM Series Acquisition Manual 

1) Once the HRSTEM alignment is complete, the absolute intensity scale has been 

set up (optional), the area of interest on your sample is found, and the sample is 

tilted to the correct zone axis, you can acquire STEM image series for NRR.  

NRR works best when sample drift is small.  This may require letting the 

microscope sit with your sample inserted and the area of interest found for a 

couple of hours. 

2) You acquire the STEM image series using the preview acquisition mode.  In the 

preview acquisition options flap-out menu you can change the number of images 

in the series, the pixel dwell time, and the number of pixel in each image.  A good 

starting point for these parameters is 512 images, 10 µs/pixel, and 256 by 256 

pixels. 

3) After these settings are set, and you do your last minute focus and stigmator 

adjustments, click preview and the image series will start acquiring. 

4) You can acquire simultaneous HAADF and ABF using this method if the ABF 

detector is inserted and set up properly.  Note: simultaneous HAADF and ABF 

results in an image series where every two image in the series are the same.  So if 
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a 512 image series is acquired, you will only end up with 256 unique frames. 

5) In the upper menu bar there is an option to view the series slider.  I recommend 

viewing the slider during acquisition so you know how far along the series 

acquisition is.  You have to manually turn of the preview acquisition by clicking 

the preview button when you have acquired all the images you want.  If you do 

not manually stop the preview acquisition, after the acquisition has reached the 

total number of images you want, more images will continue to be acquired but 

the images at the start of the series will be erased to maintain the total number of 

frames you want. 

 

NRR Procedure 

1) Once image series are acquired in TIA they can be post-processed. It is a good 

idea to preprocess the series using the IGOR functions in the “Stack Preprocess” 

IGOR procedure to remove duplicate frames and frames that have extremely large 

distortions. 

2) Load the .ser file that contains the image series into IGOR using the SER file 

loader. 

3) Use the “FrameDifference” and DeleteDupes” functions to delete the duplicate 

frames.  This needs to be done if you acquired simultaneous HAADF and ABF 

images. 

4) Use the “OneFramePS”, “StackWindowPS”, and “DeletelowPS” functions to 

delete the frames that have large distortions. 
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5) To save the series in the correct format for NRR, you will need the “IMI Double 

Precision File Loader” procedure compiled in IGOR.  In the data / save waves 

menu choose “Save series to IMI files”. This will save the entire series to .DAT 

files which are used as inputs for the NRR algorithm. 

6) Put all of these .DAT files into a new folder and copy a version of the 

“matchSeries_paramters” file into this folder. Open the parameter file and change 

any of the parameters you see fit. 

7) Using Win SCP or equivalent software, transfer the whole folder onto the ODIE 

compute cluster or the CONDOR head node.  

8) Using SecureCRT or an equivalent software, access the directory you just 

transferred that has all the .DAT files and the parameter file. To run the NRR 

algorithm, the matchSeries code needs to be complied and you need access to it in 

your bin.  There are detailed instructions in the “read me” file that comes with the 

quacmesh/matchSeries/NRR code. 

9) Run the NRR with the command “~/bin/matchSeries matchSeries_paramters”. 

The first half of the command is the link to the matchSeries executable. The 

second half of this command is the name of the parameter file.  It is a good idea 

not to run this on the ODIE head node or the CONDOR submit node.  Learn how 

to submit a job to run the NRR code. 

10) The final images you want are in the results/ stage3 folder that is created by 

matchSeries.  The images you want are the WinRAR files, which are compressed 

double precision .DAT images of the results.  Once they are uncompressed, you 
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can open these up in IGOR using the functions in the “IMI Double Precision File 

Loader” procedure. 

11) To have the NRR output the aligned image series, you need to rerun the 

matchSeries code a second time using the command “~/bin/matchSeries 

matchSeries_paramters 2”.  The 2 in the command tells the code to run in a 

different mode that calculates and outputs the deformed images.  They are 

outputed with names “defTempl_”. 

 

IGOR Analysis of Atomic Column Positions 

1) Open the image in IGOR and compile the “precision measurements” procedure. 

2) Put the image on an absolute intensity scale if needed for your analysis.  Use 

functions “AbsoluteIntensity” or “CountstoElectrons”, depending on what you 

need. 

3) Crop the image to only use the area that used all the images in the series in the 

average.  This part of the image will have the same signal to noise ratio.  You can 

use the “cropimage” function, or if you have the “numSamples” image, you can 

use the “NumSamplesCrop” function which automatically finds the correct image 

area and crop it. 

4) To automatically find initial guesses for the atom column positions, use the 

functions “PeakPositions” or “SegmentedPeakPositions”.  “PeakPositions” will 

try to find all the peak position at one time.  This works well if you have a well 

behaved image, but if there are large thickness variations across the image or 
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areas of the image with different materials this function will fail.  Instead, use the 

“SegmentedPeakPositions” function which analyzes smaller regions of the image 

to more accurately find all the atom columns in the image. 

5) Next use the “GaussianFit” function to fit each atomic column that was found by 

the “PeakPosition” functions.  There are other functions in the procedure that 

have been created for fitting different types of images, such as dumbbells and 

ABF images.  The x,y fit position coordinates of each atomic column can be 

found in the waves “x0” and “y0”. 

6) The IGOIR procedure has more detailed instructions on how to use each function 

and describes their inputs and outputs. 
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