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abstract

This thesis describes the development of a rigorous �rst-principles framework for microki-
netic modeling and the investigation of several industrially relevant catalytic reactions
using theory. First, we rigorously derive the partition function of a mean �eld lattice as
commonly used in microkinetic modeling. We then improve upon this model through
explicit consideration of lattice symmetry and the con�gurational degrees of freedom
a�orded to multidentate adsorbates. Lateral interactions are rigorously incorporated
into this framework through a many-body expansion of the total lattice energy. The
energetic and mass-transport e�ects of solvation are also incorporated into this model for
the treatment of solution-phase species. A program, Micki, is developed to implement
these techniques, and several examples illustrating common uses are shown.

We then investigate the role of support material in supported metal nanoparticle
catalysis through comparison of Fischer–Tropsch reaction intermediate binding energies
with di�erent support materials under di�erent conditions. Support a�ects catalysis
through geometric perturbation of the nanoparticle, electron transfer to or from the
metal, and direct participation of the support in catalysis. In another application, we
develop a microkinetic model for the solution-phase esteri�cation of 1-propanol to methyl
propionate by Pd(111) to better understand the role of main group promoters. We �nd
that the catalyst is heavily H-saturated under reaction conditions, which destabilizes
all intermediates and slows the reaction considerably. Finally, we explain the observed
activity of CoS2 for the electrochemical oxygen reduction reaction by the favorable binding
strength of intermediates using the computational hydrogen electrode. The observed
selectivity to form H2O2 is explained by high barriers for O−O dissociation due to the lack
of ensembles of catalyst binding sites.
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1 introduction

1.1 Heterogeneous catalysis

Scienti�c and technological advances in heterogeneous catalysis have been among the
most important developments in history. Perhaps the most notable example is that of
the Haber–Bosch process, a method for synthesizing ammonia from nitrogen gas using
a heterogeneous osmium catalyst, which was developed in the early 20th century by
Frizt Haber.1,2 This process enabled the rapid, inexpensive production of agricultural
fertilizer from non-organic sources.3 It is thought that the Haber–Bosch process is directly
responsible for the massive population growth that occurred in the early 20th century.4

Even today, somewhere around half of all nitrogen atoms in the average human body
originates from N2 that has been reduced to ammonia through the Haber–Bosch process.5

At the same time, this method accelerated the production of explosive weaponry, and lead
to the development of new chemical weapons.6

While the Haber–Bosch process is perhaps an extreme example, there are many other
applications of heterogeneous catalysis that illustrate its broad importance. The Fischer–
Tropsch process was used in apartheid South Africa to create liquid hydrocarbons from
natural gas and coal during a period in which liquid fuels were di�cult to obtain due
to trade embargo.7–9 Catalytic converters, which are present in all vehicles relying on
internal combustion engines for propulsion, fully converts partially-combusted hydro-
carbon products to CO2 and H2O.10,11 Nickel catalysts are widely used in hydrogenation
reactions, such as in the hydrogenation of liquid vegetable oil to create margarine.12

Titanium-based catalysts are commonly used in the polymerization of ole�ns, such as the
polymerization of propylene to polypropylene.13,14 These are just some examples of the
many uses heterogeneous catalysts have in industrial applications.

In catalysis, a molecule or material participates in a chemical reaction through coordi-
nation or bonding to the reactants in such a way that the catalyst remains unchanged at
the end of the reaction. Catalysts facilitate reactions without reacting themselves. For
example, the catalytic converter in a vehicle strongly binds CO and oxygen atoms, thereby
allowing these species to come in contact with one another and increasing the probability
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of reaction to form CO2, which then leaves the catalyst, as it only binds very weakly. This
is a reaction that can and does occur in the gas phase during the combustion stage of the
engine cycle, but the catalytic converter ensures that this reaction proceeds to completion
by providing an alternate pathway, albeit one that does not convert chemical energy into
thrust as in the internal combustion engine itself.

ΔF‡for ΔF‡rev

ΔFrxnΔF‡for,cat ΔF‡rev,cat
R

P

TS

ΔFads,R
ΔFads,P

2
Figure 1.1: Schematic for the uncatalyzed (black) and catalyzed (orange) reaction R ←←←←←←←←←←←→
TS ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ P. The uncatalyzed forwards and reverse free energy barriers are ΔF‡for andΔF‡rev. The free energy of adsorption for species R and P are labeled ΔFads,R and ΔFads,P,
respectively. The forwards and reverse free energy barriers on the catalyst are labeledΔF‡for,cat and ΔF‡rev,cat, respectively.

Heterogeneous catalysis refers to catalysis that occurs at the interface between two
phases of matter, such as the solid-liquid or solid-gas interface. In contrast, homogeneous
catalysis relies on the reaction between species in the same phase, such as in solution.
Homogeneous catalysis is less commonly used for industrial applications, as separation and
recovery of the catalyst following reaction is expensive and di�cult.15–17 In comparison,
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heterogeneous catalysts are typically either �xed in place to the reactor or dispersed on
solid material that can be easily separated from the reaction mixture by �ltration.

There are still many issues with heterogeneous catalysts as well. One problem is
that heterogeneous catalysts tend to degrade over time due to the catalyst leaching into
reaction solution. This is not only costly, requiring that the catalyst material be periodically
replenished, but also dangerous, as the catalyst material may be biologically or ecologically
hazardous.18,19

In addition to leaching into solution, catalysts can undergo morphological changes
over the course of reaction, thereby a�ecting catalyst performance. For example, metal
catalysts that have been dispersed on a supporting material will frequently agglomerate
through a process known as Ostwald ripening, particularly at elevated temperatures.20

Some support materials may also migrate and begin to cover the metal, resulting in
catalyst deactivation, a phenomenon known as the strong metal–support interaction.21,22

Not only do these changes in morphology a�ect the activity of metal catalysts, they also
make catalyst characterization more di�cult, which complicates the development of new
catalysts with better properties.

Transport limitations are of particular concern for heterogeneous catalysis. Hetero-
geneous catalysis occurs at the interface between two phases of matter and as such is
inherently limited to two dimensions, while homogeneous catalysis can occur at any
point in solution. This can result in a local depletion in the concentration of reactants
in the vicinity of the heterogeneous catalyst, thereby slowing the reaction to the rate at
which reactants can di�use to the catalyst surface. While this may not be an issue for
perfectly �at catalyst surfaces, most catalysts are dispersed on high-surface-area porous
support material such as amorphous carbon.23 This is done in order to maximize the
catalyst concentration, and thereby catalytic activity, but this approach results in slower
di�usion to and from the catalyst surface.

These and other complicating factors frustrate attempts to characterize existing hetero-
geneous catalysts and to design new catalysts with better properties. As a result, theory
plays an important role for �lling in the gaps of knowledge left by incomplete empirical
measurements and for facilitating the discovery of catalytic mechanisms and new catalytic
materials. Obtaining a full picture of the chemistry that occurs on heterogeneous catalysts
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requires both experimental measurements and theoretical studies.

1.2 Studies of heterogeneous catalysts

The di�erences between the real catalytic systems used in industry and the simpli�ed
model systems used in surface science applications are commonly referred to as the “mate-
rials gap” and the “pressure gap.” The materials gap refers to the fundamental di�erences
the physical structure of the catalyst in real catalytic systems and in those of model systems.
For example, while real catalytic systems are composed of highly irregular polydisperse
nanoparticles on high-surface-area supports, model systems of catalysis are typically a
single facet of a large, perfect crystal. These model systems often neglect the e�ects of the
supporting material on catalysis, either through modulation of the catalyst’s properties or
through direct participation of the support in the reaction mechanism. Many real catalysts
also employ promoters, the structure and activity of which are not well-known. The use
of these simpli�ed models enable the use of certain characterization techniques, as well as
the unambiguous identi�cation of the catalytically active site.24–26 The pressure gap refers
to the use of very low pressures for in situ experimental characterization of catalysts due
to the di�culty of doing such measurements at high pressures or in solution, even though
real catalytic systems are typically operated under such conditions.27,28

These terms typically are used to refer to the de�ciencies of experimental model
systems, but they can also be used to describe theoretical models. Despite continuous
advances in computational methodology and the increasing availability of computer
resources, su�ciently accurate electronic structure theory methods are still limited to
small model systems due to computational expense. A consequence of this is that most
theoretical studies of heterogeneous catalysis use periodic density functional theory
calculations of perfect crystal facets with small unit cells. This can be thought of as
the materials gap for theoretical models of heterogeneous catalysis. The pressure gap
manifests as a simpli�cation of catalyst environment, for example by neglecting the e�ect
of adsorbate coverage on properties such as binding energies and reaction rates, or by
neglecting solvent. Full treatment of solvation e�ects are prohibitively expensive, arising
both from the additional computational expense incurred by the consideration of all
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solvent electronic degrees of freedom and from the need to perform proper sampling of
the solvent nuclear degrees of freedom.

Despite these issues, it is becoming possible to assess the properties of a catalyst in
silico, without the need to perform any experimental measurements at all. This has led to
the ability to screen catalysts computationally in order to narrow the scope of slower and
much more expensive experimental screening studies.29–34 Computational modeling is
not only able to assess the thermodynamic feasibility and stability of proposed catalyst
materials, but can also predict the activity and selectivity of catalysts for a particular
reaction of interest through the use of kinetic modeling. However, the success of these
computational screening studies have been largely qualitative in nature, and quantitative
agreement with experiment still requires parameter �tting to experimental measure-
ments.35 Unfortunately, the �tting of kinetic model parameters to match experiment
reduces the predictive ability of a �rst principles model, as it is known that very di�erent
kinetic model parametrizations can have quite similar results.36 Developing more accurate
theoretical models of heterogeneous catalysis without empirical parametrization requires
theoretical models that not only represent the catalyst and its active sites accurately, but
also a�ord an accurate treatment of elementary reaction kinetics and a comprehensive
consideration of all plausible reaction pathways.

The current inability of purely theoretical models of catalysis to quantitatively repro-
duce experimental measurements indicate that the current methods used in those models
are insu�ciently realistic. These issues can arise in the physical model of the catalyst
active site, in the treatment of environmental factors such as coverage-dependence or
solvent, in the electronic structure theory methods used to calculate adsorbate geometries
and binding energies, or in the kinetic models used to simulate catalyst activity. There are
many possible ways that these theoretical models could be improved in order to achieve
better agreement with experiment. For example, the step edges, kinks, and metal–support
interfaces in metal catalysts are known to be more chemically active than the perfect
crystal facets, which has led some studies to explicitly consider those sites in their model,
though the number of chemically unique active sites in real catalysts are far too large
for a comprehensive treatment.37–39 Other studies have attempted to incorporate the
presence of explicit solvent, either with full QM treatment but �xed solvent geometry, or
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with continuum solvent methods.40–42 Multiple improved models of the thermodynamic
properties of adsorbates have been proposed.43–45 More detailed models of the lateral
interactions between adsorbates beyond the mean �eld have been suggested.46–48 Despite
all of these advances, quantitative agreement between purely theoretical models and
experimental measurements has yet to be achieved.

The primary objective of the research presented in this work is to analyze how these
structural and environmental complications a�ect catalytic properties through the use
of more complex theoretical models. This work has required the development of new
theoretical methodology, the creation of a new computer program that implements these
techniques, and the investigation of particular catalytic applications which deviate signi�-
cantly the simpli�ed models that are traditionally used. These advances do not yet result
in quantitative agreement with experiment, but they are a step towards that eventual
goal.

1.3 Overview

This dissertation is presented in two parts. In the �rst part, some important background
material is reviewed, and the theoretical and technical developments are described. In the
second part, several applications of the techniques outlined in the �rst part are described.

Chapter 2 provides a brief summary of some relevant background knowledge. This
chapter also introduces the terminology and symbols used throughout this dissertation.
Chapter 3 goes through a rigorous derivation of the partition function for a mean �eld
lattice in the context of microkinetic modeling. The thermodynamic and kinetic parameters
necessary for development of a microkinetic model are derived from this partition function,
as well as a many-body expansion description of lateral interactions and a capacitor model
used to describe the adsorption of ionic species. Chapter 4 introduces the code Micki,
which was developed to implement the methodology outlined in chapter 3. Some examples
of how to use Micki for typical calculations are provided.

Chapter 5 discusses the impact of support material on heterogeneous metal nanopar-
ticle catalysis. Chapter 6 discusses the esteri�cation of 1-propanol by Pd(111) in liquid
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methanol under basic conditions. Chapter 7 discusses the electrocatalytic ORR synthesis
of H2O2 by CoS2.
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2 background

2.1 The canonical ensemble

In the canonical ensemble, we imagine a system of particles that are coupled to an in�nite
bath at a �xed temperature. For a single particle, the classical canonical partition function
is Q = 1ℎ3 ∫ dqdpe−�H(q,p). (2.1)

For a system containing many indistinguishable particles, the partition function is

Q = 1N !ℎ3N ∫ dq1dq2…dp1dp2…e−�H(q1,q2,…,p1,p2,… ). (2.2)

Without loss of generality, we can partition phase space into distinct spatial regions (or
states) Si , where each region has the dimensionality of the entire phase space. Then, each
region has its own partition function Qi ,

Qi = 1N !ℎ3N ∫Si dq1dq2…dp1dp2…e−�H(q1,q2,…,p1,p2,… ), (2.3)

and the full partition function is given by

Q = ∑i Qi (2.4)

(Si describes a spatial region, so the integral in equation 2.3 continues to span all of
momentum-space). Given a particular con�guration sampled from the classical canonical
ensemble, the relative probability of the con�guration lying in Si as compared to Sj isP(Sj)P(Si) = QjQi . (2.5)

One way to partition phase space is to consider all points that lie within a particular
minimum energy well to be part of the same state (a minimum-nergy well may not have
one particular minimum energy con�guration, e.g. due to translational symmetry). In
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this partitioning, the border between two adjacent regions of phase space Si and Sj is the
dividing surface corresponding to the reaction Si → Sj . The equilibrium constant for this
reaction is given by K Si→Sj = QjQi . (2.6)

Note that the equilibrium constant is typically de�ned for a particular choice of reference
state, while the above de�nition does not suggest any particular reference. In this phase
space partitioning scheme, every con�guration separated by an energy barrier, no matter
how small, will be considered a separate state. In most circumstances, states separated by
small, thermally-accessible barriers can be combined and considered a single state.

This partitioning does not distinguish between chemical states separated only by bar-
rierless reactions. In those cases, a judiciously chosen dividing surface must be introduced,
for example through minimization of the recrossing probability predicted by molecular
dynamics simulations. This approach, known as variational transition state theory, is
commonly used to model reactions between radical species in the gas phase, for example
in combustion chemistry49.

In practice, one typically thinks about the free energy of particular states, rather than
its partition function. The Helmholtz free energy of a system is de�ned as

Fi = −1� lnQi , (2.7)

which gives an equilibrium condition of

K Si→Sj = e−�(Fj−Fi). (2.8)

2.2 Ideal gas partition function

In general, the partition function has no analytical expression. However, through the
use of a series of simplifying approximations, it is possible to decompose the motion of a
system into independent degrees of freedom, each of which has an analytical contribution
to the partition function. For example, the motion of the atoms in a molecule in a vacuum
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can be broken down into electronic, translational, rotational, and vibrational degrees of
freedom, Q ≈ QelecQtransQrotQvib. (2.9)

Under the adiabatic approximation, the electronic contribution to the partition function
can be written as Qelec ≈ !0e−�Eelec , (2.10)

where !0 is the degeneracy of the electronic ground state and Eelec is the electronic energy
of the molecule in its minimum-energy conformation. This expression assumes that
electronic excited states are thermally inaccessible under the conditions of interest.

The translational motion of a molecule in the gas phase at su�ciently low concentra-
tion can be approximated by that of an ideal gas, resulting in an approximate partition
function of Qtrans ≈ (2�m�ℎ2 )3/2 V , (2.11)

where m is the mass of the whole molecule and V is the system volume.
To separate the rotational and vibrational degrees of freedom of a molecule, we must

separate those motions into uncorrelated contributions. This is done by treating the
molecule as a rigid rotor with a well-de�ned inertia tensor, which results in a rotational
partition function of the form

Qrot ≈ √��rot (8� 2�ℎ2)3/2 Tr [I] (2.12)

for nonlinear molecules and Qrot ≈ 8� 2I�rot�ℎ2 (2.13)

for linear molecules, where �rot is the rotational symmetry number for the molecule, I
is the inertia tensor for a nonlinear molecule, and I is the scalar moment of inertia for
a linear molecule. In all cases, the moment of inertia corresponds to the molecule in its
minimum-energy con�guration.

Finally, the vibrational motions of the molecule can be approximated by the harmonic
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oscillator model, which has a partition function of the form

Qvib ≈ Nvib∏i e−�ℎ�i/21 − e−�ℎ�i , (2.14)

where �i are the frequencies of the vibrational normal modes of the molecule.
Not only do each of these contributions to the partition function involve their own

approximations, but the assumption that the partition function can be factored into
individual contributions in this way is also an approximation. In reality, all electronic
and nuclear degrees of freedom are inexorably coupled to one another. Furthermore,
while the expression for the partition function of a state described in the previous section
involves an integral spanning the region of phase space belonging to a particular energy
minimum, the expression derived here assumes in�nite harmonic energy barriers for
all intramolecular degrees of freedom. While this approach may be su�cient for the
purposes of calculating free energy di�erences, it cannot accurately reproduce absolute
free energies.

In the following work, we shall use equations 2.9 through 2.14 as an approximation
for the partition function of gas-phase species. Additionally, equation 2.14 will be used to
represent the vibrational motion of molecules adsorbed to the surface of heterogeneous
catalysts. It is important to recognize that these expressions are approximations, and that
the predictive power of models using these expressions are limited by the accuracy of the
approximations.

An aside on units

Consider the reaction between ideal gases

A + B ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ C. (2.15)

The partition function for the entire system containing species A, B, and C is

Q = (QNAANA! )(QNBBNB! )(QNCCNC! ) . (2.16)
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The chemical potential for each species is given by

�X = −1� d lnQdNX = −1� ln QXNX . (2.17)

By enforcing �A + �B = �C, we obtain an expression for the equilibrium condition,

KA+B→C = QCQAQB = NCNANB . (2.18)

Since N is an extensive property of the system, the equilibrium condition scales
inversely with the system volume. This is consistent, as the partition function for each
species also scales with system volume, but it is not particularly useful. It is possible to
divide each term in this expression by the system volume V to obtain a properly intensive
equilibrium condition,

KA+B→Cintensive = (QC/V )(QA/V ) (QB/V ) = �C�A�B , (2.19)

where � = N /V is a number density or concentration. However, Kintensive now has units of
volume, rather than being unitless, as we expect for an equilibrium constant.

To solve this issue, we introduce a reference state for each component of a system, and
divide each term in the above equilibrium expression by its reference concentration �◦,

KA+B→Ceq = ( (QC/V )(QA/V ) (QB/V ))(�◦A�◦B�◦C ) = ( �C�A�B)(�◦A�◦B�◦C ) (2.20)

= Q◦CQ◦AQ◦B = aCaAaB . (2.21)

We have de�ned Q◦ to be the partition function of a species evaluated at its reference state
and a = �/�◦ to be the activity of a species. This is also related to the standard free energy,

KA+B→Ceq = e−�(F ◦C−F ◦A−F ◦B), (2.22)
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where F ◦i = −1� lnQ◦i . (2.23)

This is the standard de�nition of the equilibrium constant for a reaction, and it will be
used throughout this work.

2.3 Transition state theory

Predicting the rate of a chemical reaction requires knowledge both of the thermodynamics
of the reaction coordinate and of the dynamics of the molecules moving on the potential
energy surface. In transition state theory, we decompose an elementary reaction into two
steps, A + B ←←←←←←←←←←←→ AB‡ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ C, (2.24)

where AB‡ is the transition state connecting the reactants, A + B, to the product, C.
As discussed in the previous section, this transition state corresponds to the boundary
between the region of phase space corresponding to the state A + B and the state C, and
consequently has one fewer degree of freedom than either of the two end states.

In traditional (non-variational) transition state theory, we then assume that any AB‡
that forms is immediately transformed into C with a characteristic rate � related to the
curvature of the reaction coordinate at the transition state,

rA+B→C = �aAB‡ . (2.25)

Further assuming that the initial state A + B is in equilibrium with the transition stateAB‡, the forwards reaction rate is written as

rA+B→C = �KA+B→AB‡eq aAaB, (2.26)

where KA+B→AB‡eq = aAB‡aAaB = Q◦AB‡Q◦A+B . (2.27)

In the interest of generality, the partition function for the reactants has not been separated
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into contributions arising from species A and B. Here, QAB‡ is the full 3N -dimensional
partition function of the transition state, including the motion in the direction of the
reaction coordinate. If we consider this motion to be that of a classical harmonic oscillator
with frequency � , the rate can be rewritten as

rA+B→C = kBTℎ Q◦′AB‡Q◦A+BaAaB, (2.28)

where the accent in Q◦′AB‡ indicates that the motion in the direction of the reaction coor-
dinate has been pulled out of the partition function. Similarly, the reverse rate is given
by rC→A+B = kBTℎ Q◦′AB‡Q◦C aC. (2.29)

In equilibrium, the forward and reverse rates should be equal to one another, giving the
expression rA+B→CrC→A+B = Q◦CQ◦A+B aAaBaC = 1, (2.30)

which correctly reproduces the equilibrium condition derived earlier,Q◦CQ◦A+B = aCaAaB = KA+B→Ceq . (2.31)

This approach neglects the e�ect of dynamics that may lead the system to recross
the transition state back into the reactant well. In variational transition state theory,
recrossing is included through the use of a constant recrossing probability factor in the
reaction rate. Throughout this work, we assume that no recrossing occurs.

2.4 Density functional theory

Density functional theory is a method for approximately solving Schrödinger’s equation,

(−12 ∑i ∇2i − ∑i ∑� Z�|ri − r� | + 12 ∑i ∑j≠i 1||ri − rj ||)Ψ = EΨ. (2.32)
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Here, the indices i run over all electrons, the indices � run over all nuclei, ∇2 is the
Laplacian operator, and Z� is the nuclear charge of atom � . In the Kohn-Sham formulation
of density functional theory,50 this is reformulated as a system of non-interacting electrons
that has the same electron density due to the introduction of an e�ective external potentialVeff , (−12 ∑i ∇2i − ∑i ∑� Z�|ri − r� | + Veff)Ψ = EΨ. (2.33)

According to the Hohenberg–Kohn theorem, this DFT Hamiltonian will necessary yield
the same energy as the true many-body Hamiltonian so long as both systems have the
same ground state electron density.51 The e�ective potential Veff is normally broken into
two parts, Veff(r) = VH(r) + Vxc(r), (2.34)

where VH(r) = ∫ dr′ n(r′)|r − r′| , (2.35)

is the Hartree potential, n(r) = |Ψ(r)|2 (2.36)

is the electron density, and Vxc is the unknown exchange-correlation potential.
Thus, in DFT, one approximates the true many-body interaction with an e�ective

one-body exchange-correlation potential Vxc. Di�erent DFT functionals di�er in their ap-
proximations for Vxc, with most functionals representing Vxc in terms of a local expansion
of the density around a particular region in space. The simplest functional is that of the
local density approximation (LDA), which relates the contribution to the energy of each
point in space to the energy of the homogeneous electron gas of the same density.50 While
this functional is (perhaps surprisingly) somewhat accurate for metals, it fails qualitatively
at representing molecules or other systems with localized features in the electron density
such as covalent bonds or lone pairs.52,53 Slightly more complex approximations known
as generalized gradient approximations (GGAs) treat the energy as a function of both the
local density and its gradient.54 Meta-GGAs further include the local density curvature
or the local kinetic energy density gradient (which is derived from the DFT orbitals,
rather than the electron density).55 Hybrid functionals further include some fraction of
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exact Hartree–Fock exchange, which at least partially alleviates the delocalization errors
observed with other DFT methods.56

However, all of the approaches outlined above fail to account for long-range nonlocal
interactions, such as dispersion. Since these interactions are long range, semi-local
approximations such as LDAs, GGAs, and meta-GGAs cannot capture them. Hybrid
functionals also fails to capture these interactions, as they are a form of non-local electron
correlation, which is not accounted for in Hartree–Fock. One expects dispersion to
play an important role in catalysis, particularly for metallic systems, owing to the high
polarizability of metal atoms. Consequently, it is important to consider ways to account
for this missing interaction in DFT.

One approach to incorporate dispersion in DFT is that of the vdW-DF family of
functionals.57 These functionals include an explicit nonlocal correlation energy through
approximation of the formally exact adiabatic connection �uctuation and dissipation
theorem formulation of the correlation energy. However, despite the success of such
functionals for non-metallic layered systems and van der Waals complexes, vdW-DF func-
tionals fail to accurately represent metallic systems, leading to among other issues lattice
constants that are far too large.58 An alternative approach is the use of a classical force
�eld-like potential for long range interactions neglected by semilocal DFT functionals.59

This approach also poses a problem for metallic systems, as pairwise additive disper-
sion corrections will over-bind metallic systems due to a lack of dielectric screening.60

In a many-body expansion of the correlation energy, this screening would manifest as
three-body and higher-order terms. The three-body DFT-D3(ABC) potential developed by
Grimme partially captures the e�ect of this screening, thereby lowering the dispersion
energy of the system relative to the simple pairwise-additive formulation, DFT-D3.61–65 We
�nd that DFT-D3(ABC), in conjunction with the GGA functional PBE results in accurate
lattice constants for metals and binding energies of molecular adsorbates to metal surfaces.
The dispersion-corrected range-separated hybrid functional HSE06-D3(BJ,ABC) further
improves upon the results of PBE-D3(ABC), but at a much higher computational cost.66–70

We have implemented the three-body D3(ABC) and D3(BJ,ABC) dispersion correction
schemes into ASE and natively into VASP as a patch.71 The above-mentioned functionals
have been used extensively in this work.
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3 microkinetic modeling of heterogeneous catalyst
kinetics

3.1 Motivation

Kinetic modeling is a powerful tool for both experimental and theoretical studies of
complex reaction networks. It can be used both to extend experimental data to reaction
conditions di�erent from those used in experiment, and to predict the behavior of a
reaction network starting from �rst principles calculations. Furthermore, a detailed
analysis of kinetic models can elucidate ways in which a reaction can be improved, such
as by identifying rate-limiting steps or rate-inhibiting side-pathways.

Modeling reaction kinetics exactly would require detailed knowledge about the posi-
tions and momenta of all particles in a system and a su�cient level of sampling to allow
full convergence. Since this is intractable for all but the most simple systems, certain
approximations must be made in order to study the kinetics of physically relevant systems.
It is common to use the mean �eld approximation to represent the state of the catalyst,
which reduces the distribution of adsorbates to an average coverage for each species. This
approximation transforms a series of elementary reaction rate expressions into a system
of di�erential algebraic expressions, which can then be solved for by various means.72 As
an alternative to the mean �eld approximation, some reaction networks can be analyzed
by Monte Carlo methods, such as lattice kinetic Monte Carlo.73 This approach allows one
to incorporate the instantaneous environment of adsorbates on the thermodynamic and
kinetic parameters of reactions involving those species.

In general, the di�erential algebraic expressions derived from a mean �eld approxima-
tion cannot be solved analytically. This is because there typically exists an interdependency
of the rates of formation and depletion of all species in the reaction network on all other
species. For certain systems, and under certain conditions, it may be possible to make
speci�c approximations that render a reaction network analytically solvable (e.g., by ap-
proximating a particular reaction step as being irreversible, or as in equilibrium). However,
even kinetic models for which such approximations are not amenable can be analyzed
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using numerical techniques.
In this work, we present a rigorous theoretical motivation for construction of a mean-

�eld microkinetic model informed primarily by �rst principles calculations. We also
introduce Micki, a tool for construction and solution of ab initio microkinetic models. Using
the de�nition of James Dumesic, a microkinetic model is a kind of kinetic model in which
all unique species in the system are considered as separate entities, all reactions considered
are elementary steps, and the kinetic parameters of each reaction are independent of
one another.72 Such models are commonly used to study the kinetics of heterogeneous
catalysis.

In the following sections, we rigorously derive a partition function for a system com-
prising a mean �eld lattice representing a catalyst surface and a �uid phase that contains
reactants and products. In particular, we account for the symmetry of multidentate
adsorbates, resulting in a con�gurational entropy term that is neglected in common appli-
cations of microkinetic modeling. We further expand upon this model by incorporating
the lateral interactions between adsorbates as a many-body expansion of the lattice free
energy, resulting in a rigorous, �exible, and thermodynamically consistent model for
lateral interactions. From the partition function, we derive reaction rate expressions for
elementary steps and their corresponding equilibrium constants and rate constants. We
then discuss the implementation of these expressions in Micki, and give an example of
how to use Micki to predict catalytic properties such as turn over frequencies, rate orders,
and sensitivities.

3.2 The partition function

In order to derive all thermodynamic and kinetic parameters that enter into a microkinetic
model, we begin by de�ning the standard partition function for a system comprising a
mean-�eld lattice and a mean-�eld �uid. Because these two phases are separate and do
not interact in our model, the partition function for the full system can be factored into
the mean-�eld lattice partition function and the mean-�eld �uid partition function.
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Lattice

A lattice is characterized by its geometry (e.g. hexagonal, square) and the characteristic
area of each site. For example, the (111) surface of an FCC metal has a hexagonal geometry,
in which each site is adjacent to 6 other sites, and the area of each site is given by

√34 a2,
where a is the lattice constant of that metal. Given a lattice of M sites containing Ni many
of each adsorbate i, each of which has a one-particle partition function Qi , and assuming
each adsorbate occupies only a single site, the full partition function for the lattice is

Q = ∏i Ni∏n=1 (M − ∑j<i Nj − (n − 1))n Qi (3.1)

= M!(M − ∑i Ni)! ∏i QNiiNi! (3.2)

= M!N∗! ∏i QNiiNi! , (3.3)

where we have de�ned N∗ ≡ M − ∑i siNi to be the number of vacant sites on the lattice,
where si is equal to the number of sites occupied by each species i. The term inside the
parentheses in equation 3.1 (the multiplicand) counts the number of vacant sites available
to the nth adsorbate of species i for binding. Equation 3.3 is the standard expression
for a partition function used in mean-�eld models of heterogeneous catalysis, including
microkinetic modeling studies. The one-particle partition function Qi can be written as

Qi ≈ Qeleci Qhind−transi Qhind−roti Qvibi . (3.4)

Qeleci and Qvibi have the same form as for the ideal gas as described in equations 2.10
and 2.14, while Qhind−transi and Qhind−roti correspond to hindered translation and hindered
rotation on the surface. There are a number of ways to account for these hindered motions,
but herein we shall treat all molecular degrees of freedom as vibrations. Note that the
lattice partition function is very similar to that of the ideal gas, with the exception of the
�rst term, M!N∗! . This term enforces the indistinguishability of vacant sites, such that the
partition function of an empty lattice is equal to 1.

To properly incorporate adsorbates that occupy multiple binding sites simultaneously,
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i.e. multidentate adsorbates, the partition function must be modi�ed to account for the
number of di�erent orientations possible for these adsorbates. If the lattice sites for an
adsorbate that occupies multiple binding sites are assigned one at a time, then while
the �rst site can be any of the N∗ vacant sites, subsequent sites must be adjacent to the
previously assigned site. For any given binding site, in the mean �eld approximation, the
probability that the site is unoccupied and thus counts as a possible binding geometry is

p = N∗M . (3.5)

For an adsorbate that occupies multiple sites, given that we have assigned the �rst site,
the number of possible choices for the second site is

�∑m=1m(�m)pm(1 − p)�−m = �p, (3.6)

where � is the number of nearest neighbors for each lattice site.
In the mean �eld approximation, the probability p that a given site is free will be

the same for all sites. For example, if we are considering the number of orientations
available for the second site of a bidentate adsorbate, and we have already assigned Nx
other adsorbates, then in the mean �eld approximation, p will be

p = M − 2Nx − 1M . (3.7)

The 1 in the numerator accounts for the site already occupied by the �rst part of the
adsorbate.

For species occupying three or more sites, we can reuse the expression in equation 3.6
and replace � with the number of possible orientations for the third and any subsequent
binding site. We de�ne �i,k to be the number of di�erent possible orientations for the kth
site of species i, given that all sites < k have already been assigned. In general, we can
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write the partition function as

Qlatt = ∏i Ni∏n=1 [Qi (M −∑j<i sjNj − si (n − 1)n )×
si∏k=2 �i,k (M −∑j<i sjNj − si (n − 1) − k + 1M )] (3.8)

= M!N∗! ∏i ( �iQiM si−1)Ni 1Ni! , (3.9)

where si is the number of sites to which species i binds, �i,k is the number of possible
orientations for the kth site of species i, and

�i = si∏k=2 �i,k (3.10)

is the the “symmetry number” for adsorbate i. The multiplicand in the �rst line of equation
3.8 accounts for the number of vacant sites available to the �rst part of the nth adsorbate of
species i, analogous to equation 3.1. The multiplicand in the second line counts the number
of sites available to the second part of that species. Note that in this formalism, �i,2 = �2
if the adsorbate has end-to-end symmetry, and �i,2 = � if it does not. This eliminates
double-counting arising from the indistinguishability between orientations of a molecule
when it is �ipped end-to-end.

Thus, the full partition function for a system comprising a �uid and a lattice can be
written as Q = M!N∗! fluid∏i QNiiNi! adsorbate∏j ( �jQjM sj−1)Nj 1Nj! . (3.11)

While con�gurational symmetry has been incorporated in an ad hoc fashion in previous
applications of microkinetic modeling, this is the �rst rigorous derivation of the lattice par-
tition function for multidentate adsorbates with contributions arising from con�gurational
degrees of freedom.
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3.3 Thermodynamic and kinetic parameters

Thermodynamic parameters

The chemical potential of a species in the lattice is given as

�i = −1� ln(� si∗ �iQi�i ) . (3.12)

For example, the equilibrium condition for the on-lattice reaction

A∗ + B∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ C∗∗ (3.13)

is Keq = �C�A�B = �CQC�AQA�BQB = e−�ΔF ◦ . (3.14)

This is the standard expression for the equilibrium constant for an on-surface reaction
with the exception of the �X terms, which account for the con�gurational degrees of
freedom of the adsorbate on the lattice. In general, �X = 1 for adsorbates occupying only
a single site. The free energy of this reaction is

ΔF ◦ = F ◦C − F ◦A − F ◦B (3.15)F ◦X = −1� ln (�XQX) (3.16)

where the � term in equation 3.16 corresponds to the con�gurational contribution to the
free energy. Note that while we use the symbol F ◦ when referring to the free energy of
adsorbates for consistency with the �uid phase, the absolute free energy of an adsorbate
is not dependent on the choice of reference state in this formalism. This is because the
adsorbate entropy does not scale with the size of the system, as they are considered
constrained to a set of lattice sites.

If the number of sites occupied by the reactants is di�erent from the number of sites
occupied by the products, the equilibrium condition changes slightly. For example, for a
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reaction of the form A∗ + B∗ ←←←←←←←←←←←→ C∗ + ∗, (3.17)

the equilibrium constant is given by

Keq = �C�∗�A�B = �CQC�AQA�BQB = e−�ΔF ◦ . (3.18)

In general, we can consider a reaction of the form

NR∑i=1 nRiRi (∗)sRi + (NP∑j=1 nPj sPj) ∗ ←←←←←←←←←←←→ NP∑j=1 nPjPj (∗)sPj + (NR∑i=1 nRisRi) ∗, (3.19)

where i runs over unique reactants, j runs over unique products, nX is the stoichiometric
coe�cient for species X, and sX is the number of lattice sites occupied by species X. The
second terms in both the left and right sides of this reaction account for conservation of
the total number of lattice sites. The equilibrium constant for this reaction is

Keq = NR∏i (�Ri�−sRi∗ )−nRi NP∏j (�Pj�−sPj∗ )nPj = NR∏i (�RiQRi)−nRi NP∏j (�PjQPj)nPj = e−�ΔF ◦ , (3.20)

and the free energy of reaction is

ΔF ◦ = NP∑j=1 nPjF ◦Pj − NR∑i=1 nRiF ◦Ri . (3.21)

For an adsorption reaction of the form

A + ∗ ←←←←←←←←←←←→ A∗, (3.22)

the equilibrium constant is

Keq = �AaA�∗ = �AQ◦A,adsQ◦A,fluid = e−�ΔF ◦ (3.23)

where Qads is the partition function for the adsorbate and Qfluid is the partition function for
the �uid-phase species. This is again the standard expression for the equilibrium constant
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of adsorption, with the exception of the �A term that accounts for the con�gurational
entropy of adsorbed species A. The free energy of reaction is

ΔF ◦ = F ◦A,ads − F ◦A,fluid, (3.24)

where the free energy of �uids is described by equation 2.23 and the free energy of
adsorbates is described by equation 3.16.

Kinetic parameters

For a di�usion-controlled reaction in the �uid phase of the form

A + B ←←←←←←←←←←←→ C, (3.25)

the rate expression is r = kforaAaB − krevaC, (3.26)

where

kfor = 4�DR�◦C (3.27)krev = kforKeq , (3.28)

where D = DA + DB is the relative di�usion constant between species A and B andR = RA +RB is the sum of the e�ective radii of species A and B. krev is determined from kfor
and Keq to enforce that the reaction obeys detailed balance. This expression assumes that
reaction is fast and barrierless upon collision of species A with B. We approximate the
radius of a species by the average center-of-mass radius of the molecule as determined
using the van der Waals radii of its atoms.74 This approximation results in reasonable
reaction rate constants, on the order of 1010M/s for solution-phase di�usion-limited
reactions. The rate of a non-di�usion-limited �uid-phase reaction of this form can be
described with transition state theory.
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Next, we derive the rate for an on-lattice reaction of the form

A∗ + B∗ ←←←←←←←←←←←→ AB‡∗∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ C∗∗, (3.29)

where AB‡ is the transition state connecting the reactants A + B to the product C. The
rate expression for this reaction is

r = kfor�A�B − krev�C. (3.30)

The rate constants for this reaction are

kfor = 1�ℎ �AB‡Q′AB‡�AQA�BQB = 1�ℎe−�ΔF ◦‡for (3.31)

krev = 1�ℎ �AB‡Q′AB‡�CQC = 1�ℎe−�ΔF ◦‡rev , (3.32)

which is analogous to the transition state theory result presented in section 2.3. These
expressions for the rate constant are valid regardless of the number of lattice sites occupied
by species A, B, AB‡, or C.

For a general reaction of the form

NR∑i=1 nRiRi (∗)sRi + (NP∑j=1 nPj sPj) ∗ ←←←←←←←←←←←→ TS‡ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ NP∑j=1 nPjPj (∗)sPj + (NR∑i=1 nRisRi) ∗, (3.33)

the rate constants are

kfor = 1�ℎ�TS‡Q′TS‡ NR∏i (�RiQRi)−nRi = 1�ℎe−�ΔF ◦‡for (3.34)

krev = 1�ℎ�TS‡Q′TS‡ NP∏j (�PjQPj)−nPj = 1�ℎe−�ΔF ◦‡rev . (3.35)

For adsorption reactions of gas-phase species of the form,

A + ∗ ←←←←←←←←←←←→ A∗, (3.36)
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the rate constant is described by collision theory,

r = kadsaA�∗ − kdes�A (3.37)kads = S0NavAsite (2�mA�)−1/2 �◦A (3.38)kdes = kadsKeq , (3.39)

where S0 is the sticking coe�cient, Nav is Avogadro’s number, Asite is the area of a single
adsorption site on the lattice, and mA is the mass of species A. Here, kdes is de�ned such
that the overall reaction obeys detailed balance. This expression can be derived both from
the kinetic theory of gasses and from transition state theory, in which the transition state
is considered to be the gas-phase reactant con�ned to a two-dimensional box with areaAsite.

For solution-phase reactions, adsorption of molecules to the catalyst surface tends
to be di�usion-limited. The di�usion of particles in solution is governed by Brownian
dynamics, which makes solution-phase mass transport both towards and away from the
catalyst surface considerably slower than in the gas phase.

To solve this issue, we develop a model for di�usion-limited adsorption to the catalyst
surface. In this model, we assume that surface adsorbates are in equilibrium with the
thin layer of solution that is in direct contact with the catalyst surface. In order for an
adsorbate to leave the catalyst, it must then di�use through a layer of stationary solvent,
beyond which we assume the solution becomes well mixed. As an example, for a reaction
of the form A(sol′n) + ∗ ←←←←←←←←←←←→ A∗, (3.40)

the �ux of species A towards the surface is given by Fick’s �rst law of di�usion:

J = DA(�A(∞) − �A(0)L ) , (3.41)

where DA is the di�usion constant of species A, �A(∞) is the concentration of species A
in bulk solution, �A(0) is the concentration of species A in the thin layer that is in direct
contact with the catalyst surface, and L is the thickness of the stationary layer. In the
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steady state, any net �ux of a species from solution towards the surface must result in
adsorption. Similarly, any net �ux of a species away from the surface into solution must
be due to desorption. Therefore, we relate the rate of change of the adsorbed species
concentration to this di�usion,d�Adt = JAsite = DAAsite(�A(∞) − �A(0)L ) . (3.42)

�A(0) can be calculated from the Langmuir adsorption model

�A(0) = �A�◦AKeq�∗ , (3.43)

where Keq is the equilibrium constant for adsorption,

Keq = e−�F ◦ads . (3.44)

Then, the overall rate of change of species A on the surface due to adsorption and
desorption is

d�Adt = JAsite = DAAsite(�A(∞) − �A�◦AKeq�∗L ) (3.45)

= (DAAsite�◦AL )aA − (DAAsite�◦AKeq�∗L ) �A, (3.46)

where we have de�ned aA = �A(∞)/�◦A. From this, we de�ne a rate expression of the form

rads = kadsaA�∗ − krev�A, (3.47)

where

kads = DAAsite�◦A�∗L (3.48)kdes = DAAsite�◦AKeq�∗L . (3.49)
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An illustration of this model can be seen in �gure 3.1.

Catalyst surface

ρA(∞)

J

L

Bulk liquid

Diffusionlayer

ρA(0)
A

A

ρA(0) = θA
Keqθ∗

Keq

1
Figure 3.1: Schematic illustration of di�usion-limited adsorption model. Species A is
represented by the color orange, and solvent (i.e. methanol) is represented by the color
blue. L is the di�usive layer thickness, �A(∞) is the concentration of species A in the bulk
solution, �A(0) is the concentration of species A in the layer of solution that is in direct
contact with the catalyst surface, J is the net �ux of species A towards the catalyst surface,Keq is the equilibrium constant for the adsorption of species A to the catalyst surface, �A
is the coverage of species A on the catalyst surface, and �∗ is the fractional number of
unoccupied sites on the catalyst surface.

Practically, due to the factors of �∗ and Keq in the denominator of equations 3.48
and 3.49, these expressions can occasionally result in unphysically fast adsorption and
desorption rates. In those cases, the adsorption and desorption process is no longer
di�usion-limited, and the original assumption that an in�nitely thin layer of solution is in
equilibrium with the catalyst surface no longer holds. In that case, it becomes necessary
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to approximate the rate at which the adsorbate detaches from the catalyst surface using
transition state theory. If no desorption transition state can be found, the rate constant
can be approximated as 1�ℎ .

This model is similar to but distinct from one developed by Hansen, Viswanathan, and
Nørskov for investigation of the electrocatalytic reduction of oxygen.75 In their model,
the rate of adsorption of O2 is chosen to match experimental di�usion-limited electrode
currents, and the reverse rate is chosen to obey detailed balance. In our model, we provide
an approximate value for the di�usion layer thickness L (in their work, �), and we assume
that species in solution near the catalyst surface are in equilibrium with their adsorbed
state.

3.4 Lateral interactions

The mean �eld approximation used in microkinetic modeling typically fails to accurately
represent realistic catalyst surfaces due to the inability to represent interactions between
adsorbates. It is therefore common to include an e�ective description of these lateral
interactions within the mean �eld approximation.

Lateral interactions can be incorporated into the Helmholtz free energy through a
many-body expansion, F = F ◦ + ∑i ∑j>i NiNjM Eij + … , (3.50)

where F ◦ is the free energy of the system without consideration of lateral interactions
and Eij is the second-order lateral interaction energy between species i and j. This gives
rise to a chemical potential of the form

�i = dFdNi = �◦i + 2�iEii + ∑j≠i �jEij + … (3.51)

In this expression, �0i is the chemical potential of species i neglecting lateral interactions.
Note that this expression is not consistent with the partition function described by equation
3.11, which contains no energetic cross-terms between adsorbates. Consequently, we
introduce terms to the partition function that correspond to the terms of the many body
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expansion of the free energy, Qij… = e−�Eij… . (3.52)

This allows us to write the partition function as

Q = M!N∗! (fluid∏i QNiiNi! )(adsorbate∏i ( �iQiM si−1)Ni 1Ni!)(adsorbate∏i adsorbate∏j>i QNiNj /Mij )… (3.53)

We obtain from this partition function an expression of the chemical potential that is
identical to equation 3.51, where

�◦i = −1� ln(� si∗ �iQi�i ) , (3.54)

which is identical to the expression for the chemical potential without lateral interactions
as presented in equation 3.12.

One important implication of this result is that lateral interactions must be symmetric
to ensure thermodynamic consistency. For example, if species i is destabilized by speciesj, �i = �0i + �jEij , (3.55)

then species j must also be destabilized by species i,
�j = �0j + �iEij . (3.56)

In practice, only a few species will typically dominate the bulk of the catalyst surface,
so binding energy dependence on the coverage of minority species can frequently be
ignored.

These coverage-dependent interaction energies can be obtained from a series of
electronic structure theory calculations at varying coverages of the coadsorbates. However,
this approach is not feasible for transition states due to the technical di�culty of optimizing
to saddle points on the potential energy surface and the large number of calculations that
must be performed to calculate lateral interaction energies. One approach to determining
the lateral interaction energies of transition states is to use the Brønsted-Evans-Polanyi
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(BEP) principle and estimate the lateral interactions of the transition state from the lateral
interactions of the minima it connects. The BEP principle states that the free energy
barrier of a class of similar reactions is correlated to the free energy of the reaction,

ΔF‡ = �ΔF + �, (3.57)

where ΔF‡ is the reaction activation free energy, � is a parameter that characterizes the
lateness of the reaction, and � is the activation free energy corresponding to a thermoneu-
tral reaction. If � is known, it can be used to approximate the lateral interactions of the
transition state as a linear combination of the reactant and product lateral interactions,

ΔE‡ = (1 − �)ΔER + �ΔEP , (3.58)

where ΔEi = 2�iEii + ∑j≠i �jEij + … (3.59)

is the the correction to the energy of species i due to lateral interactions.
In catalyst screening studies, the BEP principle is used to bypass the need to perform

costly transition state searches for every potential catalyst of interest by �tting � and � to
explicitly determined free energy barriers and reaction free energies for a small number
of catalysts. This approach is not feasible for our use case, as � needs to be known for
every reaction with a transition state in the model, which means that many such �ts must
be performed. Instead, � can be approximated by the forward and reverse activation free
energy barriers, � ≈ ΔF‡forΔF‡for + ΔF‡rev . (3.60)

Note that the lateness � depends on the forward and reverse free energy barriers, which
in turn depend on � . Therefore, equations 3.58 and 3.60 must be solved self-consistently.
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3.5 Adsorption of charged species

Adsorption of ions to the catalyst surface will result in a buildup of charge that is screened
by counterions in solution. For metal catalysts, anions will typically deposit their excess
electron into the catalyst, depending on the relative energetics of the catalyst’s Fermi
level and the electron a�nity of the adsorbed neutral species. The resulting charge will
be delocalized over the entire catalyst, which can be treated as an electrolytic capacitor.

The di�erential energy of charging a capacitor is

dEcap = Vdq (3.61)= ( qC − Φe )dq, (3.62)

where V is the voltage between the catalyst surface and the vacuum, C is the absolute
capacitance, q is the excess charge on the capacitor, Φ is the work function of the catalyst,
and e is the elementary electron charge. We choose the reference of potential to be the
vacuum to allow for easier comparison to the electron a�nities and ionization energies
of molecules, which are easily calculated with respect to the vacuum level in electronic
structure theory. The term qC gives the voltage di�erence between the charged catalyst
and an uncharged but otherwise identical catalyst, while Φ is the work required to remove
an electron from the catalyst and put it in the vacuum.

From equation 3.62, we can derive the chemical potential of an electron on the catalyst
as

�e− = dFdNe− (3.63)= dEcapdNe− − T dSdNe− (3.64)

= ( qC − Φe ) dqdNe− (3.65)

= e2C Ne− − Φ, (3.66)

where dSdNe− = 0, as charging and discharging an ideal capacitor releases no heat. Here, C
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refers to the capacitance of the entire catalyst. In experimental studies, the capacitance of
an electrode is typically reported in the areal capacitance

Ca = CA, (3.67)

where A is the area of the entire catalyst. Using our previously de�ned terminology,A = MAsite, where M is the total number of adsorption sites on the catalyst and Asite is
the area of a single site. This allows chemical potential of the electron to be rewritten as

�e− = e2CaAsite �e− − Φ (3.68)= ΔEcap�e− − Φ, (3.69)

where �e− = Ne−/M is the number of excess electrons on the catalyst per adsorption site.
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4 micki: a microkinetic modeling package written in
python

4.1 Motivation

Microkinetic modeling has become a common tool used by experimentalists and the-
orists to help explain the underlying mechanistic origin of experimental observations.
Microkinetic models also have the ability to access reaction conditions beyond those
measured experimentally. The experimental approach to microkinetic modeling was
detailed in the seminal book “The Microkinetics of Heterogeneous Catalysis” by James
Dumesic.72 As originally conceived, plausible catalytic reaction mechanisms must be
proposed ahead of time, and the thermodynamic and kinetic parameters of the model are
then �tted to experimental measurements, such as reaction rates and rate orders. Over
time, the improvement of theoretical methods such as DFT and the increase in access to
computational resources have made it possible to identify plausible mechanisms and to
estimate thermodynamic and kinetic model parameters without the need to perform any
experimental measurements at all.

While theory has found extensive use in conjunction with experimental measurements
to study the properties of heterogeneous catalysts, microkinetic models using only theo-
retical calculations without semi-empirical parameter �tting typically fail to accurately
reproduce experimental �ndings. Furthermore, the scope of theoretically motivated mi-
crokinetic models has largely been limited to high-temperature catalysis at solid–vacuum
interfaces, where standard approaches such as the ideal gas approximation and collision
theory are most accurate. In particular, microkinetic modeling at the solid-liquid interface
is little-explored, with only a few theoretical studies addressing the complications of
solution-phase catalysis arising from slow mass transport and the thermodynamics of
solvation.

Even more troubling is the low number of publicly-available code to perform microki-
netic modeling simulations. Of the publicly-available microkinetic modeling packages,
most are designed with a particular application such as catalyst screening in mind, and
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are therefore insu�ciently general for the purpose of studying complex systems and
developing novel methodology.76 As solution of a microkinetic model can be ultimately
reduced to the problem of solving a system of di�erential equations, many studies forgo
the use of microkinetic modeling packages altogether, instead relying on custom-written
Matlab or Python scripts which explicitly invoke the underlying di�erential equation
solver. This approach, while perfectly sound mathematically, fails to create a clear dis-
tinction between the high-level view of a microkinetic model — as comprising reactions
between chemical species — from the low-level view — as merely a system of di�erential
equations. This unfortunate conceptual entanglement between the chemistry and the
math makes it di�cult to develop, use, modify, and teach microkinetic modeling.

The lack of a high-level general program for microkinetic modeling motivated us
to develop our own code, named Micki. Micki is designed to be general, easy to use,
powerful, and e�cient. Micki is an object-oriented code that is designed around analogies
to chemical concepts such as reactants, reactions, energies, entropies, and so on. The code
is modular, which allows new methods to be easily prototyped and added to the program by
modifying only the relevant parts. Because Micki uses symbolic expressions to represent
reaction rates, it is possible to introduce lateral interactions and other modi�cations
to model parameters of arbitrary functional form. Since Micki is fast, it is capable of
performing many simulations under varying initial conditions or with varying model
parameters. This enables Micki to rapidly perform sensitivity analysis on all parameters
of a model, which can be used to �t these parameters to experimental observations.

Throughout the rest of this chapter, we will use the water-gas shift (WGS) reaction on
Pt(111) as an example of how to use Micki. The model developed in this chapter parallels
that of Grabow et. al., using a subset of the plausible elementary steps proposed in their
work.77

4.2 Creating the input �le

As it is currently designed, Micki expects the user to have prepared electronic structure
calculations and vibrational frequency analysis for all minima and transition states. Cur-
rently, Micki is only capable of reading the vasprun.xml or OUTCAR �les generated
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by VASP. However, as Micki relies on the Python environment ASE to read and store the
results of electronic structure theory calculations, in theory any format supported by ASE
can be made compatible with Micki.

1 #!/usr/bin/env python
2

3 from micki import Adsorbate, Gas
4 from ase.io import read
5 from ase.db import connect
6

7 sp = {}
8 sp['co_g'] = Gas('co_g/freq/vasprun.xml', label='co_g', freqs=None,

symm=1, spin=0., eref=None, rhoref=1., dE=0.)↪
9 sp['h2o_g'] = Gas('h2o_g/freq/vasprun.xml', label='h2o_g', symm=2)

10 sp['co2_g'] = Gas('co2_g/freq/vasprun.xml', label='co2_g', symm=2)
11 sp['h2_g'] = Gas('h2_g/freq/vasprun.xml', label='h2_g', symm=2)
12

13

14 sp['slab'] = Adsorbate(read('pt/vasprun.xml'), label='slab', freqs=[],
ts=False, spin=0., sites=[], lattice=None, eref=None, dE=0.,
symm=1)

↪↪
15 sp['co'] = Adsorbate('co/freq/vasprun.xml', label='co', freqs=None,

ts=False, spin=0., sites=[sp['slab']], lattice=None, eref=None,
dE=0., symm=1)

↪↪
16 sp['h2o'] = Adsorbate('h2o/freq/vasprun.xml', label='h2o',

sites=[sp['slab']])↪
17 sp['oh'] = Adsorbate('oh/freq/vasprun.xml', label='oh',

sites=[sp['slab']])↪
18 sp['o'] = Adsorbate('o/freq/vasprun.xml', label='o',

sites=[sp['slab']])↪
19 sp['h'] = Adsorbate('h/freq/vasprun.xml', label='h',

sites=[sp['slab']])↪
20 sp['cooh'] = Adsorbate('cooh/freq/vasprun.xml', label='cooh',

sites=[sp['slab']])↪
21

22 sp['ho-h'] = Adsorbate('ho-h/freq/vasprun.xml', label='ho-h',
sites=[sp['slab'], sp['slab']], symm=2, ts=True)↪
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23 sp['o-h'] = Adsorbate('o-h/freq/vasprun.xml', label='o-h',
sites=[sp['slab'], sp['slab']], ts=True)↪

24 sp['o-co'] = Adsorbate('o-co/freq/vasprun.xml', label='o-co',
sites=[sp['slab'], sp['slab']], ts=True)↪

25 sp['co-oh'] = Adsorbate('co-oh/freq/vasprun.xml', label='co-oh',
sites=[sp['slab'], sp['slab']], ts=True)↪

26 sp['oco-h'] = Adsorbate('oco-h/freq/vasprun.xml', label='oco-h',
sites=[sp['slab'], sp['slab']], ts=True)↪

27

28 with connect('my_micki_db.json') as con:
29 for name, species in sp.items():
30 species.save_to_db(con)

Listing 4.1: An example of how to read in the output �les from VASP frequency calcula-
tions.

Listing 4.1 illustrates how to read in the output �les from VASP frequency calculations.
Line 8 illustrates all options available to the Gas class, which calculates the free energy
of a species under the ideal gas approximation. For lines 9 through 11, arguments corre-
sponding to the default settings have been omitted. Rather than explicitly passing the
vibrational frequencies to the Gas class, these vibrational frequencies are automatically
determined by diagonalizing the Hessian matrix contained within the vasprun.xml
output �le.

Beginning on line 14, species corresponding to adsorbates on the surface are read in,
starting with the bare slab itself. The Adsorbate class treats all adsorbate degrees of
freedom under the harmonic oscillator approximation. For the bare slab, we use the read
method from ASE and explicitly pass an empty list of frequencies, as we do not consider
the motion of metal atoms in our vibrational frequency analysis. The Adsorbate class
takes an additional argument, sites, which is used to ensure proper site balancing when
writing reactions by specifying the object or objects corresponding to the bare site or sites
to which the adsorbate is bound. Lines 22 through 26 read in the frequency calculations
for transition states. Other than the ts=True argument, this is identical to how reaction
intermediates are read in.

On lines 28 through 30, the thermodynamic objects that have been created are saved
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to an ASE database �le. The database �le can be read in with a later script that runs the
microkinetic model. With the exception of the dE argument, all other settings are saved
in the data �eld of the ASE database. Using an ASE database to store the species of a
microkinetic model not only speeds up the process of running the microkinetic model
itself, it also allows one to quickly inspect and analyze the species themselves using
normal ASE utilities.

1 #!/usr/bin/env python
2

3 from micki.db import read_from_db
4 from micki import Reaction, Model
5 from ase.units import m, _k, _Nav
6

7 sp = read_from_db('my_micki_db.json', eref=['slab', 'co_g', 'h2o_g',
'h2_g'])↪

8

9 sp['co'].dE = 0.09496182099234107 # Shift to match experiment binding
enthalpy↪

10 sp['oh'].dE = -0.225 # Shift to match experimental TOFs
11

12 sp['co'].coverage = 2*0.784423808 * sp['co'].symbol
13

14 sp['o'].coverage = 1.147079243 * sp['co'].symbol + 2*1.11913902 *
sp['o'].symbol↪

15 sp['o'].dE = -0.12434878
16 sp['co'].coverage += 1.147079243 * sp['o'].symbol
17

18 sp['h'].coverage = 0.237728186 * sp['co'].symbol
19 sp['co'].coverage += 0.237728186 * sp['h'].symbol
20

21 sp['h2o'].coverage = 0.10555879 * sp['co'].symbol
22 sp['co'].coverage += 0.10555879 * sp['h2o'].symbol
23

24 sp['oh'].coverage = 0.263160274 * sp['co'].symbol
25 sp['co'].coverage += 0.263160274 * sp['oh'].symbol
26
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27 sp['cooh'].coverage = 1.901900269 * sp['co'].symbol
28 sp['co'].coverage += 1.901900269 * sp['cooh'].symbol

Listing 4.2: An example script showing how to read in the database and set lateral
interaction parameters.

Listing 4.2 illustrates the beginning of a new script in which the previously-created
database is read in. On line 7, the dictionary of thermodynamic objects is recreated from
the database, and the energies of all species are shifted so as to set the energies of the
de�ned species to 0 while maintaining all relative energies. The eref argument must
have as many species as there are unique atom types. If eref is passed the elemental
form of each atom (e.g. graphite for carbon, dioxygen gas for oxygen, etc.), then the
energy of each species in sp is its formation energy.

On lines 9 and 10, the energy of adsorbed CO and OH are shifted to match experiment.
Starting on line 12, the lateral interaction energies between adsorbates are de�ned. Each
thermodynamic object has a corresponding symbol attribute, which is a sympy symbol
object corresponding to the coverage of that species in the model. Lateral interactions are
de�ned as symbolic expressions which modulate the energy according to the instantaneous
coverage of the species in the model. Here, lateral interactions are all linear functions of
species coverages, but in general this can be any well-behaved expression. Thermodynamic
balance is ensured by making all lateral interactions symmetric between species (for
example, compare lines 18 and 19). The constant shift in energy of adsorbed O on line 15
re�ects the zero-coverage limit arising from lateral O-O self-interactions.

1 rxns = {'co_ads': Reaction(sp['co_g'], sp['co'], method='CT'),
2 'h2o_ads': Reaction(sp['h2o_g'], sp['h2o'], method='CT'),
3 'h2_ads': Reaction(sp['h2_g'], 2*sp['h'], method='CT'),
4 'ho-h': Reaction(sp['h2o'], sp['oh'] + sp['h'], ts=sp['ho-h']),
5 'o-h': Reaction(sp['oh'], sp['o'] + sp['h'], ts=sp['o-h']),
6 'o-h-oh': Reaction(2*sp['oh'], sp['o'] + sp['h2o'],

method='DIEQUIL'),↪
7 'o-co': Reaction(sp['o'] + sp['co'], sp['co2_g'],

ts=sp['o-co']),↪
8 'co-oh': Reaction(sp['cooh'], sp['co'] + sp['oh'],

ts=sp['co-oh']),↪
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9 'oco-h': Reaction(sp['cooh'] + sp['slab'], sp['co2_g'] +
sp['h'], ts=sp['oco-h']),↪

10 'oco-h-o': Reaction(sp['cooh'] + sp['o'], sp['co2_g'] +
sp['oh'], method='EQUIL'),↪

11 'oco-h-oh': Reaction(sp['cooh'] + sp['oh'], sp['co2_g'] +
sp['h2o'], method='EQUIL'),↪

12 }
13

14 Asite = np.sqrt(3) * 3.8966**2 / (4 * m**2) # area per site, in m^2
15 T = 548 # temperature, in Kelvin
16 atm2molar = 101325 / _k / T / _Nav / 1000.
17

18 model = Model(T, Asite, reactor='CSTR')
19 model.lattice = {sp['slab']: {sp['slab']: 6}}
20 model.add_reactions(rxns)
21 model.set_fixed(['co_g', 'h2o_g', 'h2_g', 'co2_g'])
22

23 U0 = {'co_g': 0.145 * atm2molar,
24 'h2o_g': 0.208 * atm2molar,
25 }
26

27 model.set_initial_conditions(U0)
28 t1, U1, r1 = model.find_steady_state()

Listing 4.3: An example script illustrating how to set up and run a simple CSTR reactor
model.

Listing 4.3 contains the second half of the script beginning with listing 4.2. It begins
by de�ning all reactions considered in this model. The rate of adsorption reactions are
approximated using collision theory, which is selected with the method='CT' �ag. The
rates of reactions for which a transition state is known are approximated using transition
state theory, which is selected by passing the thermodynamic object corresponding to the
transition state to the Reaction class. For reactions that do not have a transition state,
the argument method='EQUIL' will cause Micki to approximate the rate constant in
the exothermic direction as (�ℎ)−1, which is equivalent to transition state theory where
the side of the reaction with the higher energy is the transition state. For some reactions,
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lateral interactions can cause the reaction to change between exothermic and endothermic
depending on reaction conditions. In that case, method='DIEQUIL' can be used, which
calculates the rate constants as

kfor = 1�ℎ ( Keq1 + Keq) (4.1)

krev = 1�ℎ ( 11 + Keq) . (4.2)

When Keq ≪ 1 or Keq ≫ 1, this expression reduces to the same approximation as used
with method='EQUIL', and this prevents unphysically fast rate constants from arising
due to changes in reaction conditions.

On lines 14 and 15, some model parameters are de�ned. The area per adsorption
site is necessary to determine the rate of adsorption under collision theory, while the
temperature is needed to calculate equilibrium constants and rate constants. The model is
created on line 18. On line 19, the geometry of the catalyst surface is de�ned by specifying
the number of nearest neighbors for each kind of site included in the model. The �rst
sp['slab'] term identi�es the site for which we are interested in determining its
nearest neighbors, while the second sp['slab'] indicates the type of sites that are
neighboring the initial site. Since this example considers a simple FCC(111) surface, there
is only one type of site, each of which has 6 nearest neighbors. The reactions are added to
the model on line 20, and the concentrations of gas-phase species are �xed on line 21 in
order to model a simpli�ed continuous stirred tank reactor (CSTR).

The initial conditions of the reactor are de�ned on line 23. Any species whose initial
concentration is not speci�ed is assumed to have an initial concentration of 0, with the
exception of lattice empty sites, which is chosen such that the sum of all adsorbates and
empty sites is equal to 1. Upon setting the initial conditions in line 27, Micki sets up,
compiles, and imports the Fortran module for solving the di�erential equations. The
find_steady_state method called on line 28 then runs this code in order to �nd the
steady state concentrations, which it returns along with the time to reach the steady state
and the steady state rates for each reaction in the model.

In addition to the find_steady_state method, Micki provides a solve method
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for explicitly integrating the microkinetic model for a speci�ed time range. This method
returns a list of concentrations and reaction rates at the requested number of time points
over the requested time range.

tfinal = 3600 # target time, in seconds
nt = 100 # number of time points to return results
U, r = model.solve(tfinal, nt)

4.3 Output and analysis

The find_steady_state method returns three results, t1, U1, and r1. The �rst
result, t1, contains the time at which the concentrations were found to no longer change,
which is the approximate time to reach the steady state condition. The steady state concen-
trations are contained in the dictionary U1. The keys of U1 are the string labels assigned
to each species, and the values are the coverages for adsorbates and the concentration inM for �uids.

>>> U1
{'co_g': 0.0032245566792141493,
'h2o_g': 0.004625570960527883,
'co2_g': 0.0,
'h2_g': 0.0,
'co': 0.43947084233850309,
'h2o': 2.1928718244395932e-05,
'oh': 7.2657882494752563e-09,
'o': 1.1358480191111262e-13,
'h': 0.00012449998908308475,
'cooh': 7.3517941630753175e-11,
'slab': 0.56038272161474967}

The �nal result, r1, contains the rates of each reaction under steady state conditions.
The keys of r1 are the string labels assigned to each reaction, and the values are the net
reaction rates under steady state conditions.

>>> r1
{'co_ads': 2.8439046815037727,
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'h2o_ads': 2.843904685229063,
'ho-h': 2.8439457909648813,
'co-oh': -2.843869614901338,
'oco-h': 2.8438635154533385,
'h2_ads': -2.8439046807493704,
'o-h-oh': 3.5010862861137296e-05,
'o-co': 3.5065848033855484e-05,
'o-h': 5.5080522835581964e-08,
'oco-h-o': 9.535011737847916e-11,
'oco-h-oh': 6.0993526491052549e-06}

The U returned by the solve method is a list containing the concentrations of the
species in the model at each requested time point. Each entry in the list is formatted
identically to theU1 result returned by thefind_steady_statemethod. Analogously,
r is a list containing the instantaneous reaction rates at each requested time point.

One frequently wishes to know which parameters of a microkinetic model are most
important for the properties of interest, such as turnover frequency or selectivity. Sensi-
tivity analysis is a commonly used technique for determining the relative importance of a
model’s parameters.78–80 The degree of rate control is a metric originally formulated by
Campbell which measures the sensitivity of some output parameter to the rate constants
of a particular reaction step, �RC,i = kiP dPdki ||||kj≠i ,Keq , (4.3)

where P is some output of the model such as a turnover frequency, and ki refers to both
the forwards and reverse rate constants for step i. Similarly, the degree of thermodynamic
rate control measures the sensitivity of some model output to the energy of a reaction
intermediate, �TRC,n = − 1�P dPdF ◦n ||||F ◦m≠n ,F‡◦i , (4.4)

where F ◦n is the free energy of species n, and F‡◦i refers to the free energy of the transition
state corresponding to reaction step i.

Micki provides the user the ability to explicitly perturb the binding energies of reac-
tion intermediates and transition states. Furthermore, Micki provides an interface for
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scaling the rates of individual reaction steps and the energy, entropy, or free energy of
intermediates and transition states by a constant factor. This �exibility allows the user to
quickly and easily perform the numerical derivatives necessary to calculates �RC or �TRC.

chi_rc = {}
rmid = r1['co_ads'] # as a proxy for CO2 production
scale = 0.001
for rname, rxn in rxns.items():

rxn.set_scale('kfor', 1 - scale)
rxn.set_scale('krev', 1 - scale)
model.set_initial_conditions(U1)
t2, U2, r2 = model.find_steady_state()
rlow = r2['co_ads']

rxn.set_scale('kfor', 1 + scale)
rxn.set_scale('krev', 1 + scale)
model.set_initial_conditions(U1)
t3, U3, r3 = model.find_steady_state()
rhigh = r3['co_ads']

rxn.set_scale('kfor', 1)
rxn.set_scale('krev', 1)

chi_rc[rname] = (rhigh - rlow) / (2 * scale * rmid)

Listing 4.4: An example script illustrating how to calculate Campbell’s degree of rate
control.

As an example, consider the target property of interest to be the rate of formation
of CO2 under steady state conditions in the water–gas shift reaction we have used as
an example. The degree of rate control for each reaction can be easily calculated, as
illustrated in listing 4.4. Similarly, a script illustrating how to calculate the degree of
thermodynamic rate control for each species in the model is illustrated in listing 4.5.

Note that as implemented in listing 4.5, the degree of thermodynamic rate control
that is calculated is not identical to its original de�nition as formulated by Campbell.
Speci�cally, Micki explicitly accounts for the correlation between the energy of a transition
state with its adjoining minima through an approximate Brønsted–Evans–Polanyi-type
relationship as outlined in section 3.4. Consequently, perturbations to adsorbate energies
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from ase.units import kB
from micki import Adsorbate

chi_trc = {}
rmid = r1['co_ads'] # as a proxy for CO2 production
scale = 0.001
dE = scale * kB * T
for name, species in sp.items()

# only calculate chi_trc for adsorbed minima
if (not isinstance(species, Adsorbate)

or species.ts
or name == 'slab'):

continue

species.dE -= dE
for _, rxn in rxns.items():

rxn.update(T=T, Asite=Asite, force=True)
model.set_initial_conditions(U1)
t2, U2, r2 = model.find_steady_state()
rlow = r2['co_ads']

species.dE += 2*dE
for _, rxn in rxns.items():

rxn.update(T=T, Asite=Asite, force=True)
model.set_initial_conditions(U1)
t3, U3, r3 = model.find_steady_state()
rhigh = r3['co_ads']

species.dE -= dE

chi_trc[name] = (rlow - rhigh) / (rmid * scale)

Listing 4.5: An example script illustrating how to calculate Campbell’s degree of thermo-
dynamic rate control.

will also a�ect the binding energy of transition states, and thereby the forward and reverse
rates of reactions involving that adsorbate.

1 rate_order = {}
2 rmid = r1['co_ads'] # as a proxy for CO2 production
3 drho = 5e-5
4 for name in ['co_g', 'h2o_g']:
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5 species = sp[name]
6 rhomid = U0[name]
7

8 U0_new = U0.copy()
9 U0_new[name] -= drho

10 model.set_initial_conditions(U0_new)
11 t2, U2, r2 = model.find_steady_state()
12 rlow = r2['co_ads']
13

14 U0_new[name] += 2*drho
15 model.set_initial_conditions(U0_new)
16 t3, U3, r3 = model.find_steady_state()
17 rhigh = r3['co_ads']
18

19 rate_order[name] = rhomid * (rhigh - rlow) / (2 * drho * rmid)

Listing 4.6: An example script illustrating how to calculate the rate order of reactants.

1 from ase.units import kB
2

3 rmid = r1['co_ads'] # as a proxy for CO2 production
4 dT = 0.01
5

6 model.T = T - dT
7 model.set_initial_conditions(U1)
8 t2, U2, r2 = model.find_steady_state()
9 rlow = r2['co_ads']

10

11 model.T = T + dT
12 model.set_initial_conditions(U1)
13 t3, U3, r3 = model.find_steady_state()
14 rhigh = r3['co_ads']
15

16 model.T = T
17 Ea = kB * T**2 * (rhigh - rlow) / (2 * rmid * dT)
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Listing 4.7: An example script illustrating how to calculate the e�ective activation energy
of a model.

It is also possible to calculate the rate order of a particular reactant by numerically
perturbing its initial concentration. An example script illustrating how this can be done is
presented in listing 4.6. As a �nal example, the e�ective activation energy for the formation
of a particular product can be calculated by numerically perturbing the temperature of
the model, as illustrated in listing 4.7.

4.4 More advanced techniques

As Micki is designed to be fully scriptable in an object oriented fashion, it is possible
to perform complex simulations of the reaction network. For example, it is possible to
simulate simpli�ed CSTR and batch reactors by �xing particular species in the model
prior to solution. A more complex type of reactor to simulate is the plug �ow reactor
(PFR), which has both spatial and temporal dimensions. For a PFR, one is typically most
interested in the steady state solution, which is achieved after a su�cient amount of
time has passed. It is possible to reduce the two-dimensional PFR to a one-dimensional
system of di�erential algebraic equations in the steady state by assigning the coverages
of adsorbates as algebraic variables and using the steady state of a CSTR as the initial
conditions.

1 nsites = 47e-6 * 0.1501 # number of active sites, in moles
2 flow = 101.4 # flow rate, in mL/min
3 dt = 60 * 1000 * nsites / flow
4

5 pfr = Model(T, Asite, reactor='PFR')
6 pfr.lattice = model.lattice
7 pfr.add_reactions(rxns)
8 pfr.set_initial_condition(U1)
9 U1pfr, r1pfr = pfr.solve(dt, 1000)

10 tof = (U1pfr[-1]['co2_g'] - U1['co2_g']) * flow / (1000 * nsites)

Listing 4.8: An example script illustrating how to simulate a PFR. This script continues
from 4.2 and 4.3.
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Listing 4.8 is an illustration of how to simulate a PFR for a reaction with a known num-
ber of catalytically active sites and a predetermined �ow rate. The argumentreactor='PFR'
indicates to Micki that the variables in the DAE corresponding to adsorbate coverages
are to be treated algebraically. Algebraic variables are solved according to the traditional
ODE expression dXdt = f (X ), (4.5)

whereas algebraic equations are rigorously enforced to be equal to 0 at all time points,

0 = f (X ). (4.6)

By starting from the steady-state solution of the CSTR and assigning adsorbate variables
as algebraic, we ensure that the surface and its adsorbate coverages are in equilibrium for
all time points. We then explicitly solve over a time dt, which depends on the number of
active sites and the �ow rate.

The integration time is related to the volume of the reactor and the �ow rate,

Δt = VQ , (4.7)

where Q is the volumetric �ow rate. As the volume of the reactor is not well de�ned,
we must make an arbitrary choice. Internally, Micki stores all variables in terms of
number of molecules relative to the number of active sites. This is equivalent to having a
concentration of 1M active sites, as �uid-phase concentrations are stored in units of M.
This results in a reactor volume of V = M�∗ , (4.8)

where M is the number of active sites and �∗ = 1M is the concentration of active sites.
This results in an integration time of

Δt = MQ�∗ . (4.9)

The concentration of solution-phase species at the end of the simulation is its concentration
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�owing out of the reactor.
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5 decoupling the electronic, geometric, and
interfacial contributions to support effects in
heterogeneous catalysis

This chapter is adapted from Hermes, E. D.; Jenness, G. R.; Schmidt, J.R. Decoupling the
Electronic, Geometric, and Interfacial Contributions to Support E�ects in Heterogeneous
Catalysis. Mol. Simul. 2015, 41, 123–133.81 Copyright 2015 Taylor & Francis.

5.1 Motivation

As discussed in chapter 1, real heterogeneous catalysts typically comprise polydisperse
transition metal particles supported on inexpensive high-surface-area material. It is
commonly assumed that the role of the support is merely to disperse the catalyst itself,
however the choice of support material can have a large impact on catalytic activity. For
example, noble metal catalysts supported on mesoporous titania are known to become
deactivated at high temperatures due to migration of support over the top of the metal
catalyst.82–95 This e�ect has been termed the strong metal–support interaction (SMSI).21,22

The support can a�ect catalytic activity in more subtle ways as well, through electronic
interactions with the metal catalyst,82,83 by inducing geometrical or morphological changes
in the metal catalyst, or through the creation of new kinds of active sites at the metal–
support interface. The chemical properties of these new active sites may be modulated
though ligand e�ects induced by the support,32,34,96,97 or through simultaneous bonding of
adsorbates to the metal and the support at the interface.98–102 In some cases, it is known
that the support material directly participates in catalytic activity itself, for example
through hydrogen spillover or Mars–van Krevelen oxidation. The sum total of these
e�ects (excluding the SMSI) have recently been termed the “electronic metal–support
interaction”.82

It is therefore important to consider the impact of support in theoretical studies of
heterogeneous catalysis. Most computational investigations of heterogeneous catalysis
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neglect support by modeling the catalyst with a small unit cell of a perfect crystal facet.
This is due not only to the added computational expense arising from consideration of
explicit support atoms, but also because supported catalyst systems have many chemically
unique active sites. In a previous work, Jenness and Schmidt examined the thermodynam-
ics of several Fischer–Tropsch reaction intermediates on a silica- and titania-supported Rh
metal catalyst.7,103,104 The computational model used in this work was based on existing
experimental characterization of Rh metal catalysts, and this was used to deconvolute
the e�ect of support on the geometric and electronic properties of the catalyst.105–113

Reactions of this type may play a role in future green liquid fuel applications, as biomass
gasi�cation creates the chemical feedstock necessary to perform Fischer–Tropsch.114 The
primary di�culty with Fischer–Tropsch is the thermodynamic drive to form methane,
while oxygenates such as ethanol or larger hydrocarbons such as octane are more valuable
products. It has been shown that the selectivity of Fischer–Tropsch catalysts is a�ected by
the choice of support material, with titania typically producing more valuable products
than silica.115–123

In the previous work, Jenness and Schmidt did not consider adsorbate binding to the
metal–support interface itself, nor did they consider simultaneous adsorbate binding to
the metal and the support. This is particularly important for titania, which is known to
form oxygen vacancies under typical synthetic conditions. These oxygen vacancies may
strongly bind oxygen-containing adsorbates, particularly if they occur near the metal
nanoparticle. There is experimental evidence that these metal–oxide interface sites do
in fact play an important role in some catalytic applications.98 As an example, Somorjai
et. al. showed that the activity of Rh metal catalysts to the CO hydrogenation reaction
was enhanced by the presence of sub-monolayer quantities of oxide material.124 Another
example that illustrates the importance of these interfacial sites is the oxidation of CO on
Au metal catalysts supported on TiO2. For this reaction, it was shown that dissociation of
O2 occurs primarily at the metal–support interface, as the Au catalyst itself is not able
e�ect this reaction by itself. CO molecules adsorbed near to the interface further facilitate
the cleavage of O2, which in turn results in the formation of CO2.99

In this work, we investigate the importance of the interfacial and dual-binding sites
for the same system as was considered in our previous work. We begin by reviewing
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the results presented in that work by comparing the geometric and electronic e�ects of
silica and titania supports on the binding of Fischer–Tropsch intermediates, as well as the
hydrogenated or hydroxylated variants of those supports. We then consider the e�ect
of oxygen vacancies in the titania support on these thermodynamic properties, as the
presence of oxygen vacancies a�ects the electronic properties of the support. We then
investigate adsorbate binding geometries at the metal–support interface itself, and show
that oxygen-containing species can become very strongly stabilized in these geometries,
particularly when interacting with oxygen vacancies in the support. While the energetics
of binding to interfacial sites will depend on the particular geometry of the metal–support
system, we believe that the results present in this work illustrate a general phenomenon in
which these interfacial sites provide unique chemical environments which may strongly
impact overall catalyst activity.

5.2 Methods

We examined several models of oxide-supported Rh nanoparticles on either silica (SiO2)
or titania (TiO2), two oxides frequently utilized as catalyst supports.117,125–128 The nanopar-
ticle was modeled as a hemispherical cluster of 37 Rh atoms arranged in a cuboctahedral
shape (≈1.5 × 1.0 nm), with alternating (100) and (111) facets (see Figure 5.1). This shape is
consistent with the corresponding experimentally observed oxide-supported Rh nanopar-
ticles and the size lies within the measured distribution.105–113,120,127,129–133 The SiO2 surface
was modeled as the (001) face of �-quartz, as this is the most energetically favorable
surface of the most common silica polymorph.134–136 The model consisted of 6 layers of a
4x4 supercell of the primitive unit cell. We also considered hydroxylated surface variants
as may occur under reaction conditions due to water dissociation.115,137 The hydroxylated
(OH)(H)SiO2 variant was generated by dissociatively adsorbing a monolayer of water
onto the surface.135,138,139 Although this is certainly a simpli�ed model of a potentially
complex hydroxylated silica surface, it provides a contrast to its bare (unhydroxylated)
counterpart. The TiO2 surface was modeled as the stable (110) face of rutile titania,140 with
4 layers of a 3x7 supercell. The hydroxylated (H)TiO2 variant, resulting from potential
hydrogen spillover (under reaction conditions), was then generated by saturating all
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Figure 5.1: A schematic illustration showing three of the di�erent binding sites examined
in this study, as well as the nanoparticle’s alternating (100) and (111) facets.

bridging oxygen atoms with hydrogen atoms.92,140–144

Unless otherwise noted we utilize ‘rigid’ nanoparticle geometries, where the nanopar-
ticle is �rst fully relaxed in the gas phase and then deposited in a �xed geometry on the
silica and titania surfaces to produce a supported nanoparticle system. The adsorbate and
upper layer of the support were relaxed to yield the reported binding energies. Where
speci�cally noted, the Rh37 nanoparticle itself was allowed to further relax under the
in�uence of the oxide, yielding relaxed binding energies. This two-fold approach allows us
to decouple the geometric relaxation-induced support e�ects from the remaining aspects
of the metal–support interaction. Note that in both cases the nanoparticle Rh-Rh distances
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have been relaxed from their bulk Rh via the gas-phase optimization, and the rigid and
relaxed models di�er only via the additional relaxation induced by the support.

Figure 5.2: A schematic illustration showing one ‘dual’ binding geometry, with oxygen
vacancy and undercoordinated Ti atoms highlighted.

Titania is a reducible oxide that is well-known to possess surface and subsurface
oxygen vacancies.145 We thus also studied defected variants of the TiO2 and (H)TiO2

supports in order to measure the e�ect of partial surface reduction on adsorbate binding
and reactivity. The bridging oxygen atom (TiO2) or OH group ((H)TiO2) nearest the
adsorbate (but not directly under the nanoparticle) was removed, and the upper layer of
the support was allowed to relax. Although description of such oxygen vacancies can
be challenging within the context of DFT, it has been shown the DFT+U formalism is
able to qualitatively describe the process of oxygen vacancy formation.146 For so-called
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Figure 5.3: A schematic illustration showing one ‘dual catalytic’ binding geometry, with the
adsorbate binding directly into oxygen vacancy. Oxygen vacancy and undercoordinated
Ti atoms are highlighted.

‘dual’ binding sites, the adsorbate was allowed coordinate directly to the underlying TiO2

support (Figure 5.2). To examine the in�uence of direct interaction between an adsorbate
and a vacancy, we also considered an alternate geometry where the nanoparticle was
positioned directly over a row of bridging oxygen atoms, thus facilitating intimate contact
between adsorbate and vacancy (Figure 5.3).

Computational Methods

All DFT calculations were performed using the Atomistic Simulation Environment (ASE)147

with the Vienna Ab Initio Software Package 5.3.3 (VASP)148–151 and the Perdew–Burke–
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Ernzerhof (PBE)152,153 exchange–correlation functional. Core electrons were treated using
the Projector Augmented Wave (PAW) approach.154,155 The Brillouin zone was sampled at
the Γ point only due to the large dimensions of the simulation cell. Geometry optimizations
employed a 300 eV plane wave cuto� with 0.05 eV Gaussian smearing, and a tight SCF
energy convergence criterion of 10−6 eV. Minimizations were performed using the fast
inertial relaxation engine (FIRE)156 algorithm as implemented in VASP157 with a force
convergence criterion of 0.05 eVÅ−1. Spin polarization was not taken into account for
these initial optimizations. Subsequent accurate spin-polarized single-point calculations
were used to evaluate all energy di�erences and utilized an increased plane wave cuto� of400 eV, a 0.05 eV or 0.08 eV Gaussian smearing, and an SCF energy convergence criterion
of 10−5 eV. The DFT+U formalism of Dudarev et al.158 was used with a Ueff parameter
of 2.5 eV for titanium, consistent with our previous work.104,159 Testing shows that the
reduced plane-wave cuto� and neglect of spin polarization in the initial optimizations has
only a trivial impact (< 0.02 eV) on the resulting calculated energetics.

5.3 Electronic e�ect

The electronic character of metal nanoparticles are a�ected by the presence and nature
of supporting material. This can arise either from electron transfer between metal and
support, or through support-induced polarization of the nanoparticle electron density.
Chemically reactive support materials are expected to have a greater impact on the
electronic character of supported metal nanoparticles than inert support materials.

To measure the e�ect of this electronic interaction, we calculate the binding energy
of various adsorbates to the metal nanoparticle both on support (EBE(rig)) and in the gas
phase (EBE(bare)). In both cases, the metal nanoparticle is �xed to its gas-phase geometry
in order to decouple the electronic interactions between the metal and support from
the geometric perturbations to the nanoparticle induced by the presence of support. A
summary of these results are presented in Figure 5.4. A complete list of all binding energies
to the unsupported, TiO2-supported, and (H)TiO2-supported Rh37 nanoparticle, as well as
defected variants of those support materials are presented in Tables 5.1 and 5.2.

We �nd that the presence of a pristine titania support has a strong stabilizing e�ect
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Figure 5.4: The ‘electronic e�ect’ observed in this study. Bars show the binding energy of
the adsorbate onto a rigid oxide-supported nanoparticle relative to binding energy onto a
nanoparticle in the gas phase, EBE(rig) − EBE(bare). The colors indicate which oxide the
nanoparticle is supported on, with red indicating TiO2, orange indicating (H)TiO2, blue
indicating SiO2, and cyan indicating (OH)(H)SiO2.

on the binding energy of adsorbates to the rigid nanoparticle. In comparison, the hydro-
genated titania surface and both pristine and hydroxylated silica surfaces have a much
smaller destabilizing e�ect. Using Bader analysis, we �nd that this e�ect is correlated
to electron transfer between the nanoparticle and the support. While pristine titania
support accepts around 2 to 3 electrons are transferred from the metal nanoparticle, the
hydrogenated titania support donates around 1 electron to the metal nanoparticle.160

Full reduction of the titania support through hydrogenation of all undersaturated
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Adsorbate Rh37 Rh37/TiO2 Rh37/(H)TiO2
Perfect Defected Perfect Defected

Top
CO −2.10 −2.10 −2.03 −1.92 −1.83
CHO −2.75 −2.64 −2.66 −2.40 −2.39
CH3O −2.47 −2.40 −2.34 −2.13 −1.94
CH3 −2.08 −1.99 −1.92 −1.76 −1.77

Low
Carbon −7.70 −7.94 −7.98 −7.47 −7.43
Oxygen −5.36 −5.28 −5.37 −5.26 −5.18
Hydrogen −2.70 −2.77 −2.73 −2.33 −2.31
CH2O −1.30 −1.46 −1.41 −1.19 −1.13
CH −6.84 −7.17 −7.14 −6.70 −6.61
CH2 −4.52 −4.71 −4.65 −4.40 −4.44
CH3 −2.15 −2.40 −2.34 −1.93 −1.77
CH2CO −1.74 −1.83 −1.78 −1.69 −1.63
CH3CO −2.47 −2.67 −2.60 −2.39 −2.23

High
Carbon −7.72 −7.91 −7.88 −7.53 −7.43
Oxygen −5.54 −5.53 −5.53 −5.42 −5.35
Hydrogen −2.70 −2.68 −2.63 −2.48 −2.27
CH2O −1.22 −1.06 −1.07 −1.14 −1.12
CH −6.80 −6.98 −6.95 −6.52 −6.45
CH2 −4.40 −4.37 −4.32 −4.26 −4.20
CH3 −2.18 −2.18 −2.15 −2.03 −1.95
CH2CO −1.45 −1.45 −1.42 −1.50 −1.42
CH3CO −2.81 −2.80 −2.78 −2.74 −2.67

Table 5.1: Binding energies of adsorbates to facets of the Rh37 nanoparticle.

surface oxygen atoms reverses the direction of charge transfer between the support
and the metal nanoparticle. It is also possible to partially reduce titania through the
introduction of oxygen vacancies into the surface of the support. As with many other
metal oxides, oxygen vacancies are prevalent in titania, though the exact concentration
and distribution of these vacancies depends on preparation procedure. To investigate the
e�ect of oxygen vacancies in the underlying titania support on support metal nanoparticle
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Adsorbate Rh37 Rh37/TiO2 Rh37/(H)TiO2
Perfect Defected Perfect Defected

(1 0 0) Facet
CO −1.95 −1.81 −1.82 −2.15 −1.87
Carbon −7.70 −8.00 −8.00 −7.51 −7.51
Oxygen −5.15 −5.71 −5.69 −5.18 −5.23
Hydrogen −2.68 −2.91 −2.85 −2.67 −2.65
CHO −2.91 −2.48 −2.43 −2.90 −2.75
CH2O −1.38 −0.85 −0.81 −1.49 −1.40
CH3O −2.48 −2.20 −2.16 −2.28 −2.31
CH −6.84 −7.17 −7.15 −6.69 −6.76
CH2 −4.35 −4.32 −4.30 −4.29 −4.29
CH3 −2.04 −1.94 −1.91 −1.82 −1.83
CH2CO −1.59 −1.19 −1.15 −1.64 −1.64
CH3CO −2.84 −2.54 −2.47 −2.70 −2.68

(1 1 1) Facet
CO −2.03 −1.83 −1.85 −2.01 −2.05
Carbon −7.58 −7.74 −7.77 −7.50 −7.57
Oxygen −5.36 −5.57 −5.56 −5.32 −5.39
Hydrogen −2.62 −2.59 −2.58 −2.44 −2.33
CHO −2.77 −2.35 −2.29 −2.82 −2.65
CH2O −1.16 −0.42 −0.37 −1.23 −1.23
CH3O −2.54 −2.13 −2.06 −2.03 −2.33
CH −6.55 −6.81 −6.80 −6.48 −6.56
CH2 −3.99 −4.18 −4.11 −3.88 −3.98
CH3 −2.06 −1.96 −1.92 −1.75 −1.85
CH2CO −1.48 −1.02 −0.94 −1.43 −1.59
CH3CO −2.67 −2.28 −2.23 −2.41 −2.49

Table 5.2: Binding energies of adsorbates to the perimeter of the Rh37 nanoparticle.
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Figure 5.5: The e�ect on binding energies to the nanoparticle in the perimeter position
(see Figure 5.1) of an oxygen vacancy in the TiO2 support, EBE(defected) − EBE(perfect).
catalysis, we perform a series of calculations comparing the binding strength of Fischer
Tropsch reaction intermediates to the metal nanoparticle supported on both pristine and
defected titania surfaces. A summary of the results are presented in Figure 5.5.

We �nd that the presence of oxygen vacancies tends to lower the binding energy
of adsorbates to the metal nanoparticle, even when the vacancy is located far from the
metal itself. Furthermore, the presence of oxygen vacancies lowers the ability of the
support to oxidize the nanoparticle, with around 0.2 fewer electrons being accepted by the
defected titania support relative to the perfect titania support according to Bader analysis.
When three oxygen vacancies are present in the titania support, we �nd that around0.6 fewer electrons are accepted by the support relative to the perfect titania support.
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The ability of the support to reduce the metal nanoparticle appears to depend linearly
on the concentration of oxygen vacancies for supports with only a few vacancies. This
is consistent with our view that the oxidation state of the underlying support directly
a�ects catalyst activity through electron transfer between the support and the metal
nanoparticle.

In a previous work, we showed that the electronic states near the metal-adsorbate
bond were primarily anti-bonding in character at the Fermi level using COOP analysis.104

This is consistent with the observation that oxidation of the metal nanoparticle increases
adsorbate binding energy, while reduction of the nanoparticle decreases adsorbate binding
energy. Previous work has also observed charge transfer between metal and support,
highlighting the catalytic relevance of this e�ect on systems similar to ours.83,161–164

5.4 Geometric e�ect

Atoms in the bulk of a metal have symmetric interactions with neighboring atoms in all
directions, while the lower symmetry of the metal surface typically causes the inter-layer
spacing to shrink relative to its bulk values. Similarly, nanoparticles in the gas phase exhibit
shorter nearest neighbor distances than what is observed for the bulk system. However,
when a metal nanoparticle is placed on the surface of a support, even relatively weak
metal–support interactions will result in longer metal–metal bond distances at the metal–
support interface. Stronger interactions may result in substantial morphological changes,
such as �attening of the nanoparticle into a ‘pancake’, or covering of the nanoparticle by
migrating support material (the strong metal–support interaction)21,22.

In order to measure the impact of the small geometric perturbations that arise from
weak metal–support interactions on catalysis, we perform a series of DFT calculations
designed to disentangle the e�ect of nanoparticle relaxation induced by support from
other catalyst-support or adsorbate-support interactions. First, we place the rigid gas-
phase-geometry nanoparticle on each support, and calculate the binding energy of each
adsorbate to the nanoparticle, EBE(rig). Then, we allow all nanoparticle degrees of freedom
to relax, and recalculate the binding energy of each adsorbate, EBE(rel). A summary of the
di�erences between these two energies are presented in �gure 5.6.
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Figure 5.6: The ‘geometric e�ect’ observed in this study. Bars show the binding energy
of the adsorbate onto a fully relaxed nanoparticle relative to the binding energy onto
a nanoparticle in its �xed gas-phase geometry, EBE(rel) − EBE(rig). The colors indicate
which oxide the nanoparticle is supported on, with red indicating TiO2, orange indicating
(H)TiO2, blue indicating SiO2, and cyan indicating (OH)(H)SiO2.

It is clear from this �gure that relaxation of the nanoparticle tends to increase the
strength with which adsorbates bind to the metal nanoparticle, even when bound to
regions of the nanoparticle that are far from the metal–support interface. Due to the
systematic nature of this e�ect, supported nanoparticles will shift the equilibrium for
bond-breaking steps towards the dissociated state relative to unsupported metal catalysts.

Moreover, this e�ect is largely independent of the exact nature of the support, requiring
only that the support is present in some form. This e�ect is seen even for the chemically
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inert silica, suggesting that chemical activity is not a prerequisite for metal–support
interactions to be observed. Indeed, we observed in a previous work a net shift in the
reaction energy of CO dissociation of around 0.5 eV favoring the dissociated state due the
presence of an underlying silica support.104

5.5 Dual-site adsorption

The presence of a metal–support interface creates the possibility of adsorbate binding to
both the metal and the support at the same time. While many support materials such as
silica or amorphous carbon are considered chemically inert, other materials such as titania
or alumina are known to be chemically active and can participate in catalysis through
a variety of means, such as hydrogen spillover. To measure this e�ect, we investigate
the binding geometries of carbonyl-group-containing adsorbates which interact with the
support and the metal nanoparticle simultaneously, and compare the energy of these
geometries to the most favorable metal-only binding geometries.

Figure 5.7 summarizes the di�erence in binding energy between the interfacial binding
geometry and the most stable metal-only binding geometry on pristine and defected
TiO2 support; a complete list of binding energies are also presented in table 5.3. We
�nd that binding to these interfacial sites is generally more favorable than the metal-
only binding geometry. On the pristine TiO2 surface, the carbonyl oxygen binds to one
of the undercoordinated bridging Ti atoms, while the carbon atom binds to the metal
nanoparticle. We investigate the same binding geometry on the defected TiO2 surface
by introducing a nearby oxygen vacancy. Binding to the defected TiO2 surface tends
to be somewhat stronger than to the pristine surface, but not by a substantial amount.
However, when an adsorbate binds directly to a surface oxygen vacancy, the binding
strength becomes much stronger, in some cases almost 1.2 eV stronger than the most
stable metal-only binding geometry.

Figure 5.8 shows the same data as 5.7, but for the fully hydrogenated (H)TiO2 support.
As with the metal-only binding geometries, we see generally weaker binding in the dual
metal–support binding geometry with (H)TiO2 as compared to the pristine TiO2 support.
However, several adsorbates bind to vacancies in the (H)TiO2 support much more strongly
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Figure 5.7: The e�ect on binding energies of adsorbates binding directly to the underlying
TiO2 support. Red bars indicate a perfect support with no oxygen vacancies, green bars
indicate that there is an oxygen vacancy, but the adsorbate is not directly binding to
the resulting undercoordinated Ti atoms, and blue bars indicate that there is an oxygen
vacancy, and the adsorbate is binding directly to the resulting undercoordinated Ti atoms.

than observed for the TiO2 support. While this could be due to di�erences in the electronic
properties of the nanoparticle or the support, it is much more likely this is due to geometric
di�erences between the two support materials. The metal–oxygen distance is larger on
the hydrogenated support than with the pristine support, due to the presence of additional
surface H atoms. This may result in adsorbates binding more strongly to vacancies in
one material over the other purely due to how that particular adsorbate �ts into the two
binding sites.
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Adsorbate Rh37 Rh37/TiO2 Rh37/(H)TiO2
Perfect Defected Vacancy Perfect Defected Vacancy

(1 0 0) Facet
CO −1.95 −1.82 −1.83 −1.16 −1.94 −2.00 −2.05
CHO −2.91 −2.92 −2.97 −3.38 −2.76 −2.69 −3.20
CH2O −1.38 −1.55 −1.64 −2.27 −1.35 −1.24 −2.05
CH3O −2.48 −2.98 −3.06 −3.29 −3.02 −2.99 −3.52
CH2CO −1.59 −1.50 −1.52 −1.47 −1.42 −1.47 −1.99
CH3CO −2.84 −2.77 −2.79 −3.04 −2.58 −2.57 −2.35

(1 1 1) Facet
CO −2.03 −2.07 −2.09 −1.37 −2.11 −1.89 −2.30
CHO −2.77 −3.04 −3.09 −3.56 −2.85 −2.81 −2.81
CH2O −1.16 −1.56 −1.65 −2.32 −1.38 −1.39 −2.57
CH3O −2.54 −2.94 −3.01 −2.67 −2.99 −2.94 −3.71
CH2CO −1.48 −1.78 −1.74 −1.73 −1.54 −1.52 −2.36
CH3CO −2.67 −2.81 −2.85 −3.21 −2.60 −2.56 −3.26

Table 5.3: Binding energies of adsorbates to the metal-support interface. “Vacancy” refers
to binding geometries in which the adsorbate binds directly to an oxygen vacancy.

As TiO2 is known to readily form such oxygen vacancies, this binding motif is quite
plausible for TiO2-supported metal catalysts under realistic reaction conditions. Indeed,
these results are consistent with Mars–van Krevelen-type reaction mechanisms, in which
oxygen vacancies form on the support during the course of reaction and are subsequently
quenched by water or other oxygen-containing reactants. The particular stability of a
given dual-binding adsorbate will depend on the nature of the metal–oxide interface, as
real metal nanoparticle catalysts can be quite large and polydisperse, but nonetheless these
results suggest that such a mechanism is plausible. Further, if adsorbates bind to these
sites too strongly, they will become poisoned during reaction, rendering them irrelevant
to catalysis. It is therefore di�cult to predict the importance of such sites in the absence
of a detailed thermodynamic and kinetic analysis for a particular system and reaction of
interest.
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Figure 5.8: The e�ect on binding energies of adsorbates binding directly to the underlying
(H)TiO2 support. Red bars indicate a perfect support with no oxygen vacancies, green
bars indicate that there is an oxygen vacancy, but the adsorbate is not directly binding to
the resulting undercoordinated Ti atoms, and blue bars indicate that there is an oxygen
vacancy, and the adsorbate is binding directly to the resulting undercoordinated Ti atoms.

5.6 Concluding remarks

The presence of support can strongly a�ect the thermodynamics of adsorbate binding
to metal nanoparticle catalysts and the kinetics of reactions occurring on or near the
catalyst. In some cases, the presence of support can change adsorbate binding energies by
over 1 eV. It is therefore critical to understand how support a�ects particular catalytic
applications in order to analyze experimental observations and make predictions based
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on theoretical calculations. We showed previously that the use of silica or titania support
in the Rh-catalyzed Fischer–Tropsch synthesis of alcohols could explain the observed
selectivity towards ethanol over methane. A deeper understanding of the mechanism
by which the support e�ects this change in activity would require the use of a detailed
kinetic model incorporating all possible adsorbate binding geometries, including binding
at the metal–support interface and to defects in the support itself.

Aside from direct participation of the support in catalysis through adsorbate binding
at the metal–support interface, the impact of support can be characterized through a
systematic shift in the binding energies of adsorbates to supported nanoparticle catalysts
relative to the unsupported catalyst. For all support materials, adsorbates will bind
more strongly relative to the unsupported catalyst due to geometric relaxation of the
nanoparticle resulting in longer metal–metal bond lengths. However, depending on the
electronic interactions between the support and the metal catalyst, adsorbates will bind
either more or less strongly. The direction of this e�ect can be predicted through the
use of a combination of charge partitioning (such as Bader analysis) and COOP analysis,
though the predictive power of such an approach might be insu�cient for accurate kinetic
models.

In general, the presence of support stabilizes adsorbate binding relative to the unsup-
ported catalyst. This shifts the equilibrium of bond-breaking steps towards the dissociated
state, which may or may not be desirable for a particular application. Through judicious
choice of support material, it is possible to shift reaction energetics to favor formation
of a desired product. As the condition of the support surface also a�ects the energetics
of binding to supported metal nanoparticles, it is also important to consider the state
of the support under reaction conditions, taking into account such things as hydrogen
spillover or surface oxygen vacancy concentration. With a su�ciently well-characterized
supported metal nanoparticle system, it is possible to rationalize observed catalytic activity
through a combination of the intrinsic properties of the catalyst and its interaction with
the support.
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6 mechanistic insights into solution-phase oxidative
esterification of primary alcohols on pd(111) from
first-principles microkinetic modeling

Reproduced with permission from Hermes, E. D.; Janes, A. N.; Schmidt, J.R. Mechanistic
Insights into Solution-Phase Oxidative Esteri�cation of Primary Alcohols on Pd(111) from
First-Principles Microkinetic Modeling. ACS Catal. 2018, 8, 272–282.165 Copyright 2018
American Chemical Society.

6.1 Introduction

Selective oxidation of alcohols to carbonyl compounds is an important class of chemical
transformations used in a wide variety of synthetic applications ranging from pharmaceu-
ticals to industrial-scale bulk chemicals.166 Aldehydes and esters, in particular, are highly
valued for both their intrinsic properties and as reagents in other synthetic pathways.167

These compounds are typically accessed through oxidation of their alcohol analogues, fre-
quently via stoichiometric reaction with an oxidizing agent in transformations which are
both ine�cient and generate a substantial amount of byproduct.168 Heterogeneous cataly-
sis provides an alternative route for the selective oxidation of alcohols using molecular
oxygen, which improves both e�ciency and prospects for scale-up.169

While pure platinum group metals (PGM) such as Pt and Pd are capable of catalyz-
ing the aqueous-phase aerobic oxidation of alcohols,170 catalyst activity can be greatly
improved via addition of promoters, such as Bi, Te, or Pb.171–174 Promoters are especially
useful in the oxidative dehydrogenation of aliphatic primary alcohols, which typically
exhibit poor yields in the absence of main group promoters.175 Although the mechanism
of action of the promoters is unknown, a number of hypotheses have been put forth.176–181

Furthermore, it has been shown that metallic (rather than oxidized) PGM sites are respon-
sible for the bulk of catalytic activity in these systems.182–187 Experimental measurements
of Pt metal catalyst working potentials indicate that the catalyst becomes reduced upon
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exposure to the alcohol substrate relative to the oxidized air-exposed resting catalyst.181,188

Moreover, cyclic voltammetry experiments show that Bismuth promotion, which improves
catalyst activity, suppresses H sorption on Pt catalysts, which indicates a negative corre-
lation between surface H coverage and catalyst activity.181 These observations suggest
that unpromoted catalysts are likely at least partially hydrogen-covered under operating
conditions, in contrast to the partially oxygen-covered resting (air-exposed) catalyst.175,181

Further characterization of these catalysts is complicated by the di�culty of performing
in situ measurements of liquid-phase heterogeneous catalysts.

The exact mechanism for the oxidative esteri�cation of primary alcohols over PGM is
a matter of some debate. For at least some alcohols, such as benzyl alcohol, an aldehyde
intermediate can be isolated. In contrast, for other alcohols such as 1-octanol, the aldehyde
intermediate either reacts too rapidly to be detected, or does not form at all.174 The exact
process by which the aldehyde forms is not known. Under basic conditions, it has been
proposed that the alcohol becomes deprotonated in solution and undergoes hydride
elimination on the catalyst surface to form the aldehyde.189,190 This hypothesis has been
disputed due to the observation that oxidation also occurs under acidic conditions191, and
it has been proposed instead that the alkoxide is formed on the catalyst surface.192,193

Other authors have suggested that it is the C−H bond that is broken �rst due to its weaker
bond strength.194,195

The subsequent oxidation of aldehyde to ester is also poorly understood. The alde-
hyde intermediate may desorb from the surface and react with alcohol in solution to
form a hemiacetal species.196–198 The putative hemiacetal intermediate must be further
dehydrogenated to the �nal ester product, analogous to the initial dehydrogenation of
the alcohol to the aldehyde. However, such an aldehyde intermediate cannot always
be identi�ed, suggesting that alternative pathways may also exist.199 Consequently, the
detailed aldehyde esteri�cation mechanism is also highly non-trivial.

In a prior computational work, Hibbitts and Neurock suggest various pathways for
the dehydrogenation and oxidation of ethanol to acetate based on the DFT-calculated
energetics and barrier heights for a series of reactions on the water-solvated Pd(111)
surface.40 However, due to the complexity of their setup, they were unable to perform a
full microkinetic analysis, and thus their conclusions regrading the predominant reaction
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pathways relied upon assumptions about the condition of the working catalyst surface
(e.g. hydrogen coverage).

In this work, we use Pd(111)-catalyzed esteri�cation of 1-propanol to methyl propi-
onate under basic conditions as a model of aliphatic primary alcohol esteri�cation. We
utilize �rst-principles microkinetic modeling informed by density functional theory (DFT)
calculations of the catalyst surface and the solution-phase species. Microkinetic analysis of
the reaction network allows us to identify the dominant reaction pathways that contribute
to the catalytic activity from the large number of possible routes from propanol to the
�nal ester product. It also facilitates a direct examination of the state of the catalyst under
working conditions and the role of various reactants, including, in particular, the role of
catalytic base.

In order to achieve these goals, we develop several novel microkinetic modeling
techniques for the analysis of liquid-phase heterogeneous catalytic reaction networks.
This work is one of the �rst comprehensive applications of �rst-principles microkinetic
modeling to a liquid-phase heterogeneous reaction network containing charged reactants,
accounting for the e�ects of solvation on both thermodynamics and mass transport.
Additionally, we introduce a method to account for adsorption and desorption of charged
reactants and their in�uence on subsequent adsorption / reaction. Interestingly, while
we �nd intermediate and transition state energies for our system that are in qualitative
agreement with the prior �ndings of Hibbitts and Neurock, the predominant reaction
pathways di�er, likely due to the strong in�uence of the catalysts surface coverage under
steady-state working conditions, thus highlighting the importance a detailed microkinetic
model for this reaction network.

6.2 Theoretical methods

The energies and geometries of surface-bound species were determined with the periodic
density functional theory (DFT) code VASP in a basis of plane waves up to a cuto�
energy of 450 eV.151,200–202 All calculations were run using the Python environment ASE.71

Geometry optimizations and vibrational frequency calculations were performed with the
PBE-D3(ABC) dispersion-corrected density functional method, and single-point energies
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were evaluated with the range-separated HSE06-D3(BJ,ABC) method at the PBE-D3(ABC)
geometries.61–64,66–70,203,204 While DFT calculations using hybrid functionals such as HSE06
are signi�cantly more computationally expensive than typical semilocal functionals such
as PBE, the inclusion of exact exchange has a substantial e�ect on reaction barrier heights
and intermediate binding energies.205–207 PBE-D3(ABC) yields a lattice constant of 3.90Å
for bulk Pd, which compares favorably to the experimental lattice constant of 3.89Å.208

The Pd(111) surface was modeled as a 4-layer 3x3 slab with a 15Å vacuum gap, and the
Brillouin zone was sampled with a 3x3x1 Monkhorst-Pack k-point mesh.209 The bottom
two layers of the slab were �xed to the PBE-D3(ABC) lattice constant, while the top two
layers were allowed to relax in all geometry optimizations. The e�ect of solvation on the
catalyst surface and adsorbed intermediates were included through the use of single-point
GLSSA13 continuum solvation model calculations using VASPsol with methanol as the
solvent at the PBE level of theory.210–212 Pathways for all reactions were located using
the nudged elastic band method157,213,214, and transition states were optimized using the
dimer method.203,215,216 All transition states were veri�ed to have exactly one imaginary
vibrational frequency corresponding to the expected reaction coordinate.

Solution-phase species were optimized in Gaussian 09217 with the PBE-D3(ABC)
method using the aug-cc-pVTZ basis set218 and the SMD continuum solvation model219

with methanol solvent. SMD was chosen since it was parametrized to reproduce exper-
imental total free energies of solvation, including the cavitation energy. Note that for
periodic calculations involving the catalyst surface, the GLSSA13 PCM is used instead
of SMD. This is because SMD is parametrized to reproduce experimental free energies of
solvation, which includes contributions arising from the loss of translational entropy of
gas-phase species. This is not relevant for immobile systems, such as adsorbates on the
catalyst surface. Similarly, GLSSA13 would predict inaccurate solvation free energies of
species in solution due to its neglect of translational entropy loss. Single-point calculations
were performed with the HSE06-D3(BJ,ABC) method70 and the resulting energies were
extrapolated to the complete basis set limit using the aug-cc-PVnZ basis sets (n = 2 to 5).
Calculations were performed with and without solvation correction to determine the free
energy of solvation, which was used to correct the energy of the gas-phase species as
determined in VASP (see Figure 6.1). Additionally, the energy of species that carry a formal
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negative charge was determined by performing calculations of the corresponding neutral
radical in VASP, and adding to that the electron a�nity of that species as determined in
Gaussian.

≈ + −

+

−+

∆Gsolv

−EA

∆Gsolv

−≈

Neutralsolute

Chargedsolute

1Figure 6.1: Schematic illustration of energy calculations for solution-phase species. The
energy of a species in solution under periodic boundary conditions is approximated as the
energy of the species in the absence of solvation under periodic boundary conditions plus
the free energy of solvation, which is determined using Gaussian and SMD. For anions,
we calculate the energy of the corresponding neutral radical under periodic boundary
conditions without solvation, then add both the electron a�nity and the solvation free
energy determined using Gaussian and SMD.

The reaction network was analyzed using the Micki package220, which allows for
the construction and solution of microkinetic models from ab initio calculations. On-
surface reaction rate constants were calculated using transition state theory. Reverse
rate constants were chosen such that all reactions obey detailed balance. For barrierless
on-surface reactions, transition state theory was used with a free energy barrier of 0 eV
in the exothermic direction, resulting in a rate constant of kBT /ℎ. We treat O2(g) as a gas
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phase species and enforce its equilibrium surface coverage. This is because O2 has a low
solubility in methanol and is typically introduced to the system by bubbling gas through
the reactor. The rate of adsorption of all solution-phase species were calculated using
a Langmuir equilibration-di�usion model (see Figure 3.1), which is described in detail
in section 3.5. This model for the rate of di�usion-limited adsorption is similar to one
developed by Hansen, Viswanathan, and Nørskov.75. For all simulations, a stationary
layer thickness of 100 µm was used for di�usion. This choice of length scale motivated by
a model for the laminar creeping �ow of solvent around a spherical nanoparticles with a
diameter of 1 nm.

The free energy for adsorbates are calculated as

Fads = Eelec + Fvib − TSconf , (6.1)

where Eelec is the electronic energy, Fvib is the vibrational free energy, and Sconf is the
con�gurational entropy. Sconf is 0 for all species that occupy only a single adsorption
site in the microkinetic model, and kB ln Nconf� for species occupying multiple sites, whereNconf is the number of equivalent con�gurations of the species on the surface and � is
the symmetry of the molecule with respect to its binding geometry. Most transition
states are considered to take up two sites, with Nconf = 6 corresponding to the hexagonal
symmetry of the Pd(111) surface. Most species have a symmetry number of � = 1, except
for symmetrical transition states such as homolytic cleavage of O2 to two O atoms.

The free energy of O2 was calculated under the ideal gas approximation as

Fgas = Eelec + Fvib + Frot + Ftrans + kBT ln (2 ∗ S + 1) , (6.2)

where Frot is the rotational free energy, Ftrans is the translational free energy, S is the spin,
and Eelec and Fvib are de�ned in the same way as for adsorbates. For O2, S = 1, as it is a
triplet in its ground state.

The free energy of solution phase species were calculated as the sum of the ideal gas
free energy and ΔFsolv, the solvation free energy correction from the SMD continuum
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solvation model, Fsol′n = Fgas + ΔFsolv. (6.3)

The free energy of an anion in solution is given by

F anionsol′n = F radicalsol′n − EA, (6.4)

where EA is the electron a�nity of the radical in solution as calculated in HSE06-
D3(BJ,ABC) with the SMD continuum solvent model using Gaussian. The adsorption
energy of anions is then related to the adsorption energy of the corresponding radical,

ΔF anionads = ΔF radicalads − Φ + EA + ΔEcap�e, (6.5)

where Φ is the work function of the metal and ΔEcap is the di�erential energy associated
with adding negative charge to the catalyst surface, which we treat as a double layer
capacitor.

The reference state of O2(g) and all solution-phase species was chosen to be 1M, which
is the standard state for solution-phase species. Note that this choice a�ects the reported
free energy of adsorption, but does not a�ect any thermodynamic or kinetic parameters
of the model. A di�usion constant of 2 × 10−9m2/s was used for all solution-phase species.
We �nd that while adsorption is di�usion-limited, it is not rate limiting, and as such
the results of our microkinetic model are invariant to the choice of di�usion constant to
within an order of magnitude for all species.

We assume that the base reacts with the solvent (methanol) quantitatively to form
methoxide, and we ignore the presence of any resulting conjugate acid. In this way, we
control the concentration of the base by changing the concentration of methoxide in
solution. We further set the concentration of the propoxide anion in solution to obey the
predicted equilibrium for proton transfer from propanol to methoxide.

For adsorption of anions to the catalyst surface, we assume that the electron is trans-
ferred from the anion to the metal, resulting in a change in energy that depends on
the work function of the metal. For more details, see section 3.5. The experimentally
determined capacitance of a non-oxidized Palladium electrode is 23.1 µF cm−2.221 Given
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that a single adsorption site of a Pd(111) catalyst has an area of approximately 6.57Å2, this
corresponds with an absolute capacitance of approximately 1.52 × 10−20 F per site. ΔEcap
in equation 6.5 is the di�erential energy associated with adding or removing one electron
from the catalyst surface per adsorption site, and is equal to approximately 10.5 eV.

Both PBE-D3(ABC) and HSE06-D3(BJ,ABC) predict the dissociative adsorption of H2 to
Pd(111) to be substantially more exothermic than experiments have shown. Consequently,
the energy of surface-bound hydrogen atoms was o�set by a constant value to accurately
match the experimental binding enthalpy measured by Silbaugh and Campbell.222

The binding energy of all stable intermediates were also calculated on an H-saturated
surface with a single hydrogen atom removed to make room for the adsorbate. The
resulting binding energy was used to construct a linear dependence of the binding energy
of all intermediates to the H coverage. Similar calculations were done to determine the
lateral self-interactions of O and O2. The lateral self-interactions of H, O, and O2 were
�tted to E(slab + nX) − E(slab) = nE(slab + X) + n2mE(X⋅⋅⋅X), (6.6)

where E(slab + X) is the energy of X on the surface at in�nite dilution, m is the number
of binding sites in the periodic slab model (in our model, m = 9), and E(X⋅⋅⋅X) are the
mean-�eld lateral interactions of species X with itself. We �t the zero-coverage energy
and lateral interaction energies of H, O, and O2 by solving this equation exactly for n = 1
and n = 9. For the lateral interaction of other species with H, we solve a similar equation,

E(slab + X + nH) − E(slab) − nE(slab + H) − n2mE(H⋅⋅⋅H) = E(slab + X) + nmE(H⋅⋅⋅X). (6.7)

This equation is solved exactly for n = 0 and n = 8.
Corrections to the free energy of transition states were calculated as

ΔEts = �ΔEprod + (1 − �) ΔEreact, (6.8)

where ΔEi is the correction to the free energy of species i including lateral interactions
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e�ects, and � is the lateness of the transition state, which we approximate as

� = ΔF‡forΔF‡for + ΔF‡rev , (6.9)

where ΔF‡ is the forward or reverse free energy barrier excluding coverage e�ects. If a
species includes a constant correction to the free energy (such as adsorbed H, to match
experimental values), equations 6.8 and 6.9 are solved self-consistently. For a more detailed
discussion, see section 3.4.

The reactor was modeled as an idealized continuous stirred-tank reactor (CSTR) at330 K. The gas- and solution-phase concentration of all reactants and products were
�xed to their initial values. The coupled di�erential equations were solved until the
rate of change of all concentrations and coverages was less than 1 × 10−6 s−1. Sensitivity
analysis was performed by numerically perturbing model parameters and re-running the
model to �nd the new steady state conditions. For each reaction, Campbell’s degree of
rate control (�RC) was determined by increasing and decreasing the forward and reverse
rate constants by 0.1 %. For each species, the thermodynamic rate control (�TRC) was
determined by increasing and decreasing the free energy of the species by 0.001kBT . The
e�ective activation barrier of the model was determined by increasing and decreasing the
reactor temperature by 0.01 K.78–80

Our sensitivity analysis di�ers from the de�nition originally given by Charles Campbell
et. al. Equation 6.8 indicates that the energy of a transition state is a�ected by perturbations
to the energy of its reactants and products according to the “lateness” of the transition
state. Because of this, the energy of transition states adjoining a given species will also
be modi�ed when analyzing the sensitivity of a reaction network to the binding energy
of that species. This means that the degree of thermodynamic rate control of a species
will be correlated to the degree of kinetic rate control of all reactions that consume or
produce that species. However, since this de�nition is consistent with our treatment
for the energy of transition states, the observed sensitivities will represent to within
�rst order the response of the kinetic model to perturbations in the binding energies of
adsorbates, whereas Campbell’s de�nition would not.
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6.3 Results and Discussion

DFT results

Table 6.1: Reaction free energies and barrier heights for all reactions considered in this
work on the pristine catalyst

Reaction ΔF (eV) ΔF‡for (eV) ΔF‡rev (eV)
RCH2OH(sol’n) + ∗ ←←←←←←←←←←←→ RCH2OH∗ −0.35
RCH2O–

(sol’n) + ∗ ←←←←←←←←←←←→ RCH2O∗ + e– −1.97
CH3O–

(sol’n) + ∗ ←←←←←←←←←←←→ CH3O∗ + e– −1.52
O2(g) + ∗ ←←←←←←←←←←←→ O2∗ 0.06
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCH2O∗ + H∗ 0.71 1.38 0.66
RCH2OH∗ + O∗ ←←←←←←←←←←←→ RCH2O∗ + OH∗ 0.33 0.40 0.07
RCH2OH∗ + OH∗ ←←←←←←←←←←←→ RCH2O∗ + H2O∗ −0.02
RCH2OH∗ + O2∗ ←←←←←←←←←←←→ RCH2O∗ + OOH∗ 0.21
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCHOH∗ + H∗ 0.13 0.74 0.61
RCH2O∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.61 0.36 0.97
RCHOH∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.03 0.70 0.73
RCHOH∗ + O∗ ←←←←←←←←←←←→ RCHO∗ + OH∗ −0.41
RCHOH∗ + OH∗ ←←←←←←←←←←←→ RCHO∗ + H2O∗ −0.76
RCHOH∗ + O2∗ ←←←←←←←←←←←→ RCHO∗ + OOH∗ −0.53
RCHO∗ ←←←←←←←←←←←→ RCHO(sol’n) + ∗ 0.27
RCHO∗ + ∗ ←←←←←←←←←←←→ RCO∗ + H∗ −0.59 0.13 0.73
RCO∗ + CH3O∗ ←←←←←←←←←←←→ RCOOCH3∗ + ∗ −1.04 0.16 1.19
RCHO(sol’n) + CH3O–

(sol’n) ←←←←←←←←←←←→ RCHOOCH –
3 (sol’n) −0.20

RCHOOCH –
3 (sol’n) + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + e– −2.51

RCHOOCH –
3 (sol’n) + CH3OH(sol’n) ←←←←←←←←←←←→

RCH(OH)OCH3(sol’n) + CH3O–
(sol’n)

0.26
RCH(OH)OCH3(sol’n) + ∗ ←←←←←←←←←←←→ RCH(OH)OCH3∗ −0.52
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H∗ 0.35 1.09 0.74
RCH(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OH∗ −0.02 0.37 0.40
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Table 6.1 (continued)

RCH(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H2O∗ −0.37
RCH(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OOH∗ −0.14
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RC(OH)OCH3∗ + H∗ 0.15 0.76 0.61
RC(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ −0.80 0.18 0.98
RC(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCOOCH3∗ + OH∗ −1.18
RC(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCOOCH3∗ + H2O∗ −1.53
RC(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCOOCH3∗ + OOH∗ −1.30
RCHOOCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ −1.01 0.41 1.42
RCOOCH3∗ ←←←←←←←←←←←→ RCOOCH3(sol’n) + ∗ 0.556
O2∗ + ∗ ←←←←←←←←←←←→ 2O∗ −1.89 0.91 2.81
O2∗ + H∗ ←←←←←←←←←←←→ OOH∗ + ∗ −0.50 0.60 1.09
OOH∗ + ∗ ←←←←←←←←←←←→ O∗ + OH∗ −1.77 0.07 1.84
O∗ + H∗ ←←←←←←←←←←←→ OH∗ + ∗ −0.38 0.83 1.21
OH∗ + H∗ ←←←←←←←←←←←→ H2O∗ + ∗ −0.73 0.73 1.46
2OH∗ ←←←←←←←←←←←→ H2O∗ + O∗ −0.35 0.52 0.86
OH∗ + e– ←←←←←←←←←←←→ OH–

(sol’n) + ∗ 1.55
H2O∗ ←←←←←←←←←←←→ H2O(sol’n) + ∗ −0.03
CH3O∗ + H∗ ←←←←←←←←←←←→ CH3OH∗ + ∗ −0.91 0.45 1.37
CH3OH∗ + O∗ ←←←←←←←←←←←→ CH3O∗ + OH∗ 0.54
CH3OH∗ + OH∗ ←←←←←←←←←←←→ CH3O∗ + H2O∗ 0.19
CH3OH∗ + O2∗ ←←←←←←←←←←←→ CH3O∗ + OOH∗ 0.41
CH3OH∗ ←←←←←←←←←←←→ CH3OH(l) + ∗ 0.13
2 H∗ ←←←←←←←←←←←→ H2(sol’n) + 2 ∗ 0.60
Table 6.2: Free energies of reaction and forward and reverse free energy barriers for the
all reactions considered in the microkinetic model (discussed later) under steady state
conditions. Missing values for ΔF‡for and ΔF‡rev indicate that the reaction is barrierless.

Reaction ΔF (eV) ΔF‡for (eV) ΔF‡rev (eV)
RCH2OH(sol’n) + ∗ ←←←←←←←←←←←→ RCH2OH∗ −0.01
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Table 6.2 (continued)

RCH2O–
(sol’n) + ∗ ←←←←←←←←←←←→ RCH2O∗ + e– 0.44

CH3O–
(sol’n) + ∗ ←←←←←←←←←←←→ CH3O∗ + e– 0.34

O2(g) + ∗ ←←←←←←←←←←←→ O2∗ 0.24
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCH2O∗ + H∗ 1.10 1.64 0.54
RCH2OH∗ + O∗ ←←←←←←←←←←←→ RCH2O∗ + OH∗ 0.47 0.52 0.05
RCH2OH∗ + OH∗ ←←←←←←←←←←←→ RCH2O∗ + H2O∗ −0.06
RCH2OH∗ + O2∗ ←←←←←←←←←←←→ RCH2O∗ + OOH∗ 1.11
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCHOH∗ + H∗ 0.25 0.81 0.56
RCH2O∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.92 0.27 1.20
RCHOH∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.07 0.69 0.75
RCHOH∗ + O∗ ←←←←←←←←←←←→ RCHO∗ + OH∗ −0.70
RCHOH∗ + OH∗ ←←←←←←←←←←←→ RCHO∗ + H2O∗ −1.23
RCHOH∗ + O2∗ ←←←←←←←←←←←→ RCHO∗ + OOH∗ −0.06
RCHO∗ ←←←←←←←←←←←→ RCHO(sol’n) + ∗ −0.03
RCHO∗ + ∗ ←←←←←←←←←←←→ RCO∗ + H∗ −0.04 0.22 0.26
RCO∗ + CH3O∗ ←←←←←←←←←←←→ RCOOCH3∗ + ∗ −1.89 0.08 1.77
RCHO(sol’n) + CH3O–

(sol’n) ←←←←←←←←←←←→ RCHOOCH –
3 (sol’n) −0.20

RCHOOCH –
3 (sol’n) + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + e– 0.36

RCHOOCH –
3 (sol’n) + CH3OH(sol’n) ←←←←←←←←←←←→

RCH(OH)OCH3(sol’n) + CH3O–
(sol’n)

0.26
RCH(OH)OCH3(sol’n) + ∗ ←←←←←←←←←←←→ RCH(OH)OCH3∗ −0.10
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H∗ 0.82 1.37 0.55
RCH(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OH∗ 0.19 0.47 0.29
RCH(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H2O∗ −0.35
RCH(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OOH∗ 0.82
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RC(OH)OCH3∗ + H∗ 0.40 0.89 0.50
RC(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ −1.09 0.14 1.22
RC(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCOOCH3∗ + OH∗ −1.72
RC(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCOOCH3∗ + H2O∗ −2.26
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Table 6.2 (continued)

RC(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCOOCH3∗ + OOH∗ −1.09
RCHOOCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ −1.51 0.30 1.81
RCOOCH3∗ ←←←←←←←←←←←→ RCOOCH3(sol’n) + ∗ 0.29
O2∗ + ∗ ←←←←←←←←←←←→ 2O∗ −0.55 1.24 1.79
O2∗ + H∗ ←←←←←←←←←←←→ OOH∗ + ∗ 0.00 0.77 0.77
OOH∗ + ∗ ←←←←←←←←←←←→ O∗ + OH∗ −1.18 0.09 1.27
O∗ + H∗ ←←←←←←←←←←←→ OH∗ + ∗ −0.63 0.73 1.36
OH∗ + H∗ ←←←←←←←←←←←→ H2O∗ + ∗ −1.17 0.59 1.75
2OH∗ ←←←←←←←←←←←→ H2O∗ + O∗ −0.53 0.45 0.98
OH∗ + e– ←←←←←←←←←←←→ OH–

(sol’n) + ∗ −0.75
H2O∗ ←←←←←←←←←←←→ H2O(sol’n) + ∗ −0.22
CH3O∗ + H∗ ←←←←←←←←←←←→ CH3OH∗ + ∗ −0.86 0.47 1.33
CH3OH∗ + O∗ ←←←←←←←←←←←→ CH3O∗ + OH∗ 0.23
CH3OH∗ + OH∗ ←←←←←←←←←←←→ CH3O∗ + H2O∗ −0.31
CH3OH∗ + O2∗ ←←←←←←←←←←←→ CH3O∗ + OOH∗ 0.86
CH3OH∗ ←←←←←←←←←←←→ CH3OH(l) + ∗ −0.11
2 H∗ ←←←←←←←←←←←→ H2(sol’n) + 2 ∗ 0.49

Reaction free energies and barriers were calculated for all plausible elementary steps
for the oxidative esteri�cation of propanol to methyl propionate. The free energies of
all reactions considered in this work on the pristine catalyst are presented in table 6.1,
and the energies under steady state conditions are presented in table 6.2. A free energy
diagram for the observed reaction mechanism (from the microkinetic model, see below) is
presented in �gure 6.2

The free energies of reaction and barrier heights on the pristine surface are in quali-
tative agreement with the results of Hibbitts and Neurock40. In particular, we �nd that
oxygen assistance greatly lowers the barrier to cleavage of O−H bonds, but not C−H bonds.
Similarly, we �nd dehydrogenation of propanol to form the hydroxypropyl intermediate is
the most thermodynamically and kinetically favorable �rst step in the absence of surface
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Figure 6.2: Free energy pro�le of one representative pathway in the overall propanol ester-
i�cation reaction network under steady state conditions. The on-surface and in-solution
pathways for esteri�cation of propanal are highlighted in blue and red, respectively.
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Hibbitts This work
Reaction ΔE (eV) ΔE‡for (eV) ΔF (eV) ΔF‡for (eV)
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCH2O∗ + H∗ 0.60 1.36 0.71 1.38
RCH2OH∗ + O∗ ←←←←←←←←←←←→ RCH2O∗ + OH∗ 0.26 0.83 0.33 0.40
RCH2OH∗ + OH∗ ←←←←←←←←←←←→ RCH2O∗ + H2O∗ −0.22 0.30 −0.02 0.00
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCHOH∗ + H∗ −0.03 0.87 0.13 0.74
RCH2OH∗ + O∗ ←←←←←←←←←←←→ RCHOH∗ + OH∗ −0.36 1.31 −0.25 0.90
RCH2O∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.67 0.53 −0.61 0.36
RCH2O∗ + O∗ ←←←←←←←←←←←→ RCHO∗ + OH∗ −1.01 0.98 −0.99 0.74
RCH2O∗ + OH∗ ←←←←←←←←←←←→ RCHO∗ + H2O∗ −1.31 0.62 −1.34 0.61
RCHOH∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ −0.04 0.93 −0.03 0.70
RCHOH∗ + O∗ ←←←←←←←←←←←→ RCHO∗ + OH∗ −0.37 1.04 −0.41 0.00
RCHOH∗ + OH∗ ←←←←←←←←←←←→ RCHO∗ + H2O∗ −0.79 0.00 −0.76 0.00
RCHO∗ + ∗ ←←←←←←←←←←←→ RCO∗ + H∗ −0.31 0.30 −0.59 0.13

Table 6.3: Comparison of our results and those of Hibbitts and Neurock for some reaction
free energies and barrier heights.

oxygen species. In general, we �nd that most kinetically relevant steps in the model are
exothermic and have small or no barriers, with the exception of the dehydrogenation
of propanol to hydroxypropyl and the desorption of propanal and methyl propionate.
The di�erences between the two sets of results could be caused by a number of factors,
including the di�erent substrates under consideration (propanol in this work, as compared
to ethanol in Hibbitts and Neurock), di�erent solvents and treatment of solvation, and
di�erent DFT functionals.

While Table 6.2 indicates that adsorption of anions is strongly disfavored, this is only
the case under steady state conditions due to the buildup of excess negative charge on the
catalyst surface. In fact, anions bind to the pristine surface very strongly, around 1.5 eV to2.0 eV, becoming less exothermic with increasing anion adsorption due to surface charge
accumulation.

Microkinetic model results
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Table 6.4: Steady state rate and Campbell’s degree of rate control for all reactions consid-
ered in our model.

Reaction Rate (h−1) �RC
RCH2OH(sol’n) + ∗ ←←←←←←←←←←←→ RCH2OH∗ 95.6 0.000
RCH2O–

(sol’n) + ∗ ←←←←←←←←←←←→ RCH2O∗ + e– −7.2 0.000
CH3O–

(sol’n) + ∗ ←←←←←←←←←←←→ CH3O∗ + e– 105.1 0.000
O2(g) + ∗ ←←←←←←←←←←←→ O2∗ 81.9 0.000
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCH2O∗ + H∗ 0.0 0.000
RCH2OH∗ + O∗ ←←←←←←←←←←←→ RCH2O∗ + OH∗ 0.0 0.000
RCH2OH∗ + OH∗ ←←←←←←←←←←←→ RCH2O∗ + H2O∗ 13.7 0.000
RCH2OH∗ + O2∗ ←←←←←←←←←←←→ RCH2O∗ + OOH∗ 0.00 0.000
RCH2OH∗ + ∗ ←←←←←←←←←←←→ RCHOH∗ + H∗ 81.9 0.619
RCH2O∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ 6.5 −0.256
RCHOH∗ + ∗ ←←←←←←←←←←←→ RCHO∗ + H∗ 0.0 0.003
RCHOH∗ + O∗ ←←←←←←←←←←←→ RCHO∗ + OH∗ 0.0 −0.002
RCHOH∗ + OH∗ ←←←←←←←←←←←→ RCHO∗ + H2O∗ 0.0 0.000
RCHOH∗ + O2∗ ←←←←←←←←←←←→ RCHO∗ + OOH∗ 81.9 0.005
RCHO∗ ←←←←←←←←←←←→ RCHO(sol’n) + ∗ 46.8 −0.001
RCHO∗ + ∗ ←←←←←←←←←←←→ RCO∗ + H∗ 41.6 0.000
RCO∗ + CH3O∗ ←←←←←←←←←←←→ RCOOCH3∗ + ∗ 41.6 −0.001
RCHO(sol’n) + CH3O–

(sol’n) ←←←←←←←←←←←→ RCHOOCH –
3 (sol’n) 46.8 0.000

RCHOOCH –
3 (sol’n) + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + e– 46.8 0.000

RCHOOCH –
3 (sol’n) + CH3OH(sol’n) ←←←←←←←←←←←→ RCH(OH)OCH3(sol’n) + CH3O–

(sol’n) −0.1 0.000
RCH(OH)OCH3(sol’n) + ∗ ←←←←←←←←←←←→ RCH(OH)OCH3∗ −0.1 0.000
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H∗ −0.1 0.000
RCH(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OH∗ 0.0 0.000
RCH(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCHOOCH3∗ + H2O∗ 0.0 0.000
RCH(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCHOOCH3∗ + OOH∗ 0.0 0.000
RCH(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RC(OH)OCH3∗ + H∗ 0.0 0.000
RC(OH)OCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ 0.0 0.000
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Table 6.4 (continued)

RC(OH)OCH3∗ + O∗ ←←←←←←←←←←←→ RCOOCH3∗ + OH∗ 0.0 0.000
RC(OH)OCH3∗ + OH∗ ←←←←←←←←←←←→ RCOOCH3∗ + H2O∗ 0.0 0.000
RC(OH)OCH3∗ + O2∗ ←←←←←←←←←←←→ RCOOCH3∗ + OOH∗ 0.0 0.000
RCHOOCH3∗ + ∗ ←←←←←←←←←←←→ RCOOCH3∗ + H∗ 46.8 −0.001
RCOOCH3∗ ←←←←←←←←←←←→ RCOOCH3(sol’n) + ∗ 88.4 −0.024
O2∗ + ∗ ←←←←←←←←←←←→ 2O∗ 0.0 0.000
O2∗ + H∗ ←←←←←←←←←←←→ OOH∗ + ∗ 0.0 0.001
OOH∗ + ∗ ←←←←←←←←←←←→ O∗ + OH∗ 81.9 0.000
O∗ + H∗ ←←←←←←←←←←←→ OH∗ + ∗ 0.0 0.000
OH∗ + H∗ ←←←←←←←←←←←→ H2O∗ + ∗ 0.0 0.000
2OH∗ ←←←←←←←←←←←→ H2O∗ + O∗ 0.0 0.000
OH∗ + e– ←←←←←←←←←←←→ OH–

(sol’n) + ∗ 144.7 0.000
H2O∗ ←←←←←←←←←←←→ H2O(sol’n) + ∗ 19.2 0.000
CH3O∗ + H∗ ←←←←←←←←←←←→ CH3OH∗ + ∗ 150.8 0.427
CH3OH∗ + O∗ ←←←←←←←←←←←→ CH3O∗ + OH∗ 81.9 0.002
CH3OH∗ + OH∗ ←←←←←←←←←←←→ CH3O∗ + H2O∗ 5.4 0.000
CH3OH∗ + O2∗ ←←←←←←←←←←←→ CH3O∗ + OOH∗ 0.0 0.000
CH3OH∗ ←←←←←←←←←←←→ CH3OH(l) + ∗ 63.5 0.000
2 H∗ ←←←←←←←←←←←→ H2(sol’n) + 2 ∗ 12.9 0.452

Our microkinetic model yields an overall turnover frequency of about 88.4 h−1, consistent
with the low experimentally-observed activity of the unpromoted catalyst. Based on these
results, we �nd that two pathways to the formation of methyl propionate contribute to the
majority of the activity (see Table 6.4). The �rst pathway involves initial dehydrogenation
of adsorbed propanol (RCH2OH) to hydroxypropyl (RCHOH), which reacts with adsorbed
O2 to form propanal (RCHO) and hydroperoxyl (OOH). OOH dissociates to O and hydroxyl
(OH), and OH accepts an electron from the surface and leaves the catalyst as hydroxide
(OH– ). Propanal desorbs from the surface and reacts in solution with methoxide to form
a deprotonated hemiacetal anion (RCHOOCH –

3 ). This anion then adsorbs to the surface
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Species Coverage �TRC
H 0.7352 −1.368
RCH2OH 0.1049 0.453
RCOOCH3 0.0572 0.048
CH3OH 0.0376 0.182
RCHOHOCH3 < 0.0001 0.000
CH3O < 0.0001 0.552
RCO < 0.0001 −0.003
O2 < 0.0001 0.010
RCHO < 0.0001 −0.167
RCHOOCH3 < 0.0001 −0.002
RCHOH < 0.0001 0.769
H2O < 0.0001 0.000
O < 0.0001 −0.005
RCH2O < 0.0001 −0.525
OOH < 0.0001 0.002
OH < 0.0001 0.005
RCOHOCH3 < 0.0001 0.000∗ 0.0650

Table 6.5: Steady state concentrations and degree of thermodynamic rate control for all
adsorbates considered in our model.

and undergoes �-hydride elimination to form methyl propionate (RCOOCH3). The second
pathway is identical up to the formation of propanal, at which point propanal becomes
further dehydrogenated by the catalyst to propanoyl (RCO), which reacts with catalyst-
bound methoxy to form methyl propionate. Both pathways contribute an essentially equal
amount to the overall formation of methyl propionate (see Figure 6.9).

Since our microkinetic model accounts for lateral interactions between adsorbates,
reaction energies and barrier heights depend on the catalyst surface coverage. In the
discussion that follows, all reported energies correspond to the steady-state catalyst
coverage. In general, this tends to raise barrier heights and destabilize intermediates that
form strong bonds to the catalyst relative to that of the pristine catalyst. In particular, we
�nd that the steady state catalyst has a large buildup of adsorbed H (see Table 6.5).

In the following sections, we will discuss the results of our microkinetic model by
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focusing on speci�c reactions that occur in the overall reaction network. We begin by
discussing the dehydrogenation of propanol to propanal, followed by the esteri�cation of
propanal to form methyl propionate. We subsequently discuss the predominant pathway(s)
by which H is removed from the catalyst surface, the reduction of O2 to form H2O, and
�nally the role of catalytic base. We end by outlining the possible role of main-group
element additives in promoting the dehydrogenation and oxidation of alcohols.

Dehydrogenation of propanol to propanal

The �rst step towards formation of methyl propionate is the dehydrogenation of propanol
to propanal. Formation of propanal involves sequential dehydrogenation at the alcohol
oxygen and the adjacent carbon. These steps have di�erent barriers depending on the
order in which they occur, resulting in two possible pathways with di�erent kinetics. We
refer to the pathway in which the O−H bond is broken �rst as the “propoxy” pathway,
and the pathway in which the C−H bond is broken �rst the “hydroxypropyl” pathway,
after the partially dehydrogenated intermediates involved in the respective pathways.

In both pathways, we �nd that the barrier to O−H bond scission can be e�ectively
eliminated by cooperative reduction of on-surface oxygen species in the form of O, OH,
and O2. We do not �nd the same cooperativity for the C−H bond scission steps. While
oxygen-assisted C−H bond scission can occur, in all cases we �nd these reactions to have
a substantially higher free energy barrier than unassisted C−H bond scission. This is
likely because the C−H bonds in the surface-bound intermediates in our model form
agostic interactions with underlying Pd atoms, which facilitates C−H bond scission onto
the catalyst surface (see Figure 6.3). In order for a coadsorbed oxygen species to abstract
H directly from the C−H bond, this agostic interaction must be broken, which destabilizes
the transition state relative to the unassisted mechanism. On the other hand, O−H bond
containing species can form hydrogen bonds with coadsorbed oxygen species, which
facilitates direct transfer of H from one oxygen atom to another.

In the propoxy pathway (see �gure 6.4), the initial unassisted O−H bond scission step
has a free energy of reaction of 1.10 eV and involves a substantial free energy barrier of1.64 eV. This reaction is made substantially more favorable via oxygen assistance, while
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Figure 6.3: The propoxy intermediate adsorbed to the Pd(111) surface. The Pd−H distance
and Pd−H−C angle are shown, which indicate an agostic type interaction.

also reducing the associated barriers. The barrier for C−H bond scission that occurs in the
second step of the propoxy pathway has a free energy of reaction of −0.92 eV and a free
energy barrier of 0.27 eV. For energetics on the pristine catalyst surface, see �gure 6.5.

The initial step of the hydroxypropyl pathway (see �gure 6.6) is C−H bond scission
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Figure 6.4: Free energy pro�le of the dehydrogenation of propanol to propanal through the
adsorbed propoxy intermediate under steady state conditions via the unassisted (black),
O2-assisted (orange), O-assisted (blue), and OH-assisted (green) mechanisms. The zero of
free energy corresponds to all co-reactants separated but pre-adsorbed on the catalyst
surface.

of adsorbed propanol, which has a free energy of reaction of 0.25 eV and a barrier of0.81 eV. The second O−H bond scission step has a free energy of reaction of −0.07 eV
and an unassisted barrier of 0.69 eV. Note that both steps of the hydroxypropyl pathway
have similar free energy barriers, unlike the propoxy pathway, in which the barrier to
unassisted O−H bond scission is substantially higher. As in the propoxy pathway, oxygen
assistance eliminates the barrier to O−H bond scission. While O−H bond scission of
hydroxypropyl to propanal is exothermic in all cases, O−H bond scission of propanol
to propoxy remains endothermic in most cases, with the exception of the OH-assisted
mechanism, which is very slightly exothermic. For energetics on the pristine catalyst
surface, see �gure 6.7.

Based only on thermodynamic considerations, it is not a priori obvious which of these
two pathways will predominate the catalyst’s activity. It is clear that oxygen assistance
lowers the barrier to O−H bond scission, and that the forward barriers are overall lower
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Figure 6.5: Free energy pro�le of the dehydrogenation of propanol to propanal through
the adsorbed propoxy intermediate on the pristine surface via the unassisted (black),
O2-assisted (orange), O-assisted (blue), and OH-assisted (green) mechanisms. The zero of
free energy corresponds to all co-reactants separated but pre-adsorbed on the catalyst
surface.

in the oxygen-assisted propoxy pathway. However, the kinetics of the reaction are
governed both by the thermodynamics of the reactants and transition state and by the
concentration of the reactants on the surface. In particular, the reaction of propanol
(hydroxypropyl) with surface-bound O and OH is less endothermic (more exothermic)
than reaction with surface-bound O2. However, surface-bound O and OH are formed
primarily by decomposition of surface-bound OOH (free energy barrier of 0.09 eV), as the
free energy barrier for O2 decomposition is a very substantial 1.24 eV. Moreover, formation
of OOH by the purely on-surface reaction of O2∗ + H∗ has a free energy barrier of 0.77 eV,
which is more unfavorable than the endothermic reaction of O2 with propanol to form
OOH and propoxide. This suggests that O2-assisted O−H bond scission is a prerequisite for
the O-assisted and OH-assisted pathways, and therefore it must occur at some point in the
reaction network.

Microkinetic modeling gives us the ability to identify which of the many plausible reac-
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Figure 6.6: Free energy pro�le of the dehydrogenation of propanol to propanal through
the adsorbed hydroxypropyl intermediate under steady state conditions via the unassisted
(black), O2-assisted (orange), O-assisted (blue), and OH-assisted (green) mechanisms. The
zero of free energy corresponds to all co-reactants separated but pre-adsorbed on the
catalyst surface.

tion pathways outlined above are, in fact, kinetically relevant. Based on our microkinetic
model, we �nd that the initial dehydrogenation of propanol to form propanal proceeds
largely through a single pathway: dehydrogenation of propanol to the hydroxypropyl
intermediate, which reacts with coadsorbed O2 to form propanal and OOH (see Figure
6.8).

Initial dehydrogenation of propanol to the hydroxypropyl intermediate (via C−H
bond cleavage) has the largest barrier and the highest degree of rate control of all ele-
mentary steps in the reaction network. This reaction is endothermic by 0.13 eV on the
pristine catalyst, while under steady-state conditions this nearly doubles to 0.25 eV. This
increase in endothermicity of the reaction is coupled with an increase in barrier from0.74 eV under pristine to 0.81 eV under steady state conditions. We �nd no barrier for
the reaction of hydroxypropyl with either O or O2. In comparison, the dehydrogenation
of propoxy to propanal proceeds over a barrier of 0.27 eV (0.36 eV) under steady-state
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Figure 6.7: Free energy pro�le of the dehydrogenation of propanol to propanal through the
adsorbed hydroxypropyl intermediate on the pristine surface via the unassisted (black),
O2-assisted (orange), O-assisted (blue), and OH-assisted (green) mechanisms. The zero of
free energy corresponds to all co-reactants separated but pre-adsorbed on the catalyst
surface.

(pristine) conditions.
One might wonder why the reaction proceeds through the hydroxypropyl intermediate

at all, given the presence of propoxide in solution and the lower barrier to dehydrogenation
of propoxy to propanal. However, the degree of thermodynamic rate control of adsorbed
propoxy is negative, indicating that stabilization of propoxy hinders formation of methyl
propionate. In fact, we observe a net desorption of propoxide from the surface following
deprotonation of propanol by OH. These observations can be explained by the critical role
of hydroxypropyl for the reduction of O2 to OOH. As we will discuss in a later section,
direct abstraction of surface-bound H by O2 has a substantial barrier, whereas reaction of
the hydroxypropyl intermediate with O2 to form propanal and OOH is barrierless. The
pathway in which propoxide anions adsorb to the catalyst and become dehydrogenated to
propanal completely bypasses the hydroxypropyl intermediate, thereby inhibiting crucial
O2 reduction to OOH.
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Figure 6.8: Reaction diagram for the catalytic dehydrogenation of propanol to propanal.
For this and all following reaction diagrams, arrow stem thickness represents relative
steady state �ux and color represents the sensitivity of the rate of methyl propionate
formation to the binding energy of intermediates (circles) and reaction rate constants
(arrows).

Note that the predominant pathway predicted by our microkinetic model for dehy-
drogenation of propanol to propanal di�ers from the pathways proposed by Hibbitts and
Neurock for dehydrogenation of ethanol to acetaldehyde, despite the similar energetics
of these two systems. Hibbitts and Neurock predict that under basic conditions, the
alcohol will primarily adsorb to the catalyst as the deprotonated alkoxide, which is in
disagreement with the results of our microkinetic model. Our results can be explained
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both by the unfavorable thermodynamics of adsorption of the alkoxide due to the negative
steady-state charge acquired by the catalyst under working conditions, and by the critical
role played by the hydroxypropyl intermediate in reduction of O2. These factors are
di�cult to predict in the absence of kinetic modeling.

Dehydrogenation and esteri�cation of propanal to methyl propionate

Subsequent esteri�cation of propanal can proceed through one of two potential pathways,
both involving one C−O bond formation step and one C−H bond cleavage step. The
most direct pathway proceeds through dehydrogenation of surface-bound propanal to
the propanoyl intermediate, which reacts with surface-bound methoxy to form the ester.
The alternative pathway involves desorption of propanal, which reacts with methoxide in
solution to form a deprotonated hemiacetal anion. The deprotonated hemiacetal anion
then adsorbs to the catalyst and undergoes �-hydride elimination to the �nal ester product.
In both pathways, one H atom is deposited onto the catalyst surface and one anion –
either methoxide or the deprotonated hemiacetal anion – adsorbs to the surface.

Based on the results of our microkinetic model, we �nd that both pathways are feasible
and contribute to the overall catalyst activity (see Figure 6.9). A slight majority (53 %) of
the propanal that is formed on the catalyst desorbs and proceeds through the hemiacetal
pathway, while the remaining propanal (47 %) becomes dehydrogenated to propanoyl.
Sensitivity analysis shows that the rate of methyl propionate formation is largely un-
a�ected by the kinetic parameters of either pathway, suggesting that esteri�cation of
propanal is not rate determining and that both pathways are capable of rapidly converting
propanal to methyl propionate, which is consistent with the lack of an observed build up
of aldehyde intermediates in the esteri�cation of other primary alcohols.174

Note that we do not see any substantial formation of the neutral hemiacetal species
either in solution or on the catalyst surface, and solution-phase deprotonated hemiacetal
rapidly adsorbs to the catalyst surface and is dehydrogenated to methyl propionate.
Similarly, any propanoyl that is formed on the surface reacts exothermically (−1.69 eV)
and with modest barrier (0.08 eV) with adsorbed methoxy to form the ester.
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Figure 6.9: Reaction diagram for the formation of methyl propionate from propanal and
methanol.

The role of hydrogen

The catalyst surface is substantially H-covered in the steady state, with 74 % of all active
sites occupied by H atoms. This is consistent with experimental working catalyst potential
measurements which show that even in oxygen-rich environments, PGM dehydrogenation
catalysts tend to become reduced relative to the air-exposed resting catalyst when exposed
to dehydrogenation targets such as alcohols.175 These surface H atoms are byproducts of
the dehydrogenation steps involved in the conversion of propanol to methyl propionate
and must be removed in order to regenerate the catalyst under steady-state conditions.



95

While it is known that surface-bound H ultimately reduces O2 to H2O, the mechanism by
which H is removed from the surface is complex.

Three H atoms are removed from propanol over the course of the reaction: one from
an O−H bond and two from C−H bonds. We �nd that surface-bound oxygen species such
as O, OH, and O2 can facilitate O−H bond scission both by stabilizing the products and
lowering or eliminating the reaction barrier, but these oxygen species cannot facilitate
C−H bond scission. As such, while O−H bond scission does not necessarily contribute
to the overall surface H coverage, the remaining two C−H dehydrogenation steps must
necessarily contribute to overall surface H coverage.
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Figure 6.10: Reaction diagram of the mechanism by which adsorbed H is removed from
the catalyst surface.

Once an H atom becomes adsorbed to the catalyst, there are several pathways by
which it can be removed. The most direct pathway is desorption of H2, though the rate
of this pathway is expected to be small, as it does not contribute to the reduction of O2

and it is not observed to be a major product experimentally. The majority of surface-
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bound H will react to eventually form H2O. However, direct abstraction of H from the
catalyst surface by O2, O, or OH are found to have very large barriers. Instead, we �nd
that methoxide adsorbs to the catalyst and abstracts a proton, then it either desorbs as
methanol or subsequently reacts with surface-bound O or OH to form OH or H2O (see
Figure 6.10). Any OH that is formed rapidly picks up an electron from the catalyst surface
and desorbs as OH– , which can in turn abstract a proton from the methanol solvent to
form H2O and regenerate methoxide. In this way, methoxide shuttles H atoms o� the
surface and onto oxygen, which is less able to directly abstract H from the surface itself,

CH3O− + 2H∗ + O∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ CH3OH + OH− ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ CH3O− + H2O. (6.10)

We �nd that H has the most strongly negative degree of thermodynamic rate control
of all species in the reaction network, with �TRC = −1.37. As such, the presence of H on
the catalyst surface strongly suppresses catalytic activity.

However, the negative degree of rate control observed for H does not necessarily
arise from catalyst poisoning via site blocking, as around 7 % of the catalyst surface
remains unoccupied in the steady state. Instead, we �nd that the presence of H desta-
bilizes co-adsorbates through lateral interactions. Indeed, the high H coverage of the
catalyst surface raises the binding energy of other adsorbates by as much as 0.83 eV in
the steady state (in the case of the deprotonated hemiacetal intermediate). We �nd that
all adsorbates are destabilized under high H coverage conditions, but closed-shell and
physisorbed molecules are destabilized to much lesser extent than open-shell reaction
intermediates. For example, OOH is destabilized to a much greater extent than adsorbed
O2, and consequently reduction of O2 to OOH is less exothermic under steady state vs.
pristine conditions.

The role of oxygen

The in�uence of O2 on the dehydrogenation and esteri�cation of propanol to methyl
propionate is not straightforward. Clearly O2 is required for the reaction to occur – the
ultimate fate of surface-bound H atoms is H2O – but the exact mechanism by which O2

assists the reaction is not obvious. The most direct pathway to O2 reduction involves



97

Dioxygen

Dioxygen

Oxygen
Hydroxypropyl

Propanal

Hydroperoxyl Methanol

Hydroxyl

Hydroxide

0.0 1.368-1.368

0.619-0.619 0.0

Thermodynamic Rate Control

Rate Control

Methoxy

Methoxy

Water

Water

Propanol

Propoxy

1
Figure 6.11: Reaction diagram for the reduction of O2 to OH– on the catalyst.

direct abstraction of surface H atoms; however, we �nd that this reaction occurs only very
slowly due its large free energy barrier of 0.77 eV. Other mechanisms by which O2 can be
reduced to OOH involve direct H abstraction from O−H groups on coadsorbates such as
propanol and methanol. We �nd that these reactions are barrierless in all cases, but slightly
less thermodynamically favorable than unassisted O−H bond cleavage onto the catalyst
surface. In our microkinetic model, we �nd that only the hydroxypropyl intermediate
directly reacts with O2 to form OOH (see Figure 6.11). This is likely because of all O−H
bond scission steps in the microkinetic model, dehydrogenation of hydroxypropyl to
propanal is the only one that is intrinsically exothermic, allowing it to drive the formation
of OOH. The exothermicity of this reaction is due to the formation of the stable, closed-
shell propanal intermediate, whereas dehydrogenation of propanol or methanol produces
less stable open-shell alkoxy intermediates.

Once OOH is formed on the surface, it rapidly decomposes to O and OH. We �nd
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that most OH that forms on the surface rapidly accepts an electron from the catalyst
and desorbs as OH– . A small amount of OH reacts with propanol to form propoxy and
H2O, which then desorbs. The remaining O atom must abstract at least one more H atom
before desorbing from the surface as OH– or H2O. However, as with O2, direct abstraction
of surface H by O has a large free energy barrier (0.73 eV). However, O is also capable
of abstracting H atoms directly from the O−H groups of coadsorbates, but unlike O2,
this reaction is intrinsically exothermic. We �nd that O primarily reacts with adsorbed
methanol to form OH and methoxy.

The role of base

The impact of base in esteri�cation of propanol to methyl propionate is also complex.
Ultimately, we �nd that base facilitates removal of H atoms from the catalyst surface, but
that its ability to do so is limited by removal of excess negative charge from the catalyst
via OH– desorption.

Based on the results of our microkinetic model (see Figure 6.12), we �nd that for each
methyl propionate produced, approximately 1.64 OH– anions and 0.08 propoxide anions
desorb from the catalyst surface. To maintain charge balance, 1.19 methoxide anions
and 0.53 deprotonated hemiacetal anions adsorb to the catalyst surface. Both methoxide
and the deprotonated hemiacetal anions are directly involved in the formation of methyl
propionate, but we �nd that adsorption of methoxide is in excess of what is required to
react with propanoyl on the surface to form methyl propionate. This excess methoxide
eventually desorbs from the catalyst surface as methanol, thereby facilitating the removal
of H atoms. In fact, the e�ect of base can be broadly characterized as lowering the steady
state H atom concentration on the surface, either by direct H atom removal (see equation
6.10) or by eliminating the need for on-surface O−H bond scission. In the absence of
base, it becomes much more di�cult to remove excess H from the catalyst surface, which
slows the overall reaction due to destabilization of reaction intermediates, as discussed
previously. Additionally, as OH cannot desorb as OH– in the absence of base, it must
further react on the surface to form H2O before desorbing.

While base is clearly very e�ective at scouring H atoms from the catalyst surface,
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Figure 6.12: Reaction diagram illustrating the mechanism by which methoxide removes H
atoms from the catalyst surface.

the rate at which this occurs is limited by removal of excess negative charge from the
catalyst. On a pristine and uncharged catalyst surface, adsorption of anions from solution
is strongly exothermic, due to the large work function of Pd. When an anion adsorbs
to the catalyst surface from solution, its excess electron is deposited into the catalyst,
making adsorption of subsequent anions less favorable due to the electrostatic repulsion
between excess surface electrons. Under steady state conditions, the charge of the catalyst
does not change, and thus any anions that adsorb to the catalyst will be exactly balanced
by desorption of other anions. The primary way that negative charge is removed from
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the catalyst is by desorption of OH– , which is formed following reduction of O2 to OOH.
Therefore, we argue that the ability of catalytic base to remove excess H from the catalyst
surface is limited by the rate at which O2 is reduced to OOH.

We observe that the majority of OH formed on the catalyst surface immediately accepts
an electron from the catalyst and desorbs as OH– . In the absence of base, OH would need
to be further reduced to H2O before desorbing. While this reaction is strongly exothermic,
it has a fairly high free energy barrier of 0.59 eV in the steady state under basic conditions.
Consequently, this reaction would compete with O and O2 for the limited number of O−H
group containing coadsorbates.

In summary, catalytic base plays three key roles in the esteri�cation of propanol on
Pd(111): 1) scavenging of H from the catalyst surface, 2) deprotonation of alcohols in
solution to the corresponding alkoxide (thereby removing the need for on-surface alcohol
deprotonation), and 3) driving surface-bound OH to desorb as OH– rather than requiring
it be fully hydrogenated to H2O on the catalyst.

6.4 Concluding remarks

Our �rst-principles microkinetic model of the solution-phase base-catalyzed oxidative
esteri�cation of propanol to methyl propionate predicts a TOF of 88.4 h−1, consistent
with the modest experimentally observed activity of the unpromoted catalyst. Sensitivity
analysis demonstrates that activity is limited by the slow removal of H from the catalyst
surface. Nonetheless, approximately 7 % of the catalyst surface is unoccupied in the steady
state, suggesting the surface is not necessarily poisoned via site blocking. Rather, we
�nd that the presence of adsorbed H destabilizes other reaction intermediates via strong
lateral interactions. Additionally, the activity of the catalyst is hindered by a high kinetic
barrier for initial C−H bond scission in propanol and the unfavorable thermodynamics of
reduction of O2 to OOH.

There have been a number of hypotheses for the mechanism by which main group
promoter elements improve catalyst activity and selectivity for oxidative dehydrogenation
and esteri�cation of alcohols. These hypotheses fall into one of three broad classes: 1)
the promoter blocks sites, thereby preventing the formation of strongly-bound undesired
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side-products (the so-called ensemble e�ect);180,181 2) the promoter indirectly modulates
the activity of the catalyst, which can, for example, prevent corrosion179 or suppress
a buildup of H178; or 3) the promoter directly interacts with surface adsorbates, either
acting as a co-catalyst176, or by simply coordinating adsorbates to create more stable
con�gurations.177

The results of our microkinetic model and some preliminary calculations on model
main-group promoted surfaces suggest that both the indirect modulation of intrinsic Pd
metal binding energetics and direct participation of main group promoter elements may
play a role in the oxidative dehydrogenation and esteri�cation of alcohols on Pd. In our
microkinetic model, the surface is heavily H-covered, and this results in the destabiliza-
tion of many reaction intermediates due to repulsive lateral interactions. Preliminary
calculations of a Te-promoted Pd(111) surface indicate that most species, including H,
bind more weakly to this surface than to the unpromoted surface. We also �nd that stable
molecules and H do not bind to Te atoms at all, whereas other reaction intermediates do
(albeit more weakly than to Pd). While in our model the surface is not poisoned by H, it
is approximately 74 % covered by H, and this yields a strong destabilizing e�ect on other
adsorbates. Consequently, we believe that the Te-promoted catalyst surface will have a
substantially lower steady state H coverage than the unpromoted catalyst. Microkinetic
analysis of the esteri�cation of propanol to methyl propionate on the Te- and Bi-promoted
Pd(111) surfaces will be the subject of a future communication.
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7 modeling electrocatalytic oxygen reduction for
h2o2 synthesis

7.1 Motivation

The ORR has received a large amount of attention due to its importance in fuel cell
applications.223–227 The primary goal of these studies is typically the discovery of new,
chemically stable ORR electrodes with low overpotential in order to maximize the energy
that can be extracted from a fuel cell. The current best electrode material for this reaction is
Pt, the use of which is limited by its substantial cost. For fuel cell applications, one is most
interested in the complete reduction of O2 to H2O, while H2O2 is an undesired byproduct.
However, electrochemical synthesis of H2O2 is also very useful, with applications in water
treatment and chemical synthesis.228–230

Currently, most commercial hydrogen peroxide is produced through homogeneous
catalytic reduction of oxygen by anthraquinone derivatives.231 This reaction proceeds
through cycles in which the anthraquinone derivative is reduced by hydrogen gas and a
palladium catalyst, then isolated and exposed to oxygen, producing H2O2. The resulting
H2O2 must be separated from the anthraquinone derivative catalyst and puri�ed through
distillation. This process is very ine�cient, as it must cycle through isolation and pu-
ri�cation steps in order to continuously produce H2O2. Additionally, the process has a
substantial materials cost, owing to the use of the precious metal palladium as a catalyst
in the reduction step of the cycle. Electrocatalysis using non-precious metal electrodes is
therefore a promising alternative route for H2O2 synthesis. Moreover, electrochemical
synthesis of H2O2 is well suited for low-scale on-site production, for example in portable
water puri�cation systems. This further lowers the cost of producing H2O2 by eliminating
the need for costly transport of the highly reactive species.

Theoretical modeling plays an increasingly important role for studies of electrocataly-
sis.30,232–238 The use of theory for these systems is somewhat complicated by the need to
consider the impact of the �xed external potential.239 A tool that is commonly used to
incorporate these e�ects is that of the computational hydrogen electrode, in which the
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energy of reduction steps is related to the half-cell reaction12H2 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ H+ + e−. (7.1)

More complex models of electrocatalytic systems incorporate the e�ect of the applied
potential on the binding energy of reaction intermediates and transition states.238,240–244

In this work, we use the computational hydrogen electrode to investigate the oxygen
reduction reaction (ORR) of O2 to H2O2 on three pyrite-structure catalysts: FeS2, CoS2,
and NiS2.

While most computational investigation of the ORR has had the goal of maximizing
selectivity to H2O and eliminating the overpotential for this reaction, improving the
selectivity to H2O2 requires very di�erent properties. Prior work by Siahrostami et. al.
illustrates that this selectivity arises from the intrinsic correlations between the strength
with which metal surfaces bind adsorbates.245 In order to facilitate the ORR, an electrode
must bind OOH su�ciently strongly, as this is the �rst intermediate in the overall reaction.
However, strong OOH binding correlates with strong O and OH binding, suggesting that
metals which bind OOH strongly will also tend to favor its dissociation, thereby inhibiting
formation of H2O2.

In their work, Siahrostami et. al. present a novel Pt4Hg intermetallic catalyst that ex-
hibits near-optimal OOH binding according to DFT calculations, as well as experimentally-
determined high selectivity towards formation of H2O2. This catalyst exhibits impressive
activity, selectivity, and stability under reaction conditions. Unfortunately, the use of
Pt hinders broad use due to materials costs, and the use of Hg prevents its use in water
treatment applications for safety reasons.

In addition to having favorable thermodynamic properties, this Pt4Hg has active sites
that are spatially separated. The authors reason that this hinders O−O bond dissociation
through elimination of active site ensembles that stabilize the transition state for this
reaction. An alternative approach to the use of intermetallic systems composed of known
good ORR catalyst material is the use of metal compounds such as oxides or sul�des.
In addition to the lower cost of these materials, they a�ord substantial versatility and
novel activity beyond that which can be achieved with simple metal electrodes. One
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such material is CoS2, a conductive solid which has shown promise for a variety of
electrochemical applications.246–248 Prior experimental work has shown that not only is
CoS2 an e�ective ORR electrocatalyst, it also exhibits selectivity towards H2O2 under
certain conditions.249 Additionally, CoS2 poses a much lower safety risk than the mercury-
containing Pt4Hg catalyst developed by Siahrostami et. al.

In order to explain the observed ORR activity and selectivity of CoS2, we perform DFT
calculations on all ORR intermediates on a CoS2 surface. For comparison, we perform
similar calculations on FeS2 and NiS2 surfaces, which do not exhibit the same ORR activity.
While FeS2 are NiS2 are semiconductors (unlike CoS2, which is at least partially metallic)
and therefore not ideal for electrocatalytic applications, this serves as a useful comparison
to illustrate the favorable properties of CoS2. Finally, in order to explain the observed
selectivity towards H2O2, we investigate the kinetics of non-electrochemical O−O bond
cleavage on CoS2, as this step necessarily leads to formation of H2O. We see that the
overall selectivity of CoS2 to H2O2 in the ORR is due both to favorable thermodynamics
of the electrochemical steps and the slow kinetics of non-electrochemical O−O bond
cleavage.

7.2 Methods

Theoretical energies and geometries were determined using the Vienna Ab-initio Simula-
tion Package (VASP) in a basis of plane waves up to a cuto� of 400 eV. The (100) surfaces
of FeS2, CoS2, and NiS2 were modeled as a 1x1 slab with two repeats of the DFT-optimized
bulk lattice in the direction perpendicular to the surface. While the DFT+U formalism
is commonly used in transition metal compounds such as these, we �nd that its use has
little a�ect on the binding energies of intermediates for this reaction. Consequently, we
do not use the DFT+U for any of the results reported in this work. All calculations were
performed with the PBE exchange-correlation functional. The reaction coordinates of
non-electrochemical steps were determined using the Nudged Elastic Band (NEB) method,
and the transition states were optimized with the dimer method. Vibrational frequencies
for all species were calculated in order to determine reaction and activation free energies.
Transition states were veri�ed to have exactly one imaginary mode corresponding to the
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ΔF(U = 0.66) (eV)
Reaction FeS2 CoS2 NiS2
O2 + e– + H+ + ∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ OOH∗ −0.44 −0.09 0.29
OOH∗ + e– + H+ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ H2O2 + ∗ 0.44 0.09 −0.29

Table 7.1: A summary of the free energy of reaction for the electrochemical steps in the
ORR formation of H2O2 at the reaction potential of 0.66 V on the computational hydrogen
electrode.

expected reaction coordinate.
With the exception of O2, the free energy of gas-phase species were calculated using a

combination of experimentally determined absolute entropies and theoretically calculated
enthalpies. The free energy of O2 was calculated using the experimental reaction free
energy of the reaction O2 + 2H2 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 2 H2O in combination with our predicted free
energies for H2 and H2O. This was done to avoid the well-known errors in the energy
of O2 as predicted by DFT. This approximation results in a predicted reduction potential
for the reaction O2 + 2 H+ + 2 e– ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ H2O2 of approximately 0.66 V, which is in close
agreement with the experimental value of 0.70 V. The free energy of adsorbates were
approximated by treating all adsorbate degrees of freedom as vibrational in nature. As
the nature of the binding between adsorbates and the CoS2 surface is somewhat covalent
in nature, we include the vibrational motion of the �rst two slab layers in the reported
free energy di�erences. The energy of reactions involving electrochemical steps were
calculated for a given potential relative to the computational hydrogen electrode.

7.3 Results and Discussion

According to the work of Nørskov et. al., the overpotential of an electrode for a particular
reaction is related to the most endothermic electrochemical step in the mechanism under
an applied potential equal to the overall reaction potential. The predicted standard
potential for reducing O2 to H2O2 is 0.66 V versus the computational hydrogen electrode;
consequently, any endothermic electrochemical step in the H2O2 formation mechanism at0.66 V will limit the electrocatalytic activity of the material. Activity will be maximized
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Figure 7.1: The free energy pro�le for the electrochemical reduction of O2 to H2O2 on
FeS2, CoS2, and NiS2 at an applied potential of 0.66 V.ΔF(U = 1.23) (eV)

Reaction FeS2 CoS2 NiS2
O2 + e– + H+ + ∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ OOH∗ 0.12 0.47 0.86
OOH∗ + e– + H+ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ O∗ + H2O −0.94 −0.35 0.05
O∗ + e– + H+ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ OH∗ 0.24 −0.37 −0.68
OH∗ + e– + H+ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ H2O + ∗ 0.58 0.25 −0.22

Table 7.2: A summary of the free energy of reaction for the electrochemical steps in the
ORR formation of H2O at the reaction potential of 1.23 V on the computational hydrogen
electrode.

when all electrochemical steps in the pathway are are thermoneutral at this potential.
Similarly, activity towards formation of H2O will be maximized when all electrochemical
steps in that mechanism are at thermoneutral at 1.23 V.

Table 7.1 and Figure 7.1 show the predicted free energies for the electrochemical steps
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Figure 7.2: The free energy pro�le for the electrochemical reduction of O2 to 2 H2O
on FeS2, CoS2, and NiS2 at an applied potential of 1.23 V. The vertical arrows signify
non-electrochemical steps.

of the 2 e– ORR mechanism at the reaction potential of 0.66 V. We �nd that of the three
materials, CoS2 exhibits the most favorable thermodynamics, as its most endothermic
step is only 0.09 eV uphill. In comparison, the most endothermic step of FeS2 and NiS2

are 0.44 eV and 0.29 eV, respectively. Based on these data alone, we would predict CoS2 to
have the highest activity for H2O2 synthesis among the three materials. It is worth noting
that as the 2 e– pathway has only two steps, both of which are electrochemical in nature,
the thermodynamics of the overall reaction is controlled entirely by the binding strength
of the OOH intermediate. When OOH is bound too weakly, the initial reduction of O2 to
adsorbed OOH becomes the thermodynamically limiting step. When OOH is bound too
strongly, subsequent reduction of OOH to H2O2 becomes thermodynamically limiting. In
the latter case, the residence time of OOH on the catalyst surface will be longer, leading to
eventual O−O bond cleavage and subsequent reduction to H2O. Consequently, achieving a
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proper balance of OOH binding strength is important not only for minimizing the required
overpotential and improving catalyst activity, but also for improving the selectivity of the
catalyst towards H2O2.

Table 7.2 and Figure 7.2 show the predicted free energies for the electrochemical steps
of the 4 e– ORR mechanism at the reaction potential of 1.23 V. For the 4 e– mechanism,
the most endothermic electrochemical step for all three materials are higher than what
is observed for the 2 e– mechanism. Of the three materials, CoS2 has the most favorable
thermodynamics for the 4 e– mechanism, as it does with the 2 e– mechanism. However,
the most endothermic electrochemical step of the 4 e– mechanism on CoS2 is 0.47 eV at1.23 V, suggesting the catalyst will have a high overpotential for this reaction. Additionally,
the electrochemical step of OOH∗ + H+ + e– ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ O∗ + H2O involves electron transfer
from the catalyst surface to the far end of adsorbed OOH (see �gure 7.3). For this reaction,
the intrinsic electron transfer rate will be quite low, as the transfer must either occur
through-space or through multiple bonds. In comparison, the reaction OOH∗ + H+ +
e– ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ H2O2 + ∗ must travel only through a single Co−O bond, and thus formation of
H2O2 will be kinetically favored over the H2O + O∗ products, despite being less favored
thermodynamically.

In addition to the purely electrochemical 4 e– reduction mechanism, it is possible for
the O−O bond of adsorbed OOH to split into adsorbed O and OH. If this occurs, then
the only possible �nal product is 2H2O, even if the electrochemical thermodynamics are
not ideal at the overall reaction potential. Therefore, suppression of O−O bond cleavage
in OOH is important for selectivity towards H2O2. Transition metal catalysts tend to
exhibit low barriers for this reaction, as the transition state is stabilized by the ensemble
of active sites present in close-packed metal surfaces. In comparison, the metal sites of
pyrite structure materials are essentially isolated in the (100) surface.

Indeed, we �nd that the O−O bond in OOH on CoS2 extends from its minimum energy
bond length of 1.44Å to 1.81Å in the transition state of the O−O bond cleavage reaction.
This is consistent with the observed activation energy of 0.80 eV for this reaction. For
comparison, the barrier for this reaction on Pt(111) is 0.16 eV, and even on Au(111) the
barrier is only 0.51 eV.250 This di�erence highlights the important role of active site
ensembles for bond-breaking reactions, as despite being nominally less reactive than CoS2,
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Figure 7.3: A summary of the activity of CoS2 for the ORR. a, the thermodynamics of the
2 e– and 4 e– mechanisms at an applied potential of 0.66 V. Red arrows indicate steps
of the 4 e– mechanism, with EA indicating the activation energy of non-electrochemical
steps. b top-down and c side-on views of the OOH intermediate adsorbed to CoS2, with
some bond and contact distances highlighted. d, the transition state for the reaction
OOH∗ + ∗ ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ O∗ + OH∗, with the strained O−O bond length indicated.

gold exhibits a lower barrier for this bond-breaking reaction.

7.4 Concluding Remarks

We observe thermodynamics for formation of OOH and formation of H2O2 on CoS2 that
are consistent with its observed catalytic activity. In comparison, neither FeS2 nor NiS2

exhibit thermodynamics that are predictive of high electrocatalytic activity. Additionally,
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the barrier for O−O bond cleavage in adsorbed OOH helps explain the observed selectivity
for formation of H2O2, despite H2O being the thermodynamically favored product. Due
to its favorable binding activity and inexpensive cost, CoS2 is a promising material for
electrocatalytic applications that currently rely on expensive and less-e�cient noble metal
catalysts.



111

8 future work

8.1 Microkinetic modeling

In section 8.1, we outlined a technique for including adsorption and desorption of anions to
a catalyst surface in a kinetic model by treating it as a capacitor. This is done by including
the number of excess electrons on the catalyst as a species in the model which has strong
lateral self-interactions to simulate the energetic cost of charging and discharging a
capacitor. The chemical potential of the electron (see equation 3.68) has both a capacitive
term which depends on the excess electron coverage and a constant term that references
the energy of the electron to the vacuum. It is therefore possible to determine the working
potential of the catalyst relative to the vacuum directly from the chemical potential of an
electron at any point in the microkinetic model. However, we �nd that this simple model
does not agree qualitatively with experimentally measured working catalyst potentials,
and so we do not discuss these results in chapter 6.

One possible reason for this discrepancy is that the parameters used in the microkinetic
model are a mixture of DFT-calculated properties and experimentally measured properties.
For example, we use experimental values for the areal capacitance (Ca) and work function
(Φ) of the catalyst, but the free energy of adsorption of anions is calculated entirely within
DFT. The work function can be trivially calculated in DFT simulations by the di�erence
between the average electrostatic potential far away from the catalyst surface and the
Fermi level. The areal capacitance can also be predicted with DFT through the use of
continuum solvent models with a self-consistent treatment of electrolyte by calculating
the system energy as a function of charge. However, it is likely that this approach alone
will result in quantitative agreement with experiment.

A likely more signi�cant source of error in our approach is the lack of potential-
dependent adsorbate binding energies. In reality, oxidizing species such as O and OH will
adsorb more strongly to catalysts with excess negative charge, while reducing species
such as H will adsorb more strongly to catalysts with excess positive charge. This can be
modeled as lateral interactions between oxidizing or reducing adsorbates and the excess
charge stored on the catalyst surface by extension of the capacitor model presented in
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section 3.5. This is essentially equivalent to calculating the binding energy of adsorbates
as a function of instantaneous working potential, and it can be included explicitly in
the di�erential equations of the microkinetic model. Performing DFT calculations at
constant electron potential rather than at a �xed number of electrons may also alleviate
some of the system size dependence of the binding energies of electron-withdrawing
or -donating adsorbates. However, it is not clear whether the many body expansion of
the lateral interaction energy truncated at second order will be su�cient to capture the
potential-dependent binding energy of adsorbates.

8.2 Micki

Currently, Micki is able to simulate batch reactor, simpli�ed CSTR, and PFR models. A true
CSTR model includes terms in the di�erential equations corresponding to in�ow of the
reactants and out�ow of the reaction mixture, rather than simply �xing the concentrations
of �uid species to their initial values. The feature would be rather straightforward to
implement, though it has not yet been done.

Micki provides a consistent API for accessing the thermodynamic properties of �uid-
phase and adsorbed species as well as the kinetic properties for a number of di�erent types
of reactions. It is designed to allow the user to create their own classes for species and
reactions with di�erent internal approximations that are compatible with the microkinetic
model. This API was designed with the goal of simplifying the construction of arbitrary
microkinetic models in mind, but there are possible applications beyond microkinetic
modeling. For example, the user can quickly calculate the free energy of species for
presentation in a tabular format without the need for complex spreadsheets or custom
computer scripts.

Even within the domain of kinetic modeling, Micki has multiple potential uses. Lattice
Kinetic Monte Carlo (KMC) is an alternative to microkinetic modeling which explicitly rep-
resents the catalyst as a lattice with discrete adsorption sites, each of which is unoccupied
or occupied by a single species. Rather than using the mean �eld approximation, lattice
KMC generates an ensemble of surface coverages by sampling reactions from a list of all
possible reactions given the current condition of the catalyst. As this is a Monte Carlo
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technique, simulations require su�cient sampling in order to calculate properties such
as turnover frequency and selectivity. The only information required for KMC beyond
that which is needed for microkinetic modeling is a detailed (�nite) lattice structure for
the catalyst and reaction information pertaining to di�usion between adsorption sites.
Since lattice KMC explicitly represents the distribution of adsorbates on the lattice, it is
possible to develop more complex treatments for the lateral interaction energies, such as
nearest-neighbor interactions arising from steric e�ects or directional interactions such
as hydrogen bonding.

In order to implement lattice KMC functionality, it would be necessary to develop
a class for keeping track of the structure and occupation of the catalyst lattice, write
routines for keeping track of all possible reactions, and write the actual KMC modeling
code itself. While this is by no means trivial, the thermodynamic and reaction classes
that have already been developed for microkinetic modeling could be reused in a lattice
KMC code. This would also make it possible for users to directly compare the results of a
mean-�eld microkinetic model with a discrete lattice KMC model.

8.3 Support e�ects

The results presented in chapter 5 provide a guide for incorporating the e�ects of support
in computational studies of heterogeneous catalysis. From the perspective of kinetic
modeling, the main di�culty with supported nanoparticles is the number of distinct
binding geometries as compared to perfect crystal surfaces. In the limit of very large
nanoparticles, adsorption to step edges, kinks, and the metal–support interface will
become a minority of all binding.

However, these sites cannot be ignored in a kinetic model, as it is possible for reaction
pathways to involve di�usion between the facets of the nanoparticle and the edges between
facets or between the nanoparticle and the support. Despite this, a microkinetic model
can incorporate the e�ect of support to �rst order through a simple modulation of the
adsorbate binding energies according to the geometric and electronic perturbations as
outlined in chapter 5. A more thorough microkinetic model would introduce additional
adsorbate binding geometries as separate species in the model, and allow di�usion between
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the di�erent binding geometries. As more unique binding geometries are added, this
leads to a combinatorial explosion in the number of distinct reaction pathways that can
occur, which are not only di�cult to manage for the scientist, but which can also lead to
numerical instabilities in a microkinetic model.

While microkinetic modeling may not be well-suited for an explicit consideration
of all unique reaction sites and binding geometries present in systems of supported
nanoparticles, a well-designed lattice KMC approach might be more well-suited. Lattice
KMC enables the scientist to create a model that explicitly accounts for the di�erent
reaction geometries and their relative physical position. A full parametrization of such
a model would still require a large number of DFT calculations, such that the binding
energy of each adsorbate for each unique binding site is known. However, it would be
possible to use the observed trends in the binding energy shifts due to geometric and
electronic perturbation by the support to predict the binding energy of adsorbates in the
various available adsorption sites without the need to perform explicit DFT calculations
for each combination.

8.4 Catalytic esteri�cation of 1-propanol to methyl

propionate

The motivation behind the work presented in chapter 6 was the explanation of the observed
synergistic promotional e�ect of Bi and Te in palladium-catalyzed esteri�cation of primary
alcohols. The unpromoted Pd(111) catalyst model was the �rst step of the process. Work on
the Bi-promoted and Te-promoted catalysts are currently in progress, with investigation
of the Bi and Te doubly-promoted catalyst planned. These systems are more complex
than the unpromoted system, as adsorbates can bind in many unique geometries with
di�erent energies. It is believed that Te forms a surface alloy or intermetallic state with
the palladium catalyst, while Bi is present as adatoms or small clusters due it its larger
size.

Based on some preliminary calculations of a model surface alloy of Te and Pd, we
believe that the e�ect of Te can be primarily characterized as a uniform destabilization
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of adsorbates and the creation of new adsorption sites on the Te atoms themselves that
bind adsorbates much more weakly. From the results presented in chapter 6, we believe
this could accelerate catalyst activity by lowering the steady-state concentration of H and
otherwise increasing the number of catalytically active sites under steady state conditions.
Work is currently in progress to calculate the binding energy of adsorbates in multiple
con�gurations on the Te-promoted catalyst surface. We are also working to incorporate
the promoted surface into our microkinetic modeling framework by considering the Pd
and Te adsorption sites as distinct, and explicitly accounting for di�usion between these
sites as a reaction in the model.

The Bi-promoted surface requires a slightly di�erent treatment, as the Bi atoms behave
more like coadsorbates than as alternative catalytic sites. We believe that atoms or small
clusters of Bi will selectively bind to O-containing species, such as O2 or deprotonated
alcohols. This may facilitate bond-breaking or bond-making reactions involving O, such
as O−O bond cleavage in O2, deprotonation of alcohols, or abstraction of adsorbed H by
alkoxides such as methoxide.

8.5 Electrocatalytic H2O2 synthesis on CoS2
In chapter 7, we primarily focus on the thermodynamics of electrochemical reactions using
the computational hydrogen electrode. This is because the kinetics of electron transfer
reactions are di�cult to predict. Marcus theory is the standard model for predicting
electron transfer kinetics. However, to use Marcus theory requires knowledge of the free
energy of each electronic state as a function of the nuclear reaction coordinate. This is
not possible in typical DFT methods, which will relax the electron density to the lowest
energy con�guration for a particular con�guration of atoms. Constrained DFT could
potentially solve this problem by enforcing a particular electronic con�guration regardless
of position along the reaction coordinate. This is not a black box technique though, and
this approach requires thorough validation before its accuracy can be trusted.

Chan and Nørskov developed a model for calculating electrochemical reaction barriers
as a function of electrode potential on the basis of nudged elastic band calculations and
Bader analysis. They argue that over a small range of potentials, the barrier for an
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electrochemical reaction can be separated into chemical and electronic contributions. The
chemical contribution can be obtained directly from the nudged elastic band calculation,
while the electronic contribution can be predicted based on a capacitance model similar
to the one presented in section 3.5. However, they only use this model to investigate a
small class of reactions with only a �xed monolayer of solvent, and they did not consider
reduction of adsorbates through proton-coupled electron transfer. In Marcus theory, the
barrier for an electron transfer reaction arises due to �uctuations in the solvent degrees
of freedom, and a single trajectory from nudged elastic band will not necessarily be
representative of the true energetics of the electron transfer reaction coordinate.

Nørskov’s approach is particularly troublesome due to the tendency of DFT to over-
stabilize delocalized electronic con�gurations. For electron-transfer reactions, this will
manifest as a smooth, gradual transfer of electron density from one moiety to another
over the course of the reaction coordinate, instead of the sudden electron transfer that
would be expected. Indeed, based on the Bader analysis presented in Chan et. al., there
does seem to be a gradual transition of electron density from the surface to the evolving
H2 molecule over the course of 5 NEB images. This will result in an arti�cial stabilization
of the transition state relative to the true electronic con�guration, and consequently an
overestimated reaction rate.

In addition, their approach relies on an approximation to the capacitive energy based
on surface charges obtained from Bader analysis. A more rigorous way of calculating
the potential-dependent reaction energetics would be to perform NEB calculations with
constant-potential DFT. This would entirely remove the electronic energy contribution
to the NEB results, leaving only the chemical contribution to the energy. It would also
be possible to perform NEB calculations at several di�erent potentials to see how the
reaction energetics depend on potential.

It is clear that the kinetics of electron transfer reactions are di�cult to accurately
predict. However, with a proper treatment of electron transfer energetics, it is possible to
integrate electrochemical reactions into a microkinetic model using an approach similar to
what we have used for the base-catalyzed esteri�cation of propanol, outlined in section 3.5.
Rather than including the number of electrons as a variable in the di�erential equations,
electrocatalysis would imply a �xed concentration of excess electrons, and thereby a
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�xed energetic cost for electron transfer to species in solution. This would be similar
to the computational hydrogen electrode approach, however it would allow for explicit
consideration of the voltage-dependent binding energy of adsorbates through lateral inter-
actions between adsorbates and the excess electron concentration. This approach would
require additional development of the capacitance model, which is discussed in section 8.1.
Microkinetic modeling of electrocatalysis would be a powerful tool both for mechanistic
studies and to aid in the development of new better-performing electrocatalytic materials.
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9 conclusion

This thesis presents a summary of our work to create improved theoretical models of
heterogeneous catalysis. To this end, we have explicitly constructed a framework for
�rst principles microkinetic modeling, and developed new methodology within this
framework. Using these techniques, we have investigated a variety of industrially relevant
heterogeneous catalyst systems.

In chapter 3, we construct a rigorous framework for �rst principles microkinetic model-
ing based on a statistical mechanical view of the mean �eld lattice approximation. Within
this framework, we developed a thermodynamically consistent method for incorporating
lateral interactions into any microkinetic model. We further incorporated solvent and
solution-phase species into the microkinetic model. In chapter 4, we describe Micki, a tool
written in Python to simplify the construction and solution of �rst principles microkinetic
models.

In chapter 5, we investigate the role of support material in the heterogeneous catalysis
of supported nanoparticles. We use reaction intermediates from the Fischer–Tropsch
synthesis reaction to illustrate how support can not only modulate the catalytic properties
of the metal it supports, but also directly participate in catalysis through adsorbate binding
at the metal–support interface. In chapter 6, we use Micki to investigate the Pd-catalyzed
esteri�cation of 1-propanol to methyl propionate as a �rst step in understanding the role
of main group promoter elements in accelerating this reaction. In chapter 7, we explain
the observed activity of CoS2 for the oxygen reduction reaction and its selectivity towards
H2O2 through the thermodynamics of electrochemical steps using the computational
hydrogen electrode and the observed kinetic barriers to O−O bond dissociation.

The development of Micki and its use in the investigation of Pd-catalyzed 1-propanol
esteri�cation are the latest and most signi�cant contributions presented herein. The
lack of existing high-quality applications for performing microkinetic modeling is what
motivated the development of Micki, and is why the other projects discussed in this work
do not include microkinetic modeling. Micki will play an important role in future studies
of heterogeneous catalysis in this group, and hopefully in other research groups as well.
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