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ABSTRACT

Deep Neural Network (DNNs) have emerged as an important computational structure that facilitate important tasks such as speech and image recognition, autonomous vehicles, etc. In order to achieve better performance, such as higher classification accuracy, modern DNN models are designed to be more complex in terms of network structure and larger in terms of number of weights in the model. This imposes a great challenge for realizing DNN models on computation devices, especially those resource-constrained devices such as embedded and mobile systems. The challenge arises from three aspects: computation, memory, and energy consumption. First, the number of computations per inference required by modern large and complex DNN models is huge, whereas the computation capability available in the given systems may not be as powerful as a modern GPU or a dedicated processing unit. So, accomplishing the required computation within certain latency is an open challenge. Second, the conflict between the limited on-board memory resource and the static/run-time memory requirement of large DNN models also need to be resolved. Third, the very energy-consuming inference process places a heavy burden on edge devices’ battery life. Since the majority of the total energy is consumed by data movement, the goal is not only to fit the DNN model into the system but also to optimize off-chip memory access in order to minimize energy consumption during inference.

This dissertation aims to make contributions towards efficient realizations of DNN models on resource-constrained systems. Our contributions can be categorized into three aspects. First, we propose a structure simplification procedure that can identify and eliminate redundant neurons in any layer of a trained DNN model. Once the redundant neurons are identified and removed, the corresponding edges connected to those neurons will be eliminated as well. Then the new weight matrix is calculated directly by our procedure, while retraining may be applied to further recover the lost accuracy if necessary. We also propose a high-level energy model to better explore the tradeoffs in the design space during neuron elimination. Since both the neurons and their edges are eliminated, the memory and energy requirements are also get alleviated. Furthermore, the procedure also allows exploring the tradeoff between model performance and implementation cost.

Second, since the convolutional layer is the most energy-consuming and computa-
tion heavy layer in Convolutional Neural Networks (CNNs), we propose a structural pruning technique to prune the input channels in conv layers. Once the redundant channels are identified and removed, the corresponding convolutional filters will be pruned as well. There significant reduction in static/run-time memory, computation, and energy consumption can be achieved. Moreover, the resulting pruned model is more efficient in terms of network architecture rather than specific weight values, which makes the theoretical reductions of implementation cost much easier to be harvested by existing hardware and software.

Third, instead of blindly sending data to cloud and relying on cloud to perform inference, we propose to utilize the computation power of IoT devices to accomplish deep learning tasks while achieving higher degree of customization and privacy level. Specifically, we propose to incorporate a small-sized local customized DNN model to work with a large-sized general DNN model by using a “Mixture of Experts” architecture. Therefore, with minimal implementation overhead, the customized data can be handled by the small-sized DNN to achieve better performance without compromising the performance on general data. Our experiments show that the MoE architecture outperforms popular alternatives such as fine-tuning, bagging, independent ensemble, and multiple choice learning.
INTRODUCTION & MOTIVATION

In recent years, there has been tremendous development in using Deep Neural Networks (DNNs) to address challenging pattern recognition problems in cutting edge information technology applications such as object recognition, speech recognition, smart homes, health care, autonomous vehicle navigation, etc. [4, 17, 32, 64, 67, 78]. Empirically, it is found that deeper (more layers) and more complicated (more weights) DNN architectures often yield superior performance [77, 79]. This implies intensive numerical computation requirements for both training and deployment of DNN applications that can only be afforded using cloud computing or high-performance cluster computing with GPU (graphics processing unit) acceleration.

A DNN model designed (trained) on a cloud-based computing platform often exceeds the budget on computation resources which is available on edge devices such as mobile phones or internet of things (IoT). On the other hand, DNN-based Artificial Intelligence (AI) applications such as speech recognition, and smart homes would require edge devices such as sensors to gather application data. Current solution is to transfer such raw data via network to the cloud infrastructure for DNN processing and then transfer the results back to the edge devices. Examples such as home agent Amazon Alexa, Google Home all use this kind of remote processing architecture. Such an approach may not be easily scaled up to the future IoT deployment with billions of devices. It also cannot work when the network infrastructure is unavailable, and may not easily be customized to learn from individual needs or adapt to the changing environment.

The above concerns stem from a significant gap in current DNN design flow, namely the decoupling of design from deployment of the DNN architecture. When the implementation platform changes, the algorithm used to realize specific function often needs to be adapted as well. But for DNNs, a performance-oriented designing process may result in a complicated structure that may only be suitable for implementation on a cloud infrastructure. When such models are to be deployed to edge devices, the required computation often far exceeds that can be provided by these low power devices, not to mention modifying network structure or training weight values on devices to learn from users.
Therefore, two issues need to be addressed in order to deploy DNN models on edge devices and enable on-device user customization/adaptation:

*The first issue is to fit DNN models into target edge devices while preserving their performance.* Figure 1.1 shows the top-5 error rate and number of layers of the winning model of ImageNet competition from 2010 to 2015 [29]. Besides the availability of large-scale datasets and advances of modern GPUs, a major reason to enhance the performance of CNNs to higher level is the increasingly more complicated model architecture.

In general, the models with more layers (deeper) tend to achieve higher accuracy compared to the models with just a few layers (shallower). However, complicated models often contain millions of parameters and require billions of operations per inference, which hinders its deployment on resource-constrained platforms such as mobile devices and embedded systems. For example, Figure 1.2 shows the comparison of model size (as indicated by the size of the circles), top-1 accuracy (y axis), and number of computations (x axis) required per inference of various DNN models. As can be seen, from AlexNet to VGG to Resnet and Inception, although researchers have made progress in designing smaller DNN models to achieve higher accuracy, the average model size and number of operations required per inference are still very big for edge devices such as embedded and mobile systems. Specifically, the
difficulties of deploying CNNs on resource-constrained edge devices arise from four aspects:

1. **Static memory**: Modern CNNs for practical applications often contain millions of parameters, which need to be loaded into memory during inference. Although the memory size of embedded devices is increasing in recent years, large-sized CNNs still impose a heavy burden on memory, especially when considering other applications running simultaneously;

2. **Run-time memory**: Besides model parameters, intermediate activation values also need to be stored in memory during inference. This type of memory requirement highly depends on batch size and whether gradient back propagation will be performed. Although it can be alleviated by reducing batch size at the cost of sacrificing throughput, runtime memory is not negligible even if batch size equals to 1;

3. **Computation capability**: Billions of computations are often required per inference, and they need to be accomplished in short time to deliver satisfactory user experience. This is a very challenging task for embedded processors due to
limited computation capability and other related factors, such as cache effects, memory accessing, and operating system;

4. **Energy consumption**: Conducting billions of computations and accessing (load and store) millions of model parameters/intermediate activations are highly energy-consuming. Thus, for devices that are powered by battery, battery life may become an issue.

*The second issue to enable deployment on resource-constrained devices is to achieve on-device user customization for trained DNN models.* The DNN models trained with large-scale training dataset may give satisfactory performance on the testing dataset, which means the DNN models may perform very well in general. However, when presented with user-specific data, such as accent in speech or specific handwriting style, the performance of the general DNN models may degrade and become unsatisfactory. This could impose a serious issue for each individual user. Furthermore, to make DNN enabled edge devices smart and not repeating their mistakes again and again, they need to be able to learn from and adapt themselves to each individual user. However, this is not an easy task due to two reasons:

1. **Availability of users’ or vendors’ data**: On one hand, users may not be able to access and modify the structures and weights of the trained DNNs because we envision that such trained (and potentially compressed) DNNs may be provided by vendors in the form of intellectual property. On the other hand, vendors may not in practice have access to the users’ personal data, because it may be highly sensitive and private and users do not want to share it with vendors. In fact, even if users agree to share their personal data with vendors, centralizing all users’ data, as well as training and deploying a customized model for each user may be unaffordable when the number of users scales up. Not to mention that connection to cloud may be unstable or even unavailable for devices in certain environments.

2. **Computation capability of edge devices**: While each inference pass is already very expensive to be carried out by edge devices, the amount of computation required by each training pass is about three times higher than the inference pass,
and all intermediate neuron values need to be stored during the forward pass and loaded during the back propagation pass. Moreover, effective training requires a large amount of training passes, besides the storage to hold the training dataset and the energy to load them. Basically, every obstacle that makes it difficult to perform inference on edge devices becomes even worse when performing training.

To address these issues and mitigate the design-to-deployment gap, two approaches may be considered: (a) down-size (simplify) the network structure to meet the energy and storage constraints without significantly sacrificing the performance; and (b) augment the trained DNN with other lightweight machine learning models to enable on-device local learning capability for user-specific data. Numerous efforts have been reported towards these approaches and we present our contributions in this dissertation.

In the remainder of this dissertation, we first give an overview of the related works in Chapter 2. Second, Chapter 3 summarizes the contributions of this dissertation. Third, the background, notations, and our high-level energy model is presented in Chapter 4. Then, in Chapter 5 and Chapter 6, we introduce our proposed techniques for structural simplification of DNNs and experiment results in detail. In Chapter 7, we present an architecture for our proposed on-device user customization model along with detailed experimental results which significantly improves system performance and only incurs minimal implementation overhead. Finally, we discuss future directions in Chapter 8.
2 RELATED WORKS

2.1 Techniques for Efficient Realization of DNNs

Efficient realization of DNNs has been pursued in the literature from two aspects: design of efficient DNN algorithms, and design of dedicated DNN processors. The second aspect is out of the scope of this proposal, so we will only discuss the details of the first aspect in the remaining part of this section. The research efforts in the first aspect can be categorized into three orthogonal directions: 1) reducing the hardware implementation cost per computation and memory access; 2) simplifying the structure of a trained DNN; and 3) designing new network modules and structures. The details of these three directions are discussed below.

Reducing the Hardware Implementation Cost

Since a huge amount of computation and memory access is involved in every inference process of DNN, the associated energy consumption and storage cost can be dramatically reduced if the cost per computation and memory access can be reduced. Several efforts have been spent on reducing these costs in an already-trained DNN that needs to be deployed, for example by means of quantizing the weights and activations, stochastic computing and so on [22].

Hashemi et al. investigates the impact of quantization on both network accuracy and hardware metrics including memory footprint, power consumption, and area of the design. It demonstrates comprehensive tradeoff curves between accuracy and implementation cost under various quantization schemes [27, 81, 82]. The works [12, 96] push the boundary to the extreme in which weights and/or activations are quantized into binary/ternary values, and thus achieve at least 16X model compression ratio. However, this impressive compression ratio cannot be easily translated into speedup in inference time without the support of dedicated hardware or bitwise arithmetic libraries. Furthermore, specialized gradients computation and accumulation algorithms need to be used during fine-tuning, otherwise the accuracy degradation may become unacceptable.

The use of stochastic computing has also been proposed [3], for example in [58],
to perform low-power multiplication in DNNs in exchange with reduced accuracy. In addition, Lin et al. proposed a rank decomposed statistical error compensation (RD-SEC) technique to allow the entire system to operate in near threshold voltage regime [62]. As a result, they report significant energy saving while maintaining good accuracy.

In [6], the Eyeriss architecture is proposed to minimize energy consumption associated with data movement. It tries to identify the optimal dataflow so that all types of data reuses are maximized. This issue has also been highlighted in the Low-Power Image Recognition Challenge [16]. However, in the above class of techniques, the structure of the DNN remains intact and there is no guarantee that the existing DNN models are optimal for their corresponding task.

**Simplifying the Structure of Trained DNNs**

The second orthogonal direction of research is to develop techniques that can simplify the structures of trained DNNs as much as possible. Structure simplification techniques seek to create alternative DNNs that require less computation and storage. They can be further divided into three categories: unstructured pruning, structured pruning, and low-rank approximation.

*Unstructured pruning* focuses on eliminating unimportant weights/connections in trained DNN models. These techniques can be dated back to the 90s with the goal to maximize the degree of structure simplification with negligible loss in accuracy. An early observation was that many weights in a trained network have relatively small magnitudes and hence may be reset to zero without affecting the network’s (inference) performance. Techniques such as *brain damage* [13] and *brain surgeon* [28] were proposed to achieve this by using the second order derivatives of the loss function as a saliency measurement to determine if a weight should be pruned. In spite of its theoretical justification, high computational complexity is inevitable when applying to deep networks. There are also weight reduction methods during the training phase, such as *weight decay* [52]. Nowlan and Hinton [70] proposed a different approach called *weight sharing* where weights of similar values in the same weight matrix are grouped together so that those inputs that are to be multiplied to these grouped weights may be added first and then perform a single multiplication.
Many of these earlier methods have focused on the potential benefit of better generalization property due to a simpler structure with fewer weights, the so-called *Occam’s razor* principle. Recently, Han et. al [23] proposed a three-step procedure to (a) train the network to learn which connections are important; (b) prune the weights with low magnitude; and (c) retrain the network to fine tune the weights of the remaining connections. They claimed 90% reduction of weights without sacrificing the performance. Later on, they enhanced this procedure by applying quantization and Huffman encoding on top of the pruning, and achieved up to 49X compression ratio [25]. Their procedure however requires time-consuming iterative pruning and fine-tuning to determine proper threshold parameters for each layer of the considered DNN. The work [21] improves over [25] by introducing mask variables and alternatively updating masks and model parameters, thus, recovering the incorrect pruned weights and reducing training iterations. However, although unstructured weight pruning can greatly compress the sizes of the models with the help of sparse representation, the structure of the resulting DNNs after applying these magnitude-based techniques is irregular, which requires specialized hardware or software libraries, such as Efficient Inference Engine (EIE) [24], to fully exploit the potential benefits (energy and computation reduction) brought by these techniques. This is because, with general-purpose hardware, every weight value still needs to be loaded at least once (even if it is 0), and the energy associated with data movement dominates the entire energy consumption [88].

*Structured pruning* tries to prune a DNN model in a structured manner, such as pruning set of neurons, groups of weights, or entire layers. In early 90s, [39, 53] seek to directly reduce redundant neurons by analyzing the output of a vector of neurons of the same layer with respect to a set of inputs. If the outputs of a subset of neurons can be well approximated via a weighted linear combination of the outputs of remaining neurons, this subset of neurons may then be removed from the network.

For Convolutional Neural Networks (CNNs), since the majority of inference energy is consumed by convolutional layers [7], pruning channels of convolutional layers is a very effective technique to develop compact and efficient models. In earlier works, [57] prunes filters and the corresponding channels based on the filters’ $\ell_1$ norm. [38] defines Average Percentage of Zeros (APoZ) to measure the percentage of zero activations of channels and neurons, and then prunes the channels/neurons with high
APoZ values. The work [68] first uses Taylor expansion to approximate the change of loss function with respect to pruning each channel, and then channels are pruned according to their impact on the loss function. The work [85] proposes Structured Sparsity Learning (SSL), which imposes structured sparsity on model weights in terms of filters, channels, kernel shape, and depth during training, thus, it effectively prunes channels at the cost of lengthy training process.

More recently, ThiNet [65] prunes the target layer by greedily selecting the input channel that has the least contribution to the output tensor in each iteration, and then this procedure is repeated until the specified number of channels have been pruned. The contribution of an input channel is defined as the squared summation of the corresponding partial output tensor values. The entire model is pruned layer by layer and fine-tuning is applied after pruning each layer. However, since all partial output tensor values are summed together to form the contribution value, this method may mistakenly treat an input channel as redundant even though its contributions to all output channels are relatively large but with near-to-zero summation.

For each layer to be pruned, Channel Pruning [31] introduces a coefficient for each input channel, which will be multiplied with its coefficient to form the scaled input tensor. The problem of selecting redundant channels is formulated as a LASSO regression optimization problem with the goal of minimizing 1) the approximation error between the original and the new output tensor which is obtained by using the scaled input tensor; and 2) the $\ell_1$ norm of the coefficient vector. The ratio between these two terms affects the number of zeros in the resulting coefficients, thus it effectively determines how many channels may be pruned. Finally, the LASSO regression problem is solved by alternatively updating the coefficients and new weights until convergence. Similarly, Network Slimming [63] utilizes the scaling factors in Batch Normalization layers and trains the model under channel-level sparsity-induced regularization. After training, the channels with near-zero scaling factors will be pruned. However, besides the computationally-expensive alternative updating/training process, it is also not clear how to directly set the ratio between the regularization term and the regular loss in these methods in order to prune any specified number of channels.

Global Dynamic Pruning [61] shares the same alternative optimization scheme between the choice of channels to be pruned and model parameters. But instead
of pruning models layer by layer, it globally and tentatively selects the channels to be pruned according to the Taylor expansion of the loss function with respect to the weights of each channel. After the channels are selected, the parameters corresponding to the kept channels are fine-tuned. This two-step procedure is repeated until convergence, and finally, the selected channels are permanently pruned. However, since the redundant channels are globally selected across all layers, designers do not have fine-grained control over how many channels are pruned for each layer, which may lead to sub-optimal solution due to the lack of emphasis on pruning more beneficial (in terms of computation reduction) layers. However, these techniques are limited in scope because 1) they are typically not compatible with each other so they cannot be easily integrated together; 2) these techniques are usually defined to apply to an individual layer at each step. Systematic ways to combine structural simplification across all the layers to minimize the network size have not been fully explored in the literature.

The above methods all focus on the weight values of a neural network. A different approach, based on low-dimensional realization of a system has also been developed to simplify a trained DNN by exploiting low-rank property of the weight matrices. Specifically, \textit{Low-Rank Approximation} aims to approximate a weight matrix with the product of lower-rank weight matrices, thus achieving reduction in both model parameters and computation. This property has been observed as early as late 80s \cite{87} where Singular Value Decomposition (SVD) was used to break down the weight matrix. The works \cite{15, 45} applied SVD to higher order tensors by extending it to monochromatic approximation and biclustering approximation. But the compression ratios on convolutional layers are not as impressive as those on fully-connected layers and the authors did not report reduction of computation and actual inference time. The work \cite{49} approximates weight matrices with Tucker decomposition and reports up to 4.93X computation reduction. There are many follow-up techniques for low-rank approximation such as \cite{14, 43, 80}. However, low-rank approximation techniques effectively expand each layer to two or three layers, which adversely impacts the actual inference time depending on the platform.
Designing New Network Modules and Structures

The third direction include efforts to either manually design or automatically search new network modules and structures. Examples include Network in Network [60], ResNet [29], Inception module in GoogLeNet [79], SqueezeNet [42], and neural architecture search (NAS) by reinforcement learning [1, 97] or genetic algorithm [74, 86]. Also, Knowledge Distillation technique [33, 75] is widely used to train compact and efficient models by mimicking the intermediate activations, attention maps, or output probability distributions of larger models [5, 59, 66]. With these new modules and structures, researchers are trying to design small-sized DNN models that have superior performance and require less computation per inference. Putting it into perspective, these efforts are trying to draw small circles at the upper-left region in Figure 1.2. However, such design efforts require either tremendous insight about the targeted task itself or huge amount of computations, which makes it difficult to apply the ideas of designing networks for one type of task in order to design networks for another type of task.

Finally, although all of the above efforts pursue the goal of efficient realization of DNNs from different angles, most of them lack consideration of the architecture of the underlying hardware platform during the design phase of their techniques. As a result, the resulting DNN models after applying these techniques may not be able to achieve optimal performance when actually deployed to various platforms. For example, optimal reduction in both the parameters and the edges of the network, while correlated, is not equivalent to reduction in energy [88], especially in scenarios when tradeoff with accuracy is considered. Thus, accurate consideration of metrics such as energy consumption and their tradeoffs with accuracy becomes inevitable for deployment of DNNs on resource-constrained platforms, and such issues are extremely important for large-sized deep neural networks and emerging applications of today. However, this area has not been well studied, which may be because only recently the need for finding solutions for emerging big data applications with requirement of low energy but high error tolerance has emerged. Besides, the majority of structure simplification techniques and network design methods are published in communities with insufficient emphasis on hardware.
2.2 Applicable Techniques for Low-cost and Local Customization of DNNs

Transfer Learning

In recent years, transfer learning has emerged as a technique to achieve customization and accelerate the convergence of DNN training. The general idea of transfer learning is to improve the learning of target task on target domain by utilizing the knowledge learned from the source domain regarding a source task [71, 72]. In the task of customization, the source task and the target task are the same; the source domain is composed of generic dataset, and the target domain consists of user-specific dataset. One specific technique of transfer learning is fine-tuning [17], in which the given DNN model is first trained with generic dataset to reach a relatively-high performance level, then only the last few layers are fine-tuned with user-specific data while the weights of all the other layers are frozen. The reason why only the last few layers are fine-tuned with user-specific data is because the earlier layers of DNNs are usually treated as feature extractors and the last few layers make decisions based on the extracted features [89]. By training the earlier layers with only generic data, more general features can be learned and the whole model may achieve better generalization property.

The drawback of this transfer learning approach is that for large-sized DNN models, modifying the weight values cannot be easily accomplished on edge devices due to limited computation capability and energy budget. Furthermore, user may not be able to modify the weight values if the trained (and potentially down-sized) DNNs are provided by vendors in the form of intellectual property.

A recent work [26] tries to alleviate this problem by augmenting the base DNN with a task-specific network and an aggregation layer. All components are trained with generic dataset before deployment, then only the task-specific network and the aggregation layer are further trained on device with user-specific dataset after deployment. Although the task-specific network and the aggregation layer are designed to be small, deploying and training them still impose considerable energy and memory overhead on edge devices. Moreover, after user-specific training, the performance on generic dataset degrades significantly, which is undesirable.
A Mixture of Expert Ensemble Technique

The idea of local customization of machine learning models with user-specific or application-specific data can be dated back to 90s, when the Mixture of Experts (MoE) architecture [44, 47] was proposed to achieve local customization. The MoE architecture consists of multiple expert models each can provide its result for the given input, and a Gating Network (GN), which provides input-dependent weight values to combine the results of all experts. The work [44] suggested to reduce the coupling effect among experts and GN by defining a new error function, which makes the parameters of one expert not affected by the parameters of other experts. But there still existed some indirect coupling due to the lack of information on which expert should be responsible for which training sample. Later on, the MoE architecture was also shown to be very effective for classification of the patient-adaptable electrocardiogram beats [40, 84]. However, the problems considered at that time were considerably less complex and resulted in significantly simpler models compared to the ones today [76]. Furthermore, with increasing emphasis on edge computing, power efficiency becomes a critical factor when designing the components of MoE.

We note, in this dissertation we also use the MoE architecture. However, unlike previous works that focused on different expert architectures [11] and configurations [73], our work focuses on how to integrate the general MoE concept with DNN to achieve higher performance on complex tasks with minimal implementation overhead for resource-constrained devices.

Other Ensemble Techniques

The MoE architecture is similar to many ensemble techniques such as independent ensemble (IE), bagging, and multiple choice learning (MCL) [55, 69]. They usually train M member models and make predictions based on the results of all member models. In IE [9], each member model is initialized with different random parameters and trained independently on the entire training set. In bagging [56], all member models have the same initial parameters but are trained independently on different subsets of data that are sampled (with replacement) from the original training set. In MCL [55, 69], instead of training each member model independently, the losses of all member models are combined to form the oracle loss, which is used to train all
models together. The oracle loss can be expressed as:

\[ \mathcal{L}_{MCL}(D) = \sum_{i=1}^{N} \min_{m} \ell(y_i, P_{m}^{i}) \]

where \( D \) is the entire training set with \( N \) instances, \( m \) represents the \( m^{th} \) member model among all \( M \) models, \( \ell \) is the loss function of each model, \( y_i \) is the ground truth label of the \( i^{th} \) training instance, and \( P_{m}^{i} \) is the predicted probabilities of all classes generated by the \( m^{th} \) model with respect to the \( i^{th} \) instance. Basically, by optimizing the oracle loss, the training process optimizes the most accurate model for each training instance, and drives each model to become a specialist on a subset of the target task.

Now we discuss the similarities and differences between MoE and these ensemble techniques. The similarity among all of these approaches (including MoE) is that all of them train multiple member models during training, and multiple models are involved to generate the final result during inference. Especially, MCL dynamically assigns each training instance to one or more member model(s), thus it encourages each member model to become a specialist. This is similar to MoE in the sense that we explicitly designed different experts to become specialists on generic and customized data.

However, there are major differences between MoE and other approaches which are enumerated below. For the purpose of easy illustration, we name the expert model targeted at generic data as Global Expert (GE), and the expert model targeted at customized data as Local Expert (LE).

1. Although there is no theoretical limitation, the member models in IE, bagging, and MCL are usually identical. While in our proposed MoE architecture, we deliberately designed LE and GN to be dramatically smaller than GE in order to 1) leverage the fact that customized data has much smaller size and less variance; and 2) minimize the implementation overhead brought by LE and GN. In fact, in our case study, the memory and computation overhead induced by LE and GN are about 2.52% and 0.50% of those of GE, respectively, while they would be at least 100% for the other three approaches.
2. In IE, bagging, and MCL, the final result is typically obtained by averaging the results of all member models. Thus, to get the final result, the inference of all member models must be performed. However, with MoE architecture, the final result is an input-dependent weighted combination of all experts’ results. In the case where the weights for experts are binary values, the system could perform the inference of GN first, and then perform the inference of either LE or GE according to the GN’s result. Since the majority input to the system would be customized data after its deployment, such selective inference can significantly reduce the computation and energy cost compared to other ensemble techniques.

3. MCL dynamically assigns each training instance to one or more member model(s) depending on how well each model performs regarding to that instance, thus encourages each model to become specialized on a subset of the original task. However, designers do not have the ability to control how the original task is partitioned and which member model is specialized on which sub-task. On the contrary, in our proposed MoE architecture, GE and LE are explicitly trained with and targeted at generic and customized data.

4. Even though only a subset of all training instances is used during the training of each member model in bagging and MCL, the entire training set is known prior to training in all techniques except MoE. However, in the problem of user customization, neither the vendor, nor the users have access to the entire dataset. Thus, training has to be done in two steps, which makes the other ensemble techniques not a suitable fit for user customization.
3 OUR CONTRIBUTIONS

This dissertation introduces techniques to reduce the implementation costs such as memory, computation, and energy for deploying and customizing trained DNNs on resource constrained embedded systems. The summary of our contributions is listed as follows:

- **High Level Analytical Energy Model [90, 91]**
  We propose a high-level analytical energy model to estimate the energy consumption of DNNs in order explore the design space, and bring awareness of energy as a metric within the DNN design/simplification process. Our energy model is based on an underlying hardware similar to the Tensor Processing Unit in [48]. Besides the energy consumption associated with computation, our model explicitly considers the energy related to data movement and memory hierarchy. In fact, they are the two main sources that make the number of parameters and computations not a good approximation for energy estimation: First, the energy consumption of accessing memory is significantly higher than that of computation. Second, the memory accessing pattern largely depends on the memory hierarchy. To reflect realistic energy consumption of various operations, we adopted the energy numbers of a 45nm process from [23]. As shown in our experiments, this model is used to guide the structural simplification technique described in Chapter 5 directly towards energy efficiency. Our high-level analytical energy model is presented in Chapter 4.

- **Structural Simplification via Neuron Elimination [90, 91]**
  To achieve an energy-aware structural simplification process, we propose a procedure that facilitates exploration of energy and accuracy trade-offs of varying configurations of a structurally simplified, trained DNN. This procedure seeks to eliminate redundant neurons at a considered layer and simultaneously updates the corresponding weight matrix. Therefore retraining is not necessary after neuron elimination. When a neuron is removed, all of its connecting edges are also removed, resulting in significant reduction of memory and energy while minimally affecting the accuracy. The task of eliminating redundant
neurons is formulated as a subset selection problem, which is approximately and efficiently solved by a novel approach based on pivoted QR factorization. For each layer, multiple configurations are realized and the configurations of multiple layers together form the solution space and energy-accuracy curves, from which the Pareto-optimal curve can be easily identified. We also discuss and validate strategies to apply our procedure to multiple layers in a DNN in order to maximize the compression ratio of the network subject to an overall budget in degradation of accuracy. Thus, according to the constraints of the target platform, the appropriate pruned model can be selected and deployed. In our experiments, we show energy-accuracy tradeoff provides clear guidance to achieve efficient realization of trained DNNs. We also observe significant implementation cost reductions with up to 11.50X in energy and 12.30X in storage while the accuracy degradation is negligible.

Our neuron elimination procedure is discussed in Chapter 5.

- **Structural Simplification via Channel Pruning [93]**
  To reduce the implementation cost of convolutional layers, we propose a channel pruning technique to identify and prune redundant input channels of convolutional layers. After a channel is pruned, its corresponding convolutional filters of both the current layer and the previous layer will be pruned as well, thus achieving significant reduction in terms of static and run-time memory, computation, and energy consumption. The proposed procedure investigates the intermediate results of convolutional layers. It formulates the task of identifying redundant channels as a subset selection problem, in which a subset of input channels of specified size is selected to maximally preserve the original outputs of the target layer and the other channels are identified as redundant. This NP-hard problem is approximately solved using the pivoted QR factorization algorithm as well. We also propose two techniques to explore additional pruning opportunities in ResNet-like models. Moreover, the proposed technique is orthogonal to others such as quantization and low-rank expansion, which can be combined to achieve further reduction. The results show our proposed technique is able to reduce the computation by 4.29X (in VGG-16) and 2.84X (in ResNet-50) while only sacrificing about 1.40% top-5 and 2.50% top-1 accuracies. Compared to
many prior works, our results are better in terms of both computation reduction and accuracies.

Our channel pruning technique is explained in Chapter 6.

- **User Customization via MoE [92, 94]**
  To achieve on-device user customization, we propose to utilize a Mixture of Experts (MoE) architecture to augment the DNN that is trained on generic data with lightweight machine learning models to enable on-device local learning capability for user-specific data. Thus, it achieves performance improvements with low implementation overhead. In the MoE architecture, the DNN trained with generic dataset is viewed as a Global Expert (GE). We then use a small DNN as a Local Expert (LE), which is trained with small-sized customized (i.e., user-specific) data to learn from user’s input so that the system doesn’t repeat the same mistake. The third component of the MoE architecture is a Gating Network (GN), also implemented as a small DNN, which determines whether the incoming data should be handled by GE or LE. Thus, improving system performance on customized data while preserving its performance on generic data. To minimize the associated implementation overhead, both LE and GN are designed to be very small and a novel technique is proposed which is based on *structure sharing*. Finally, this architecture may be easily extended to multiple local experts (LEs) to accommodate different classes of users, if desired. We evaluated the proposed MoE architecture with the task of recognizing custom handwritten digits and characters, and show that with minimal storage and computation overhead, the MoE architecture is able to achieve significant performance improvement over the customized data while preserving its performance on generic data. We conduct comprehensive experiments to show the superiority of MoE compared to many alternatives in the literature.

  Our MoE architecture for on-device user customization is presented in Chapter 7.

  Overall, in this dissertation we analyze the major obstacles which hinder the deployment and customization of trained DNNs on edge devices, and propose three
techniques to alleviate them. We show our work can effectively reduce the memory, computation, and energy requirements, thus facilitating the deployment of DNNs on resource-constrained systems.
With the goal of achieving energy-efficient realization of DNNs, numerous efforts have been focused on structural simplification techniques and designing more efficient DNN models. As mentioned in Chapter 2, the primary metrics used in these works are the reduction in the number of parameters and computations, as well as reduction of bit-width. However, as pointed out by [88], reducing model size and the number of required computations per inference do not necessarily translate into a reduction in energy consumption – at the least the reduction in energy may not be proportional to the reduction in model size or computation. In other words, previous efforts in design of DNNs and structural simplification may result in small and accurate model, but they may not be the optimal model in terms of energy consumption.

This discrepancy between the energy consumption and the number of parameters/computations comes from two sources: 1) Data movement. The energy consumption of accessing memory is significantly more than that of computation, which makes it dominates the overall energy consumption; and 2) Memory hierarchy and dataflow, which have a huge impact on data movement. When performing computation, the energy consumption of loading the required data (parameters and activations) into processing unit largely depends on the memory hierarchy and how the dataflow is organized. For example, to minimize energy consumption, [6] tries to identify the optimal dataflow so that all types of data reuses are maximized. In summary, the number of weights and computations are not a good approximation for energy estimation.

In this chapter, we propose a high-level analytical energy model that can be easily integrated into DNN design/simplification process to facilitate the estimation and incorporation of energy during the design phase. Our energy model is based on an underlying hardware similar to the Tensor Processing Unit [48]. Besides the energy consumption associated with computation, our model explicitly considers the energy related to data movement and memory hierarchy. The energy values of various operations are from [23], which are corresponding to a 45nm process.

In this chapter, the background and notations are introduced in Section 4.1, which is followed by detailed discussion of our energy model in Section 4.2.
4.1 Background and Notations

A DNN often consists of many layers of neurons interconnected via a weight matrix between successive layers. At each layer, a common computation module has the following form:

\[ y = f(Wx) \]

where \( x \) is an \( n \times 1 \) input vector to the current layer, \( W \in \mathbb{R}^{m \times n} \) is a weight matrix, and the matrix vector product \( Wx \) may also be used to realize convolution operations like those used in convolutional neural network (CNN). \( f(.) \) is an element-wise nonlinear function such as a Rectifier Linear Unit (Relu) [54]. \( y \) is a \( m \times 1 \) vector representing the output of the current layer and (in some cases, part of) the input to the next layer. The vector \( y \) may also incorporate subsampling similar to the pooling operator in CNN. In that case the dimension of \( y \) is \( q \times 1 \) with \( q < m \). To train a DNN, a set of training vectors \( X \), which is a \( n \times K \) matrix is used to stochastically adjust the weights at each layer of the DNN until the final output achieves desired accuracy. The performance of the network (same as classification accuracy) then will be evaluated with a set of testing vectors.

**Example**: Figure 4.1 shows the structure of LeNet5 [54] which is a CNN. It can be viewed as a network with 4 layers. The first layer CS1 is made of a convolutional

![Figure 4.1: The structure of the LeNet 5 network from [54] for recognition of handwritten digits in MNIST dataset.](image)
layer C1 and a subsampling layer S1. The input to the first layer is a 28x28 greyscale image and it can be viewed as a $n \times 1$ vector with $n = 28 \times 28 = 784$. The input vector is then mapped to 20 feature maps via C1: each neuron in each output feature map is connected to a 5x5 neighborhood in the input image. It can be viewed as 20 5x5 kernels that are moved across the input image with a fixed stride (of 1 unit in this case). This stride makes consecutive neighborhoods in the input image to highly overlap. The size of each output feature map of C1 is 24x24. So $m = 24 \times 24 = 576$ neurons per feature map. Next the subsampling layer S1 maps each feature map to a smaller one of size 12x12. Therefore for CS1 layer, for each feature map $q = 12 \times 12 = 144$ for its $q \times 1$ output vector.

Similarly the second layer CS2 can be viewed as a convolutional layer C2 followed by subsampling layer S2. The final two layers in LeNet5 are fully-connected layers (FC1 and FC2). Their dimensions are shown in the figure. LeNet5 can be trained with the Caffe tool [46] and has been shown to achieve 99.1% accuracy on the MNIST dataset after training. MNIST [54] is a collection of images of hand-written digits and has 60K training data and 10K testing data.

Within the first layer, for each feature map, there is a weight matrix representing the weights of different edges. There are about 288,000 edges in C1, where each edge requires performing a multiplication between its weight and the value at its input-neuron. However the actual number of distinct parameters that are needed to be stored (and trained) for C1 is only about 500. This is because in convolutional layers there is significant weight sharing due to the same kernel is reused as it is moved in the input image when generating each output feature map. To reduce memory usage, within each feature map, edges are bundled in different groups and each group is stored with one weight. Thus the required memory to store a CNN depends on the number of distinct weights (same as parameters).

### 4.2 Energy Model

Figure 4.2 gives an overview of the hardware model used in this work for energy calculation which is similar to the recent Google’s Tensor Processing Unit (TPU) in [48]. To perform the computations at each step, the image and parameters are fetched from the off-chip DRAM, to fill up the on-chip activation buffer and weight buffer and
are then fed into an array of Multiply Accumulate (MAC) unit. Next the generated results go through the unit implementing activation, pooling, and normalization and stored in on-chip activation buffer to be used as input to the next layer. The model in Figure 4.2 is similar to TPU except that we assume an on-chip control unit (implemented for example as a finite state machine) provides all necessary control signals, while in TPU these are provided through a PCIe Gen3 bus.

The sizes of the weight buffer and MAC array can be anything and are not required, for example, to be large enough to do all off-chip fetches of parameters and computations of each layer in one shot. But the size of the activation buffer is required to be large enough to store all intermediate activation values corresponding to each layer so off-chip write back won’t be necessary during inference. This assumption is easy to realize and does not require a significant on-chip storage for the activation buffer as can be seen in the TPU implementation.

Using the above model we compute the inference energy by the following equation:

$$E = E_{MAC} + E_{DRAM} + E_{SRAM} + E_{REST}$$  \hspace{1cm} (4.1)

where $E_{MAC}$ represents the energy consumed by the MAC array and is calculated by

$$E_{MAC} = E(M) \times M$$  \hspace{1cm} (4.2)

with $E(M)$ is energy consumed by one MAC operation and $M$ is number of MAC operations.
operations in the DNN.

Also $E_{\text{DRAM}}$ represents the energy consumed by DRAM and given by

$$E_{\text{DRAM}} = E(D) \times (P + \text{ImageSize})$$

(4.3)

where $E(D)$ is energy for fetching one word of a fixed quantization from DRAM and $P$ represents the total number of parameters (same as distinct edge weights) in the considered DNN. $\text{ImageSize}$ is the number of word used to represent the image.

The term $E_{\text{SRAM}}$ is energy consumed by the SRAM realizations of the activation and weight buffers and is expressed by

$$E_{\text{SRAM}} = E(S) \times P + 2E(S) \times A$$

(4.4)

Here $E(S)$ is energy for one SRAM access. (We assume read and write consume same amount of energy but the model can easily be extended to differentiate between the two). Also $P$ is number of parameters and $A$ is number of activations in the considered DNN.

The first term corresponds to the energy to fetch the parameters of each layer from the weight buffer into the MAC array. The energy represented by this term equals to the number of parameters multiplied by energy of a single read from the weight buffer.

The second term consists of two parts. Half of it corresponds to reading intermediate values generated by the previous layer from the activation buffer into the MAC array. Therefore the total energy represented by this term equals to total number of activations multiplied by the energy of a single access to the activation buffer. The second half of it corresponds to writing back the MAC results into the activation buffer (which again equals to the number of activations times SRAM access energy). Since there may exist very complicated memory hierarchy and dataflow pattern in reality, we note that Eq. 4.3 and Eq. 4.4 only provide a quick but rough estimate of the most dominant components of energy. For more accurate energy estimation, we refer the interested reader to [6].

Finally $E_{\text{REST}}$ is the energy corresponding to the rest of the components such as control unit and activation, pooling, and normalization unit. These can be ignored
Table I: Operation energy based on 45nm process from [23]

<table>
<thead>
<tr>
<th>Operation</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>32-bit ADD</td>
<td>0.9pJ</td>
</tr>
<tr>
<td>32-bit MULT</td>
<td>3.7pJ</td>
</tr>
<tr>
<td>32-bit SRAM</td>
<td>5pJ</td>
</tr>
<tr>
<td>32-bit DRAM</td>
<td>640pJ</td>
</tr>
</tbody>
</table>

compared to the other terms.

Note that based on this underlying hardware, this energy model depends on the specifications of a given DNN, specifically the values of $M$, $P$, and $A$. It also depends on the energy for a single MAC, SRAM, and DRAM access which are constant and are determined based on an assumed quantization and a process technology. In our experiments we used the numbers based on 45nm CMOS process reported in [23, 36] with relevant numbers are listed in Table I. We assumed 32-bit floating point MAC unit is used to perform both multiplication and addition. We also assumed each multiplication is followed immediately by an addition, thus, the energy consumption of MAC operation is the summation of the energy consumption of a multiplication and an addition.
Structural simplification techniques are based on simplifying the network model, for example by means of pruning the edges with weights below a threshold [23]. Structure simplification of artificial neural networks, including DNNs have been an active area of research for the past several decades [39, 53, 87]. These procedures typically aim to simplify the network as much as possible while ensuring negligible loss in accuracy. However, reduction in both the parameters and the edges of the network, while correlated, is not equivalent to reduction in energy [88]. In fact, considering energy consumption based on an underlying hardware model and its tradeoff with accuracy have not gained enough attention so far. This may be because only recently the need for finding solutions for big data applications which require low energy but can tolerate error has emerged. Besides, the majority of structure simplification techniques are published in communities with insufficient emphasis on hardware. This chapter aims to bridge this gap by proposing a simplification technique which directly relates to the underlying hardware model. We also show that considering the energy-accuracy tradeoff can impact how the network is simplified.

We propose a procedure that facilitates exploration of energy and accuracy trade-offs of varying configurations of a structurally simplified, trained DNN. Our procedure seeks to eliminate redundant neurons at a considered hidden layer and simultaneously updates the weights connecting to the remaining neurons. When a neuron is removed, all edges (weights) connecting to that neuron are also removed, resulting in significant reduction of storage and energy while minimally affecting the accuracy. The task of eliminating redundant neurons in a hidden layer is formulated as a subset selection problem. We propose a novel approach using QR factorization with column pivoting to solve this problem efficiently. This procedure may be applied to different layers in a DNN. For each layer multiple configurations are realized and the configurations of multiple layers together form energy-accuracy tradeoff curves, from which Pareto-optimal can be easily identified. We also propose strategies for effective application of our algorithm in a sequential order to multiple layers in a DNN to decide the degree of simplification per layer such to maximize the compression ratio while an overall budget for accuracy degradation is not exceeded. Thus, according to the constraints of
the target platform, the appropriate pruned model can be selected and deployed.

A distinct feature of our structure simplification algorithm is that it does not require lengthy retraining because only the outgoing weights of remaining neurons of the given hidden layer need to be updated and this is done via matrix multiplication right after the redundant neurons are identified and removed. This proves to be advantageous in terms of time and energy, especially when our algorithm is applied to large scale DNNs such as the AlexNet. Yet, retraining may still be applied if desired to further fine tune the performance.

Our experiments show energy-accuracy tradeoff provides clear guidance to achieve efficient realization of trained DNNs. We also observe significant implementation cost reductions with up to 11.50X in energy and 12.30X in storage while the accuracy degradation is negligible. Moreover, our proposed procedure is also compatible with other types of techniques for structure simplification, and orthogonal with techniques such as weight quantization and stochastic computing. This is an advantage since the combination has potential for far more energy saving.

The remaining of this chapter is organized as follows. We discuss our procedure in Section 5.1 followed by methods for multiple layers in 5.1 and simulation results in 5.2.

5.1 Our Procedure

In this section we describe our procedure for structure simplification which exploits the redundancy among neurons organized in the same layer in a DNN. Neural networks are typically over-parameterized and have significant redundancy [14, 23], partially due to the fact that most models are manually designed. It is empirically observed that the output of the neurons within the same layer tend to be linearly dependent on each other. As such, the output of one neuron may be estimated using a linear combination of outputs of other neurons with little approximation error. If so, this neuron may be eliminated from the network without affecting the overall performance (after updating the corresponding weight matrices). Removing a neuron will also remove all the incoming and outgoing edges associated with that neuron and hence achieve the goals of reduction of computation, storage space of the weights as well as energy consumption.
Reduction of input dimension in a layer via subset selection

Figure 5.1: Overview of redundant neuron elimination technique

At a high level, our procedure consists of three steps: 1) identifying the most representative input neurons of the given layer through pivoted QR factorization; 2) removing all the other input neurons along with their incoming and outgoing edges; 3) manipulating the weight matrices of the immediately-affected layers to mostly preserve the values of the output neurons of the given layer. As a result, the subsequent layers will be unaware of the change made in the given layer and won’t need any modification. In the remainder of this section, we provide detailed explanation of the above steps.

Overview of Formulation As A Subset Selection Problem

Figure 5.1 gives a high-level description of our neuron elimination technique. Let \( x \in \mathbb{R}^{n \times 1} \) be an \( n \times 1 \) input vector to the \( m \times n \) weight matrix \( W \in \mathbb{R}^{m \times n} \) and \( y \in \mathbb{R}^{m \times 1} \) be the corresponding \( m \times 1 \) output vector. Our goal is to identify a subset of \( p \) elements in the \( x \) vector, denoted by \( x_p \in \mathbb{R}^{p \times 1} \), and a \( n \times p \) matrix \( G \in \mathbb{R}^{n \times p} \) such that \( x = Gx_p \) for any \( x \) in the training and testing dataset. If this subset of \( p \) neurons may be identified, the weight matrix feeding into these neurons will be reduced to \( p \) rows, and the new weight matrix \( W_p \in \mathbb{R}^{m \times p} \) that these \( n \) neurons will be fed into will require only \( p \) columns. Moreover, once the indices of the selected \( p \) neurons are determined, the incoming weight matrix may be pruned to only keep the selected \( p \) rows without any change to the kept weights. On the other hand, the out-going weight matrix \( W_p \) of dimension \( m \times p \) will be determined through subspace projection based on the set of provided input vectors.

To formulate this problem, we denote a matrix \( X \in \mathbb{R}^{n \times K} \) to be the output of
neurons with respect to $K$ training instances. Ideally, one would want these $K$ instances to be same as the ones which trained this DNN. In practice, one may use cross-validation to obtain this $X$ matrix. Given a positive integer $p$, our goal then is to find a matrix $X_p \in \mathbb{R}^{p \times K}$ and a matrix $G \in \mathbb{R}^{n \times p}$ such that:

1. Each row of $X_p$ is a row of $X$;
2. The Frobenius norm of the approximation error:

$$E_p = \|X - GX_p\|_F$$

is minimized.

Condition 1 states that the $p$ rows of $X_p$ are a subset of $p$ rows of the matrix $X$. Condition 2 states that the approximation of $X$ by $\hat{X} = GX_p$ should minimize the sum of square of the approximation error over the $K$ instances of the training data. In other words, the goal is to find a subset of exactly $p$ rows of $X$ that represent $X$ as much as possible in a projection sense.

The approximated $X$ can be obtained by projecting the $p$ rows of $X_p$ back to the space spanned by the rows of $X$, which is:

$$\hat{X} = X X_p^\dagger X_p = X X_p^\dagger X_p = GX_p$$

where $X_p^\dagger$ is the pseudo-inverse of the $X_p$ matrix such that $X_p X_p^\dagger = I_p$ but $X_p X_p^\dagger \neq I_n$, and $\hat{X}$ is the approximated $X$ from $X_p$. In the above equation,

$$G = X X_p^\dagger$$

is a $n \times p$ matrix with $p$ rows consisting of 1s and 0s, and remaining $n - p$ rows that use the $p$ rows of the $X_p$ matrix to recover the remaining $n - p$ rows of the original $X$ matrix. To compute the new weight matrix $W_p$, note that

$$WX \approx W\hat{X} = WGX_p$$

Thus the new weight matrix that will be connected to the reduced $p$ neurons can be
found as:

\[ W_p = WG = WXX_p^\dagger \quad (5.4) \]

As for the weight matrix of the preceding layer, as discussed earlier, with the removal of \( n - p \) neurons, the corresponding rows will be removed, leaving a weight matrix with only \( p \) rows. The value of these \( p \) rows shall remain unchanged.

What is left to be decided is how to select the \( p \) neurons. This requires selection of \( p \) neurons from \( n \) candidates. Hence, this can be formulated as a subset selection problem: Selecting a subset of \( p \) neurons out of \( n \) possible candidates such that \( E_p \) is minimized. This is a very hard and well-known problem, although its NP-hardness is still an open problem [2]. It is obvious that we can find the optimal \( p \) rows in \( \binom{n}{p} = \frac{n!}{(n-p)!p!} \) time. However, for practical DNNs, \( n \) is in the order of hundreds or thousands. For example, the FC1 layer in LeNet5 has 800 input neurons, and the FC1 layer in CaffeNet has 9216 input neurons. This makes exhaustive approach prohibitively slow even for one \( p \) value. Fortunately, there exists several approximation algorithms that can give approximate solution for this problem.

Next we discuss our algorithm based on QR factorization which sub-optimally but quickly solves this problem and also records energy and accuracy at each step to generate a tradeoff plot.

Algorithm

\textbf{Algorithm 1} Reduce dimension of \( X_{n \times K} \)

\begin{itemize}
  \item [1:] \textbf{procedure} \textsc{Reducedimension}(\( X_{n \times K} \), layer \( \ell \))
  \item [2:] \( p = \text{rank}(X); \ E_{\text{cur}} = 0 \)
  \item [3:] \textbf{do}
  \item [4:] \enspace Select p rows of \( X \) using Algo. 2
  \item [5:] \enspace Compute \( W_p \) using Eq. 6
  \item [6:] \enspace Generate simplified network \( N \) as in Fig. 5.1
  \item [7:] \enspace Record accuracy degradation and energy \( E_{\text{cur}} \) of \( N \)
  \item [8:] \enspace \( p = p - 1 \)
  \item [9:] \textbf{while} (\( p \neq 0 \) and accuracy degradation \( \leq \epsilon \))
  \item [10:] \enspace Generate accuracy vs energy tradeoff of stored configurations
  \item [11:] \textbf{end procedure}
\end{itemize}
Algorithm 2 Find the most p representative rows in $X_{n \times K}$

1: procedure FIND_REPRESENTATIVE_ROWS($X_{n \times K}, p$)
2: Perform SVD decomposition on $X = U \Sigma V^T$
3: Set $U_p$ to be the first $p$ columns of $U$
4: Perform QRD on $U_p^T$ and get $U_p^T P = QR$
5: The first $p$ columns in permutation matrix $P$ identifies the $p$ representative rows in $X$
6: end procedure

The high-level algorithm is given in Algorithm 1. We start by setting $p = \text{rank}(X)$ rows and set the current energy $E_{\text{curr}}$ to be 0.

Next in lines 4 to 6 we generate a simplified network $N$ corresponding to this value of $p$. (We utilize Algorithm 2 to select the $p$ representative rows, for a fixed value of $p$, using QR factorization which we discuss later.) Next we evaluate the accuracy degradation and update the energy corresponding to $N$. The accuracy degradation is found via performing simulation over the testing dataset and evaluating the rate of misprediction at the output of the simplified network. Energy is computed as described in Section 4.2. Next, we decrement $p$ by one and evaluate the termination condition and continue simplifying the network until the condition is satisfied.

The termination condition is if $p$ reaches 0, or if the degradation in accuracy at the output (measured as difference in percentage accuracy of the original network and the simplified one) exceeds a threshold percentage $\epsilon$. Once the termination condition is satisfied, all simplified networks corresponding to the explored values of $p$ will be generated as given in line 10. If $\epsilon$ is set to be maximum (=1), then all the configurations will be provided. Intermediate values of the threshold allows exploring the tradeoff in a smaller range. If the threshold is set to be a very small value (such as 2% in some of our experiments) only the configurations with negligible degradation in accuracy will be generated. We note that the energy consumption for each configuration is the output of our algorithm (along with the configuration itself) and the degree to which the given layer is pruned is only controlled by $p$. In other words, energy is only used as a metric to evaluate the pruned model but not to instruct how the original model should be pruned.

Next we explain the selection of $p$ representative rows for a fixed value of $p$. As
mentioned before, optimal selection of $p$ rows is infeasible. However, well-known approximation algorithms exist to approximately solve this problem efficiently [2]. For example, in [18], Golub proposed to incorporate a pivoted QR factorization to select the $X_p$ matrix while obtaining the estimate of the $G$ matrix. It has been shown in [2] that using pivoted QR factorization, the resulting matrix $X_p$ satisfies

$$E_p = \|X - GX_p\| F \leq \sqrt{n-p} \cdot 2^p \cdot \sigma_{p+1}(X)$$

where $\sigma_{p+1}(X)$ is the $(p + 1)$th largest singular value of the $X$ matrix.

Algorithm 2 describes the selection of $p$ representative rows using pivoted QR factorization. We first perform singular value decomposition (SVD) on $X$ to obtain matrix $U$. We then select $U_p$ to be the submatrix formed by the first $p$ columns of $U$. Then we apply QR factorization with column pivoting on $U_p^T$. The QR factorization procedure generates the matrices $Q$ and $R$ as well as a permutation matrix $P$. (A permutation matrix is one that is obtained by permuting the rows of an identity matrix.) The specific permutation implied by the first $p$ columns in $P$ identifies the $p$ representative rows in $X$.

**Computational Complexity:** In Algorithms 1 and 2 the main computational tasks are (a) performing QR factorization and (b) evaluation of the classification accuracy. The computational complexity of (a) is polynomial, for example $O\left(p n^2 - \frac{2}{3} n^3\right)$ using the Householder algorithm [19]. The classification is performed for all $K$ testing vectors. Assume there are $L$ layers in a DNN, and each weight matrix has a similar size of order $m \times n$, then each run of classification with all testing vectors will incur $O(KLmn)$ operations. If all $\min(m, n)$ different $p$ values are tested, the computation complexity will be $O(\min(m, n) \cdot KLmn) \approx O(KL n^3)$ where we assume $m \approx n$. So the computational complexity of (b) is $O(KL n^3)$ and the overall complexity is polynomial. For example, the runtime of our procedure on layer FC1 in LeNet5 and $K=10000$ was under 35 seconds.

**Dependency on the Input Dataset:** Since the output of a hidden neuron is a function of the weight matrix and the output of the previous layer, which also depends on the input data. Thus, our method is indeed dependent on the (training) dataset. This is why we uniformly sample $K$ instances from the training set to make sure they share the same underlying distribution as the testing instances. Otherwise we may experience a
much higher accuracy degradation. In fact, the weights of a DNN are trained using training dataset and hence are data dependent as well. Thus, if the same architecture is trained with a different dataset, our technique may select a different set of $p$ neurons to be the most representative which may result in a different accuracy degradation.

**Relationship with PCA:** The proposed algorithm is similar to PCA in the sense that both of them aim to identify the most representative $p$ features from the matrix $X$. PCA seeks to map data points from high dimensional space to low dimensional space by projecting the data points on the directions specified by the top $p$ eigen-vectors. Mathematically, the coordinates of the $i^{th}$ data point in the new space are given by the $i^{th}$ column of $VX$, where $V \in \mathbb{R}^{p \times n}$ is formed by the top $p$ eigen vectors. In other words, the resulting point is a linear combination of the features of the original data point, and the resulting matrix $X_p \in \mathbb{R}^{p \times K}$ is obtained by linear combination of the $n$ rows of $X$. It implies that the PCA procedure still requires preserving all the $n$ neurons to generate the projected $p$ neurons. This is the key difference compared to our technique in which only $p$ out of the $n$ neurons are kept and the rest are discarded.

**Application to Convolutional Layers:** At first glance, our algorithm seems mostly applicable to fully connected layers where the $n$ input neurons over $K$ training samples naturally map to the matrix $X$. This makes the proposed technique perfectly suitable for architectures like MLP [35] and LSTM [34].

However, in theory it is possible to apply our technique to a convolutional layer. For example, we can represent the input neuron matrix in the form $X_{n \times K}$. It results in the corresponding weight matrix to be one large sparse matrix with many elements repeated in a specific pattern. There are two reasons why the weight matrix in this approach is sparse and has repeated patterns. First, in a convolutional layer, each output neuron is only connected to a small portion of input neurons. Second, all the output neurons in the same feature map share the same set of kernel weights, which means the same set of weights is heavily reused for the output neurons in the same feature map. Even though this approach can be applied in theory, the specific pattern and sparsity of the weight matrix make our neuron elimination technique less effective in practice.

In the second approach (which can be considered a better one), we create a

---

$^1n$ is the number of input neurons of all input feature maps for the given layer and $K$ is the number of training samples used in our algorithm.
separate weight matrix for each receptive window and apply our technique. Here the neurons in each receptive window are treated as input neurons. Each training sample corresponds to \( m \) columns in \( X \) and \( X \in \mathbb{R}^{n' \times K'} \), where \( n' \) equals to the number of neurons in one receptive window, \( K' = m \times K \), and \( m \) equals to the number of output neurons in one feature map. In this approach, only the common neurons which are eliminated across all receptive windows and all feature maps can be ultimately eliminated which decreases the effectiveness of our technique.

Generally speaking there are better ways in practice to handle convolutional layers, for example by tensor approximation and low-rank expansion techniques as in [15] and [45]. Our proposed subset selection technique also relates to low rank approximation. Therefore, we believe that our method can also be extended to convolutional layers using similar extensions as in the above prior works. Besides the above, another effective way to handle a convolutional layer is to apply Fourier transformation first, and perform all calculations in that domain.

**Extension to Multiple Layers**

It is straightforward to apply the algorithm introduced in the previous subsection to just one layer in a Deep Neural Network. In order to achieve more energy savings and higher overall compression in the number of stored network parameters, it is natural to try to apply the algorithm to multiple layers of a DNN. However, this problem is not as straightforward as applying the algorithm to just one layer, because we need to decide to what extent the algorithm should be applied to each layer. This is because the the threshold \( \epsilon \) defined in Algorithm 1 (for percentage degradation in accuracy at the outputs between the original and simplified networks) which controls the number of iterations and the termination condition should be defined a-priori when applying the algorithm to a layer. When a budget for this overall accuracy degradation across all the layers is specified, it is unclear how this threshold should be split per layer. In other words, it is unclear how individual \( \epsilon \) should be specified when applying the algorithm to each layer.

In this subsection, we first study applying Algorithm 1 for two consecutive layers of a DNN, then we introduce three different methods which can be used to determine the individual \( \epsilon \) per layer for an overall budget of accuracy degradation across all the
layers. In our experiments we set this overall budget to a small value (i.e., only 2%). This determination should be done in order to reach the maximum compression ratio of the DNN size, where compression ratio is defined as the ratio of number of weights in the original network to the one in the simplified network.

In general, this issue exists whenever we want to apply layer based structure simplification algorithms, such as low-rank approximation [15], to multiple layers of a DNN because these techniques also result in some degree of accuracy degradation after simplification. We note that even though we only validated our methods using our neuron elimination algorithm, they are generalizable to be used with other layer based structure simplification algorithms. Before discussing our three methods, we first make a note on the ordering of the layers when applying our algorithm to multiple layers. We use the layer ordering following the structure of the network as we move forward from the input layer to output layer. For example, in a DNN that layer $l_1$ is followed by layer $l_2$, if we want to eliminate $n_1$ neurons from $l_1$ and $n_2$ neurons from $l_2$, we will achieve higher accuracy if we apply the algorithm first to $l_1$ and then $l_2$ rather than apply it first to $l_2$ and then $l_1$. This is because our neuron elimination algorithm induces little approximation error at the output of the considered layer. Therefore it makes sense to simplify one layer prior to simplifying any of the subsequent layers after it. This ensures when applying the algorithm to a given layer, the structure of the network in all prior layers will remain unchanged; otherwise the algorithm won’t be as effective if it simplifies a layer based on wrong assumption about the neurons that feed into it.

The above ordering will be used for the three methods that we discuss next.

**In our first method**, we first apply Algorithm 1 to each layer separately, each time keeping the other layer in its original form. This is done assuming the $\epsilon$ threshold applied to each layer is same as the overall budget in excessive error across all the layers. For each layer and each iteration of Algorithm 1, we record the degree of accuracy degradation (relative to the original network) as well as the degree of improvement obtained in compression ratio of the network corresponding to that iteration. Here the improvement in compression ratio is computed as compression ratio minus 1. We then plot these two parameters as shown for example in Figure 5.2 for two layers when the overall accuracy degradation budget is 2%. Each point corresponds to one iteration of the algorithm in the corresponding layer where 1%
Figure 5.2: Improvement in compression ratio versus degradation in accuracy $\epsilon$ (i.e., difference in output accuracy of the original and simplified networks) for each iteration of Algorithm 1 when applied to two layers in the DNN independently.

of the neurons are eliminated per iteration. (This is done by modifying line 8 of Algorithm 1 so that parameter $p$ is decremented by 1% of neurons.) From these plots we use a mechanism to decide the individual thresholds in excessive error, denoted by $\epsilon_1$ and $\epsilon_2$ which should be specified for the first and second layers respectively. Specifically we first decide $\epsilon_1$ and apply the algorithm to the first layer to follow the intuitive ordering that we discussed. Next, the simplified first layer is fixed and the second layer is simplified with $\epsilon_2 = \epsilon - \epsilon_1$ to ensure the overall excessive error budget is not exceeded. The main challenge in specifying these thresholds is to maximize the overall compression of the network when Algorithm 1 is applied in a sequential order to the two layers, and when sum of $\epsilon_1$ and $\epsilon_2$ is the overall excessive error budget $\epsilon$.

Next we explain how $\epsilon_1$ is determined in the first strategy to achieve the above goal. Let us consider the plot in Figure 5.2 again. We fit a curve to the points corresponding to each layer. The slope of each curve shows the rate in improvement in compression per change in degradation in accuracy. We pick $\epsilon_1$ to be the point on the curve of the first layer in which the slope of the curve becomes lower than that of the second layer. This approximates the point before which it will be more beneficial to degrade accuracy by compressing layer 1, and after which it would be better to
degrade the remaining budget in accuracy by compressing layer 2. In the example in the figure, this occurs about 0.65% in the X-axis which corresponds to $\epsilon_1 = 0.65\%$ in the X-axis and $\epsilon_2 = 2 - 0.65 = 1.35\%$.

**Our second method** is based on the idea that if the first layer provides $x_1$ compression ratio and the second layer gives $x_2$ compression ratio, then the overall compression ratio can be approximated by $x_1 \times x_2$. By identifying the point where the highest overall compression ratio is achieved, we can estimate to what extent we should apply the algorithm to the first layer and then the second one. This method is similar to the first method in that we start with applying the algorithm to the two layers separately (keeping the other layer in the original form) and record accuracy degradation after each iteration. However, instead of recording the *improvement* in compression ratio, we record the actual compression ratio after each iteration. Similar to the first strategy, we first apply the algorithm to each of these layers until the accuracy degradation reaches $\epsilon$ in each case. Then, for each degradation value $d$ from 0 to $\epsilon$, we multiply the compression ratios corresponding to $d$ of the first layer and the compression ratio corresponding to $\epsilon - d$ in the second layer to get the estimated overall compression ratio. The reason we use $\epsilon - d$ for the second layer is because with the first layer taking $d$ degradation, the second layer will only be left with $\epsilon - d$ degradation budget. We then identify the degradation $d_{\text{max}}$ where the estimated compression has the highest value, and we use it the same way as the first method.

We note that both methods mentioned so far are not precise because as we apply the algorithm to the first layer, the dynamics of the second layer will also change. So working with independently-generated curves is an approximation. These two methods just aim to provide a good estimation of the split point and hope to achieve a good, but may be sub-optimal, compression ratio.

**In our third method,** we consider various accuracy degradation points $d$ between 0 and $\epsilon$. For each $d$ we first apply the algorithm to the first layer with $\epsilon_1 = d$. Then for the *simplified* layer 1, we apply the algorithm to the second layer with $\epsilon_2 = \epsilon - d$, and record the overall compression ratio obtained from both layers. This strategy effectively performs a thorough search in the solution space and it guarantees to produce the optimal solution subject to the step size of $d$. However, due to the thorough search of the solution space, the runtime of this method is significantly longer than that of the first two because it requires running Algorithm 1 for each layer.
Table II: Information on experimented neural networks

<table>
<thead>
<tr>
<th></th>
<th>LeNet5</th>
<th>LeNet300-100</th>
<th>CIFAR10</th>
<th>CaffeNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>5\times5\times1\times20</td>
<td>-</td>
<td>5\times5\times3\times32</td>
<td>11\times11\times3\times96</td>
</tr>
<tr>
<td>CS2</td>
<td>5\times5\times20\times50</td>
<td>-</td>
<td>5\times5\times32\times32</td>
<td>5\times5\times48\times256</td>
</tr>
<tr>
<td>CS3</td>
<td>-</td>
<td>-</td>
<td>5\times5\times32\times64</td>
<td>3\times3\times256\times384</td>
</tr>
<tr>
<td>CS4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3\times3\times192\times384</td>
</tr>
<tr>
<td>CS5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3\times3\times192\times256</td>
</tr>
<tr>
<td>FC1</td>
<td>4\times4\times50\times500</td>
<td>784\times300</td>
<td>4\times4\times64\times10</td>
<td>6\times6\times256\times4096</td>
</tr>
<tr>
<td>FC2</td>
<td>500\times10</td>
<td>300\times100</td>
<td>-</td>
<td>4096\times4096</td>
</tr>
<tr>
<td>FC3</td>
<td>-</td>
<td>100\times10</td>
<td>-</td>
<td>4096\times1000</td>
</tr>
<tr>
<td>#Edgs</td>
<td>2293K</td>
<td>266K</td>
<td>12.3M</td>
<td>724M</td>
</tr>
<tr>
<td>#Parm</td>
<td>431K</td>
<td>266K</td>
<td>89.4K</td>
<td>61M</td>
</tr>
</tbody>
</table>

for each value of $d$, while the first two methods only require applying Algorithm 1 to each layer once.

5.2 Simulations Results

Table II shows the networks used in our experiments. LeNet5 is a CNN that has two sets of convolutional and subsampling layers (CS1 and CS2), and two fully-connected (FC) layers (FC1 and FC2). LeNet300-100 is composed of three FC layers. CIFAR10 has three sets of convolutional and subsampling layers, followed by one FC layer. CaffeNet which is Caffe’s replication of AlexNet [51] has five convolutional layers for which CS1, CS2, CS5 are followed by subsampling layers. The convolutional layers are followed by three FC layers. For each layer we list the number of parameters. We also report total number of edges and parameters per network.

Both LeNet networks were trained using Caffe [46] with 60K images designated for training from the MNIST dataset [54]. Similarly we trained and tested CIFAR10 network using Caffe with the CIFAR-10 dataset [50]. The CaffeNet network and its parameters (when trained for the ImageNet 2012 dataset) was downloaded by using a script provided by Caffe. Table III column 8 reports the achieved classification accuracy for each network after training (for the original case when not applying any structure simplification). For CaffeNet we report top-1 / top-5 accuracies. These
Table III: Comparison of required memory

<table>
<thead>
<tr>
<th>Network</th>
<th>Original Params</th>
<th>Original Total</th>
<th>After Params</th>
<th>After Total</th>
<th>%original</th>
<th>Ratio</th>
<th>Accuracy Original</th>
<th>Accuracy After</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet5-FC1</td>
<td>13.8 Mb</td>
<td>13.9 Mb</td>
<td>1.1 Mb</td>
<td>1.2 Mb</td>
<td>8.13%</td>
<td>12.30X</td>
<td>99.10%</td>
<td>97.26%</td>
</tr>
<tr>
<td>LeNet5-FC2</td>
<td>13.8 Mb</td>
<td>14.0 Mb</td>
<td>1.7 Mb</td>
<td>1.9 Mb</td>
<td>12.67%</td>
<td>7.88X</td>
<td>99.10%</td>
<td>97.25%</td>
</tr>
<tr>
<td>LeNet300-100-FC1</td>
<td>8.5 Mb</td>
<td>8.5 Mb</td>
<td>1.6 Mb</td>
<td>1.6 Mb</td>
<td>18.85%</td>
<td>5.30X</td>
<td>98.21%</td>
<td>96.57%</td>
</tr>
<tr>
<td>LeNet300-100-FC2</td>
<td>8.5 Mb</td>
<td>8.5 Mb</td>
<td>1.5 Mb</td>
<td>1.5 Mb</td>
<td>17.64%</td>
<td>5.67X</td>
<td>98.21%</td>
<td>96.24%</td>
</tr>
<tr>
<td>LeNet300-100-FC3</td>
<td>8.5 Mb</td>
<td>8.5 Mb</td>
<td>7.6 Mb</td>
<td>7.6 Mb</td>
<td>89.40%</td>
<td>1.12X</td>
<td>98.21%</td>
<td>96.92%</td>
</tr>
<tr>
<td>CIFAR10-FC1</td>
<td>2.9 Mb</td>
<td>3.2 Mb</td>
<td>2.5 Mb</td>
<td>2.8 Mb</td>
<td>89.21%</td>
<td>1.12X</td>
<td>81.49%</td>
<td>79.57%</td>
</tr>
<tr>
<td>CaffeNet-FC1</td>
<td>243.8 MB</td>
<td>244.7 MB</td>
<td>129.1 MB</td>
<td>130.0 MB</td>
<td>52.94%</td>
<td>1.89X</td>
<td>56.67% / 79.59%</td>
<td>53.72% / 77.67%</td>
</tr>
<tr>
<td>CaffeNet-FC2</td>
<td>243.8 MB</td>
<td>244.7 MB</td>
<td>134.8 MB</td>
<td>135.3 MB</td>
<td>55.30%</td>
<td>1.81X</td>
<td>56.67% / 79.59%</td>
<td>54.19% / 77.80%</td>
</tr>
<tr>
<td>CaffeNet-FC3</td>
<td>243.8 MB</td>
<td>244.7 MB</td>
<td>186.2 MB</td>
<td>187.1 MB</td>
<td>76.37%</td>
<td>1.31X</td>
<td>56.67% / 79.59%</td>
<td>53.57% / 77.61%</td>
</tr>
</tbody>
</table>

classification accuracies are similar to what are reported in the literature [50, 51, 54] for these networks. In all experiments, to measure the (classification) accuracy, we used the subset of MNIST, CIFAR10, and ImageNet datasets which were designated for testing. We simulated each network for each test image and report the rate of correct predictions in the output.

**Comparison of Energy and Memory for A Single Layer**

In our first experiment we evaluate our procedure with the threshold ratio in Algorithm 1 is set to 2%. We then pick the solution from the last iteration of the algorithm. This setting outputs the configuration with the smallest energy and little loss in accuracy.

We apply our procedure to different fully connected (FC) layers of different networks. In Table III, each row corresponds to simplification of a specific layer in one network. We report results for original case and after simplification. For each case, we report the required memory to store network parameters as well as the total memory which additionally accounts for storing the activations. These are reported for the entire network even though the simplification is applied to one layer per row. For example in the first row, the memory saving after applying Algorithm 1 to FC1 in the LeNet5 is 12.30X. For CaffeNet the largest savings is 1.89X which was found at layer FC1. In the last two columns we also report accuracy for the original and after cases. The degradation in accuracy remains negligible. The grey rows highlight the
Table IV: Comparison of number of parameters and post-retraining accuracy of pruned models with the SVD technique [15]

<table>
<thead>
<tr>
<th></th>
<th>Original #Params</th>
<th>After #Params</th>
<th>Ratio</th>
<th>Original Accuracy</th>
<th>After Accuracy</th>
<th>Retrain Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet5-FC1</td>
<td>430.5k</td>
<td>35.0k</td>
<td>12.30X</td>
<td>99.10%</td>
<td>97.26%</td>
<td>99.01%</td>
</tr>
<tr>
<td>LeNet5-FC2</td>
<td>430.5k</td>
<td>54.7k</td>
<td>7.88X</td>
<td>99.10%</td>
<td>97.25%</td>
<td>99.24%</td>
</tr>
<tr>
<td>LeNet5-FC1 (SVD)</td>
<td>430.5k</td>
<td>44.8k</td>
<td>9.61X</td>
<td>99.10%</td>
<td>97.40%</td>
<td>99.23%</td>
</tr>
<tr>
<td>LeNet5-FC2 (SVD)</td>
<td>430.5k</td>
<td>429.6k</td>
<td>1.00X</td>
<td>99.10%</td>
<td>97.81%</td>
<td>99.28%</td>
</tr>
<tr>
<td>LeNet300-100-FC1</td>
<td>266.2k</td>
<td>50.2k</td>
<td>5.30X</td>
<td>98.21%</td>
<td>96.57%</td>
<td>98.37%</td>
</tr>
<tr>
<td>LeNet300-100-FC2</td>
<td>266.2k</td>
<td>50.0k</td>
<td>5.67X</td>
<td>98.21%</td>
<td>96.24%</td>
<td>97.57%</td>
</tr>
<tr>
<td>LeNet300-100-FC3</td>
<td>266.2k</td>
<td>239.0k</td>
<td>1.11X</td>
<td>98.21%</td>
<td>97.30%</td>
<td>98.03%</td>
</tr>
<tr>
<td>LeNet300-100-FC1 (SVD)</td>
<td>266.2k</td>
<td>75.0k</td>
<td>4.67X</td>
<td>98.21%</td>
<td>96.74%</td>
<td>97.32%</td>
</tr>
<tr>
<td>LeNet300-100-FC2 (SVD)</td>
<td>266.2k</td>
<td>266.0k</td>
<td>1.00X</td>
<td>98.21%</td>
<td>97.51%</td>
<td>97.97%</td>
</tr>
<tr>
<td>CIFAR10-FC1</td>
<td>89.4k</td>
<td>79.8k</td>
<td>1.12X</td>
<td>81.49%</td>
<td>79.57%</td>
<td>82.17%</td>
</tr>
<tr>
<td>CIFAR10-FC1(SVD)</td>
<td>89.4k</td>
<td>88.5k</td>
<td>1.01X</td>
<td>81.49%</td>
<td>81.49%</td>
<td>81.77%</td>
</tr>
<tr>
<td>CaffeNet-FC1</td>
<td>61.0M</td>
<td>32.3M</td>
<td>1.89X</td>
<td>56.67% / 79.59%</td>
<td>53.72% / 77.67%</td>
<td>-</td>
</tr>
<tr>
<td>CaffeNet-FC2</td>
<td>61.0M</td>
<td>33.7M</td>
<td>1.81X</td>
<td>56.67% / 79.59%</td>
<td>54.19% / 77.80%</td>
<td>-</td>
</tr>
<tr>
<td>CaffeNet-FC3</td>
<td>61.0M</td>
<td>44.2M</td>
<td>1.31X</td>
<td>56.67% / 79.59%</td>
<td>53.57% / 77.61%</td>
<td>-</td>
</tr>
<tr>
<td>CaffeNet-FC1 (SVD)</td>
<td>61.0M</td>
<td>25.3M</td>
<td>2.41X</td>
<td>56.67% / 79.59%</td>
<td>53.74% / 77.82%</td>
<td>-</td>
</tr>
<tr>
<td>CaffeNet-FC2 (SVD)</td>
<td>61.0M</td>
<td>45.0M</td>
<td>1.36X</td>
<td>56.67% / 79.59%</td>
<td>52.91% / 77.38%</td>
<td>-</td>
</tr>
<tr>
<td>CaffeNet-FC3 (SVD)</td>
<td>61.0M</td>
<td>57.8M</td>
<td>1.06X</td>
<td>56.67% / 79.59%</td>
<td>51.64% / 77.56%</td>
<td>-</td>
</tr>
</tbody>
</table>

To put the proposed technique into perspective, we also applied low-rank approximation method (denoted by SVD) given in [15] to the same layers as we did with our proposed technique. Note this technique is not energy-aware. We show the results in Tables IV and V. In Table IV, columns 2 and 3, we also report the number of parameters of the entire network before and after pruning different layers of each network using our technique and SVD technique. The results suggest that with 2% accuracy degradation, neuron elimination technique achieves higher compression ratio and energy savings in all cases compared to SVD, except for CaffeNet layer FC1. In terms of accuracy, both our technique and SVD have negligible degradation compared to original as can be seen in columns 5 and 6.

We also applied retraining to the pruned model using our technique and SVD and report post-training accuracy in the last column in Table IV except those of CaffeNet due to limited resource. As can be seen, retraining can recover the accuracies to a
Table V: Comparison of energy to perform classification of 1 image in corresponding dataset with SVD technique [15]

<table>
<thead>
<tr>
<th></th>
<th>Computation Energy</th>
<th>Communication Energy</th>
<th>Total</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAC uJ</td>
<td>SRAM$_{weights}$ uJ</td>
<td>SRAM$_{activations}$ uJ</td>
<td>DRAM uJ</td>
</tr>
<tr>
<td>LeNet 5 (Original)</td>
<td>10.55</td>
<td>2.15</td>
<td>0.16</td>
<td>276.02</td>
</tr>
<tr>
<td>LeNet 5 (After)</td>
<td>1.91</td>
<td>0.18</td>
<td>0.13</td>
<td>22.90</td>
</tr>
<tr>
<td>Original/After</td>
<td>5.52X</td>
<td>11.94X</td>
<td>1.23X</td>
<td>12.05X</td>
</tr>
<tr>
<td>LeNet 5 (SVD)</td>
<td>8.77</td>
<td>0.22</td>
<td>0.16</td>
<td>29.17</td>
</tr>
<tr>
<td>Original/After</td>
<td>1.20X</td>
<td>9.77X</td>
<td>1.00X</td>
<td>9.46X</td>
</tr>
<tr>
<td>LeNet 300-100 (Original)</td>
<td>1.22 uJ</td>
<td>1.33 uJ</td>
<td>8.02 nJ</td>
<td>170.87 uJ</td>
</tr>
<tr>
<td>LeNet 300-100 (After)</td>
<td>0.22 uJ</td>
<td>0.23 uJ</td>
<td>5.54 nJ</td>
<td>30.56 uJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>5.55X</td>
<td>5.78X</td>
<td>1.45X</td>
<td>5.59X</td>
</tr>
<tr>
<td>LeNet 300-100 (SVD)</td>
<td>0.26 uJ</td>
<td>0.29 uJ</td>
<td>8.26 nJ</td>
<td>36.99 uJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>4.69X</td>
<td>4.59X</td>
<td>0.97X</td>
<td>4.62X</td>
</tr>
<tr>
<td>CIFAR10 (Original)</td>
<td>56.57 uJ</td>
<td>0.45 uJ</td>
<td>0.47 uJ</td>
<td>59.21 uJ</td>
</tr>
<tr>
<td>CIFAR10 (After)</td>
<td>43.50 uJ</td>
<td>0.40 uJ</td>
<td>0.43 uJ</td>
<td>53.03 uJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>1.30X</td>
<td>1.13X</td>
<td>1.09X</td>
<td>1.12X</td>
</tr>
<tr>
<td>CIFAR10 (SVD)</td>
<td>56.57 uJ</td>
<td>0.44 uJ</td>
<td>0.47 uJ</td>
<td>58.61 uJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>1.00X</td>
<td>1.02X</td>
<td>1.00X</td>
<td>1.01X</td>
</tr>
<tr>
<td>CaffeNet (Original)</td>
<td>3.32 mJ</td>
<td>0.30 mJ</td>
<td>7.37 uJ</td>
<td>39.11 mJ</td>
</tr>
<tr>
<td>CaffeNet (After)</td>
<td>2.98 mJ</td>
<td>0.16 mJ</td>
<td>7.02 uJ</td>
<td>20.75 mJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>1.12X</td>
<td>1.88X</td>
<td>1.05X</td>
<td>1.88X</td>
</tr>
<tr>
<td>CaffeNet (SVD)</td>
<td>3.17 mJ</td>
<td>0.13 mJ</td>
<td>7.37 uJ</td>
<td>16.27 mJ</td>
</tr>
<tr>
<td>Original/After</td>
<td>1.05X</td>
<td>2.31X</td>
<td>1.00X</td>
<td>2.40X</td>
</tr>
</tbody>
</table>

level that is comparable to that of the original model. After retraining, some pruned models even have higher accuracy than the original model, and we believe this is partially due to the fact that pruned models generalize better than the original one.

Next in Table V we report the energy corresponding to the highlighted (grey) rows of Table IV. We calculate and report the breakdown of energy between computation (MAC array), DRAM, two SRAM terms corresponding to weight and activation buffers which are calculated according to Eq. 4.2, Eq. 4.3, and Eq. 4.4, which are discussed in Section 4.2. We also report the breakdown of energy consumption with respect to layer type in Figure 5.3. As it can be seen the majority of energy consumed at each network is due to DRAM energy, and then due to MAC energy. In terms of layer type, the majority of energy is consumed by FC layers because the energy consumption per DRAM access is more than two orders of magnitude of that of performing a MAC operation, and FC layers have many more parameters compared
to convolutional layers. The only exception here is CIFAR10 because its FC layer is very small compared to its other layers. Overall, compared to the original, the energy saving ratios are 11.50X, 5.59X, 1.20X, 1.79X, in LeNet5, LeNet300-100, CIFAR10, and CaffeNet, respectively.

Since only one FC layer is pruned in each experiment, the ratio of energy saving is less related to the absolute size of the network, but rather highly related to the structure of the given network. In general, if the size (in terms of number of parameters) of the given layer is relatively large compared to the entire network, we could expect a relatively high energy saving ratio. For example, the relative sizes of the highlighted layers of LeNet5, CIFAR10, and CaffeNet in Table III are 92.92%, 11.45%, and 61.88%, respectively. This order is correctly corresponding to the order of their energy saving ratios, which are 11.50X, 1.20X, and 1.79X. Another factor that comes into play is the size of the previous layer in the network. If the number of input neurons of the previous layer is large, by eliminating input neurons of the given layer, we will
also eliminate a large number of edges in the previous layer, thus, achieving a high ratio of energy saving. This explains why the FC2 layer in LeNet300-100 gives a higher energy saving ratio than the FC1 layer. This also explains why the FC2 layer in CaffeNet achieves almost the same amount of compression ratio as that of FC1 layer with only half size of FC1 layer. Note, we define the size of a layer in terms of number of parameters rather than number of edges because energy consumption to access parameters from DRAM is more than two orders of magnitude of that of performing a MAC operation corresponding to an edge. In other words, the number of parameters, which is related to communication energy, is the dominant factor.

**Tradeoff Between Accuracy and Energy for A Single Layer**

In this experiment we set the threshold ratio in Algorithm 1 to its maximum value (=100%). So the algorithm stores all configurations obtained from the steps of structural simplification. We then plot the tradeoff curves between (top-5) accuracy and rate of energy saving for the CaffeNet network which is the largest network. In Figure 5.4 we show three scatter plots when our algorithm is (independently) applied to the FC1, FC2, and FC3 layers in CaffeNet. In each plot, the X-axis reports the percentage of neurons removed locally within the layer to which our algorithm is applied to (ranging from 0 to 100%). The Y-axis shows accuracy and rate of energy saving. These two metrics are reported for the entire network while only one layer is simplified in each plot.

We make the following observations:
(1) For each plot, the total degradation in accuracy remains small for the majority of the iterations, until a clear turning point when accuracy degrades exponentially and becomes 0 when all neurons are removed.

(2) The rate of energy saving however is different across the layers. For FC1 and FC3 the rate is closer to a linear approximation while in FC2 the rate of energy saving has an hyperbolical growth rate after the initial iterations.

(3) If the goal was to pick the minimal energy solution for negligible degradation in accuracy, among the 3 layers, FC1’s solution would be found as the best (slightly better than FC2), as reported in the previous experiment in Tables IV and V.

(4) If however, a higher degradation in accuracy is allowed, FC2 allows significantly higher rate of energy saving than FC1. For example for a 10% degradation in accuracy (corresponding to 70% top-5 accuracy level), the rate of energy saving is 3.48X in FC2 while it is 2.15X in FC1, and 1.41X in FC3. Interestingly, this is despite the fact that FC1 is the largest fully-connected layer in CaffeNet as can be seen from Table II. Intuitively, the reason that FC2 gives higher rate of energy savings when allowing more degradation in accuracy may be because removal of neurons also results in removing both incoming and outgoing edges connecting to them. For FC2, this means removal of edges in both FC1 and FC2 which are both large-sized fully-connected layers. This unique benefit gets amplified hyperbolically as more neurons are removed from FC2.

(5) Generally speaking, under a given constraint such as energy or accuracy, the optimal result should be searched across the results from different layers across different structure simplification techniques. For example, Fig. 5.5 shows the energy saving ratio achieved by different layers versus classification accuracy. The figure indicates that the layer which gives the maximum energy saving for a given accuracy is initially FC2 and then switches to FC1 after the 77.5% accuracy point.

Overall, from this experiment we observe that not only the degree of energy saving strongly depends on degree of accuracy when considering any individual layer, but also, the choice of the layer which yields the maximum energy savings depends on the accuracy threshold as well. Furthermore, this behavior may indicate the opportunity to perform aggressive pruning on layers that can give us the most energy saving when sacrificing same amount of accuracy, while compensating the lost accuracy by adding neurons in those less energy sensitive layers. We plan to explore this opportunity in
Figure 5.5: Achievable energy saving ratios from different layers versus final classification accuracy. The points with same color correspond to the same layer and the points marked with △ sign are Pareto-optimal of the proposed technique.

our future work.

Comparison when Simplifying Multiple Layers

In this subsection, we show the results of applying our algorithm to two consecutive fully connected (FC) layers in a DNN according to the guidelines given by the three methods introduced in Section 5.1. We show the results of CaffeNet since it is our largest DNN. Here Algorithm 1 is first applied to FC1, followed by FC2 and then FC3 for all three methods. Our methods help decide the threshold to apply to each layer so the overall degradation in accuracy between the simplified and original networks is bounded by 2% while aiming to maximize the overall compression ratio.

For our first method, consider Figure 5.6 which shows the improvement in compression ratio versus top-5 accuracy degradation curve for all three FC layers in CaffeNet. Recall, at each point in the X-axis, we want to simplify the layer that has the highest slope in its curve, assuming the layers are processed sequentially in the given order. For example, if we are simplifying FC1 and FC2, by inspecting
Figure 5.6: Improvement in compression ratio versus degradation in accuracy $\epsilon$ (i.e., difference in output accuracy of the original and simplified networks) for each iteration of Algorithm 1 when applied to all FC layers in CaffeNet independently.

their corresponding curves, we identify 0.65% as the turning point where the slope of FC2 becomes greater than the slope of FC1. So we apply the algorithm to FC1 for $\epsilon_1 = 0.65\%$ and fix the simplified FC1, and then we move to FC2 until we reach 2% degradation so $\epsilon_2 = 1.35\%$. By doing this, we are able to have 2.35X overall compression ratio.

When the two considered layers are FC2 and FC3, since the slope of the curve of FC3 is always less than that of FC2, we will only apply the algorithm to the FC2 layer. By doing this, we will get 1.81X overall compression at the end.

For our second method, consider the green, blue, and purple curves in Figure 5.7 which show the results of simplifying FC1 and FC2 layers. The X-axis represents the accuracy degradation threshold for FC1 (i.e., $\epsilon_1$). The Y-axis (blue and green curves) shows the compression ratios when applying Algorithm 1 separately on each layer. The Y-axis also shows the purple curve of our estimate of the combined compression ratios (by multiplying the corresponding compression ratios on the two curves).

The green curve corresponds to FC1 when $\epsilon_1$ varies 0% to 2%. For each value of $d$ between 0% to 2% in the green curve for FC1, the blue curve represents how much compression can be achieved with $(2 - d)\%$ degradation budget in FC2. For
example, when $d = 0$, FC2 has 2% budget, thus it can compress the model 1.81X. When $d = 2$, FC2 has no degradation budget, thus it cannot compress the model at all. The purple curve is generated by multiplying the corresponding compression values of the green and blue curves. The idea is that if we assume the overall degradation equals the summation of the degradation values from the two layers and the overall compression equals the multiplication of the compression ratios from the two layers, then the purple curve will represent the overall compression at various $\epsilon_1$ values. Of course these two assumptions are not true because the dynamics of the second layer will change as the first layer changes. So, the purple curve is only an estimation. We then pick the $\epsilon_1$ corresponding to the highest value in the purple curve, and set it as the degradation threshold for the first layer. By doing so, we achieved 2.38X overall compression.

The red curve in Figure 5.7 shows the results of our third method. This curve represents the actual compression ratio that can be achieved at various $\epsilon_1$ values. As we can see, the highest compression (2.43X) is when $\epsilon_1 = 0.56$. Therefore as expected method 3 performs better than method 2 in this example.

Figure 5.8 shows the results of the second and third methods when applying to FC2 and FC3 layers. It can be interpreted in the same way as Figure 5.7.
Figure 5.8: Compression ratio versus accuracy degradation used by the second and third strategies when applied to FC2 and FC3

Table VI: Comparison of Compression ratio and runtime of three methods

<table>
<thead>
<tr>
<th></th>
<th>FC1_FC2</th>
<th></th>
<th>FC2_FC3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Compression</td>
<td>Runtime</td>
<td>Compression</td>
</tr>
<tr>
<td>Method 1</td>
<td>2.35X</td>
<td>6.82h</td>
<td>1.81X</td>
</tr>
<tr>
<td>Method 2</td>
<td>2.38X</td>
<td>6.82h</td>
<td>1.91X</td>
</tr>
<tr>
<td>Method 3</td>
<td>2.43X</td>
<td>241.74h</td>
<td>1.96X</td>
</tr>
</tbody>
</table>

Table VI shows the compression ratio and runtime of the three methods for two cases when simplifying FC1 and FC2, and when simplifying FC2 and FC3. The overall accuracy degradation is 2% in all cases. We make the following observations from this table: (1) Both the first and second methods can achieve very good, although sub-optimal, compression ratios. This validates our reasonings behind them and verifies that they both provide very good estimations about how to achieve the highest compression ratio; (2) The runtime of the third method is significantly larger than that of the first two methods. This is due to the fact this method effectively performs a thorough search in the solution space. However we note that this method gives the highest compression; (3) Between the first and second methods, we recommend the
second one because it gives somewhat higher compression with the same runtimes as the first one.
To overcome the obstacles of deploying DNNs on edge devices, many existing techniques are applicable including model compression [15, 25, 27] and more efficient network architectures such as MobileNet [37] and ShuffleNet [95]. Model pruning techniques can be further divided into unstructured pruning and structured pruning. As a representative unstructured pruning technique, the work [25], pruned weights and neurons whose values were below a certain magnitude and demonstrated very good theoretical compression ratio and speedup results. However, like other unstructured pruning techniques, the effectiveness of pruning depends on the sparsity of weight matrices rather than the network architecture. Thus, even though the static memory issue is greatly alleviated by sparse representation, other issues like huge number of memory accesses and computation are still not resolved. In other words, the benefits of the resulting pruned model cannot be easily harvested without the support of specialized hardware and software.

In contrast, structured pruning aims to prune models in a structured manner, such as pruning sets of neurons, groups of weights, or entire layers. Thus, the resulting pruned models become more efficient in terms of network architecture, which allows the benefits brought by structured pruning techniques to be further utilized by existing hardware and deep learning libraries. In fact, the neuron elimination technique presented in Chapter 5 belongs to this category. Its effectiveness on fully-connected layers makes it well suited for models like multilayer perceptron and recurrent neural networks [34]. However, due to the heavy reuse of kernel weights, its performance is very limited on convolutional layers. On the other hand, as the key model for many vision related tasks, CNNs are designed to have fewer fully-connected layers and more convolutional layers [29, 64], which is the most energy consuming [7] and computation heavy layer type. Thus, being able to perform structured pruning on convolutional layers is very important in order to deploy CNNs on edge devices.

In this chapter, we propose a structured pruning technique that identifies and prunes redundant input channels of convolutional layers. After a channel is pruned, its corresponding kernel weights of both the current layer and the previous layer will be pruned as well, thus achieving significant reduction in terms of static and run-time
memory, computation, and energy consumption. The proposed procedure investigates
the intermediate results of convolutional layers and formulate the task of identifying
redundant channels as a subset selection problem, in which a subset of input channels
of specified number is selected to maximally preserve the original outputs of the target
layer and the other channels are identified as redundant. This NP-hard problem is
approximately solved using pivoted QR factorization algorithm. We also propose two
techniques to explore more pruning opportunities in ResNet-like models. Moreover,
the proposed technique is orthogonal to others such as quantization and low-rank
expansion, which can be combined to achieve further reduction.

To validate the effectiveness of our procedure, we survey many prior works and
conduct experiments on the most two popular models (VGG-16 and ResNet-50) and
dataset (ImageNet 2012). The experimental results show our proposed technique is
able to reduce the computation requirement by 4.29X (VGG-16) and 2.84X (ResNet-
50) while only sacrificing about 1.40% top-5 and 2.50% top-1 accuracies. Compared
with many prior works, our results are much better in terms of both computation
reduction and accuracies.

The remaining of this chapter is organized as follows: we introduce the notations
that will be used throughout this chapter in Section 6.1, and then present our channel
pruning algorithm along with the techniques for ResNet-like models in Section 6.1.
We show experimental results and the corresponding analysis in Section 6.2.

6.1 Notations and Our Algorithm

In this section, we first introduce the basics and notations of channel pruning, then go
through the details of our proposed technique.

Basics and Notations of Channel Pruning

Fig. 6.1 shows two convolutional layers and their corresponding input and output
tensors. For the sake of simple illustration, we assume batch size equals to 1 and
thus ignore the dimension of batch size in the following discussion. The input to
convolutional layer \( l \) is a rank-3 tensor \( I_l \in \mathbb{R}^{H_l \times W_l \times C_l} \). The output rank-3 tensor
\( O_l \in \mathbb{R}^{H_o \times W_o \times C_o} \) is obtained by performing convolution operations between the
input tensor and layer \( l \)'s kernel \( \mathbf{M}_l \in \mathbb{R}^{K_l \times K_l \times C_i^l \times C_o^l} \). Where, \( H_i^{l/o}, W_i^{l/o}, \) and \( C_i^{l/o} \) are the height, width, and number of channels of the input/output tensors of layer \( l \), respectively, and \( K_l \) is the spatial dimension of layer \( l \)'s kernel. Then, \( \mathbf{O}_l \) is subject to activation function and possibly max/average pooling to form the input tensor for the next layer. For each layer, the goal of channel pruning is to identify and prune redundant channels (among \( C_i^l \) channels) of the input tensor \( \mathbf{I}_l \) such that the overall accuracy does not degrade too much after pruning. Once the redundant channels are pruned, their corresponding weights in both \( \mathbf{M}_l \) and \( \mathbf{M}_{l-1} \) can be pruned as well. For example, if we can identify and prune \( m \) channels in \( \mathbf{I}_l \), then the resulting kernels of layers \( l \) and \( l - 1 \) will become \( \mathbf{M}_l \in \mathbb{R}^{K_l \times K_l \times (C_i^l - m) \times C_o^l} \) and \( \mathbf{M}_{l-1} \in \mathbb{R}^{K_{l-1} \times K_{l-1} \times (C_i^{l-1} - m) \times (C_o^{l-1} - m)} \).

Although the ultimate goal is to maximally preserve the final output tensor during pruning, we propose to address this problem with a layer-by-layer approach. Thus, for each layer, the core of channel pruning is to identify and prune redundant channels of \( \mathbf{I}_l \) and modify the remaining kernel weights, such that the output tensor \( \mathbf{O}_l^{\text{pruned}} \) obtained by using only the remaining input channels \( \mathbf{I}_l^{\text{pruned}} \) and modified weights

\[^1\text{Usually } C_i^{l-1} = C_i^l.\]
\( \mathbf{M}^{\text{pruned}} \) can maximally approximate the original output tensor \( \mathbf{O}_l \). Mathematically, how well a tensor is approximated by another tensor can be described by the Frobenius norm of their difference. Thus, channel pruning can be formulated as:

\[
\min \| \mathbf{O}_l - \mathbf{O}_l^{\text{pruned}} \|_F \\
\text{where } \mathbf{O}_l^{\text{pruned}} = \mathbf{I}_l^{\text{pruned}} \otimes \mathbf{M}_l^{\text{pruned}} \\
\text{s.t. } \mathbf{I}_l^{\text{pruned}} \subseteq \mathbf{I}_l \\
\mathbf{I}_l^{\text{pruned}} \in \mathbb{R}^{H_l \times W_l \times (C_l - m)}
\]

\( m(< C_l) \) is the number of channels to be pruned, and \( \otimes \) denotes convolution operation.

**Our Proposed Technique**

To solve the aforementioned problem, we investigate the linearity between the intermediate results of convolution operations and then identify redundant channels as those which can be approximated by linear combinations of the other channels. By considering the intermediate results instead of the input tensor \( \mathbf{I}_l \), we actually exploit the redundancy in both input tensor \( \mathbf{I}_l \) and kernel \( \mathbf{M}_l \) together. Specifically, for an input image, an element \( o_j \) of the \( j^{th} \) channel of \( \mathbf{O}_l \) is obtained by:

\[
o_j = \sum_{c=1}^{C_l} \sum_{k_h=1}^{K_l} \sum_{k_w=1}^{K_l} \mathbf{I}_l(k_h,k_w,c) \times \mathbf{M}_l(k_h,k_w,c,j)
\]

(6.1)

Note that the bias term is ignored for clarity and does not affect the correctness of the algorithm. Denoting the contribution of \( o_j \) by input channel \( c \) as \( o_j^c \), as shown in Fig. 6.2, we have:

\[
o_j = \text{sum}(\mathbf{o}_j^c) \tag{6.2}
\]

\[
\mathbf{o}_j^c = [o_j^1, o_j^2, \ldots, o_j^{C_l}]^T
\]

(6.3)

\[
o_j^c = \sum_{k_h=1}^{K_l} \sum_{k_w=1}^{K_l} \mathbf{I}_l(k_h,k_w,c) \times \mathbf{M}_l(k_h,k_w,c,j)
\]

(6.4)
Considering the $\overrightarrow{o_j}$ vector, the idea is that if we can identify a subset of $o_j$ s of size $m$ from $\overrightarrow{o_j}$, such that each element in this subset can be approximated by linear combination of the $o_j$ s outside of this subset, then these elements can be safely pruned and the original $o_j$ can be well approximated by the summation of the scaled remaining $o_j$ s. Thus, if we only care about approximating the $o_j$ element, the aforementioned idea can be translated into pruning the input feature maps and kernel weights (of both current and previous layers) corresponding to those $m$ elements, and then scaling the remaining kernel weights of current layer.

However, this is only for one element in one output channel with respect to one input image. In order to make this idea work for an entire convolutional layer, we need to consider $\overrightarrow{o_j}$ with three more dimensions:

1. Consider $\overrightarrow{o_j}$ across all elements of the $j^{th}$ output channel, thus the redundancy is identified for the entire $j^{th}$ channel of the given input image.

2. Consider $\overrightarrow{o_j}$ across all training samples, thus the redundancy is identified not only for one given image, but the entire training set.

3. Consider $\overrightarrow{o_j}$ across all output channels in $O_l$, thus the redundancy is identified for all output channels.

With all of the three dimensions being considered, the column vector $\overrightarrow{o_j}$ is extended to a matrix $A \in \mathbb{R}^{C_l \times N}$, which is formed by concatenating $\overrightarrow{o_j}$ over $N$ samples along the column direction. Ideally, $N$ is the number of $\overrightarrow{o_j}$ s that can be collected from all $O_l$s across all training images, which means $N = \# \text{ training images} \times \# \text{ output feature maps} \times \text{size of each feature map}$. But that is too big to be
stored and processed. So, in practice, we perform random sampling to collect enough \( o_j \)s from different images, output channels, and spatial locations. The exact number of samples used in our experiments will be explained in Section 6.2. Since each row in \( A \) corresponds to an input channel, the problem becomes identifying \( m \) redundant rows from \( A \) with the goal of best approximating the matrix \( B \in \mathbb{R}^{1 \times N} \) by linearly combining the remaining rows, where \( B \) is formed by extending \( o_j \) over the samples.

Algorithm 2 is adopted to approximately and efficiently solve the inverse of this NP-hard subset selection problem. Here, instead of identifying the most \( p \) representative rows in \( X \), our goal is to identify the most \( C_1^m - m \) representative rows in \( A \), by pivoted QR factorization. Let’s denote the remaining matrix after pruning the redundant rows as \( A_{\text{pruned}} \). To best approximate the matrix \( B \), the optimal scaling factors for the remaining rows, and thus their corresponding input channels, can be obtained by \( BA_{\text{pruned}}^\dagger \), where \( A_{\text{pruned}}^\dagger \) is the pseudo-inverse of \( A_{\text{pruned}} \). For current layer, the input channels and kernel weights corresponding to those pruned rows can be eliminated, and the effect of scaling the remaining channels can be achieved by scaling the corresponding kernel weights, which effectively generates the new kernel weights for the current layer. For the previous layer, since its output channels corresponding to those pruned rows are disregarded in the current layer, it does not need to generate those channels any more regardless of its activation function. So, the corresponding kernel weights of the previous layer can be pruned and no further adjustments are needed.

**Handling ResNet Architecture**

Fig. 6.3 shows the first two bottleneck units in ResNet-50 model, which is designed for ImageNet image classification task. Besides the typical pipelined convolutional layers in classic CNN models, it also has a shortcut path in each unit connecting the input and output tensors of each unit. The shortcut path in \( \text{unit}_1 \) is a projection path, which consists of a convolutional layer that projects 64 input channels to 256 output channels with the same spatial size. The shortcut path in \( \text{unit}_2 \) is an identity path, which does nothing more than feed forward the input tensor to the output tensor. In prior works [31, 61, 65] that have discussed the technical details about how ResNet’s bottleneck unit is handled, only the input tensors of layer \( \text{conv2} \) and \( \text{conv3} \) are pruned, while
the input tensor of layer conv1 is intact. This limitation is due to two reasons: 1) for bottleneck units with projection path, they were not able to analyze and prune layer shortcut conv and conv1 simultaneously; and 2) for bottleneck units with identity path, pruning the input tensor of layer conv1 may cause misalignment problem when merging it with the output tensor of layer conv3.

To overcome the above limitation and explore more pruning opportunities, we apply two tweaks to our technique to successfully prune all layers in ResNet architecture. First, for units have projection shortcut path, the redundant channels need to be identified for both layer shortcut conv and layer conv1 at the same time. To handle this, when extending vector $\mathbf{o}_j$ to matrix $A$ (refer to Sec. 6.1 for details), we sample $o_j$ from the output tensors of both layer shortcut conv and layer conv1. Thus, matrix $A$ has the information from both layers and the redundant input channels are identified for both layers simultaneously.

Secondly, for units which have identity shortcut path, the issue is that after pruning layer conv1, the resulting input tensor may not be able to merge with the output tensor of layer conv3 due to misalignment between channels. Moreover, some channels that may not be identified as redundant by the next bottleneck unit can potentially be identified as redundant by the conv1 layer of the current unit and
be pruned out, which is undesired. To handle this, we propose to prune layers in backward direction for the entire ResNet model, and propagate the set of indices of remaining input channels identified by the next unit back to the current unit. Later on, when pruning the conv1 layer of the current unit, another set of indices of remaining input channels will be identified, and the union of these two sets will finally be used as the remaining channels for the conv1 layer and propagated back to the previous unit. Since the final remaining input channels for layer conv1 is a superset of the channels that should be passed through the identity shortcut path, we perform channel sampling to select the channels needed by the next unit and only pass them to the next unit.

6.2 Simulation Results

Experiment Setup

The computer used to run the experiments has one Intel i7-8700K CPU, 16GB RAM, and one Nvidia GTX 1080Ti GPU. We used 30K samples when generating the matrix A mentioned in Section 6.1 and this number was determined by experiments. We first tried 20K samples and 30K samples, and observed that the results of 30K samples were little bit better than those of 20K samples but not significant. Then we also tried 40K samples, which crashed the program due to memory error when performing SVD using Numpy package. At the same time, 30K samples was not the computation bottleneck of the experiments so we did not have to bother with finding the smallest number of samples for the problem. So, for each target layer, the experiment was conducted with 30K samples, which are randomly selected across various spatial locations, output channels, and training images. Note that, since the sampling process was performed randomly, roughly equal number of training images are drawn from each class.

As for the CNN models tested in the experiments, after examining many prior works, we found that the most popular experimented models are VGG-16 [77] and ResNet-50 [29], which are designed for and trained with the ImageNet ILSVRC 2012 dataset. So we performed our experiments with these models and dataset in order to have a fair comparison with others. VGG-16 is a classic pipelined CNN model with
16 layers, which are divided into 5 convolution groups with each group has 2 or 3 convolutional layers and 3 fully connected layers. ResNet-50 mainly consists of 4 bottleneck blocks with each of them having 3 to 6 bottleneck units. Each bottleneck unit has 3 convolutional layers and one identity/projection shortcut path depending on whether this unit is the first unit in its block. The original models are downloaded from TensorFlow’s official website. ImageNet is a large-scale image dataset that contains 1.2M training images and 50K validation images at various resolutions of 1000 classes. Standard data augmentation schemes such as resizing, random cropping, and horizontal flipping are used when fine-tuning each model. All accuracies are measured by using the single-view test approach (central crop only) on the validation set.

**Sensitivity Analysis of Layers**

In order to verify the effectiveness of the proposed technique as well as to determine to what extent each layer should be pruned when pruning the entire model, we performed sensitivity analysis by applying our technique to each layer independently for all layers in both VGG-16 and ResNet-50 models and tested how accuracies are impacted.

Fig. 6.4 shows how the top-1/5 accuracies change when various percentages of input channels are pruned for several convolutional layers in VGG-16. Here, we only show the sensitivity curves for 5 layers, which are the second convolutional layer of all 5 convolution groups. Since these layers have different number of input channels, the x-axis is normalized to show the percentage of channels being pruned instead of the absolute numbers. We make two observations from this figure: 1) Some layers, especially layer conv1_2 and conv2_2, experience abnormal drops in accuracy (circled in red) as their input channels are pruned. However, pruning fewer channels should always generate at least equally good results compared to pruning more channels because we can simply set the weights of those extra channels to zero and obtain the same accuracies. Thus, these glitches are caused by the build-in randomness in the sampling procedure (refer to Sec. 6.1 for details) of our algorithm, and they can be eliminated by either averaging the results from multiple runs or sampling more data points; 2) Comparing the curves between layers, it is obvious that early layers are more robust than later layers when the same percentage of input
channels is pruned. This behavior is expected for typical CNN models like VGG-16, because early layers are responsible for extracting low-level features such as edges, colors, and corners of various orientations, and these features can easily be approximated by linear combinations of others. In contrast, features extracted by later layers are more complex and closely related to specific classes, thus it is harder to approximate the pruned channels with the remaining channels in these layers.

Fig. 6.5 shows the sensitivity curves of 6 convolutional layers in ResNet-50 model. Here, we choose to show 6 representative curves from two bottleneck units, which are unit_2 from block1 and unit_1 from block4. From the figure, we make the following observations:

First, it is obvious that the sensitivity curves of the conv1 layers of block1/unit_2 and block4/unit_1 are dramatically different; the curve from block4 is much more sensitive than that from block1. This difference is partially due to the reason we mentioned above, but more importantly, it is because we handle the identity and projection shortcut paths differently. Since unit_1 is the first bottleneck unit in block4, it has a projection path, which is pruned simultaneously with layer conv1.
While unit_2 is the second bottleneck unit in block1, it has an identity path, which is intact to avoid the misalignment issue when pruning the conv1 layer. So it can still pass information to later layers. Therefore, when almost all input channels are pruned, accuracies drop to 0 for layer block4/unit_1/conv1 but remain relatively high for layer block1/unit_2/conv1.

Secondly, when comparing the curves of layers (except the conv1 layer of the first bottleneck unit in each block) within the same bottleneck unit, we observe that layer conv2 is almost always more sensitive than the others. This is because only conv2’s kernel size is 3 x 3 and all the others are 1 x 1. Thus, when scaling the original kernel weights to get the new weights during pruning, the adjustments applied to conv2’s weights are more coarse-grained than those to the other layers (refer to Sec. 6.1 for details). This makes it harder to accurately approximate the pruned channels for conv2 layers, which in turn makes these layers more sensitive. This phenomenon is not observed from the curves of VGG-16 because all of its convolutional layers have 3 x 3 kernel.

Finally, comparing the curves between VGG-16 and ResNet-50 models, we can
see that the curves from ResNet-50 are much more robust than those from VGG-16 in general. This is because a ResNet architecture with $i$ bottleneck units actually has $2^i$ different paths from the input to output, which can be seen clearly by unrolling the network [83]. On the other hand, typical CNN models like VGG-16 only have one effective path. Thus, pruning one single layer (except the $\text{conv} 1$ layer of the first unit in each block) of ResNet-50 only affects a subset of its paths, while the remaining unaffected paths can still contribute to high accuracies. However, pruning any layer in VGG-16 or any $\text{conv} 1$ layer of the first unit in any block in ResNet-50 affects all paths, thus explaining why accuracies can drop to 0 when pruning these layers.

**Results of Pruning the Entire Model**

Based on the sensitivity analysis of the layers, we set the pruning target for each layer accordingly and prune the entire model. Specifically, for layers that are robust to pruning, we prune 50% to 70% of their input channels, and not pruning more even if accuracies are still high. This is because the sensitivity analysis is performed independently for each layer, and how previous layers are pruned affects the behaviors of later layers. So, instead of calculating the comprehensive interaction of sensitivity between layers (which is impractical due to the amount of computation required), we simply chose to leave some margin for later layers. For layers that are sensitive to pruning, we prune up to 50% of their input channels so that the accuracies do not degrade much. Like many prior works, after pruning each layer, we fine tune the pruned model to recover the lost accuracies. Table VII shows the comparison of top-1/5 accuracies, number of FLOPs required per inference, average inference time of a minibatch of images, and *Overall Score* for the original and various pruned VGG-16 and ResNet-50 models. Because the pruned models have different computation requirements and top-1/5 accuracies, sometimes it may not be obvious to judge if one pruned model is better than the other when comparing two models. For example, one pruned model may require higher number of computation while achieving better accuracies. Thus, to directly compare these pruning techniques, we define a unified metric called *Overall Score* that incorporates both computation and accuracy metrics. Since more computation reduction with less accuracy degradation is desired, for each
For pruned VGG-16 models shown at the top part of Table VII, Channel Pruning (CP)[31] only reported speedup values instead of the absolute number of FLOPs required per inference, so we calculated it based on their released source code. Taylor Expansion-based pruning (TE)[68] only reported top-5 accuracy of the pruned model in their original paper, so we further included the numbers reported by[61].
Table VII: Comparison of top-1/5 accuracies, # FLOPs, average inference time, and overall score of the original and various pruned VGG-16 and ResNet-50 models on ImageNet ILSVRC 2012 dataset

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Top-1 Accuracy</th>
<th>Top-5 Accuracy</th>
<th># FLOPs</th>
<th>Overall Score</th>
<th>Inference Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>70.85%</td>
<td>89.85%</td>
<td>15.47B</td>
<td>-</td>
<td>208.25ms</td>
</tr>
<tr>
<td>ThiNet[65]</td>
<td>69.80%</td>
<td>89.53%</td>
<td>4.79B</td>
<td>67.20</td>
<td>-</td>
</tr>
<tr>
<td>GDP[61]</td>
<td>67.51%</td>
<td>87.95%</td>
<td>3.80B</td>
<td>68.61</td>
<td>-</td>
</tr>
<tr>
<td>CP[31]</td>
<td>67.80%</td>
<td>88.10%</td>
<td>3.52B</td>
<td>70.99</td>
<td>-</td>
</tr>
<tr>
<td>TE[68]</td>
<td>-</td>
<td>84.50%</td>
<td>4.00B</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TE†[68] (61)</td>
<td>65.20%</td>
<td>84.86%</td>
<td>4.20B</td>
<td>59.32</td>
<td>-</td>
</tr>
<tr>
<td>SSS[41]</td>
<td>68.53%</td>
<td>88.20%</td>
<td>3.83B</td>
<td>70.13</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>68.30%</td>
<td>88.41%</td>
<td>3.61B</td>
<td>71.46</td>
<td>111.43ms</td>
</tr>
</tbody>
</table>

| ResNet-50  |                |                |         |               |                |
| Original   | 75.22%         | 92.20%         | 3.86B   | -             | 105.90ms       |
| ThiNet[65] | 71.01%         | 90.02%         | 1.71B   | 47.74         | -              |
| GDP[61]    | 70.93%         | 90.14%         | 1.57B   | 51.39         | -              |
| CP[31]     | 72.30%         | 90.80%         | 2.60B   | 27.24         | -              |
| SFP[30]    | 74.61%         | 92.06%         | 2.25B   | 40.75         | -              |
| PF†[57] (41) | 72.88%     | 91.05%         | 1.54B   | 55.75         | -              |
| PF† [57] (41) | 72.98%   | 91.08%         | 1.70B   | 51.77         | -              |
| Ours       | 72.74%         | 90.88%         | 1.36B   | 60.04         | 67.49ms        |

X†[Y]([Z]) indicates the data point is from reference Z, which implements the technique X that was originally introduced by reference Y.

for comprehensive comparison (the data source is shown in parentheses). Figure 6.6 plots the data points of all pruned models for better illustration. If a model is at the lower-right(upper-left) region of another model, it is clearly worse(better) than the other because it requires more(less) computation while achieving lower(higher) accuracy. However, it is not obvious to judge which one is better if one model is at lower-left or upper-right region of the other, so the Overall Score can be used for comparison in this case. Compared to the pruned model generated by ThiNet, ours requires 24.63% less computation while sacrificing 1.50% (top-1) and 1.12% (top-5) accuracies. Compared to Sparse Structure Selection (SSS)[41], our pruned model requires 5.74% less computation while providing slightly higher top-5 accuracy and
slightly lower top-1 accuracy. In practice, among these models, one might be chosen over the other depending on the target platform, accuracies, and runtime specification. For all the other techniques, our pruned model always achieves significantly higher top-1/5 accuracies with less computation requirement (except for CP, which is only 2.49% lower than ours). Overall, our technique has the highest Overall Score among all compared techniques.

The statistics of pruned ResNet-50 models are shown at the bottom part of Table VII. The data of the pruned models generated by CP and Pruning Filters (PF)[57] are calculated based on the released source code or borrowed from[41] due to similar reasons mentioned above. These data points are plotted in Figure 6.7 for better illustration. Compared to ThiNet, GDP, and CP, our pruned model requires up to 47.69% less computation while still achieving significantly higher top-1/5 accuracies. This is mainly because our proposed technique for handling ResNet-like architectures can explore more pruning opportunities than those prior works. When compared with Soft Filter Pruning (SFP)[30] and PF, our pruned model still requires 11.69%
to 39.56% less computation but at the cost of sacrificing 0.14% to 1.87% top-1/5 accuracies. These four pruned models (and potentially with many others) together form the tradeoff between computation requirement and model performance, and the choice of the optimal model to be deployed depends on the specific requirements. In terms of the Overall Score, our technique still achieves the highest score among all compared techniques.

The last column of Table VII shows the average actual inference times of a minibatch of 64 input images. Because different GPUs and libraries were used in prior works, and TensorFlow version of their pruned models cannot be easily obtained, we only report the inference time of the original and our pruned models for a fair comparison. All inference times are measured with one Nvidia GTX 1080Ti GPU and averaged over the entire validation set. Compared with the theoretical 4.29X and 2.84X computation reductions, the actual speedup achieved on our GPU are only 1.87X and 1.57X, for pruned VGG-16 and ResNet-50 models, respectively. Since we observed that both CPU and PCIe interface are far from being fully utilized, we believe the gap between the theoretical and actual speedup values is mainly caused by computation parallelism, cache effect, and memory accessing pattern in GPU, which is in turn impacted by the hardware itself, network architecture, and TensorFlow library implementation. Furthermore, we anticipate that mobile and embedded systems may benefit more from the pruned models and such gap may be narrowed when performing inference on them due to their limited memory resources compared to powerful GPUs.
The use of Deep Neural Networks (DNNs) allows efficient embodiment of intelligence into emerging application domains. Often, an intelligent assistant such as Siri or Alexa may be equipped with sensory devices (cameras, microphones) to capture and transmit sensory data to the cloud to be processed by a backend DNN model for cognitive tasks. While a cloud-tethered model may provide acceptable performance for occasional use, it may be insufficient to provide satisfactory performance when presented with user-specific data (e.g., accent in speech). Moreover, the cloud-tethered architecture may raise privacy concerns when dealing with highly private user data, suffer from often unpredictable remote server status, network communication latency, and even fail when network connection is unavailable, while users may even refuse to upload personal data to cloud.

An alternative approach would be to leverage edge computing that utilizes local resources to perform DNN inference, and thus resolve the above-mentioned privacy and network connection issues. However, as mentioned in previous chapters, performing inference of modern DNNs often requires considerable amount of resources in terms of computation, memory, and energy. Such requirements make it difficult and expensive to deploy DNN models in resource constrained environment, such as embedded and mobile platforms. Even though many techniques [8] have been proposed to compress trained DNNs so that their inference may be accomplished on stand-alone edge devices, these techniques alone may not be sufficient to make edge devices be able to modify DNNs’ structures or parameters to achieve user customization, because training requires much more resources than inference. Moreover, we envision that such trained (and compressed) DNN may be provided by vendors in the form of intellectual property and cannot be modified by the user. On the other hand, even if users agree to share their personal data with vendors, centralizing all users’ data, training and deploying a customized model for each user may be unaffordable when the number of users scales up.

Given the above challenges, local learning with user-specific data on edge devices may be utilized as a viable option. First, since the size of user-specific data is remarkably smaller than that of generic data, the structure of a local learning model
may be significantly simpler than a general DNN model. So, local learning only imposes minimal implementation overhead to edge devices. Second, it can improve system performance and enhance user experience by customizing the behavior of intelligent assistants to correct the mistakes made by the general DNN model.

In this chapter, to achieve on-device user customization, we introduce a novel architecture for local learning, namely Mixture of Experts (MoE), to customize a trained DNN that is deployed on an edge device with performance improvement and low implementation overhead. In the MoE architecture, the DNN trained with generic dataset is viewed as a Global Expert (GE). We then use a small DNN as a Local Expert (LE), which is trained with small-sized customized (i.e., user-specific) training data to learn from user’s input so that the system doesn’t repeat the same mistake. The third component of the MoE architecture is a Gating Network (GN), also implemented as a small DNN, which determines whether the incoming data should be handled by GE or LE. Thus, improving system performance on customized data while preserving its performance on generic data. To minimize the associated implementation overhead, both LE and GN are designed to be very small and a novel techniques based on structure sharing is proposed. Finally, we demonstrate the effectiveness of the proposed MoE architecture with the task of recognizing custom handwritten digits and characters.

In the remainder of this chapter, we first discuss the details of the MoE architecture in Section 7.1. Then the datasets and training procedures used in our experiments are presented in Section 7.2. Finally, Section 7.3 shows our experimental results and the comparison with other related techniques in detail.

7.1 The MoE Architecture

A block diagram of the proposed MoE architecture is shown in Fig. 7.1. It consists of a Global Expert (GE), one or more Local Experts (LEs), and a Gating Network (GN), which provides data-dependent weight signals ($w_i$) to combine the outputs ($o_i$) of GE and LEs. In the case of multiple LEs, each one may represent one class of users. Ideally, if the GE provides a correct result with respect to a given input, the GN will just pass through the GE’s output as the final output and suppress the LE’s output. If an LE is more likely to provide a correct result, then the output of the GE
(and other LEs) will be suppressed. Therefore, the GN plays a central role in the MoE architecture. The details of these three components are discussed below. For simplicity, we only discuss the case with one LE but the discussions can be easily extended to multiple LEs.

**Details of the Three Components in MoE**

**Global Expert:** We envision there will be an IP market for trained DNNs on very large generic datasets. These carefully designed, trained, and potentially compressed DNNs may be licensed by vendors to be incorporated into edge devices to facilitate intelligent cognitive services, such as speech and face recognition. Many design and compression techniques such as knowledge distillation [33] and weight pruning [8] may be adopted by vendors to develop and fit DNN models into the target edge devices. But these techniques are orthogonal to the proposed MoE architecture, thus we do not include detailed discussion of those techniques in this chapter. These trained large DNNs will be designated as the Global Expert (GE). Their weight values and internal structures are proprietary information, which cannot be revealed to or modified by individual users. Therefore, given an input data, a GE will provide its output and, depending on the specific licence, intermediate neural activations (e.g., extracted features) to the user, but it cannot be retrained. On the other hand, the limited energy and computation budgets of edge devices may not be capable of training these large
and complicated DNNs.

Since the GE is trained with generic dataset, it is expected to make more mistakes on customized data. The users may then opt to provide these mistakenly classified customized data back to the vendor. As such, the vendor may further design and train the GE to improve its performance. Then the updated GE is released to users as a firmware update. However, such an update is expected to be a rare event and can be disabled if the communication with cloud is unavailable.

**Local Expert:** A Local Expert (LE) is a local trainable DNN residing within edge devices. It will be trained on a small-sized local customized dataset with the purpose of handling user-specific data. The customized training dataset is collected by the system during daily use. Since the size of the customized dataset is much smaller than that of the generic dataset, LE is designed to have much smaller and simpler structure compared to that of the GE. Techniques for designing compact DNN models can be used to achieve this goal, and we will present ours in the next subsection. This lightweight structure incurs minimal implementation overhead, which is critical for deploying the entire system on embedded and mobile platforms. Moreover, because both the customized dataset and the LE are small, the training of LE can be carried out by the edge device itself.

**Gating Network:** In its most general form, the Gating Network (GN) provides two outputs: \( w_{\text{GE}} \) and \( w_{\text{LE}} \) such that \( 0 \leq w_{\text{GE}}, w_{\text{LE}} \leq 1 \) and \( w_{\text{GE}} + w_{\text{LE}} = 1 \). The final output of the system is a linear combination of the outputs of all experts (i.e., \( o_{\text{GE}} \) and \( o_{\text{LE}} \)) weighted by their corresponding weights. The GN acts as a mediator between the GE and the LE: If it is likely that GE will provide a correct answer, then \( w_{\text{G}} >> w_{\text{L}} \), meaning the GE’s output will be selected as the final output. On the other hand, if it is more likely that the LE’s output is correct, then \( w_{\text{G}} << w_{\text{L}} \) meaning the LE’s output will be the final output. However, in such configuration, all experts and GN are strongly coupled together because the system error is measured against the combined output.

In this work, we demonstrate a case study based on a specialization of the above GN description where GN outputs binary values, formally, \( w_{\text{GE}}, w_{\text{LE}} \in \{0, 1\} \) and \( w_{\text{GE}} + w_{\text{LE}} = 1 \). Therefore, the GN’s task is to strictly select the output of either GE or LE to be the final output and suppress the other. In this sense, the GN behaves like an intelligent multiplexer, multiplexing the outputs of GE and LE(s) according to the
predicted likelihoods of their output to be correct. Under such configuration, during training, GN is trained with a mixture of customized instances and equal number of generic instances (randomly sampled from the generic dataset). Since the customized dataset is much smaller than that of the generic dataset, only a tiny portion of the generic dataset is selected. The customized data instances share a common label of \[ w_{GE} = 0, w_{LE} = 1 \], and the sampled generic data instances have a common label \[ w_{GE} = 1, w_{LE} = 0 \]. During inference, such configuration can be explored to reduce energy and computation cost by first performing the inference of GN and then selectively executes GE or LE(s) according to the GN’s result.

**Optimization of the LE and GN Architectures**

We make the observation that when realizing the MoE architecture, it is not required that all its three components share the same input data. Depending on the license agreement, the GE, being a licensed IP of a trained DNN, can also provide some extracted features to both LE and GN as shown in Fig. 7.2(a). Such structural sharing can help provide a very good starting point to LE and GN because GE is trained with large size generic dataset, which shares the same fundamental properties with the customized data. In fact, the structural sharing technique can be viewed to contain elements from transfer learning, where the knowledge learned from generic data by the earlier layers of GE is transferred to LE and GN. More importantly, structural sharing can be also leveraged to simplify the structural design and minimize implementation overhead for both LE and GN.

More specifically, instead of feeding raw input data to LE and GN, we draw intermediate feature maps from the GE. Thus, the GE shares outputs of one or more of its convolutional layers (for higher level feature extraction) with both LE and GN, and the shared features are then processed by subsequent layer(s) in LE and GN to make their own specific decisions. Feature sharing is done by providing *only* the intermediate features extracted from the input without revealing GE’s internal weight values. Therefore, the only information revealed (to a potential hacker) would be the dimension of these intermediate feature maps.

Sharing feature maps effectively helps reduce convolutional layers from LE and GN. In our case study, we found that feeding in the feature maps from the first
convolutional layer of GE and connecting them to one fully connected layer in LE and GN are enough to provide satisfactory performance. Another reason we choose to share earlier layers rather than later layers is because the features extracted by the earlier layers of a DNN are more general [89] and these features are shared by both generic and customized datasets. It is worth noting that, the MoE architecture is only a method to organize and coordinate multiple machine learning models to generate a final result. When being applied to deep neural networks, the proposed structural sharing technique is adopted to provide regularization/generalization power and to minimize the implementation overhead brought by LE and GN. Neither the MoE architecture nor the structural sharing technique limits LE or GN to only fully connected layers. Both LE and GN can definitely have any number of layers of any type if needed by other more complicated tasks, and there exists a tradeoff between the system’s performance and the implementation overhead brought by LE and GN.

To efficiently share these feature maps, one approach is to use pooling layer to reduce the dimension of the shared feature maps before feeding them to the subsequent layer(s) in LE and GN, thus further reducing implementation overhead. This approach

Figure 7.2: Structure sharing diagram and network structure of the prototype MoE model for the customized EMNIST recognition task
treats each feature map equally and LE/GN may choose different pooling degrees. Another approach is to analyze the importance of different feature maps with respect to the goals of LE and GN, then only feed the important feature maps to LE and GN.

### An Alternative Training Option

Besides the training scheme mentioned in Section 7.1, there exists another training option, which is explained below:

A pattern classifier such as the GE or the LE will partition the customized data’s feature space $R$ into two disjoint sub-regions: in one of them the classifier’s output is deemed correct and in the other it is deemed incorrect, over the customized data. In the table below, let us consider four disjoint regions $\{R_k; 1 \leq k \leq 4\}$ where the outputs of the GE and the LE will be correct (Y) or incorrect (N). The row titled with GN gives the desired output of the GN where the lower-case letter $d$ represents either 1 or 0, a don’t care situation.

<table>
<thead>
<tr>
<th></th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>LE</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>GN</td>
<td>[d d]</td>
<td>[0 1]</td>
<td>[1 0]</td>
<td>[d d]</td>
</tr>
<tr>
<td>MoE</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

First, just like the previous training scheme, the GE is trained on generic dataset. Then, given the training dataset $R$, the GE will partition it into $R_1 \cup R_3$ (correct classification) and $R_2 \cup R_4$ (mis-classification). The randomly initialized LE will partition it into $R_1 \cup R_2$ (correct classification) and $R_3 \cup R_4$ (mis-classification). From these results, the four regions $R_1$, $R_2$, $R_3$, and $R_4$ can be identified.

From this table, with MoE, the overall classification accuracy may be increased from $R_1 \cup R_3$ using only GE to up to $R_1 \cup R_2 \cup R_3$ using GE and LE. To achieve this performance enhancement, the LE should strive to correct mistakes made by the GE by maximizing region $R_2$ and shrinking region $R_4$.

This is also pictorially shown in Fig. 7.3. The outermost rectangle $(R_1 \cup R_2 \cup R_3 \cup R_4)$ represents all customized samples. $R_1 \cup R_3$ represents the samples that can be correctly classified by GE. $R_1 \cup R_2$ represents the samples that can be correctly classified by LE. $R_4$ represents the samples that cannot be correctly identified by GE.
Figure 7.3: Diagram of the sample region covered by GE and LE. Region $R_1 + R_3$ represents the samples that are already correctly classified by GE. Region $R_2$ represents the samples that can only be correctly classified by LE.

The ability of LE to maximally complement GE is shown by the relative size between $R_2$ and $R_4$. If $R_2$ is much larger than $R_4$, it indicates that LE is able to provide correct predictions on those samples that GE cannot handle, and LE complements GE very well.

Thus, this training option requires to train LE with samples in $R_2 \cup R_4$, and train GN to identify $R_2 \cup R_4$ from the rest of the region $R$. This is equivalent to changing the functionalities of LE and GN so that GN identifies when GE makes a mistake (rather than distinguishing customized versus generic data). However, our training experiences showed overfitting issue may occur due to insufficient training samples in $R_2 \cup R_4$; for example the size of $R_2 \cup R_4$ is only about 25% of $R$ and the size of $R$ is already very small in our experiments. Thus, in this work, we train LE on all customized data and train GN to predict if an input data is customized or generic, as explained in Section 7.1. Fortunately, we observe that LE still complements GE very well under this training setting.

7.2 Case Study of Recognizing Handwritten Digits & Letters

We evaluate the proposed MoE model on the classification problem of recognizing handwritten digits and letters. The Extended MNIST (EMNIST) dataset [10] is used as the generic dataset. The images of handwritten digits and letters released by [26] are used as the customized dataset for customized training and testing.
Generic and Customized Datasets

**Generic Dataset:** The EMNIST dataset is generated by applying Gaussian blurring, centering, padding, and down sampling to all the images in NIST Special dataset [20]. The entire dataset is released by [10]. The structure of the EMNIST dataset is exactly the same as that of the NIST dataset. Specifically, the EMNIST dataset contains 814,255 $28 \times 28$ grayscale images in total, and each of these images belongs to one of 62 classes (‘0’-‘9’, ‘a’-‘z’, and ‘A’-‘Z’). These images are further divided into training and testing sets with the same probability for each class, which results in 697,932 and 116,323 images in training and testing sets, respectively. Since the number of samples in each class is highly unbalanced in both training and testing sets, we first balanced the classes in these two sets before using them. Specifically, for both sets, we identified the class that has the least number of samples in each set and then randomly down sample other classes so that the number of samples in other classes roughly matches that of the class we identified at the beginning in the corresponding set. This results in about 2700 samples per class in training set and about 453 samples per class in testing set. Overall, there are 165,092 samples in training set and 27,537 samples in testing set, which correspond to 23.65% and 23.67% of the original training and testing sets.

**User Customized Dataset:** The user customized dataset is collected and released in [26]. It contains $28 \times 28$ grayscale images of 62 alphanumeric characters written by 10 Asian users. All images are collected and pre-processed using similar techniques as those in the EMNIST dataset. For each user, it has 30 images per class in training set and 10 images per class in testing set. This results in a total of 1860 training and 620 testing images per user. Compared with the size of the generic dataset, this corresponds to 1.13% and 2.25% in terms of training and testing sets, respectively.

The MoE Network Structure

Figure 7.2(b) shows the network structure of the prototype MoE model used in the experiment. The GE is a variation of LeNet5 [54] that is modified to produce 62 outputs. The LE shares its first convolutional layer with the GE by using the output feature maps of the first pooling layer of GE as its input feature maps. The LE then performs further max pooling operation on its input feature maps, which down samples
them to the size of $n \times n \times 20$. The exact value of $n$ depends on the receptive window size and stride of the kernel of the pooling layer. We will discuss how the value of $n$ is determined in our experiments to achieve the minimal implementation overhead with negligible loss in classification accuracy. The down-sampled feature maps is then fed into a fully connected layer that outputs the result of LE’s classification. The size of this fully connected layer is $n \times n \times 20 \times 62$.

The GN has a similar structure to the LE with the exceptions that: 1) the size of the down-sampled feature maps is $m \times m \times 20$, which can be different from that of LE; 2) its fully connected layer only outputs two values indicating whether the final classification result should be selected from GE or LE. Similar to the LE case, the size of this layer is $m \times m \times 20 \times 2$ and we will discuss how the value of $m$ is determined in our experiments.

**Training Procedure**

Tensorflow is used for building and training the entire network. The training is performed in three steps as described below:

1. The GE is trained with the training set of the generic dataset. Note, in practice, this training is done prior to the deployment of edge devices. After training, all the parameters in GE are fixed in the subsequent steps.

2. For each user, LE is trained with the training set of that user’s customized dataset.

3. For each user, GN is trained with the training set of that user’s customized dataset plus equal number of instances from the generic dataset. The label of each training instance is either [1, 0] or [0, 1] indicating whether the instance is from generic or customized.

In the following sections, the first step is referred as generic training and the last two are referred as customized training. During all aforementioned training steps, a small portion of the corresponding training set is used as validation set to tune the hyper-parameters of the training process, such as learning rate and number of training epoch.
Table VIII: Implementation overhead vs. overall classification accuracies for different degrees of subsampling from GE

<table>
<thead>
<tr>
<th>Subsampled Input Feature Map Size</th>
<th>Storage Overhead</th>
<th>Computation Overhead</th>
<th>Accuracies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Customized</td>
</tr>
<tr>
<td>12×12×20</td>
<td>40.38%</td>
<td>8.05%</td>
<td>91.58</td>
</tr>
<tr>
<td>6×6×20</td>
<td>10.09%</td>
<td>2.01%</td>
<td>92.53</td>
</tr>
<tr>
<td>4×4×20</td>
<td>4.49%</td>
<td>0.89%</td>
<td>92.81</td>
</tr>
<tr>
<td>3×3×20</td>
<td>2.52%</td>
<td>0.50%</td>
<td>92.74</td>
</tr>
<tr>
<td>2×2×20</td>
<td>1.12%</td>
<td>0.22%</td>
<td>89.03</td>
</tr>
<tr>
<td>1×1×20</td>
<td>0.28%</td>
<td>0.05%</td>
<td>47.77</td>
</tr>
</tbody>
</table>

7.3 Experimental Results

Determining the Size of Pooling Layers in LE and GN

We experimented with different values of $m$ and $n$ to determine the sizes of the pooling layers in LE and GN which are denoted by $pool1_LE$ and $pool1_GN$ in Fig. 7.2(b). Specifically, for each set of values of $m$ and $n$, we trained the LE and GN networks and recorded classification accuracies as well as the storage (i.e., network size) and computation overhead due to LE and GN together, relative to GE. The storage overhead is measured with respect to number of distinct parameters in LE and GN.

Table VIII reports the percentage increase in storage and computation due to LE and GN relative to GE, and the classification accuracy of the overall network, which is reported as separate quantities over the customized and generic testing datasets. For each row, the same value is used for $m$ and $n$ so the sizes of the pooling layers in GN and LE are equal to each other. The first column reports the size of the down-sampled input feature maps in LE and GN, and the first row shows the default size if pooling is not performed.

As can be seen the overheads in both storage and computation drops significantly (from 40.38% to 0.28%, and from 8.05% to 0.05%) as the down-sampling becomes more aggressive. The accuracies on both customized data and generic data remain relatively stable before the down-sampled input feature maps size shrinks to $2 \times 2 \times 20$ (so $n = m = 2$). After that, both accuracies experienced a noticeable drop. The
Table IX: Overheads in storage and energy consumption of the LE and GN relative to GE

<table>
<thead>
<tr>
<th>Storage (%)</th>
<th>Overhead in Energy Consumption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>LE + GN</td>
</tr>
<tr>
<td>2.52%</td>
<td>0.50% 2.58% 2.52% 2.45%</td>
</tr>
</tbody>
</table>

Table X: Post customized training accuracy of various components in the MoE Model

<table>
<thead>
<tr>
<th>User ID</th>
<th>GE</th>
<th>LE</th>
<th>GN</th>
<th>Overall</th>
<th>LE</th>
<th>GE_{wrong}</th>
<th>EMNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.48</td>
<td>86.29</td>
<td>98.55</td>
<td>86.45</td>
<td>74.77</td>
<td>74.53</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>80.97</td>
<td>96.77</td>
<td>97.74</td>
<td>96.61</td>
<td>90.68</td>
<td>74.51</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>82.58</td>
<td>95.00</td>
<td>96.13</td>
<td>94.84</td>
<td>87.04</td>
<td>73.01</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>80.81</td>
<td>97.42</td>
<td>96.13</td>
<td>96.45</td>
<td>91.60</td>
<td>73.02</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>72.58</td>
<td>90.00</td>
<td>96.94</td>
<td>89.52</td>
<td>80.59</td>
<td>74.20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>79.35</td>
<td>91.77</td>
<td>93.87</td>
<td>91.13</td>
<td>82.03</td>
<td>72.05</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>73.34</td>
<td>93.86</td>
<td>99.03</td>
<td>93.86</td>
<td>85.45</td>
<td>74.74</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>78.55</td>
<td>93.39</td>
<td>97.90</td>
<td>93.55</td>
<td>82.71</td>
<td>74.68</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>80.48</td>
<td>97.42</td>
<td>98.71</td>
<td>97.42</td>
<td>92.56</td>
<td>74.34</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>67.90</td>
<td>88.06</td>
<td>97.42</td>
<td>87.58</td>
<td>79.40</td>
<td>74.25</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>76.21</td>
<td>93.00</td>
<td>97.24</td>
<td>92.74</td>
<td>84.68</td>
<td>73.93</td>
<td></td>
</tr>
</tbody>
</table>

highlighted row represents a good configuration of LE and GN in the sense that it only incurs minimal storage and computation overhead while still provides very high accuracies. Thus, it is used in the following experiments.

Table IX shows the overhead of storage and energy consumption of LE and GN together, reported as the percentage relative to GE. For energy estimation, we use the energy model mentioned in Section 4.2 and report energy break down of different components such as MAC, SRAM, and DRAM, and total. Table IX indicates that the overhead of storage and energy brought by LE and GN together are minimal, at 2.52% and 2.45% respectively, relative to GE.

**Performance of Components in MoE**

Table X reports the performance of various components of the MoE model after the training is completed.
- Column ‘GE’ shows the accuracy of GE on customized testing set. It represents the case when only GE is available and provides a reference point for evaluating the performance of the proposed MoE model.

- Column ‘LE’ shows the accuracy of LE on the customized testing set. It evaluates how well LE performs in classifying user customized data if GN behaves perfectly.

- Column ‘GN’ shows the accuracy of GN on customized testing set. It indicates how well GN performs in classifying whether the input image is from customized or generic datasets.

- The ‘Overall’ column under **Customized Data** shows the overall accuracy of the proposed MoE model on the customized testing set.

- Column ‘LE | GE\_wrong’ measures the accuracy of LE on the customized testing samples that are wrongly classified by GE. This metric reflects how well LE complements GE.

- The ‘Overall’ column under **EMNIST** measures the accuracy of the entire model on the generic testing set.

As can be seen from Table X, on average, GE only has 76.21% accuracy on customized dataset, while LE is able to provide 93.00% accuracy after customized training (assuming GN behaves perfectly). Fortunately, after customized training, GN indeed performs very well with 97.24% accuracy in distinguishing whether an image is from customized or generic dataset. Thus, the overall accuracy of the entire model is significantly improved to 92.74%, on average.

The table also suggests that LE is indeed a good complement for GE on customized data, because 84.68% of the times, LE is able to provide correct classification on samples that cannot be correctly classified by GE. The overall accuracy on generic dataset after customized training is 73.93%, indicating a minimal drop compared to GE, which is 75.72% (not shown in the table).
Comparison with [26] and with Fine-tuning

Besides the proposed MoE model, there exists other alternative approaches for customizing large-size trained DNNs. Specifically, the recent work [26] proposed to augment the trained DNN with a task-specific network and an aggregation layer. In comparison, the MoE architecture has more flexibility due to the use of GN and has higher interpretability level because every component in MoE has its clear responsibility. Another approach that is widely used in transfer learning is to fix the parameters of early layers of the trained DNN and fine-tune the last few fully connected layers. In both approaches, the entire model (for [26], including the task-specific network and aggregation layer) is first trained with generic data by service providers before shipping to customer.

Later on, after shipping to customer, only the task-specific network and the aggregation layer (for [26]), or the last few fully connected layers (for fine-tuning) are trained with customized data by user. In order to compare with these alternative approaches, we implemented them in Tensorflow and carried out the training procedure as described in [26] with the same datasets mentioned in Section 7.2. We also note that the same LeNet5 model is used as the trained DNN as in the MoE model, and all of the two fully connected layers are retrained in the fine-tuning approach since it generates better results than only retraining the last fully connected layer.

The comparison of before/after customized training accuracies and implementation cost between these approaches and the proposed MoE model are shown in Table XI. For each user, it only shows the accuracies after customized training due to limited space. Compared to both [26] and fine-tuning, the MoE model has much lower accuracies on both datasets before customized training. This is because, at this point, only GE is trained with generic dataset and both LE and GN are initialized with random weights. Thus, LE and GN only introduce random noise to the entire system before customized training. In contrast, since the entire model in both [26] and fine-tuning are trained with generic data before deployment, their pre-customized training accuracies on both generic and customized datasets are similar and not noisy. So, by showing the noisy pre-customized training accuracies of MoE, our purpose was not to emphasize the absolute increase in accuracies as a result of customized training. But rather to show: 1) the accuracies of LE and GN in MoE are noisy before
customized training; and 2) compared to the accuracy of the base model (i.e., GE) on
generic data (which was 75.72%), both [26] and fine-tuning have similar accuracies
before customized training. However, after customized training, MoE has much
higher accuracy (73.93%) compared to [26] (69.15%) and fine-tuning (71.96%). In
fact, this noisy behavior of MoE can be addressed by two improvements, which will
be introduced in Section 7.3

After customized training, the accuracies of the MoE model are dramatically
increased. Specifically, its accuracy on customized dataset reaches 92.58%, which
is similar to that of [26] and fine-tuning. Meanwhile, its accuracy on generic data is
73.93%, which is higher than [26]’s 69.15% and fine-tuning’s 71.96%. Compared to
GE itself (75.72%), this represents only 1.24% accuracy degradation versus 6.57% in
[26] and 3.76% in fine-tuning, even though their pre-customized training accuracies
are similar to GE’s.

Regarding the implementation cost, we compared these approaches in terms of
four metrics:

<table>
<thead>
<tr>
<th>User ID</th>
<th>[26] Customized EMNIST</th>
<th>Fine-tuning Customized EMNIST</th>
<th>MoE Customized EMNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87.58 67.65</td>
<td>86.29 71.87</td>
<td>86.45 74.53</td>
</tr>
<tr>
<td>2</td>
<td>97.90 70.39</td>
<td>96.61 72.41</td>
<td>96.61 74.51</td>
</tr>
<tr>
<td>3</td>
<td>94.60 69.68</td>
<td>95.48 71.91</td>
<td>94.84 73.01</td>
</tr>
<tr>
<td>4</td>
<td>96.20 70.15</td>
<td>96.77 72.32</td>
<td>96.45 73.02</td>
</tr>
<tr>
<td>5</td>
<td>90.97 67.51</td>
<td>91.13 71.51</td>
<td>89.52 74.20</td>
</tr>
<tr>
<td>6</td>
<td>91.13 71.33</td>
<td>92.10 73.59</td>
<td>91.13 72.05</td>
</tr>
<tr>
<td>7</td>
<td>92.29 67.49</td>
<td>93.91 70.82</td>
<td>93.86 74.74</td>
</tr>
<tr>
<td>8</td>
<td>94.52 69.70</td>
<td>94.68 71.74</td>
<td>93.55 74.68</td>
</tr>
<tr>
<td>9</td>
<td>98.87 69.61</td>
<td>97.90 72.14</td>
<td>97.42 74.34</td>
</tr>
<tr>
<td>10</td>
<td>88.23 67.97</td>
<td>88.71 71.31</td>
<td>87.58 74.25</td>
</tr>
</tbody>
</table>

Avg. Acc. (After training) | 93.25 69.15 | 93.36 71.96 | 92.74 73.93

Avg. Acc. (Before training) | 75.05 75.94 | 75.09 75.72 | 29.76 28.90

(a) # Param. | 19.59K | 0 | 11.52K |
(b) # Inf. Comp. | 44.34K | 0 | 11.52K |
(c) # Cus. Train. Comp. | 2452.03K | 3181.00K | 322.56K |
(d) # Avg. Total Comp. | 2363.34K | 2319.00K | 355.27K |
(a) *Total number of model parameters excluding the base model*, which directly reflects static memory overhead. In the proposed MoE architecture, this includes the parameters of both LE and GN. In [26], this includes the parameters of the task-specific network and the aggregation layer. Finally, there is no additional parameters in the fine-tuning approach since it only fine tunes the last two fully connected layers of the base model.

(b) *Number of computations needed for a single inference excluding the base model*. Like the first metric, this only counts the computations required by LE and GN in the MoE architecture, and by the task-specific network and the aggregation layer in [26]. There is no additional computation in the fine-tuning approach.

(c) *Number of computations required per customized training pass*. In general, each training pass includes one inference pass and one gradients back propagation pass of the *entire* model. But, in our case, for customized training, only a *subset* of layers are trained in all three approaches, so we define this metric to provide more clarifications about the required computations during customized training. First, during the inference pass, computation is needed from the input to the point where the probabilities of all classes are generated so that the value of the loss function can be calculated. Next, in the back propagation pass, computation is *only* needed from the loss to the earliest layer that needs to be trained so that the gradients of those layers’ parameters can be calculated based on their current values, and then these parameters can be updated based on their gradients. We don’t consider the generic training process since it is performed at the vendors’ side where we assume limit in computation for this task is not a concern.

(d) *Average of total number of computations needed per inference when classifying user’s inputs after customized training*. This metric evaluates the computation cost of the entire model after it becomes stable (i.e., after customized training) and is used to classify the user’s inputs (customized data, not generic data), which is the majority use case.

As can be seen from Table XI, due to our proposed structural sharing technique, metrics (a) and (b) of MoE are 58.81% and 25.98% of those of [26], respectively, while
the fine-tuning approach does not incur any additional parameters and computations because no other network(s) is added to the base model.

Metric (c) of MoE is 13.15% and 10.14% of that of [26] and fine-tuning, respectively. This is because, besides the customization components, only the first layer of GE is involved in the inference pass when performing customized training on MoE architecture, while the entire base model is involved in [26] and fine-tuning. This is also the main reason for the huge gap between MoE and the other two approaches in terms of metric (d). Once customized training terminates, during inference, the MoE approach first computes the results of GN and then performs the inference of either GE or LE according to the GN’s result. In the majority use case, the system will be presented with customized inputs, and the GN can correctly identify them as customized data most of the times (97.24% according to Table X). Thus, in the MoE approach, the inferences of GN, LE, and the first layer of GE are performed in 97.24% of the times, and the inferences of GN and entire GE are only performed in 2.76% of the times. However, in the other two approaches, the inference of the base model is always performed, which induces relatively-high computation cost. Overall, the proposed MoE approach is efficient in terms of both memory and computation compared to the other two approaches.

**Comparison with Other Ensemble Techniques**

Several other ensemble techniques such as bagging, independent ensemble (IE), and multiple choice learning (MCL) are introduced in Section 2.2. Since models trained with MCL and IE were proved to have better performance than those trained with bagging [55, 56], here we ignore bagging and perform comparison between MoE, IE, and MCL. This is despite the fact that IE and MCL do not fit perfectly in our problem setting.

To ensure a fair comparison, the member models in IE and MCL are designed to have similar architectures compared to those in MoE. Specifically, both IE and MCL have only two member models. For IE, one of its member models is exactly the same as the GE in MoE, and another one consists of one convolutional layer and one fully connected layer. The conv layer in IE is the same as the first conv layer in GE and the fully connected layer is the same as that in LE. For MCL, we delete GN from the
**MoE model and use GE and LE as the member models in MCL. Furthermore, in order**
to obey our problem setting, all member models in both IE and MCL are trained in
two steps: first with generic data and then customized data. Finally, we test accuracies
and calculate the implementation cost, which are shown in Table XII.

Table XII: The post-customized training overall/oracle accuracies on both customized and generic datasets of
the three approaches, and their implementation cost.

<table>
<thead>
<tr>
<th>User ID</th>
<th>MoE (Overall/Oracle)</th>
<th>IE (Overall/Oracle)</th>
<th>MCL (Overall/Oracle)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Customized</td>
<td>EMNIST</td>
<td>Customized</td>
</tr>
<tr>
<td>1</td>
<td>86.45 / 91.29</td>
<td>74.53 / 79.71</td>
<td>89.35 / 91.61</td>
</tr>
<tr>
<td>2</td>
<td>96.61 / 98.23</td>
<td>74.51 / 80.19</td>
<td>97.58 / 98.23</td>
</tr>
<tr>
<td>3</td>
<td>94.84 / 97.74</td>
<td>73.01 / 80.39</td>
<td>95.48 / 97.42</td>
</tr>
<tr>
<td>4</td>
<td>96.45 / 98.39</td>
<td>73.02 / 79.81</td>
<td>97.74 / 98.23</td>
</tr>
<tr>
<td>5</td>
<td>89.52 / 94.68</td>
<td>74.20 / 79.96</td>
<td>91.45 / 94.84</td>
</tr>
<tr>
<td>6</td>
<td>91.13 / 96.29</td>
<td>72.05 / 80.53</td>
<td>91.45 / 94.68</td>
</tr>
<tr>
<td>7</td>
<td>93.86 / 96.12</td>
<td>74.74 / 80.15</td>
<td>94.67 / 96.12</td>
</tr>
<tr>
<td>8</td>
<td>93.55 / 96.29</td>
<td>74.68 / 79.59</td>
<td>95.16 / 96.45</td>
</tr>
<tr>
<td>9</td>
<td>97.42 / 98.55</td>
<td>74.34 / 80.12</td>
<td>98.55 / 99.03</td>
</tr>
<tr>
<td>10</td>
<td>87.58 / 93.39</td>
<td>74.25 / 79.81</td>
<td>90.32 / 94.19</td>
</tr>
<tr>
<td>Average</td>
<td>92.74 / 96.10</td>
<td>73.93 / 80.03</td>
<td>94.18 / 96.08</td>
</tr>
<tr>
<td>#Param</td>
<td>468.02K</td>
<td>468.16K</td>
<td>467.66K</td>
</tr>
<tr>
<td>#Comp-Train</td>
<td>322.56K</td>
<td>7854.48K</td>
<td>2962.32K / 6968.52K</td>
</tr>
<tr>
<td>#Comp-Inf</td>
<td>355.27K</td>
<td>2221.60K</td>
<td>2618.16K</td>
</tr>
</tbody>
</table>

Like many ensemble techniques, all three approaches are evaluated in terms of the
overall accuracy and the oracle accuracy. The overall accuracy measures the accuracy
of the system if the system is only allowed to make one prediction. For MoE, the
final prediction is picked from either GE or LE depending on the GN’s result. For
IE and MCL, the final prediction is determined based on the average probabilities of
their member models. The oracle accuracy measures if any of the member models
makes the correct prediction. The last three rows in Table XII show the number of
parameters, and number of computations required per training and inference pass.

Comparing the accuracies on the customized dataset, MoE has 1.44% lower
overall accuracy than IE while both of them are significantly higher than that of
MCL. There are two reasons that IE has higher overall accuracy than MoE: 1) the
process of averaging probabilities in IE reduces the variance of member models, thus
improves overall accuracy; 2) all member models are first trained with generic data,
which provides a good initialization for customized training. In fact, we also tested a variation of \textit{MoE} with LE trained on generic data at vendors’ side, and it indeed improved the overall accuracy on customized data by 0.34\% (not shown in table). \textit{MCL} has the lowest overall accuracy due to the overconfident issue, i.e., member models can make very confident predictions (probabilities are very skewed) even though the predictions are wrong. Thus, it adversely impacts the overall accuracy when averaged with other member models.

Regarding the oracle accuracy, \textit{MoE}’s and \textit{IE}’s are similar while \textit{MCL}’s is much higher. This is because the loss function in \textit{MCL} is designed to encourage the diversity between member models, thus covering more label space. As for the accuracies on generic dataset, \textit{IE} and \textit{MCL} have the same trend as on the customized data due to the aforementioned reasons. But they have much lower accuracies than \textit{MoE} because all of their member models are trained with customized data in customized training, while the GE in \textit{MoE} is intact during customized training. Therefore, models in \textit{IE} and \textit{MCL} forget the properties of generic data and have lower accuracies than those of \textit{MoE}.

In terms of the implementation cost, since the member models are designed to have similar architectures, all three approaches have very close number of parameters. But \textit{MoE} requires dramatically less computation than \textit{IE} and \textit{MCL} during both training and inference. During training, \textit{MoE}’s computation requirement is about 4.1\% to 10.9\% of those of the others, and during inference, it is about 14.4\% or 90.4\% depending on the type of input data. This degree of saving is mainly due to the fact that all member models in \textit{IE} and \textit{MCL} need to be executed while only the selected components need to be executed in \textit{MoE}. Please note that there are two inference computation cost numbers under \textit{MoE} because different components in \textit{MoE} are executed depending on whether the input is classified as customized or generic data by GN. Since \textit{MCL} dynamically assigns training instances to one of its member models, the computation cost of training also has two values corresponding to the two member models.

\textbf{Addressing the Noisy Behaviors of MoE}

Finally, below we propose and evaluate two options that can overcome the noisy behavior of MoE model. The options are listed below and the results are presented in
Table XIII: The overall accuracies before/after customized training presented for customized and generic datasets, for the two options to overcome the noisy behavior.

<table>
<thead>
<tr>
<th>User ID</th>
<th><strong>Option 1</strong> (before/after)</th>
<th><strong>Option 2</strong> (before/after)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Customized</td>
<td>EMNIST</td>
</tr>
<tr>
<td>1</td>
<td>58.06 / 87.58</td>
<td>72.56 / 74.51</td>
</tr>
<tr>
<td>2</td>
<td>78.39 / 97.10</td>
<td>72.56 / 74.74</td>
</tr>
<tr>
<td>3</td>
<td>78.06 / 95.32</td>
<td>72.56 / 74.78</td>
</tr>
<tr>
<td>4</td>
<td>78.55 / 97.58</td>
<td>72.56 / 73.25</td>
</tr>
<tr>
<td>5</td>
<td>68.55 / 88.87</td>
<td>72.56 / 74.66</td>
</tr>
<tr>
<td>6</td>
<td>76.29 / 90.48</td>
<td>72.56 / 73.51</td>
</tr>
<tr>
<td>7</td>
<td>72.70 / 94.18</td>
<td>72.56 / 75.15</td>
</tr>
<tr>
<td>8</td>
<td>72.10 / 94.19</td>
<td>72.56 / 74.57</td>
</tr>
<tr>
<td>9</td>
<td>75.81 / 97.90</td>
<td>72.56 / 75.39</td>
</tr>
<tr>
<td>10</td>
<td>62.58 / 87.58</td>
<td>72.56 / 74.87</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>72.11 / 93.08</td>
<td>72.56 / 74.54</td>
</tr>
</tbody>
</table>

1) Similar to [26], we can train both GE and LE with generic data at the vendors’ side. Thus, LE can learn from generic data and make decent predictions. Even though GN is still noisy right after deployment, the pre-customized training accuracies of the whole system won’t be noisy.

2) We use the result from GE as the final result right after deployment, and gradually enable LE and GN as they are trained with more and more customized data.

The overall accuracies of these two options are presented in Table XIII for before/after customized training, for both the customized and generic datasets. Based on the results, we make the following observations: (a) Compared to the noisy behaviors shown in the original paper, the proposed two options can significantly improve the pre-customized training accuracies. Thus, these options may be adopted in practice; (b) Option 2 has higher pre-customized training accuracies than option 1. This is because option 2 only uses GE to perform classification right after deployment. In comparison, although the LE in option 1 is trained with generic data, its performance is still not as good as the GE’s performance and the accuracies of the entire system
are adversely impacted by the LE; (c) After the same amount of customized training, option 1 has slightly better performance than option 2. This is because training LE with generic data provides a better initialization for customized training, and the LE in option 1 has higher post-customized training accuracies than that in option 2.
8 FUTURE DIRECTIONS

In the previous chapters of this dissertation, we presented our contributions towards deployment of DNNs on resource-constrained embedded systems. Specifically, we proposed: 1) a high-level analytical energy model that is able to quickly estimate the energy consumption of DNNs, thus facilitate the inclusion of energy into DNN design/simplification process; 2) structural simplification techniques such as neuron elimination and channel pruning that can significantly reduce the static/run-time memory, computation, and energy requirements of DNN models, so that inference of modern DNNs may be accomplished locally on edge devices; and 3) an novel Mixture of Experts (MoE) architecture for local learning to customize a trained DNN that is deployed on an edge device, thus achieving performance improvement on user-specific data with minimal implementation overhead. Although our contributions take us one step closer to our ultimate goal, some issues remain unresolved. So, based on our work, we identify two directions for future research.

First, in the current MoE architecture, although the structural sharing technique is already used to minimize the implementation overhead of LE(s) and GN, but the fact that both LE(s) and GN use the same set of feature maps as their input leave us some room for further optimization. The responsibility of GN is to distinguish between generic and customized data, while the duty of LE(s) is to generate results with respect to the original task. Thus, it is highly likely that the most important features for LE(s) and GN are different. For example, the features cared by LE(s) and GN could be different channels of the same convolutional layer of GE, or they could be the features extracted by different layers of GE, or the mixture of both. Our goal of this direction is to identify and share the important features for LE(s) and GN separately. This improvement may not seem to be significant in our case study because the implementation overhead is already very small anyway. However, as we mentioned in Section 7.1, both LE(s) and GN can have any number of layers of any type if necessary. Thus, for more complicated tasks that require more complex LE(s) and GN models, this improvement may further reduce the implementation overhead.

Second, all the structural simplification techniques mentioned in Chapter 2 leave the label space intact, in other words, the simplified model is able to generate pre-
dictions for the same number of classes as the original model. Also, the inference of the entire DNN model (no matter simplified or not) is usually assumed to be fully executed by one edge device. However, the computation resources available on one edge device may be insufficient for complex DNNs, which are required for high performance. On the other hand, in the era of IoT, there are many edge devices around us, and they are able to work collaboratively. Thus, to fully utilize the resources of edge devices, we propose to decompose and simplify a complex DNN model into several simpler children DNNs with each only in charge of generating results of a subset of the entire label space. For example, we want to decompose a CNN that can classify 100 classes into 10 children CNNs with each able to classify 10 classes. Then, each of these children DNNs can be deployed to one edge device, and their results can be aggregated together to solve the original task. There are three related questions need to be addressed to achieve a good balance between the complexity of children DNNs and the overall performance: 1) how to partition the original label space; 2) what the output of each children model should be and how to aggregate them; and 3) how to aggressively simplify a model if only a subset of labels is considered. The goal of this direction is to make contributions towards solving these three questions. Actually, the third question itself is also useful for user customization in the case that the user only cares about a subset of the label space.
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