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abstract

Herein, a numerical method for solving a Chapman-Enskog-like (CEL) continuum kinetic model
for plasmas is formulated, analyzed, and applied in the plasma fluid code NIMROD. The CEL
approach is a 𝛿 𝑓 drift kinetic approach that allows rigorous closure of the plasma fluid equations
in all collisionality regimes. Importantly, in this approach, the zeroth order in 𝛿𝑖 (𝛿𝑖 ≡ 𝜌𝑖/𝐿, with
𝜌𝑖 the ion gyroradius and 𝐿 a macroscopic length scale) distribution function is a time-evolving
Maxwellian. This difference leads to an 𝑂 (𝛿𝑖) kinetic equation that analytically enforces that the
first order kinetic distortion 𝑓1 have no number density (𝑛), flow (u), and temperature (𝑇) moments.
The fluid variables in this method are allowed to deviate far from an initial equilibrium. The fluid
equations are closed by incorporating appropriate velocity space moments of the first order kinetic
distortion.

An axisymmetric poloidal flow damping calculation is performed to benchmark the imple-
mentation. It is first shown that the kinetic aspects of the implementation give results for the
steady-state poloidal flow that agree both with other codes, analytics, and a fixed-background (i.e. 𝑓0

a stationary Maxwellian) 𝛿 𝑓 implementation in NIMROD. It is then shown that the flow dynamics
in the full CEL approach agree well both with analytics and with results from the fixed-background
𝛿 𝑓 implementation.

A von Neumann linear stability analysis of the full fluid-kinetic system is also performed to
help elucidate methods to make the time advance of the full system numerically stable. It is shown
that numerical stability is impossible to achieve without explicitly enforcing key tenets of the CEL
closure approach, in particular, that the 𝑛, u, and 𝑇 moments of the kinetic distortion remain small
in time. In addition, it is shown that centering the heat flux at the beginning of the time step and the
ion temperature at the end of the time step in the kinetic equation allows for a numerically-stable
time advance of the coupled fluid-kinetic system. Furthermore, these linear stability results are seen
to remain applicable when running NIMROD fully nonlinearly.

The methodology for applying the CEL approach to general non-axisymmetric problems of
interest is also discussed. Future work will include applying this closure approach to the problem of
forced magnetic reconnection in toroidal geometry, as well as to accurate simulation of neoclassical
tearing modes (NTMs) in tokamaks.
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1 introduction

1.1 Fusion as an alternative energy source

The energy needs of the human race are substantial. In the last 57, years the energy consumption of
the world has more than tripled, currently sitting at a whopping 604.04 EJ (see Fig. 1.1). Most of the
world’s rising energy needs have been supplied in the form of fossil fuels, with fossil fuels currently
accounting for ∼ 82% of the world’s energy consumption. Renewables are making up an increasing
fraction of the world’s energy market though, accounting for ∼ 7% of the energy consumption as of
2022 (see Fig. 1.2). Most of the recent increases in renewables are due to wind and solar, with solar
undergoing significant gains in power capacity in recent years (see Figs. 1.3-1.4). Wind and solar
energy will likely make up an increasingly significant portion of the world’s energy budget in the
next few decades. These energy sources, however, suffer from a few notable downsides, including
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Figure 1.1: Total world energy consump-
tion vs. year [1].
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Figure 1.2: World yearly energy breakdown by type [1].
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Figure 1.3: Solar and wind energy consumption
vs. year [1].

1995 2000 2005 2010 2015 2020
Year

0.0

0.2

0.4

0.6

0.8

1.0
1e6

Wind capacity (MW)
Solar capacity (MW)

Figure 1.4: Solar and wind power capacity vs.
year [1].



2

the need of large energy storage systems, intermittency, and being distributed over a relatively large
land area.

Nuclear fusion, as a possible alternative energy source, would provide a clean, continuous, and
compact source of energy for the energy needs of the world, with fuel sources that are readily
abundant. Nuclear fusion is the process by which lighter elements combine to form heavier elements,
releasing large quantities of energy. Most envisioned nuclear fusion reactors utilize the following
reaction involving the fusion of Deuterium (2H) with Tritium (3H):

2H + 3H −→ 4He + n + 17.6 MeV , (1.1)

where a neutron (n) is produced, as well as 17.6 MeV of energy (with 80% of this energy in the
neutron). Tritium is not naturally occurring at the levels needed for widespread use in nuclear
fusion, but can be produced in a reactor setting from enriched Lithium. Although the efficient
and environmentally friendly production of enriched Lithium is still an active area of research, the
Deuterium-Tritium reaction is often chosen because it produces a significant quantity of energy at
lower temperatures than certain other fusion reactions (e.g. a Deuterium-Deuterium reaction) [2].

High temperatures (of the order of 10 keV, or 10 times hotter than the core of the sun) are
required in nuclear fusion reactions to overcome the Coulomb repulsive barrier between the positively
charged nuclei in the fuel. At these high temperatures, electrons and the positively charged nuclei
separate from each other forming a plasma, or a quasi-neutral gas of charged particles dominated by
collective behavior. Because fusion plasmas are significantly hotter than the melting point of any
known material [3], a method to keep the hot plasma away from material surfaces is required.

1.2 Magnetic confinement fusion (MCF)

A hot plasma experiences a large pressure gradient force (∇𝑝) tending to expand the plasma outwards.
In magnetic confinement fusion (MCF), a confining force is provided by a strong magnetic field
everywhere in the plasma. The magnetic field confines the plasma by means of the J × B force,
with J the current density in the plasma, and B the magnetic field in the plasma. This equilibrium
condition is written as

J × B = ∇𝑝 . (1.2)

It turns out that the only smooth closed surface which allows for an everywhere non-zero and
continuous magnetic field is a torus [4] (see also Ch. 3 of Ref. [5]). Confinement of the hot plasma
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in MCF therefore requires a toroidal configuration. This is achieved by confining the plasma on an
uncountably infinite set of nested toroidal magnetic surfaces (i.e., a surface with the magnetic field
on the surface everywhere parallel to the surface). The innermost magnetic surface, which is just a
circular line, is termed the magnetic axis. See Fig. 1.5 for an example toroidal equilibrium, with a
few representative magnetic surfaces shown.

Figure 1.5: An example toroidal equilibrium, with a few
representative magnetic surfaces shown.

1.2.1 Particle dynamics in strong magnetic fields

The motion of a particle in a strong magnetic field can be analyzed asymptotically. In a strong
magnetic field, 𝛿 ≡ 𝜌𝐿/𝐿 is small, where 𝜌𝐿 = 𝑣⊥/|Ω| is the gyro-radius (also called the Larmor
radius), 𝑣⊥ is the particle velocity perpendicular to the magnetic field, Ω = 𝑞𝐵/𝑚 is the gyro-
frequency, 𝐵 is the magnitude of the magnetic field, 𝑞 is the particle charge, 𝑚 is the particle
mass, and 𝐿 is a typical macroscopic length scale. To lowest order in 𝛿, the particle will simply
gyrate along the magnetic field (see Fig. 1.6). To next order in 𝛿, if the magnetic field is curved or
non-uniform, the guiding center of gyration will drift perpendicularly off of magnetic field lines [5].
From hereon, the words "parallel" and "perpendicular" without additional clarification will refer to
directions relative to the local magnetic field. The 𝑂 (𝛿) perpendicular guiding center drift is given
by:

v𝐷 =
E × B
𝐵2 +

1
Ω

b × ©«
𝜇

𝑚
∇𝐵 + 𝑣2

∥ 𝜿
ª®¬ , (1.3)
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where E is the electric field, b = B/𝐵, 𝜇 = 𝑚𝑣2
⊥/2𝐵 is the magnetic moment, 𝑣∥ is the parallel particle

velocity, and 𝜿 = b · ∇b is the magnetic curvature. The three components of the perpendicular
guiding center drift appearing in Eq. (1.3) are the E × B drift, the ∇𝐵 drift, and the curvature drift.

Figure 1.6: Gyration of electron and ions along a magnetic
field [6].

As the guiding center of gyration streams along the magnetic field, its parallel motion will be
affected both by any parallel component of the electric field, as well as by what is termed the "mirror
force." The mirror force, which can be derived from the aforementioned asymptotic analysis of the
particle’s motion in a strong magnetic field, is given as

𝐹𝑚 = −𝜇b · ∇𝐵 . (1.4)

It is a force, parallel to the magnetic field, that opposes the particle traveling into a region of stronger
magnetic field.

For 𝛿 small, it can also be shown that that both the magnetic moment 𝜇 and total energy
𝑚𝑣2/2 + 𝑞𝜙 are approximate constants of the particle’s motion [5]. Here 𝑣 =

√︃
𝑣2
⊥ + 𝑣2

∥ , and 𝜙 is the
electrostatic potential.

1.2.2 The need for a "twist" in the magnetic field

The perpendicular particle drifts in a strong magnetic field lead to an important result, namely, that a
purely toroidal magnetic field cannot confine a plasma in equilibrium. A quasi-neutral plasma must
satisfy ∇ · J = 0. However, the perpendicular particle drifts lead to a non-zero divergence of the
perpendicular current (∇ · J⊥)1. This then necessitates a non-zero divergence of the parallel current

1The lowest order perpendicular current, the diamagnetic current, can be found immediately from Eq. (1.2). It
takes the form B × ∇𝑝/𝐵2. That the divergence of the diamagnetic current is equal to the divergence of the lowest order
current due to the guiding center drifts is shown in Sec. 4.5 of Ref. [5]. The crux of the argument therein is that, in the
fluid picture, an additional current appears due to the curl of the plasma magnetization. When this additional current is
added to the current due to the guiding center drifts, the diamagnetic current is obtained. Because the divergence of a
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(∇ · J∥) and hence a non-zero J∥ . However, a non-zero J∥ is inconsistent with a purely toroidal
field. A "twist" in the magnetic field is therefore required (see Fig. 1.7 below for an illustration
of the helically twisting path of a magnetic field line on a magnetic surface). How the twist is
accomplished separates different fusion concepts in MCF.

1.2.3 Tokamaks

Figure 1.7: A sample schematic of a tokamak [7].

Tokamaks are a type of MCF device that achieve the needed B field through a toroidal plasma
current. In tokamaks, the toroidal field is generated by magnets wrapped around the outside of the
torus, and the "twist" in the field (the poloidal component of the field) is generated by the toroidal
plasma current. In Fig. 1.7, a sample schematic of a tokamak is shown. Modern-day tokamaks have
many current drive methods, including induced current from a large central transformer, as well as
RF wave and neutral beam induced plasma current [8].

1.2.4 Some additional preliminary definitions

A common scheme used to label magnetic surfaces in MCF is the poloidal flux, which is the amount
of magnetic flux (

∫
dS · B) through a ribbon-like surface that extends outward from the magnetic

axis (the center of the nested tori) to the magnetic surface in question, (see Fig. 1.8 for an illustration

curl is zero, taking the divergence of the diamagnetic current recovers the divergence of the current due to the guiding
center drifts.
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of the ribbon-like surface used). Because the magnetic surfaces are labeled using the magnetic
flux, they are also called "flux surfaces". 𝜓 from this point forward will represent the poloidal flux
divided by 2𝜋. It is often convenient to normalize 𝜓, so that it goes from 0 at the magnetic axis to 1
at the last closed flux surface. �̃� will represent normalized 𝜓.

Figure 1.8: A sample toroidal magnetic surface (blue), with
the magnetic axis (black), and the ribbon used to calculate
the poloidal flux for this surface (gold).

If the toroidal configuration is assumed to be azimuthally symmetric, the magnetic field can be
represented as

B = 𝐼∇𝜙 + ∇𝜙 × ∇𝜓 , (1.5)

where 𝐼 = 𝑅𝐵𝜙, and 𝐵𝜙 is the 𝜙-component of B. Here, 𝜙 is the toroidal angle, defined opposite the
conventional azimuthal angle in a cylindrical coordinate system so that (𝑅 =

√
𝑋2 + 𝑌2,𝑍 ,𝜙) (with

(𝑋,𝑌, 𝑍) Cartesian coordinates) is right-handed. It can also be shown for the equilibrium magnetic
field that 𝐼 is a flux function (constant on flux surfaces).

One can average a quantity over an infinitesimal volume centered around a flux surface. This is
called the flux surface average, and can be represented in axisymmetric geometry as

⟨ 𝑓 (𝜓, 𝜃)⟩ =
∫ 2𝜋

0

𝑓 (𝜓, 𝜃)d𝜃
B · ∇𝜃 −

∫ 2𝜋

0

d𝜃
B · ∇𝜃 . (1.6)
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Here, the poloidal angle 𝜃 measures the angular position on a flux surface. The definition of 𝜃 is
allowed to be arbitrary as long as it only varies in the poloidal plane.

1.2.5 Collisional effects in tokamaks

In plasmas, collisions between individual particles are mediated by the long-range Coulomb force.
Because of this, a particle’s motion in a plasma is deflected more due to the cumulative effect of
many small-angle Coulomb collision events than due to the effect of one large-angle scattering event.
In addition, as the plasma becomes hotter, the average kinetic energy of its constituent particles
increases. The relative velocity between any two particles in the plasma will, on average, be of the
same order as the average speed of its particles. Particles with a larger relative velocity between
them will spend less time interacting with each other via the Coloumb force. The effect of discrete
Coloumb collision events on a typical particle’s motion in a hotter plasma is therefore less than
in a colder plasma (i.e., the particle can move a longer distance before its motion is deflected by
collisions).

In sufficiently hot MCF plasmas, particles move "relatively far" (which will be quantified shortly)
along the magnetic field before being deflected by collisions. This allows the particles to sample
large regions of the magnetic geometry. The nature of particle dynamics in strong magnetic fields
(see Sec. 1.2.1) then leads to particles in different parts of velocity space executing fundamentally
different types of orbits.

In a tokamak, the magnitude of the magnetic field can be shown to be roughly proportional to
1/𝑅, where 𝑅 is the radial coordinate in a cylindrical coordinate system. Therefore, on the inboard
side of the tokamak the magnetic field is stronger than on the outboard side. As particles move along
the magnetic field, because of the "twist" inherent in the field in MCF, the particles will sample
regions of both higher and weaker magnetic field. As particles travel from a region of weaker
magnetic field to a region of stronger magnetic field, their motion will be opposed by the mirror
force (see Eq. (1.4)). Here is noted the velocity space coordinate 𝜉 = 𝑣∥/𝑣 = cos(𝜃pitch), where
(𝜃pitch) is the pitch angle of the particle’s velocity relative to the local magnetic field. Particles with
sufficiently large (𝜃pitch) will eventually have their motion parallel to the magnetic field stopped
by the mirror force and they will begin moving in the reverse direction. These particles are called
"trapped" – they are not able to complete their orbit around the magnetic surface. Particles with
sufficiently small (𝜃pitch) are not completely stopped in their parallel motion by the mirror force,
and they are able to complete their orbit around the magnetic surface. These particles are called
"passing".

In addition, particles will drift off a magnetic surface due to the ∇𝐵 and curvature drifts. The
combined effects of the perpendicular drifts and the mirror force cause the trapped particle orbits
to look banana shaped, when projected onto the poloidal plane. These orbits are therefore called
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Figure 1.9: Projection of typical trapped and passing particle guiding
center orbits in the poloidal plane. Here, the perpendicular particle
drifts are in the vertical direction. [9]

Figure 1.10: A typical trapped particle orbit in a tokamak with the toroidal component
of the motion included. [10]

banana orbits. See Fig. 1.9 for an illustration of the shape of typical trapped and passing particle
orbits in a tokamak, projected onto the poloidal plane. See also Fig. 1.10 for an illustration of a
typical trapped particle orbit in a tokamak with the toroidal component of the motion included.
Transport that includes the effects of trapped and passing particle motion in a toroidal configuration
is called neoclassical transport. The regime where trapped particles are able to complete many
banana orbits before being deflected by collisions is called the "banana regime".

The ratio of the effective collision frequency required to scatter a trapped particle out of its
magnetic well to the bounce frequency of its banana orbit can be made explicit for a high aspect ratio
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equilibrium (where the aspect ratio is defined as 𝑅0/𝑟, with 𝑟 the distance from the magnetic axis,
and 𝑅0 the 𝑅 coordinate of the magnetic axis in a cylindrical coordinate system). This parameter,
termed the collisionality, is given for the ions by the relation:

𝜈★ =
𝜈𝑖𝑖

𝜖3/2 ·
©«
𝑞𝑅

𝑣𝑇𝑖

ª®¬ ≡
�̂�

𝜖3/2 . (1.7)

Here, 𝜖 = 𝑟/𝑅0 is the inverse aspect ratio, 𝑞 is the safety factor (𝑞 = ⟨B · ∇𝜙⟩/⟨B · ∇𝜃⟩), 𝑣𝑇𝑖 =√︁
2𝑇𝑖/𝑚𝑖 is the ion thermal speed (with 𝑇𝑖 the ion temperature and 𝑚𝑖 the ion mass),

𝜈𝑖𝑖 =
𝑛𝑖𝑍

4
eff𝑒

4 ln(Λ𝑖𝑖)
4𝜋𝜖2

0𝑚
2
𝑖
𝑣3
𝑇𝑖

, (1.8)

is the ion-ion collision frequency, 𝜖0 is the permittivity of free space, 𝑛𝑖 is the ion number density,
𝑍eff is the effective atomic number of the ions, 𝑒 ≈ 1.6 · 10−19 C is the elementary charge unit,

ln(Λ𝑖𝑖) = 23 − ln

𝑍2

eff

𝑇𝑖

©«
2 × 10−6𝑛𝑖𝑍

2
eff

𝑇𝑖

ª®¬
1/2 , (1.9)

is the ion-ion Coulomb logarithm [11]. In Eq. (1.9), 𝑇𝑖 is measured in eV without an implied
Boltzmann factor multiplication, and 𝑛𝑖 is measured in m−3. For low aspect ratio equilibria, �̂� is a
sufficient parameter to determine the collisionality regime (with the collisionless regime defined by
�̂� ≪ 1 in this case). �̂� is simply the ratio of the approximate connection length on the flux surface
(i.e., the approximate parallel distance an ion must travel on the flux surface to orbit the torus once
poloidally) to the mean free path in the plasma (𝑣𝑇𝑖/𝜈𝑖𝑖). This then provides a precise definition of a
particle moving "relatively far" along the magnetic field before being deflected by collisions. It is
also noted that for similar temperatures and low enough 𝑍eff, the mean free path for the electrons
is of the same order as that for the ions (thereby making both �̂� and 𝜈★ for the electrons roughly
equivalent to that for the ions).

1.3 Closure problem in fluid theory

A set of fluid equations can be obtained by taking velocity-space integrals (termed "moments") of
an appropriately specified kinetic equation (see Ch. 2). A standard set of fluid equations for species
𝑗 are:
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𝜕𝑛 𝑗

𝜕𝑡
+ ∇ · (𝑛 𝑗u 𝑗 ) = 0, (1.10)

𝑚 𝑗𝑛 𝑗
©«
𝜕u 𝑗

𝜕𝑡
+ u 𝑗 · ∇u 𝑗

ª®¬ = 𝑞 𝑗𝑛 𝑗 (E + u 𝑗 × B) − ∇𝑝 𝑗 − ∇ · 𝚷 𝑗 + R 𝑗 , (1.11)

3
2
𝑛 𝑗 (

𝜕𝑇𝑗

𝜕𝑡
+ u 𝑗 · ∇𝑇𝑗 ) = −𝑛 𝑗𝑇𝑗 (∇ · u 𝑗 ) − ∇ · q 𝑗 −𝚷 𝑗 : ∇u 𝑗 + 𝐺 𝑗 , (1.12)

where 𝑝 𝑗 = 𝑛 𝑗𝑇𝑗 is the pressure, 𝑛 𝑗 is the number density, 𝑇𝑗 is the temperature, u 𝑗 is the flow, 𝑚 𝑗 is
the mass, 𝑞 𝑗 is the charge, 𝚷 𝑗 is the viscous stress tensor, R 𝑗 is the collisional friction force, q 𝑗 is
the heat flux, and 𝐺 𝑗 is the collisional heat friction.

Additional moments of the kinetic equation can be taken to specify the time evolution of unknown
quantities that appear in Eqs. (1.10)-(1.12) such as q 𝑗 and 𝚷 𝑗 . However, more unspecified quantities
appear in doing so. Fluid theory has a closure problem – certain quantities in the fluid equations
must be specified in terms of the remaining fluid variables, and no rigorous way exists to do this that
is valid in all regimes. Closure methods exist for some regimes where local analytic approximations
are valid (such as high collisionality regimes where 𝜈★ ≫ 1 [12, 13, 14, 15, 16]), but in other
regimes many physical processes become intrinsically kinetic (such as low collisionality regimes
where 𝜈★ ≪ 1 [17, 18, 19, 20]). The cores of modern-day and future tokamak devices often fall
into the low collisionality regime where local analytic closures do not exist. In this work, numerical
methods for solving a Chapman-Enskog-like (CEL) 𝛿 𝑓 drift kinetic closure scheme [21, 22, 23]
(also see Sec. 2.2) are analyzed and applied to accurately and efficiently model plasma dynamics
across all regimes in a fluid-based formalism2.

1.4 Extended magnetohydrodynamics (MHD) fluid model

In magnetohydrodynamics (MHD), the total flow is defined as a mass-density weighted average
of the electron and ion flows, namely u = (1/𝜌)∑ 𝑗=𝑖,𝑒 𝑚 𝑗𝑛 𝑗u 𝑗 . Here, 𝜌 =

∑
𝑗=𝑖,𝑒 𝑚 𝑗𝑛 𝑗 is the total

mass density. In the ordering scheme used herein, 𝜌 ≈ 𝑛𝑖𝑚𝑖 and u𝑖 ≈ u because of the smallness
2It is noted that a full- 𝑓 drift kinetic approach could be equivalently used instead of a kinetic closure of a fluid-based

formalism; however, this comes with its own challenges, such as dealing with numerical noise in advancing the full
kinetic distribution function. This work will focus instead on utilizing a 𝛿 𝑓 drift kinetic approach to self-consistently
close a set of fluid equations.
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of 𝑚𝑒/𝑚𝑖. The momentum equation for the total flow is found by adding together the momentum
equations for the ion and electron flow. Under the assumption of quasineutrality (𝑍eff𝑛𝑖 = 𝑛𝑒), the
electric field vanishes from the momentum equation for the total flow. Momentum conservation
also dictates that the collisional friction forces from the different species exactly cancel (which can
also be seen from the form of the operator representing the effects of discrete Coulomb collision
events between ions and electrons [19]). In the extended MHD framework, Ohm’s law is derived by
solving for the electric field in the electron momentum equation, and substituting in the total flow in
place of the electron flow. With these manipulations, the momentum equation for the total flow and
the Ohm’s law for the electric field are:

𝜌
©«
𝜕u
𝜕𝑡

+ u · ∇uª®¬ + ∇ · ©«𝑚𝑖𝑛𝑖
©«
𝑚𝑒𝑍eff

𝑚𝑖

u𝑖 (u − ue) + u𝑒 (u − u𝑖)ª®¬ª®¬ = J × B − ∇𝑝 −
∑︁
𝑗=𝑖,𝑒

∇ · 𝚷 𝑗 ,

(1.13)

where 𝑝 = 𝑝𝑒 + 𝑝𝑖 is the total pressure, and

E = − u × B +
1
𝑛𝑒𝑒

R𝑒 +
1
𝑛𝑒𝑒

©«
1

1 + 𝑚𝑒𝑍eff
𝑚𝑖

ª®¬ J × B − ∇𝑝𝑒
 −

1
𝑛𝑒𝑒

∇ · 𝚷𝑒

−
𝑚𝑒

𝑒

𝜕

𝜕𝑡

©«u − ©«
1

1 + 𝑚𝑒𝑍eff
𝑚𝑖

ª®¬
J
𝑛𝑒𝑒

ª®¬ . (1.14)

Because 𝑚𝑒/𝑚𝑖 is small, an ordering scheme can be imposed on these two equations. Here we
follow the ordering scheme in Ref. [23] which orders

√︁
𝑚𝑒/𝑚𝑖 ∼ 𝑂 (𝛿𝑖), where 𝛿𝑖 is the ratio of the

ion gyro-radius to macroscopic length scale. The electron gyro-radius is smaller than the ion one
by 𝑂 (

√︁
𝑚𝑒/𝑚𝑖) (assuming similar temperatures) so that 𝛿𝑒 ∼ 𝑂 (

√︁
𝑚𝑒/𝑚𝑖𝛿𝑖). The flows are also

assumed small so that u𝑒 ∼ u𝑖 ∼ 𝑂 (𝛿𝑖𝑣𝑇𝑖). Keeping terms up to 𝑂 (𝛿𝑖𝑛𝑖𝑚𝑖𝑣
2
𝑇𝑖
/𝐿) in Eq. (1.13) and

up to 𝑂 (𝛿𝑒𝑚𝑒𝑣
2
𝑇𝑒
/(𝑒𝐿)) in Eq. (1.14) (where 𝑣𝑇𝑒 =

√︁
2𝑇𝑒/𝑚𝑒 is the electron thermal speed), the

following equations are obtained:

𝜌
©«
𝜕u
𝜕𝑡

+ u · ∇uª®¬ = J × B − ∇𝑝 − ∇ · 𝚷𝑖 , (1.15)
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E = − u × B +
1
𝑛𝑒𝑒

R𝑒 +
1
𝑛𝑒𝑒

©«
1

1 + 𝑚𝑒𝑍eff
𝑚𝑖

ª®¬ J × B − ∇𝑝𝑒
 −

1
𝑛𝑒𝑒

∇ · 𝚷𝑒 . (1.16)

The advective term (u · ∇u) in the total momentum equation has been left in, although it is small in
this ordering scheme. The electron viscous stress tensor in the total momentum equation has been
omitted, as it is smaller than the ion one by 𝑂 (

√︁
𝑚𝑒/𝑚𝑖). This is because the deviation from local

thermal equilibrium is smaller for the electrons than for the ions by an amount of 𝑂 (
√︁
𝑚𝑒/𝑚𝑖) in a

magnetized plasma. The time derivative term in Ohm’s law has also been omitted, which is valid if
the change in the current averaged over any timescales faster than the MHD timescale (𝐿/𝑣𝑇𝑖) is
zero.

1.4.1 The resistive Ohm’s law

If the electrons and ions are sufficiently cold, further terms in Ohm’s law can be neglected. It is
noted that J × B − ∇𝑝𝑒 = ∇𝑝𝑖 to lowest order. It is also assumed that the collisional friction force
between the electrons and the ions takes the form R𝑒 = 𝑛𝑒𝑚𝑒𝜈𝑒𝑖 (u𝑖 − u𝑒), where

𝜈𝑒𝑖 =
4

3
√
𝜋

𝑛𝑖𝑍
2
eff𝑒

4 ln(Λ𝑒𝑖)
4𝜋𝜖2

0𝑚
2
𝑒𝑣

3
𝑇𝑒

, (1.17)

is the electron-ion collision frequency and

ln(Λ𝑒𝑖) =


23 − ln ©«

𝑛
1/2
𝑒 𝑍eff

𝑇
3/2
𝑒

ª®¬ 𝑇𝑖
𝑚𝑒

𝑚𝑖

< 𝑇𝑒 < 10𝑍2
eff eV

24 − ln ©«
𝑛

1/2
𝑒

𝑇𝑒

ª®¬ 𝑇𝑖
𝑚𝑒

𝑚𝑖

< 10𝑍2
eff eV < 𝑇𝑒

, (1.18)

is the electron-ion Coulomb logarithm [11]. In Eq. (1.18), 𝑇𝑒 and 𝑇𝑖 are measured in eV without
an implied Boltzmann factor multiplication, and 𝑛𝑒 is measured in m−3. With these assumptions,
Ohm’s law for a sufficiently cold plasma becomes:

E = − u × B + 𝜂J , (1.19)
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where 𝜂 = 𝜈𝑒𝑖𝑚𝑒/(𝑛𝑒𝑒2) is the resistivity. In reality, the resistivity will be anisotropic, with the
parallel resistivity differing from the given 𝜂 by an 𝑂 (1), 𝑍eff-dependent constant.

Eq. (1.19) is often used in MHD simulations, even though most fusion plasmas of interest are
not cold enough to justify dropping the additional terms in Eq. (1.16). However, Eq. (1.19) does
include the reconnection physics relevant to MCF plasmas of interest.

1.5 Fundamentally kinetic phenomena in low collisionality MCF plasmas

Many physical processes depend sensitively on quantities in the fluid equations that require kinetic
closure when not in the high collisionality regime. A few physical processes are summarized below.
It is noted that kinetic contributions to these physical processes remain important even in moderately
collisional regimes (i.e., when not in the asymptotic high collisionality regime).

1.5.1 Poloidal flow damping

The poloidal flow in a tokamak damps due to particle collisions on the ion-ion collision time scale
(1/𝜈𝑖𝑖) [24, 25]. The flow is indirectly affected by the ion-ion collision operator through the ion
viscous stress tensor in the momentum equation for the total flow. It can be shown in the banana
regime that the steady state poloidal flow is carried completely by the passing particle population
[18, 19]. The steady state is reached when passing particles reach a collisional equilibrium among
themselves and with the trapped particle population.

Due to the speed dependence of the collision operator (see Sec. 2.4), poloidal ion flow and
poloidal heat flow processes are also intrinsically coupled. This coupling to heat flow processes
results in a steady-state poloidal flow proportional to the cross-field ion temperature.

1.5.2 Edge-localized mode (ELM) suppression with resonant magnetic perturbations (RMPs)

Under the right conditions in a tokamak, a bifurcation to a state of low transport is observed [26, 27].
This high confinement state (also called H-mode for high confinement mode) is an attractive mode
of operation for future power plants. It is a state characterized by sharp density, temperature, and
pressure gradients at the edge of the plasma, just inside the last closed magnetic surface. However,
H-mode suffers from some notable downsides. The increase in the pressure gradient at the edge
leads to a destabilization of MHD modes which leads to periodic bursts of particles and energy being
expelled to the walls of the device [28]. These edge-localized modes (ELMs) must be prevented or
mitigated in future plasma devices to prevent erosion of wall materials [29].

Application of what are called resonant magnetic perturbations (RMPs) has been found to
suppress ELMs in H-mode discharges [30]. RMPs are applied perturbations to the equilibrium
magnetic field that have the same helicity as the magnetic field just inside the sharp gradient edge
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region. It has been postulated (and simplified simulation models seem to corroborate) that these
RMPs suppress ELMs by forcing magnetic reconnection just inside the sharp gradient edge region,
thereby resulting in the creation of a magnetic island chain [30, 31, 32]. This island chain then
results in increased transport, limiting the gradients, and thereby keeping the edge region below the
MHD stability boundary.

High fidelity simulation of ELM suppression by RMPs in tokamaks requires appropriate
consideration of all the physical processes that can influence forced magnetic reconnection (FMR)
just inside the sharp gradient region. Among all these, the flow physics plays an important role.
A finite flow can screen reconnection through −u × B balancing 𝜂J in Eq. (1.19). In addition,
the poloidal flow, as previously stated, is strongly affected by the ion viscous stress tensor which
requires a kinetic closure when not in the asymptotic collisional regime. Kinetics, therefore, plays
an important role in FMR dynamics, especially when not in the asymptotic collisional regime.

1.5.3 Neoclassical Tearing Modes (NTMs)

In the banana regime, a spontaneous current (the so-called "bootstrap" current) arises in response
to gradients of 𝑛 and 𝑇 perpendicular to the magnetic field. This current arises from a complex
interaction between both trapped and passing particles in the plasma [19]. A small seed island on a
magnetic surface can flatten the pressure across the island, which causes a helical perturbation of
the bootstrap current on that surface. This perturbation can reinforce the initial island size which
leads to further island growth. This is what is called the "neoclassical tearing mode" (NTM) [33].
Certain stabilizing effects require the seed island to be a critical size before growth occurs, which
shows that an NTM is linearly stable but can become non-linearly unstable.

Because of induced eddy currents in the wall, the induced large island can "lock" to the wall,
stopping the plasma rotation, and resulting in a loss of plasma confinement (i.e., a plasma disruption).
A survey of JET3 tokamak disruptions [34] found NTMs to be the leading cause of all disruptions.
Wall locking is not required for an NTM however, and most NTMs in current tokamaks don’t lock.
Locking is anticipated to be more of a problem in larger, lower rotating tokamaks such as ITER4.

High fidelity modeling of NTM dynamics requires modifying the standard resistive Ohm’s law
(Eq. (1.19)). Specifically, 𝜂J is replaced by a kinetic closure for the collisional friction force R𝑒,
and the electron viscous stress tensor 𝚷𝑒 is included in Ohm’s law. Both R𝑒 and 𝚷𝑒 contribute to
bootstrap current effects, which can be seen from manipulation of the results in Ch. 12 of Ref. [19].
The flow dynamics also remain important for the reconnection processes involved. In other words,
NTM modeling requires a kinetic closure for both relevant ion quantities as well as relevant electron
quantities in the fluid equations.

3Joint European Torus, located in Oxfordshire, UK.
4ITER is an experimental tokamak being built near the Cadarache facility in southern France [35].
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1.5.4 Previous work using heuristic closure schemes in NIMROD

The plasma fluid code NIMROD [36] is most often used to solve the fluid equations for a
plasma in toroidal or slab geometry, but has many other capabilities, including kinetic modeling
[37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. Previous work in NIMROD has investigated both the
problem of forced magnetic reconnection as well as that of NTMs. Both problems were addressed
in NIMROD using simplified models.

In Ref. [48], the problem of forced magnetic reconnection was addressed by applying a
time-dependant magnetic boundary condition to a sheared slab magnetic configuration in NIMROD,
utilizing a heuristic closure for the ion viscous stress tensor. It was found that above a critical strength
of the imposed magnetic perturbation, the equilibrium field underwent a bifurcation from a high-slip,
flow-screened state without reconnection to a low-slip, field-penetrated state with reconnection.
This work could be extended to toroidal geometry, using a more rigorous (kinetic) closure scheme
for the ion viscous stress tensor.

In Ref. [49], NTM dynamics were modeled in NIMROD by applying a rotating, time-evolving
RMP to an equilibrium based on a kinetic reconstruction of DIII-D ITER Baseline Scenario (IBS)
discharge 174446 at 3390 ms. Heuristic closures for both the electron and ion viscous stress tensors
and the electron collisional friction force were also used. It was found that the RMP destabilized
a sequence of core modes, which grew in amplitude and deposited energy into a slowly growing
2/1 mode. After the 2/1 mode reached a critical amplitude, it transitioned into a robustly growing
phase governed by the modified Rutherford equation [33]. The NTM dynamics were found to be
sensitive to the damping parameter used in the heuristic closures for the ion and electron viscous
stress tensors. For small electron damping, the RMP was insufficient to excite an NTM. For large
electron damping, the robustly growing 2/1 growth phase was reached before an excitation of core
modes. Interesting insights would likely be gained by extending this work to include more rigorous
(kinetic) closures for the electron and ion viscous stress tensors and the electron collisional friction
force.

1.6 Thesis

In this work, a numerical method for solving a Chapman-Enskog-like (CEL) [21, 22, 23] continuum
kinetic model for plasmas is formulated, analyzed, and applied in the plasma fluid code NIMROD.
The CEL approach is a kinetic approach that allows rigorous closure of the plasma fluid equations
in all collisionality regimes. It is an approach that resembles the one performed in Ref. [50] where
the zeroth order in 𝛿 kinetic distribution function ( 𝑓0) is a time-evolving, flow-shifted Maxwellian,
evaluated with the full number density, flow, and temperature. This definition for 𝑓0 leads to an 𝑂 (𝛿)
kinetic equation that analytically enforces that the first order kinetic distortion 𝑓1 have no number
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density, flow, and temperature moments. The fluid variables in this method are allowed to deviate
far from an initial zeroth order MHD equilibrium. The fluid equations are closed by incorporating
appropriate velocity space moments of the first order kinetic distortion. Although the ion physics is
focused on in this work, CEL closure of electron quantities of interest is also implemented.

It is noted that a kinetic closure for energetic particles is implemented in both M3D-C1-K [51]
(an extension of the plasma fluid code M3D-C1 [52]) and NIMROD [42]. These implementations,
however, differ from the self-consistent CEL closure of the bulk electron and ion species discussed
herein. It is also noted that previous work has implemented the CEL approach for simplified
scenarios (assuming all of: restricting to one spatial and velocity space dimension, not including a
magnetic field, and simplified representations of collisional processes) [53, 54, 55]. In contrast, the
CEL implementation discussed herein assumes none of these restrictions.

In Chapter 2, the kinetic theory applicable to the CEL closure scheme utilized herein is outlined.
In Chapter 3, the equation model used and its numerical implementation in NIMROD is outlined .
In Chapter 4, kinetic aspects of the CEL implementation in NIMROD are compared to a previously
benchmarked, fixed-background 𝛿 𝑓 implementation in NIMROD [44], to analytics, and to another
drift kinetic code DK4D [56] which implements a similar CEL drift kinetic equation as the one in
NIMROD. Good agreement is found for the poloidal flow coefficient compared between NIMROD
continuum kinetic formulations, analytics, and DK4D. In Chapter 5, a stability analysis of the
linearized fluid-kinetic system is performed to help elucidate methods to make the time advance
of the full system numerically stable. It is found that centering the heat flux at the beginning of
the time step and the ion temperature at the end of the time step in the kinetic equation allows for
a numerically stable time advance of the coupled fluid-kinetic system. In addition, it is shown
that numerical stability is impossible to achieve without explicitly enforcing key tenets of the CEL
closure approach, in particular, that the number density (𝑛), flow (u), and temperature (𝑇) moments
of the kinetic distortion remain small in time. It is shown that with a method to constrain these
moments, it is possible to remove both the numerical growth and numerical damping from the
linear modes. In Chapter 6, an axisymmetric benchmark of the full CEL approach in NIMROD is
performed. The results from the linear stability analysis are applied to allow for a numerically stable,
fully nonlinear, axisymmetric evolution of profiles in NIMROD, wherein is observed the asymptotic
evolution of the flow in a DIII-D tokamak equilibrium (based on DIII-D ITER Baseline Scenario
(IBS) discharge 174446 at 3390 ms [57, 49]). The self-consistently computed results are compared
to analytics and to results from the aforementioned, previously benchmarked, fixed-background
𝛿 𝑓 implementation in NIMROD. Agreement with prediction is found for both the dynamics and
asymptotics of the flow. In Chapter 7, the methodology for applying the CEL implementation to
general non-axisymmetric problems of interest is discussed. And in Chapter 8, both a summary
of results and an outlook for future applications of the CEL implementation in NIMROD to MCF
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problems of interest is provided.



18

2 kinetic theory

In kinetic theory, macroscopic plasma properties are modeled by taking into account the microscopic
motions and interactions of its individual particles [58]. Continuum kinetics is the framework used
herein, but other paradigms exist, such as the particle-in-cell (PIC) method [59].

In continuum kinetics, a kinetic distribution function 𝑓 (which represents the density of particles
in phase space – physical space + velocity space) is evolved in time for each species. The exact
distribution function, 𝑓exact, is given as:

𝑓exact(x, v, 𝑡) =
𝑁∑︁
𝑖=1

𝛿(x − x𝑖 (𝑡))𝛿(v − v𝑖 (𝑡)) , (2.1)

where 𝑁 is the number of particles, and x𝑖 (𝑡) and v𝑖 (𝑡) represent the exact (deterministic) trajectories
of the particles in phase space. 𝑓exact can be shown to satisfy the following kinetic equation [60]:

𝜕 𝑓exact

𝜕𝑡
+ v · ∇ 𝑓exact +

𝑞

𝑚
(Emicro + v × Bmicro) · ∇v 𝑓exact = 0 , (2.2)

where Emicro and Bmicro are the exact microscopic electric and magnetic fields in the plasma,
respectively. Solving the exact kinetic equation is equivalent to solving for the positions and
velocities of every particle in the plasma, which is computationally intractable. An ensemble-
averaged kinetic equation can be solved instead. The ensemble-averaged kinetic equation, which
governs the time evolution of the ensemble-averaged 𝑓 , takes the form [60]:

𝜕 𝑓

𝜕𝑡
+ v · ∇ +

𝑞

𝑚
(E + v × B) · ∇v 𝑓 = 𝐶 ( 𝑓 ) , (2.3)

where 𝑓 represents the ensemble-averaged distribution function, the electric and magnetic fields are
also ensemble averaged, and 𝐶 ( 𝑓 ) represents a Coulomb collision operator which closes the system
by taking into account the effect of discrete binary particle collision events.

2.1 Drift kinetics

In magnetized fusion plasmas, as previously stated, the ratio of gyro-radius to macroscopic length
scales (𝛿) is a small parameter for all charged species. Therefore, the kinetic equation and kinetic
distribution function can be expanded asymptotically in 𝛿. It turns out that, to lowest order in 𝛿, the
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distribution function is independent of the gyro-angle in velocity space [5]. This means that, for
strongly magnetized plasmas, only the evolution of the gyro-averaged distribution function needs
to be tracked. 𝑓 will represent the gyro-averaged distribution function from this point forward.
Expanding the gyro-averaged kinetic equation accurately to 𝑂 (𝛿), and using the magnetic moment
𝜇 and kinetic energy 𝑤 = 𝑚𝑣2/2 as velocity space coordinates gives [61, 5]:

𝜕 𝑓

𝜕𝑡
+ (v∥ + v𝐷 + v∥𝐷) · ∇ 𝑓 +

𝜇
𝜕𝐵

𝜕𝑡
+ 𝑞(v∥ + v𝐷 + v∥𝐷) · E


𝜕 𝑓

𝜕𝑤

+ 𝜇


𝜇0𝐽∥

𝐵2 b · E + 𝑣∥b · ∇ ©«𝑣∥
𝜇0𝐽∥

𝐵Ω

ª®¬

𝜕 𝑓

𝜕𝜇
= 𝐶 ( 𝑓 ) , (2.4)

where 𝜇0 = 4𝜋 ·10−7 H/m is the permeability of free space, J∥ = b · (∇×B)/𝜇0, 𝐽∥ = |J∥ |, v∥ = 𝑣∥b,
and

v∥𝐷 =
𝜇

𝑚Ω
𝜇0J∥ (2.5)

is a parallel guiding center drift, which is needed to make the guiding center flow along the magnetic
field accurate to 𝑂 (𝛿) given the particle velocity.

The gyro-averaged distribution function for a plasma in a closed confinement system (i.e., for
a plasma confined on closed magnetic surfaces) can be shown to be a local Maxwellian with no
zeroth order flow, to zeroth order in 𝛿 [5]. Therefore 𝑓 can also be expanded as 𝑓 = 𝑓𝑀 + 𝑓1, where
𝑓𝑀 = 𝑛

𝜋3/2𝑣3
𝑇

𝑒−𝑤/𝑇 is a local Maxwellian (with 𝑣𝑇 =
√︁

2𝑇/𝑚 the thermal speed, 𝑇 the temperature,
and 𝑛 the number density), and 𝑓1 is an 𝑂 (𝛿) perturbation. Then, considering only 𝑂 (𝛿) terms in
the kinetic equation, the following is obtained:

𝜕 𝑓1

𝜕𝑡
+ v∥ · ∇ 𝑓1 = 𝐶 ( 𝑓1) −

𝜕 𝑓𝑀

𝜕𝑡
− (v∥ + v𝐷 + v∥𝐷) · ∇ 𝑓𝑀

−
𝜇

𝜕𝐵

𝜕𝑡
+ 𝑞(v∥ + v𝐷 + v∥𝐷) · E)


𝜕 𝑓𝑀

𝜕𝑤
. (2.6)

There is ambiguity here in the definition of the number density and temperature of the Maxwellian.
If the Maxwellian is defined with the full 𝑛 and 𝑇 , then this equation analytically enforces that the
number density and temperature moments of 𝑓1 are zero for all time if they start at zero (which can
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be shown rigorously). If instead the Maxwellian is defined only with the zeroth order, equilibrium 𝑛

and 𝑇 (with the zeroth order, equilibrium 𝑛 and 𝑇 satisfying the zeroth order MHD equilibrium force
balance ∇(∑ 𝑗 𝑛 𝑗𝑇𝑗 ) = J × B) the time derivative of the Maxwellian will vanish, and the number
density and temperature moments of 𝑓1 will in general not be zero. Different definitions for 𝑓𝑀 will
be explored in the next two subsections.

2.2 The Chapman-Enskog-like (CEL) approach

It is convenient for 𝑓𝑀 to contain the full 𝑂 (𝛿) (compared to 𝑣𝑇 ) fluid flow (u) in addition to the full
𝑛 and 𝑇 . The parallel flow can easily be included in the Maxwellian, but including the full u would
make 𝑓𝑀 gyrophase-dependent. This would contradict the assumption that 𝑓 is the gyro-averaged
distribution function. To do this correctly, transforming the kinetic equation to the macroscopic flow
reference frame must be done first. After this, the gyro-averaging is performed and the 𝑓 = 𝑓𝑀 + 𝑓1

ansatz is imposed. The steps for this derivation can be found in Refs. [23, 62]. The result for the
𝑂 (𝛿𝑖) ion kinetic equation is quoted in terms of velocity space coordinates 𝜉 = 𝑣∥/𝑣 and 𝑠 = 𝑣/𝑣𝑇𝑖.
𝑂 (𝛿2

𝑖
) terms are not presently considered in this analysis, because this work is mainly concerned

with processes that evolve on the diamagnetic drift timescale or faster [23, 62]. The 𝑂 (𝛿𝑖) ion
kinetic equation is:

𝜕 𝑓𝑖1

𝜕𝑡
+ 𝜉𝑠𝑣𝑇𝑖b · ∇ 𝑓𝑖1 −

1 − 𝜉2

2𝜉

𝜉𝑠𝑣𝑇𝑖 ©«b · ∇ ln 𝐵 −
b · ∇ ln 𝑛𝑖

𝑠2
ª®¬

𝜕 𝑓𝑖1

𝜕𝜉

+

𝜉𝑣𝑇𝑖

2

(
b · ∇ ln 𝑛𝑖 − 𝑠2b · ∇ ln𝑇𝑖

)
−

𝑠

2
𝜕 ln𝑇𝑖
𝜕𝑡


𝜕 𝑓𝑖1

𝜕𝑠
− 𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) − 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1) ={

𝜉𝑠𝑣𝑇𝑖

𝑇𝑖

(
5
2
− 𝑠2

)
b · ∇𝑇𝑖 +

𝜉𝑠𝑣𝑇𝑖

𝑛𝑖𝑇𝑖

[2
3
b · ∇𝜋𝑖∥ − 𝜋𝑖∥b · ∇ ln 𝐵

]
+ 𝑃2(𝜉)

2
3
𝑠2 (∇ · u𝑖 − 3b · [b · ∇u𝑖]

)
+

2
3𝑛𝑖𝑇𝑖

(
𝑠2 −

3
2

)
∇ ·

(
𝑞𝑖∥b

)
+

[
−

2
3
𝑠2𝑃2 (𝜉)

((
𝑠2 −

5
2

)
(2𝜿 − ∇ ln 𝐵) + ∇ ln 𝑛𝑖

)
−

4
3

(
1
2
𝑠4 −

5
2
𝑠2 +

15
8

)
(𝜿 + ∇ ln 𝐵)

]
·
(
∇𝑇𝑖 × b
𝑍eff𝑒𝐵

)}
𝑓𝑀𝑖 + ∇ · 𝐷 𝑓𝑖1∇ 𝑓𝑖1 , (2.7)

where
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𝑞𝑖∥ =

∫
d3𝑣(𝑚𝑖𝑣

2/2)𝑣∥ 𝑓𝑖1 , (2.8)

is the ion parallel heat flux,

𝜋𝑖∥ = 𝑚𝑖

∫
d3𝑣 𝑣2𝑃2

(
𝑣∥/𝑣

)
𝑓𝑖1 = (𝑝𝑖∥ − 𝑝𝑖⊥) , (2.9)

is the ion parallel viscosity, (𝑝𝑖∥ − 𝑝𝑖⊥) is the difference between the parallel and perpendicular
pressures for the ions, 𝑃2(𝜉) is the second order Legendre polynomial in 𝜉, and 𝐶𝑖𝑖 represents the full
linearized ion-ion Coulomb collision operator, split into its test and field particle components (see
Sec. 2.4). A diffusive term is also included to assist in stabilizing non-linear numerical instabilities,
with corresponding diffusivity 𝐷 𝑓𝑖1 . It is noted that integral forms for 𝑞∥ [37, 38, 43] and 𝜋∥ [39],
which were previously implemented in NIMROD to study parallel transport in lower collisionality
regimes, captured non-local effects, but failed to develop the physics of the fully time-dependent,
self-consistent hybrid fluid/CEL kinetic implementation discussed herein.

Additional higher-order (𝑂 (𝛿2
𝑖
)) terms proportional to 𝜕𝑇𝑖/𝜕𝑡, b · ∇ ln 𝑛𝑖, and b · ∇ ln𝑇𝑖 also

appear on the LHS of Eq. (2.7). The 𝜕𝑇𝑖/𝜕𝑡 and b · ∇ ln𝑇𝑖 terms are needed for consistency with Ref.
[23], and appear due to the temperature-dependent speed normalization (𝑠 = 𝑣/𝑣𝑇𝑖). The b · ∇ ln 𝑛𝑖
terms appear in Ref. [23] because 𝐿 (b · ∇ ln 𝑛𝑖) is ordered as 𝑂 (1). Quasineutrality shows that
𝐿 (b · ∇ ln 𝑛𝑖) is actually 𝑂 (𝛿𝑖) [5], but these terms are included for consistency with Ref. [23].

Eq. (2.7) requires a coupling to evolution equations for 𝑛𝑖, u𝑖, 𝑇𝑖, and B. This approach is
termed the Chapman-Enskog-like (CEL) approach [21, 22]. It is an approach that resembles the one
performed in Ref. [50] where 𝑓𝑀𝑖 is a flow-shifted Maxwellian evaluated with the full 𝑛𝑖, u𝑖, and
𝑇𝑖. The CEL approach places no additional restrictions on the deviation of the fluid variables from
equilibrium – they are allowed to deviate far from an initial zeroth order MHD equilibrium.

Eq. (2.7) analytically enforces that the fluid moments (i.e., the number density, flow, and
temperature moments) of 𝑓𝑖1 remain at zero if they start at zero. We can show this by taking fluid
moments of the kinetic equation. We take the

∫
d3𝑣,

∫
d3𝑣𝑚𝑖𝑣∥ , and

∫
d3𝑣𝑚𝑖𝑣

2/2 moments of the
kinetic equation (with 𝐷 𝑓𝑖1 = 0) to obtain the following three equations:

𝜕 ( 𝑓𝑖1)(𝑛𝑖)
𝜕𝑡

+
1
𝑚𝑖

b · ∇( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ ) −
1
𝑚𝑖

( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )b · ∇ ln 𝐵

− (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))(𝑛𝑖) = 0 , (2.10)
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𝜕 ( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )

𝜕𝑡
+

2
3
b · ∇( 𝑓𝑖1)((3/2)𝑛𝑖𝑇𝑖) −

(
𝑇𝑖 ( 𝑓𝑖1)(𝑛𝑖)

)
b · ∇ ln 𝑛𝑖

− (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ ) = 0 , (2.11)

and

𝜕 ( 𝑓𝑖1)((3/2)𝑛𝑖𝑇𝑖)
𝜕𝑡

−
𝑇𝑖

𝑚𝑖

( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )b · ∇ ln 𝑛𝑖

− (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))((3/2)𝑛𝑖𝑇𝑖) = 0 , (2.12)

where the subscripts indicate the moment taken of that quantity, namely:

( )(𝑛𝑖) =
∫

d3𝑣( ) , (2.13)

( )(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ ) = 𝑚𝑖

∫
d3𝑣𝑣∥ ( ) , (2.14)

and

( )((3/2)𝑛𝑖𝑇𝑖) =
∫

d3𝑣𝑚𝑖𝑣
2/2( ) . (2.15)

The fluid moments of the ion-ion part of the collision operator vanish analytically, but we leave them
in the above equations (for reasons that will be seen hereafter). By noting that the rate of change of
these moments depends on nonzero values of these moments, we observe from Eqs. (2.10), (2.11),
and (2.12) that if the fluid moments of 𝑓𝑖1 are zero at 𝑡 = 0, they will remain zero for all time. This
fact holds analytically, but whether it holds in a numerical implementation will depend on the details
of the numerical implementation.

2.3 The fixed background approach

If, in Eq. (2.6), the Maxwellian is evaluated only with the zeroth order, equilibrium 𝑛 and 𝑇 (from
the zeroth order MHD equilibrium force balance), the time derivative of the Maxwellian vanishes.
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This approach is referred to herein as the fixed background approach. In this approach, perturbations
to 𝑛, 𝑢∥ (the parallel flow), and 𝑇 are carried completely by 𝑓1, and the only coupling needed is to an
evolution equation for B and the perpendicular flow (u⊥). Because the fluid variables are derived
from 𝑓1, they are 𝑂 (𝛿). This places a natural restriction on how far the fluid variables are allowed to
deviate from an initial zeroth order MHD equilibrium, namely, not farther than 𝑂 (𝛿).

The kinetic equation in this approach can be specified simply in the lab frame. We assume the
zeroth order equilibrium number density and temperature are constant on flux surfaces (b · ∇𝑛𝑖0 =

b · ∇𝑇𝑖0 = 0). In terms of velocity space variables 𝜉 and 𝑠 = 𝑣/𝑣𝑇𝑖0 (with 𝑠 normalized by the
equilibrium ion thermal speed) the kinetic equation for the ions becomes:

𝜕 𝑓𝑖1

𝜕𝑡
+ 𝜉𝑠𝑣𝑇𝑖0b · ∇ 𝑓𝑖1 −

1 − 𝜉2

2𝜉
[𝜉𝑠𝑣𝑇𝑖0b · ∇ ln 𝐵]

𝜕 𝑓𝑖1

𝜕𝜉
− 𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖0) − 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, 𝑓𝑖1)

= − (v𝐷 + v∥𝐷) ·
©«𝑠2 −

3
2
ª®¬∇ ln𝑇𝑖0 + ∇ ln 𝑛𝑖0 +

𝑍eff𝑒∇𝜙0

𝑇𝑖0

 𝑓𝑀𝑖0

+

(
1 − 𝜉2

)
𝑠2
𝜕 ln 𝐵

𝜕𝑡
+ 𝜉𝑠𝑣𝑇𝑖0

𝑍eff𝑒b · E1

𝑇𝑖0

 𝑓𝑀𝑖0 , (2.16)

where subscripts of 0 or 1 represent zeroth order and first order quantities, respectively, E1 =

−∇𝜙1 − 𝜕A/𝜕𝑡, 𝜙0 and 𝜙1 are the zeroth order and first order electrostatic potentials, respectively,
and A is the vector potential (B = ∇ × A). Here, the zeroth order electrostatic potential is constant
on magnetic surfaces and is allowed to evolve in time, consistent with the ordering scheme. If the
magnetic field is evolving on longer timescales than the dynamics of interest, the 𝜕 ln 𝐵/𝜕𝑡 term and
𝜕A/𝜕𝑡 part of E1 may be neglected. It is common in the relevant literature to also neglect b · ∇𝜙1

[18, 19]. Both the 𝜕 ln 𝐵/𝜕𝑡 and b ·E1 terms will be neglected in Eq. (2.16) from this point forward.

2.4 Collision Operator

Here, the form of the full linearized ion-ion collision operator is specified. The 𝑂 (𝛿𝑖) linearized
ion-ion collision operator takes the same form whether it is evaluated in the lab frame or the
macroscopic flow reference frame (corrections between the two representations are 𝑂 (𝛿2

𝑖
)). It is

made up of a "test particle" part, and a "field particle" part. The test particle part is given as:
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𝐶 ( 𝑓𝑖1, 𝑓𝑀𝑖) =
𝜈𝑖𝑖

2𝑠3 (𝜙err(𝑠) − 𝜒(𝑠))

𝜕

𝜕𝜉

©«(1 − 𝜉2)
𝜕 𝑓𝑖1

𝜕𝜉

ª®¬


+
𝜈𝑖𝑖

𝑠2

𝜕

𝜕𝑠

𝜒(𝑠)
𝑠
𝜕 𝑓𝑖1

𝜕𝑠
+ 2𝑠2 𝑓𝑖1


 , (2.17)

where 𝜙err(𝑠) ≡ (2/
√
𝜋)

∫ 𝑠

0 d𝑢𝑒−𝑢2 is the error function, and 𝜒(𝑠) = (𝜙err(𝑠) − 𝑠𝜙′err(𝑠))/(2𝑠2) is
the Chandrasekhar function. The field particle part is given as:

𝐶 ( 𝑓𝑀𝑖, 𝑓𝑖1) =
𝑍4

eff𝑒
4 ln(Λ𝑖𝑖)

4𝜋𝜖2
0𝑚

2
𝑖

4𝜋 𝑓𝑖1 +
2𝑠2

𝑣4
𝑇𝑖

𝜕𝐺𝑖

𝜕𝑠2 −
2

𝑣2
𝑇𝑖

𝐻𝑖

 𝑓𝑀𝑖 , (2.18)

where 𝐺𝑖 ≡
∫

d3v′ 𝑓𝑖1 |v − v′| and 𝐻𝑖 ≡
∫

d3v′ 𝑓𝑖1 |v − v′|−1 are the Rosenbluth potentials.
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3 equation model and numerical implementation in nimrod

The equations used for the fluid part of the model are stated here. In Ch. 6, this model will be used
to simulate the damping of the flow in an axisymmetric tokamak configuration. In future work, this
model will also be used to simulate FMR dynamics in realistic tokamak geometries. We use the
extended MHD ordering scheme stated previously in Sec. 1.4. The viscous heating terms 𝚷𝑖 : ∇u𝑖

and 𝚷𝑒 : ∇u𝑒 in the ion and electron temperature evolution equations are also neglected, as they
are 𝑂 (𝛿2

𝑖
) and 𝑂 (𝛿2

𝑒) respectively, due to the smallness of the flows and both species being near
local thermodynamic equilibrium. The ion collisional heat friction 𝐺𝑖 is also neglected in the ion
temperature equation, which can be justified if the plasma is sufficiently collisionless (which it is for
the equilibrium used herein). Because the electron temperature evolution is not as important to the
physics problems investigated herein, an approximate electron temperature equation is evolved. A
resistive Ohm’s law (Eq. (1.19)) is also assumed for E, which is sufficient for the FMR processes of
interest that this particular model will be used for in future work. The equations are:

𝑚𝑖𝑛𝑖
©«
𝜕u
𝜕𝑡

+ u · ∇uª®¬ = J × B − ∇𝑝 − ∇ · 𝚷𝑖 , (3.1)

𝜕𝑛𝑒

𝜕𝑡
+ ∇ · (𝑛𝑒u) = ∇ · 𝐷𝑛∇𝑛𝑒 , (3.2)

3
2
𝑛𝑖 (

𝜕𝑇𝑖

𝜕𝑡
+ u · ∇𝑇𝑖) = −𝑛𝑖𝑇𝑖 (∇ · u) − ∇ · q𝑖 , (3.3)

3
2
𝑛𝑒 (

𝜕𝑇𝑒

𝜕𝑡
+ u · ∇𝑇𝑒) = −𝑛𝑒𝑇𝑒 (∇ · u) − ∇ · q𝑒 , (3.4)

𝜕B
𝜕𝑡

= −∇ × (−u × B + 𝜂J) , (3.5)
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and

J =
1
𝜇0
∇ × B . (3.6)

Here, q𝑖 and q𝑒 are the ion and electron heat fluxes, respectively, and 𝐷𝑛 is a small number density
diffusivity (used for numerical stability). For the resistivity 𝜂, a Spitzer resistivity of the form
𝜂 = 𝜂0

(
𝑇𝑒,ref/𝑇𝑒

)3/2 is used, where 𝑇𝑒,ref is a reference temperature for the electrons, and 𝜂0 is the
resistivity at 𝑇𝑒,ref. A magnetic diffusivity of 𝜂0/𝜇0 = 8.99 × 10−3 m2/s is used herein, which is
close to the on-axis value for the equilibrium used in Ch. 6 to benchmark the full CEL approach. An
anisotropic diffusive heat flux for the electrons of the form q𝑒 = −𝜅𝑒,∥bb · ∇𝑇𝑒 − 𝜅𝑒,⊥ (I − bb) · ∇𝑇𝑒
is assumed, where 𝜅𝑒,∥ and 𝜅𝑒,⊥ are parallel and perpendicular conductivities, respectively, for the
electron temperature, I is the identity tensor, and b = B/𝐵. Herein, 𝜅𝑒,∥ = 𝑛𝑒,0 · (108 m2/s), and
𝜅𝑒,⊥ = 𝑛𝑒,0 · (1 m2/s), where 𝑛𝑒,0 = 9.488× 1019 m−3 is a reference number density for the electrons
(which is close to the on-axis number density for the equilibrium used in Ch. 6).

The CEL approach is used to close the fluid system for the ion heat flux and ion viscous stress
tensor. We assume that the ion viscous stress tensor is of the CGL [63] form (i.e., the traceless part
of the CGL total ion pressure tensor) plus a small diffusive part, namely,

𝚷𝑖 = 𝜋𝑖∥ (bb − I/3) − (𝑛𝑒0/𝑍eff)𝑚𝑖𝐷𝑢
©«∇u + (∇u)𝑇 −

2
3
I (∇ · u)ª®¬ , (3.7)

where 𝐷𝑢 is a momentum diffusivity, and that the ion heat flux is of the form of the Braginskii
diamagnetic cross heat flux [12] plus a parallel and a small diffusive part, namely,

q𝑖 = 𝑞𝑖∥b +
(

5𝑛𝑖𝑇𝑖
2𝑒𝑍eff𝐵

b × ∇𝑇𝑖
)
− (𝑛𝑒0/𝑍eff)𝐷𝑇𝑖∇𝑇𝑖 , (3.8)

where 𝐷𝑇𝑖 is an ion temperature diffusivity. The parallel viscosity 𝜋𝑖∥ and the parallel heat flux
𝑞𝑖∥ are both found through appropriate moments of the first order ion distribution function 𝑓𝑖1, as
previously given in Eqs. (2.8) and (2.9).

3.1 Numerical implementation of the CEL closure approach in NIMROD

Here, the numerical implementation of the CEL closure approach applied to the NIMROD code is
outlined. NIMROD uses a 𝐶0 finite element expansion in the poloidal (R-Z) plane, and a Fourier
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expansion in the toroidal direction to describe all fluid variables. The magnetic field B is used as an
example of this. In NIMROD’s finite element expansion, B at the 𝑘-th time step is expressed as:

B𝑘 (𝑅, 𝑍, 𝜙) = B𝑘
0 (𝑅, 𝑍) +

∞∑︁
𝑛=1

(B𝑘
𝑛 (𝑅, 𝑍)𝑒𝑖𝑛𝜙 + (B𝑘

𝑛 (𝑅, 𝑍))∗𝑒−𝑖𝑛𝜙) , (3.9)

where ∗ represents the complex conjugate, B𝑘
0 (𝑅, 𝑍) is the axisymmetric component of the magnetic

field, and

B𝑘
𝑛 (𝑅, 𝑍) =

∑︁
𝑝

∑︁
𝑗

𝛼 𝑗 (𝑅, 𝑍)𝐵𝑘
𝑛, 𝑗 ,𝑝e𝑝 . (3.10)

Here, 𝐵𝑘
𝑛, 𝑗 ,𝑝

are the coefficients of expansion, e𝑝 are unit vectors in either the R̂, Ẑ, or �̂� directions,
and 𝛼 𝑗 (𝑅, 𝑍) is a product of 1D finite element basis functions in the poloidal plane. The Galerkin
approach is used to create the matrix equation from the model.

For the kinetic first order distribution function, the same representation as above is used for
physical space. For velocity space, a finite element (FE) expansion [44] is used for the pitch angle
coordinate, and a collocation approach [64, 44] is used for the radial velocity space coordinate 𝑠.
A Legendre polynomial expansion can also be used for the pitch angle coordinate, but for reasons
that will be seen in Ch. 4, this expansion is less effective in the collisionless regime. This gives the
following expansion for the velocity space part of 𝑓𝑖1 at the 𝑘-th time step:

𝑓 𝑘𝑖1,𝑛, 𝑗 (𝜂, 𝑠𝑚) =
∑︁
𝑙

𝑓 𝑘𝑖1,𝑛, 𝑗 ,𝑙,𝑚𝑄𝑙 (𝜂) , (3.11)

where 𝑠𝑚 is a speed collocation point, 𝜂 is a logical pitch angle coordinate, 𝑄𝑙 (𝜂) are either
Legendre polynomials (𝑄𝑙 (𝜂) = 𝑃𝑙 (𝜉)) or 1D FE basis functions, and 𝑓 𝑘

𝑖1,𝑛, 𝑗 ,𝑙,𝑚 are the coefficients
of expansion. For the speed derivative terms of the collision operator, a further expansion of 𝑓𝑖1 is
performed in speed polynomials orthogonal with respect to the weight function 𝑒−𝑠

2 . Choosing the
speed collocation points to be the zeros of the 𝑁𝑠 degree speed polynomial (where 𝑁𝑠 is the number
of speed collocation points) then means that the speed derivatives of 𝑓 𝑘

𝑖1,𝑛, 𝑗 at a given collocation
point can be expressed as a linear combination of the 𝑓 𝑘

𝑖1,𝑛, 𝑗 ,𝑙,𝑚. The Galerkin approach is used
for the pitch angle part of velocity space to obtain the matrix equation from the model (with an
integration by parts being first performed on the Lorentz pitch-angle scattering part of the collision
operator in Eq. (2.17) when 1D FE basis functions are used). The numerical evaluation of the
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Rosenbluth potential integrals in Eq. (2.18) is discussed in detail in Ref. [46].

3.1.1 Further details on 𝜉 representation

For finite elements in 𝜉, a logical variable 𝜂 is defined such that it varies from 0 to the total number
of cells as 𝜉 varies from −1 to 1. The mapping from 𝜂 to 𝜉 allows the velocity grid to vary depending
on the position in physical space, allowing the cell boundaries in 𝜉 to vary. This allows one to have
cell boundaries in 𝜉 that follow either approximately or exactly the trapped-passing boundary (tpb),
which is crucial for convergence in 𝜉 when running in the banana collisionality regime.

𝑚𝜂 is defined as the total number of FE cells, 𝑚𝜂𝑝 as the number of cells in the positive passing
domain (which mirrors the number in the negative passing domain), and 𝑚𝜂𝑡 as the number of cells
in the trapped domain. Then the mapping from 𝜂 to 𝜉 is given as:

𝜉 =



− cos ©«
𝜃𝑡 𝑝𝜂

𝑚𝜂𝑝

ª®¬ , 0 ≤ 𝜂 < 𝑚𝜂𝑝

− cos

(
𝜃𝑡 𝑝+

(𝜋 − 2𝜃𝑡 𝑝)
𝜂 − 𝑚𝜂𝑝

𝑚𝜂𝑡

) , 𝑚𝜂𝑝 ≤ 𝜂 <

𝑚𝜂𝑝 + 𝑚𝜂𝑡

cos ©«
𝜃𝑡 𝑝 (𝜂 − 𝑚𝜂)

𝑚𝜂𝑝

ª®¬ , 𝑚𝜂𝑝 + 𝑚𝜂𝑡 ≤
𝜂 ≤ 𝑚𝜂

, (3.12)

where 𝜃𝑡 𝑝 defines the spacing of the vertex nodes (cell boundaries) in 𝜉. For uniform grid
spacing in pitch angle (i.e., in cos−1(𝜉)), 𝜃𝑡 𝑝 ≡ (𝜋𝑚𝜂𝑝)/𝑚𝜂. To have the grid spacing be constant
on flux surfaces but to have the cell boundaries agree with the tpb on the outboard midplane,
𝜃𝑡 𝑝 = cos−1(

√︁
1 − 𝐵min/𝐵max), where 𝐵min and 𝐵max are the minimum and maximum value of |B|

on the magnetic surface in question. This is called an approximate tpb grid. For exact tpb grids,
𝜃𝑡 𝑝 = cos−1(

√︁
1 − 𝐵/𝐵max), where 𝐵(𝑅, 𝑍) is the local |B|. To prevent a trapped domain of zero

width on the inboard midplane for exact tpb grids, 𝜃𝑡 𝑝 is defined as:

𝜃𝑡 𝑝 =


cos−1(

√︁
1 − 𝐵/𝐵max),

√︁
1 − 𝐵/𝐵max > 𝛿min

cos−1(𝛿min),
√︁

1 − 𝐵/𝐵max ≤ 𝛿min
, (3.13)

where 𝛿min is some small number (𝛿min ≲ 0.01). For an illustration of the exact tpb grid, see Fig.
3.1.
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Figure 3.1: Sample exact tpb FE grids on both the outboard (left) and inboard (right) midplanes of a
high aspect ratio equilibrium (see Sec. 4.4), with 3 cells in 𝜂 (𝑚𝜂 = 3), and 𝑚𝜂𝑝 = 𝑚𝜂𝑡 = 1. On
the left, the cell boundaries correspond to the tpb, and are highlighted in red. On the right the cell
boundaries correspond only approximately to the tpb, with 𝛿min ≈ 0.016. The sample grids here use
8 𝑠 points, and GLL polynomials in each cell of degree 7. Note the natural packing of the GLL
nodes at the tpb.

When using 1D finite elements (in the 𝜂 coordinate), either Lagrange polynomials with internal
nodes uniformly spaced in 𝜂, or Gauss-Lobatto-Legendre (GLL) polynomials with internal nodes
coinciding with the anti-nodes of the Legendre polynomial of the same degree as the FE polynomial
basis functions (plus the end points), are used. The GLL set gives a natural packing around the tpb
(see Fig. 3.1.)

The only other subtlety is that, when expanding the distribution function in 𝜂, there is an
additional term that appears in the DKE. Specifically, by the chain rule:

𝜉𝑠𝑣𝑇𝑖b · ∇|𝜉 𝑓𝑖1 −→ 𝜉𝑠𝑣𝑇𝑖b · ∇|𝜂 𝑓𝑖1 + 𝜉𝑠𝑣𝑇𝑖
𝜕 𝑓𝑖1

𝜕𝜂
b · ∇𝜂 , (3.14)

where 𝜂 = 𝜂(𝜉, 𝑅, 𝑍, 𝜙) is the inverse of the mapping in Eq. (3.12), and where bars indicate which
pitch angle variable is held fixed when taking the partial spatial derivatives. For general cases, this
extra term is nonzero for velocity grids that vary on a magnetic surface.

While velocity grids that follow the exact tpb in velocity space have been used before [65, 66, 67],
this is the first time they have been used with a higher order FE basis of GLL polynomials in pitch
angle, in a code that can simulate the whole physical domain.

3.1.2 Time-Stepping Algorithm

All fluid and kinetic quantities are stepped in time using NIMROD’s semi-implicit, leap-frog
algorithm. It involves the use of a semi-implicit operator to assist in stabilizing low-frequency MHD
waves, which is well documented in Refs. [36, 68]. Here, the time-stepping algorithm is outlined.
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The flow is defined at integer time levels, and all other variables are defined at half-integer time
levels, meaning halfway between the integer time levels. The model equations in time-discretized
form are given as:

𝑚𝑖𝑛
𝑗+1/2
𝑖

©«
Δu
Δ𝑡

+
1
2
u 𝑗 · ∇Δu +

1
2
Δu · ∇u 𝑗 +

1
4
Δu · ∇Δuª®¬ − Δ𝑡L 𝑗+1/2(Δu)

− ∇ ·
(𝑛𝑒0/𝑍eff)𝑚𝑖𝐷𝑢

©«∇Δu + (∇Δu)𝑇 −
2
3
I (∇ · Δu)ª®¬


= J 𝑗+1/2 × B 𝑗+1/2 − 𝑚𝑖𝑛

𝑗+1/2
𝑖

u 𝑗 · ∇u 𝑗 − ∇(𝑛 𝑗+1/2
𝑖

𝑇
𝑗+1/2
𝑖

+ 𝑛
𝑗+1/2
𝑒 𝑇

𝑗+1/2
𝑒 )

− ∇ ·
[
𝜋𝑖∥ ( 𝑓 𝑗+1/2

𝑖1 , 𝑇
𝑗+1/2
𝑖

)
(
b 𝑗+1/2b 𝑗+1/2 − I/3

)]
+ ∇ ·

(𝑛𝑒0/𝑍eff)𝑚𝑖𝐷𝑢
©«∇u 𝑗 +

(
∇u 𝑗

)𝑇 −
2
3
I
(
∇ · u 𝑗

)ª®¬
 , (3.15)

Δ𝑛𝑒

Δ𝑡
+

1
2
∇ · (u 𝑗+1Δ𝑛𝑒) − ∇ · 𝐷𝑛∇Δ𝑛𝑒 = −∇ · (u 𝑗+1𝑛

𝑗+1/2
𝑒 ) + ∇ · 𝐷𝑛∇𝑛 𝑗+1/2

𝑒 , (3.16)

3𝑛𝑖
2

©«
Δ𝑇𝑖

Δ𝑡
+

1
2
u 𝑗+1 · ∇Δ𝑇𝑖ª®¬ +

1
2
𝑛𝑖Δ𝑇𝑖∇ · u 𝑗+1

+ ∇ · ©«
1
2

[
𝑞𝑖∥ ( 𝑓 𝑗+1/2

𝑖1 )
]

3(𝑇 𝑗+1/2
𝑖

)2Δ𝑇𝑖b 𝑗+1/2ª®¬
+ ∇ · ©« 5𝑛𝑖

2𝑒𝑍eff𝐵 𝑗+1/2


1
2
𝑇

𝑗+1/2
𝑖

b 𝑗+1/2 × ∇Δ𝑇𝑖 +
1
2
Δ𝑇𝑖b 𝑗+1/2 × ∇𝑇 𝑗+1/2

𝑖

ª®¬
− ∇ · (𝑛𝑒0/𝑍eff)𝐷𝑇𝑖∇Δ𝑇𝑖
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3𝑛𝑖
2

u 𝑗+1 · ∇𝑇 𝑗+1/2
𝑖

− 𝑛𝑖𝑇
𝑗+1/2
𝑖
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𝑞𝑖∥ ( 𝑓 𝑗+1/2

𝑖1 )
]
(𝑇 𝑗+1/2

𝑖
)3b 𝑗+1/2

)
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(
5𝑛𝑖

2𝑒𝑍eff𝐵 𝑗+1/2

[
𝑇

𝑗+1/2
𝑖
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𝑖

, (3.17)
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3𝑛𝑒
2
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1
2
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, (3.18)

ΔB
Δ𝑡

−
1
2
∇ ×

(
u 𝑗+1 × ΔB

)
+ ∇ × 𝜂ΔJ = −∇ ×

[
−u 𝑗+1 × B 𝑗+1/2 + 𝜂J 𝑗+1/2

]
, (3.19)
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Δ 𝑓𝑖1
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Algorithm 1 Time advance algorithm for time step 𝑗

1. Advance u using Eq. (3.15) and store the value at the 𝑗 + 1 time step.

2. Advance 𝑛𝑒 using Eq. (3.16) and store the average value over the time step.

3. Advance 𝑇𝑖 using Eq. (3.17) and store the value at the 𝑗 + 3/2 time step (or store the predicted
value for nonlinear problems).

4. Advance 𝑇𝑒 using Eq. (3.18) and store the average value over the time step (or store the
average of the initial and predicted values for nonlinear problems) for use in 𝜂.

5. Advance B using Eq. (3.19) and store the average value over the time step.

6. Advance 𝑓𝑖1 using Eq. (3.20) and store the value at the 𝑗 + 3/2 time step.

7. For nonlinear problems, perform a corrector step by resetting 𝑇𝑖 and 𝑇𝑒 to the 𝑗 +1/2 time step,
and advancing 𝑇𝑖 and 𝑇𝑒 again using Eqs. (3.17) and (3.18) respectively, but with the averaged
magnetic field quantities (B, b, 𝐵) used in place of (B 𝑗+1/2, b 𝑗+1/2, 𝐵 𝑗+1/2) in those equations.

8. Store the values of all quantities at the end of their time steps, (i.e., at the 𝑗 + 1 time step for u,
and at the 𝑗 + 3/2 time step for all other quantities).

where Δ indicates the change over the time step1, superscript indicates the time step, overbar indicates
the average over the time step (with overbar of derived quantities being defined as calculated with

the average of the fundamental quantities over the time step, i.e., 𝜂 = 𝜂0

(
𝑇𝑒,ref/𝑇 𝑒

)3/2
, 𝐵 = |B|,

b = B/𝐵, 𝜿 = b · ∇b), tilde quantities split off the 𝑇𝑖 dependence of the kinetic moments (i.e.,

𝑞𝑖∥
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𝑓
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𝑖
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𝑖1 )
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𝑇
𝑗+1/2
𝑖

)3
), 𝜃𝑞𝑖 ∥ ∈ [0, 1] is a centering parameter for the heat

flux drive term in the kinetic equation which for now is allowed to be arbitrary, and the semi-implicit
operator is

L(Δu) = 𝐶0


1
𝜇0

[∇ × ∇ × (Δu × B)] × B + J × ∇ × (Δu × B)

+∇ ©«Δu · ∇(𝑛𝑖𝑇𝑖 + 𝑛𝑒𝑇𝑒) +
5
3
(𝑛𝑖𝑇𝑖 + 𝑛𝑒𝑇𝑒)∇ · Δuª®¬

 + 𝐶1𝑝𝑛𝑙∇2Δu , (3.21)

where 𝐶0 and 𝐶1 are positive 𝑂 (1) coefficients, and 𝑝𝑛𝑙 is the nonlinear pressure as defined in Ref.
1For nonlinear problems the temperatures are first advanced in a predictor step, and then later in a corrector step

where the average magnetic field over the time step is used. In these cases the Δ corresponds to the change in 𝑇𝑖 or 𝑇𝑒
over the relevant step (either predictor or corrector).
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[36]. The algorithm for advancing the equations at time step 𝑗 is summarized in Algorithm 1.

3.1.3 Explicit omission of some equilibrium quantities in the fluid equations and CEL kinetic
equation

To prevent numerical noise from affecting the time evolution of the fluid-kinetic system, some
equilibrium quantities (assumed to satisfy an initial zeroth order MHD force balance) are explicitly
omitted from terms in Eqs. 3.15-3.20 at every time step. Specifically, in addition to the zeroth
order MHD force balance being assumed to be identically satisfied for the equilibrium magnetic
field, equilibrium ion and electron temperature, and equilibrium number density, it is assumed that
beq · ∇𝑇𝑖,eq = beq · ∇𝑇𝑒,eq = 0. The equilibrium parallel temperature gradients are explicitly omitted
from the diffusion terms in the temperature equations, and from the parallel temperature gradient
drive term on the RHS of the kinetic equation. Especially for the parallel temperature gradient
drive term on the RHS of the kinetic equation, this is found to be important in preventing numerical
noise (due to the equilibrium temperatures not being perfectly flux functions) from washing out
the simulation. In addition, the equilibrium contributions to the zeroth order MHD force balance
relation are explicitly omitted from Eq. 3.15 at every time step.
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4 benchmarking nimrod continuum kinetic formulations
through the steady state poloidal flow

4.1 Motivation

Before benchmarking the full CEL approach (with evolving fluid variables and magnetic field
evolution), it is prudent to first benchmark the kinetic aspects of the implementation. This allows
subtle details of the kinetics to be evaluated, such as the feasibility of incorporating moments of
the kinetic distortion in the kinetic equation in a fully time-implicit fashion, among others. Kinetic
aspects of the CEL approach are compared herein to a previously benchmarked fixed-background
𝛿 𝑓 implementation in NIMROD [44], to analytics, and to another drift kinetic code DK4D [56]
which implements a similar CEL drift kinetic equation as the one in NIMROD. The comparison with
analytics and DK4D also enables a further benchmarking of the fixed-background 𝛿 𝑓 implementation
in NIMROD.

For simplicity, the magnetic field, number density, and ion temperature are assumed to be
stationary in this chapter. Because the CEL kinetic equation does not distinguish between zeroth and
first order number density and temperature, this means that the number density and ion temperature
are assumed stationary to all orders in the CEL kinetic equation (with 𝑛𝑖 = 𝑛𝑖0 and 𝑇𝑖 = 𝑇𝑖0,
i.e., the number density and ion temperature are assumed to be exactly equal to the zeroth-order
MHD equilibrium values). The (first order) flow is allowed to evolve in time. It is noted that a
fixed-background 𝛿 𝑓 approach differs in that only 𝑛𝑖0 and 𝑇𝑖0 are specified to be stationary in time.
It is assumed that 𝑛𝑖0, 𝑇𝑖0, and 𝜙0 are flux functions. A simple quasineutral plasma of protons and
electrons is also assumed. The geometry is assumed to be axisymmetric, and only the axisymmetric
part of the kinetic distortion is evolved.

As previously stated (see Sec. 1.5.1), poloidal flow damping is a fundamentally kinetic process
in lower collisionality regimes. Examining the poloidal flow profiles therefore provides a simple
way to test the kinetic aspects of the implementation. Here, the value for the steady state ion poloidal
flow coefficient

𝛼 = −𝑈𝜃

𝑒
〈
𝐵2〉

𝐼 (d𝑇𝑖0/d𝜓)
, (4.1)

(where 𝑈𝜃 ≡ u · ∇𝜃/B · ∇𝜃) is compared between NIMROD’s continuum kinetic implementations,
to analytics, and to numerical results from DK4D. It is noted that this form involving 𝑈𝜃 results
from the neoclassical poloidal flow damping physics described previously.

Two methods for solving the CEL drift kinetic equation (DKE) in NIMROD are demonstrated
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herein. They are referred to as the DK4D approach and the collisional drive approach. Along with
the fixed-background 𝛿 𝑓 approach, there are then three different ways of kinetically solving for
the poloidal flow in NIMROD. Note, a time-implicit approach is used for all the solution methods
herein (i.e., all terms in each kinetic equation are evaluated at the end of the time step).

4.2 Axisymmetric poloidal flow relations

It can be shown that the steady state 𝑈𝜃 is a flux function to lowest non-vanishing order (in 𝛿),
assuming ∇·u ≈ 0. A relation for𝑈𝜃 can be obtained by assuming that the lowest order perpendicular
flow is given by the sum of the diamagnetic and E × B flows, namely:

u = u∥ + u⊥ =
𝑢∥

𝐵
B + ©«

𝑝′
𝑖0

𝑒𝑛𝑖0
+ 𝜙′0

ª®¬ ©«
B × ∇𝜓

𝐵2
ª®¬ , (4.2)

where subscripts of 0 refer to zeroth order (in 𝛿) quantities, prime (′) signifies d/d𝜓, and 𝑢∥ is the
parallel flow. Here, 𝑝𝑖0 is stationary, but 𝜙0 is allowed to be time evolving (as previously mentioned
in Sec. 2.3). From this, 𝑈𝜃 is easily found to be:

𝑈𝜃 =
𝑢∥

𝐵
+

𝐼

𝐵2
©«
𝑝′
𝑖0

𝑒𝑛𝑖0
+ 𝜙′0

ª®¬ . (4.3)

The poloidal flow constant 𝛼 depends both on what is called the "trapped fraction",

𝑓𝑡 = 1 −
3
4
〈
𝐵2〉 ∫ 1

𝐵max

0

𝜆d𝜆〈√
1 − 𝜆𝐵

〉 , (4.4)

where 𝐵max is the maximum value for 𝐵 on a given flux surface and 𝜆 ≡ 𝑣2
⊥/(𝑣2𝐵), and the

collisionality. It is noted that the trapped fraction is a monotonically increasing function of �̃� for
the equilibria used herein. There are two different analytic results for 𝛼 that are used herein in the
banana regime (𝜈★ ≪ 1). Both results are obtained by initially letting [18, 19, 20]

𝑓𝑖1 = −
𝐼𝑠𝜉𝑣𝑇𝑖

Ω

©«
𝑛′
𝑖0

𝑛𝑖0
+
𝑍eff𝑒𝜙

′
0

𝑇𝑖0
+ (𝑠2 − 3/2)

𝑇 ′
𝑖0

𝑇𝑖0

ª®¬ 𝑓𝑀𝑖 + 𝑔 , (4.5)
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and expanding 𝑔 in associated Laguerre polynomials 𝐿
(3/2)
𝑘

(𝑠2) of order 3/2. Here, Ω = 𝑒𝐵/𝑚𝑖

is the ion gyrofrequency. Putting this into the fixed-background 𝛿 𝑓 drift kinetic equation (DKE)
(Eq. (2.16)), and taking appropriate velocity moments, leads to a set of coupled equations for the
expansion coefficients. The first of these two analytic results in the 𝜈★ ≪ 1 regime is given by
Hirshman and Sigmar [18, 19]:

𝛼H-S =
− 1.173

1 + 0.462 𝑓𝑡/(1 − 𝑓𝑡)
. (4.6)

The second is a more refined analytic approach given by Taguchi [20], where the analytic treatment
uses the exact pitch-angle-scattering part of the collision operator and expands the non-pitch-angle-
scattering part of the collision operator up to 𝑙 = 3 in Legendre polynomials. This differs from
the Hirshman and Sigmar result, who also use the exact pitch-angle-scattering part of the collision
operator, but use a model collision operator for the non-pitch-angle-scattering part (proportional to
the first-order Legendre polynomial 𝑃1(𝜉)). Taguchi’s formula for the poloidal flow coefficient is:

𝛼Tag =
−
√

2(𝜇𝑖2 + Δ𝑖2)

(𝜇𝑖2 + Δ𝑖2)2 − (𝜇𝑖1 − Δ𝑖1) (𝜇𝑖3 − Δ𝑖3 +
√

2)
, (4.7)

where


𝜇𝑖1

𝜇𝑖2

𝜇𝑖3

 =
𝑓𝑡

1 − 𝑓𝑡



√
2 − ln(1 +

√
2)

−2
√

2 +
5
2

ln(1 +
√

2)
39
8
√

2 −
25
4

ln(1 +
√

2)


≈

𝑓𝑡

1 − 𝑓𝑡


0.533
−0.625
1.386

 , (4.8)

are the standard neoclassical viscosity coefficients, and the Δ𝑖𝑘 (𝑘 = 1, 2, 3) are given by


Δ𝑖1

Δ𝑖2

Δ𝑖3

 =
7
3

(
𝐹𝑡 𝑓𝑐 + 𝑓𝑡 𝑓 𝑡

)


−
1087
63

√
2 +

589
21

ln(1 +
√

2)

−
143
126

√
2 +

55
21

ln(1 +
√

2)
50923
504

√
2 −

13625
84

ln(1 +
√

2)


≈

7
3

(
𝐹𝑡 𝑓𝑐 + 𝑓𝑡 𝑓 𝑡

) 
0.320
0.703
−0.072

 ,

(4.9)
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where 𝐹𝑡 = 1 − ⟨𝐵3⟩2/(⟨𝐵4⟩⟨𝐵2⟩), 𝑓𝑡 = 1 − 𝑓𝑐, 𝑓 𝑡 = 𝑓𝑡 + 𝐹𝑡 𝑓𝑐, and

𝑓𝑐 =
15
16

1
𝑓𝑐

⟨𝐵4⟩⟨𝐵2⟩
⟨𝐵3⟩

∫ 1
𝐵max

0

𝜆2d𝜆〈√
1 − 𝜆𝐵

〉 , (4.10)

where 𝑓𝑐 = 1 − 𝑓𝑡 .

4.3 Kinetic formulations

4.3.1 Specification for 𝜙′0 in the fixed-background 𝛿 𝑓 approach

The fixed-background 𝛿 𝑓 approach requires a specification for the zeroth-order electrostatic potential
(see Eq. (2.16)). As is subsequently shown though, the choice for 𝜙′0 does not affect the result for
the steady-state poloidal flow. It will, however, affect the general flow dynamics, thus the need for a
specification for 𝜙′0. Although it is not needed for the results herein, the specification method that
would be used for general calculations in the fixed-background 𝛿 𝑓 approach is briefly summarized
here. For the purposes herein, an approach that doesn’t require coupling to an electron evolution
equation is sought.

Dotting 𝑅�̂� into Eq. (3.1), omitting the higher-order advective term, and flux-surface averaging,
gives:

𝑚𝑖𝑛𝑖0
𝜕

〈
𝑅𝑢𝜙

〉
𝜕𝑡

≈ 0 . (4.11)

Eq. (4.11) is similar to the result used in Refs. 69 and 24, but therein the authors used simply that

𝜕𝑢𝜙

𝜕𝑡
= 0 .

Dotting 𝑅𝜙 into Eq. (4.2), and then flux-surface averaging, the following is obtained:

〈
𝑅𝑢𝜙

〉
= 𝐼

〈
𝑢∥

𝐵

〉
− 𝐼2

〈
𝐵2
𝜃

𝐵2𝐵2
𝜙

〉 ©«
𝑝′
𝑖0

𝑒𝑛𝑖0
+ 𝜙′0

ª®¬ , (4.12)

where 𝐵𝜃 ≡ B · ∇𝜃/|∇𝜃 |. Choosing
〈
𝑅𝑢𝜙

〉
is equivalent to choosing the initial perpendicular

flow. A simple choice is
〈
𝑅𝑢𝜙

〉
= 𝐼

〈
𝑢∥/𝐵

〉
𝑡=0, which is equivalent to specifying that the initial
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perpendicular flow is zero. With this choice, the following is obtained:

𝜙′0 =

〈
𝑢∥

𝐵

〉
−

〈
𝑢∥

𝐵

〉
𝑡=0

𝐼

〈
𝐵2
𝜃

𝐵2𝐵2
𝜙

〉 −
𝑝′
𝑖0

𝑒𝑛𝑖0
. (4.13)

A specification for 𝜙′0 has now been obtained to use in Eq. (2.16).

4.3.2 Solution methodology for the fixed-background 𝛿 𝑓 approach

To obtain the parallel ion flow from 𝑓𝑖1, the following formula is used:

𝑢∥ =
1
𝑛𝑖0

∫
d3𝑣𝑣∥ 𝑓𝑖1 =

2𝜋𝑣4
𝑇𝑖0

𝑛𝑖0

∫ ∞

0
d𝑠𝑠3

∫ 1

−1
d𝜉𝑃1(𝜉) 𝑓𝑖1 . (4.14)

This equation is nothing more than the definition of the appropriate moment needed to obtain the
parallel flow.

To get 𝑈𝑖𝜃 from the ion distribution function, it is shown that the specification of 𝜙′0 does not
affect the result for the steady-state poloidal flow. First, Eq. (4.5) is substituted into Eq. (4.14).
From Eq. (4.3), one can see that only 𝑔 will contribute to the poloidal flow. Then, upon substituting
the ansatz (Eq. (4.5)) into the steady-state version of Eq. (2.16), it is found that 𝜙′0 cancels out of the
equation. So the steady-state equation for 𝑔 does not depend on 𝜙′0, and therefore the steady-state
poloidal flow does not depend on the specification of 𝜙′0. For convenience, 𝜙′0 = −𝑝′

𝑖0/(𝑒𝑛𝑖0) is used
herein (i.e., having the E × B flow exactly cancel the diamagnetic flow). Using Eq. (4.3), this then
immediately gives that 𝑈𝜃 = 𝑢∥/𝐵, which indicates how to get 𝑈𝜃 from 𝑓𝑖1. Note, this formula for
𝑈𝜃 only applies because of the choice of 𝜙′0. Once 𝑈𝜃 is obtained, 𝛼 is easily obtained from Eq.
(4.1).
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4.3.3 Simplified CEL-DKE

Assuming an axisymmetric configuration, and that 𝑛𝑖0 and 𝑇𝑖0 are stationary flux functions, the
CEL-DKE for the ions (Eq. (2.7) with 𝐷 𝑓𝑖1 = 0) simplifies to:

𝜕 𝑓𝑖1

𝜕𝑡
+ 𝜉𝑠𝑣𝑇𝑖0b · ∇ 𝑓𝑖1 −

1 − 𝜉2

2𝜉
[𝜉𝑠𝑣𝑇𝑖0b · ∇ ln 𝐵]

𝜕 𝑓𝑖1

𝜕𝜉
− 𝐶 ( 𝑓𝑖1)

=

{
𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0


2
3
b · ∇𝜋𝑖∥ − 𝜋𝑖∥b · ∇ ln 𝐵


+ 𝑃2(𝜉)

2
3
𝑠2 (∇ · u𝑖 − 3b · [b · ∇u𝑖])

+
2

3𝑛𝑖0𝑇𝑖0
©«𝑠2 −

3
2
ª®¬∇ ·

(
𝑞𝑖∥b

)
+

𝐼

3𝑒𝐵

[
1
2
𝑃2 (𝜉) 2𝑠2

(
2𝑠2 − 5

)
+ 4𝑠4 − 20𝑠2 + 15

]
b · ∇ ln 𝐵

𝑑𝑇𝑖0

𝑑𝜓

}
𝑓𝑀𝑖0 , (4.15)

Further simplification occurs by assuming that the ion flow equals the neoclassical value, u𝑖 =

𝑈𝜃B − 𝑅2∇𝜙
(
𝑝′
𝑖0/(𝑒𝑛𝑖0) + 𝜙′0

)
, and that the ion parallel heat flux equals the Pfirsch–Schluter-like

return component, ∇ ·
(
𝑞𝑖∥b

)
= −∇ ·

(
5𝑛𝑖0𝑇𝑖0

2𝑒𝐵 b × ∇𝑇𝑖0
)
. The heat flux assumption is required for

consistency when not evolving the temperature [56] (see Eq. (3.3) with ∇ · u = 0, u · ∇𝑇𝑖 = 0, and
𝐷𝑇𝑖 = 0). With these two assumptions, the CEL-DKE becomes:

𝜕 𝑓𝑖1

𝜕𝑡
+ 𝜉𝑠𝑣𝑇𝑖0b · ∇ 𝑓𝑖1 −

1 − 𝜉2

2𝜉
[𝜉𝑠𝑣𝑇𝑖0b · ∇ ln 𝐵]

𝜕 𝑓𝑖1

𝜕𝜉
− 𝐶 ( 𝑓𝑖1)

=

{
𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0


2
3
b · ∇𝜋𝑖∥ − 𝜋𝑖∥b · ∇ ln 𝐵


− 2𝑃2 (𝜉) 𝑠2𝑈𝜃b · ∇𝐵

+
2𝐼

3𝑒𝐵

(𝑃2 (𝜉) + 2) 𝑠2 ©«𝑠2 −
5
2
ª®¬
 b · ∇ ln 𝐵

𝑑𝑇𝑖0

𝑑𝜓

}
𝑓𝑀𝑖0 . (4.16)
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4.3.4 Solution methodology I for CEL-DKE – the DK4D approach

For this solution approach, the method is followed that is used in the DK4D code [56]. Because Eq.
(4.16) is linear, it can be solved separately for each of the two non-moment drive terms. The sum
satisfies Eq. (4.16) and can be written

𝑓𝑖1 = 𝑓𝑖1,𝑈𝜃
+ 𝑓𝑖1,𝑇 ′

𝑖0
= 𝑔𝑈𝜃

𝑈𝜃 + 𝑔𝑇 ′
𝑖0
(𝐼𝑇 ′

𝑖0/𝑒) , (4.17)

where 𝑓𝑖1,𝑈𝜃
is the solution with only the 𝑈𝜃 drive term in Eq. (4.16), and 𝑓𝑖1,𝑇 ′

𝑖0
is the solution with

only the 𝑇 ′
𝑖0 drive term in Eq. (4.16). For convenience, 𝑔𝑈𝜃

≡ 𝑓𝑖1,𝑈𝜃
/𝑈𝜃 , and 𝑔𝑇 ′

𝑖0
≡ 𝑓𝑖1,𝑇 ′

𝑖0
/(𝐼𝑇 ′

𝑖0/𝑒)
are defined. Two versions of Eq. (4.16), one for each of the non-moment drives on the right-hand
side, are evolved in time, namely:

L
(
𝑔𝑈𝜃

)
=

{
𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0

[
2
3
b · ∇ 𝜋𝑖∥

��
𝑔𝑈𝜃

− 𝜋𝑖∥
��
𝑔𝑈𝜃

b · ∇ ln 𝐵

]
− 2𝑃2 (𝜉) 𝑠2b · ∇𝐵

}
𝑓𝑀𝑖0 (4.18)

for 𝑔𝑈𝜃
, where L represents the linear operator on the LHS of Eq. (4.16) and

𝜋𝑖∥
��
𝑔𝑈𝜃

= 2𝜋𝑚𝑖𝑣
5
𝑇𝑖0

∫ ∞

0
d𝑠𝑠4

∫ 1

−1
d𝜉𝑃2(𝜉)𝑔𝑈𝜃

, (4.19)

and

L
(
𝑔𝑇 ′

𝑖0

)
=

{
𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0

[
2
3
b · ∇𝜋𝑖∥

��
𝑔𝑇′

𝑖0
− 𝜋𝑖∥

��
𝑔𝑇′

𝑖0
b · ∇ ln 𝐵

]
+

2
3𝐵

(𝑃2 (𝜉) + 2) 𝑠2 ©«𝑠2 −
5
2
ª®¬
 b · ∇ ln 𝐵

}
𝑓𝑀𝑖0 (4.20)

for 𝑔𝑇 ′
𝑖0
, where

𝜋𝑖∥
��
𝑔𝑇′

𝑖0
= 2𝜋𝑚𝑖𝑣

5
𝑇𝑖0

∫ ∞

0
d𝑠𝑠4

∫ 1

−1
d𝜉𝑃2(𝜉)𝑔𝑇𝑖0′ . (4.21)
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The full solution to Eq. (4.16) is then given by Eq. (4.17). Then using the fact that
〈
𝜋𝑖∥b · ∇𝐵

〉
= 0

in the steady state, and evaluating the 𝜋𝑖∥ moment with the full 𝑓𝑖1 from Eq. (4.17), the following is
obtained:

𝑈𝜃

〈
𝜋𝑖∥

��
𝑔𝑈𝑖𝜃

b · ∇𝐵
〉
+ (𝐼𝑇 ′

𝑖0/𝑒)
〈
𝜋𝑖∥

��
𝑔𝑇′

𝑖0
b · ∇𝐵

〉
= 0 . (4.22)

This then gives 𝑈𝜃 as

𝑈𝜃 =

− (𝐼𝑇 ′
𝑖0/𝑒)

〈
𝜋𝑖∥

��
𝑔𝑇′

𝑖0
b · ∇𝐵

〉
〈
𝜋𝑖∥

��
𝑔𝑈𝜃

b · ∇𝐵
〉 , (4.23)

and 𝛼 is immediately found from Eq. (4.1). As can be seen from Eqs. (4.19), (4.21) and (4.23)
this method uses a ratio of appropriate 𝑃2(𝜉) velocity moments of the solution, which provides a
contrast with the next approach which will ultimately use an appropriate 𝑃1(𝜉) velocity moment of
the solution.

4.3.5 Solution methodology II for CEL-DKE – the collisional drive approach

There is a second solution methodology that can be used to find the steady-state 𝑈𝜃 from the
CEL-DKE. This approach involves the particular solution to the steady-state version of Eq. (4.16).
When neglecting collisions, the particular solution is [23]:

𝑓𝑖1,𝑝 =

[
1

𝑛𝑖0𝑇𝑖0

∫
d𝑙∥

(
2
3
b · ∇𝜋𝑖∥ − 𝜋𝑖∥b · ∇ ln 𝐵

)
−

(
𝑚𝑖𝑈𝜃𝐵

𝑇𝑖0

+
𝑚𝑖 𝐼

𝑒𝐵𝑇𝑖0

(
𝑠2 −

5
2

)
𝑇 ′
𝑖0

)
𝜉𝑠𝑣𝑇𝑖0

]
𝑓𝑀𝑖0 , (4.24)

where 𝑙∥ is length along the magnetic field. The full solution is then defined as 𝑓𝑖1 = 𝑓𝑖1,𝑝 + ℎ𝑖.
Putting this into Eq. (4.16), an equation for ℎ𝑖 is obtained:
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𝜉𝑠𝑣𝑇𝑖0b · ∇ℎ𝑖 −
1 − 𝜉2

2𝜉
[𝜉𝑠𝑣𝑇𝑖0b · ∇ ln 𝐵]

𝜕ℎ𝑖

𝜕𝜉
− 𝐶 (ℎ𝑖)

=

(
𝜈𝑖𝑖23/2

) 21/2

𝑠2𝑣𝑇𝑖0

𝐼𝑇 ′
𝑖0
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Solving for ℎ𝑖 and using the fact that
∫

d3𝑣v 𝑓𝑖1 = 0 for the CEL approach leads to:

𝑈𝜃 =
1

𝑛𝑖0𝐵

∫
d3𝑣𝜉𝑠𝑣𝑇𝑖0ℎ𝑖 , (4.26)

and again 𝛼 is easily obtained from Eq. (4.1). An interesting observation is that the moment required
to obtain 𝑈𝑖𝜃 from the solution here is identical to the moment required in the fixed-background 𝛿 𝑓

approach, although the drive terms are different.
To summarize, in the interest of vetting the kinetic aspects of the fixed-background 𝛿 𝑓 and

CEL implementations in NIMROD, three different methods for obtaining 𝛼 have been represented.
With the fixed-background 𝛿 𝑓 implementation, 𝛼 is obtained through the parallel flow moment
of 𝑓𝑖1. With the CEL implementation, 𝛼 is obtained through either the DK4D approach, or the
collisional drive approach. The DK4D approach involves a ratio of quantities that depend on the
𝑃2(𝜉) moments of 𝑔𝑈𝑖 𝜃

and 𝑔𝑇 ′
𝑖

, and the collisional drive approach involves a parallel flow moment
of ℎ𝑖. The DK4D and collisional drive approaches ultimately differ in how 𝑓𝑖1 is decomposed,
resulting in different kinetic equations (requiring different solution methods) for the unspecified
parts of the decomposition in each approach.

4.3.6 Modified definition of the ion-ion Coulomb logarithm for comparison with DK4D

It is noted here that the exact definition of the ion-ion Coulomb logarithm does make a significant
difference when running in higher collisionality regimes. To be consistent with DK4D, the same
definition is used, namely,

ln(Λ𝑖𝑖) = ln ©«
√︁
𝜖0𝑇𝑖0/(𝑛𝑖0𝑒2)

𝑒2/(𝜋𝜖0𝑚𝑖𝑣
2
𝑇𝑖0)

ª®¬ , (4.27)
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(a) (b)

Figure 4.1: Both a high aspect ratio (a) and an NSTX (b) equilibrium are used. The on axis value
for the equilibrium total pressure (𝑝0) is ∼ 8.0 × 102 Pa in (a) and ∼ 2.3 × 104 Pa in (b). In each
subfigure, the normalized profiles, safety factor, and 𝑓𝑡 are shown at the right, and flux surfaces and
|B| contours are shown at the left. Note the high |B| variation and high 𝑓𝑡 for the NSTX equilibrium.

which differs from that in Ref. 19 by a factor of 2 inside the logarithm. Eq. (4.27) differs from the
NRL plasma formulary definition (see Eq. (1.9)) by as much as 7% for the higher collisionality
(�̂� ∼ 1) equilibria used herein. This led to ∼ 5% or greater differences in the results for 𝛼. Eq. (1.9)
is more typically used in NIMROD continuum kinetic calculations.

4.4 Equilibria details

For this verification exercise, the same two JSOLVER [70] Grad-Shafranov equilibria studied in Ref.
56 are used. The first is a high aspect ratio equilibrium with 𝜖 = 0.1 (see Fig. 4.1a), and the second is
an NSTX equilibrium (see Fig. 4.1b). The high aspect ratio equilibrium easily enables comparison
with analytics, whereas the NSTX equilibrium is a more realistic equilibrium with high |B| variation
and high 𝑓𝑡 . The ion number density is specified to have the profile 𝑛𝑖0 = 𝑛axis(1 − �̃�)0.75. For each
equilibrium, the ion number density profile (parametrized by 𝑛axis) is varied to explore different
collisionality regimes, leaving 𝑝𝑖0, and hence the Grad-Shafranov force balance, fixed. Values of
𝑛axis are chosen for both equilibria to enable comparison with the results in Ref. [56].

4.5 Necessity of an exact trapped-passing grid for convergence in the banana regime

Figs. 4.2, and 4.3 show that for a similar number of degrees of freedom (dof) in 𝜉, at 𝜈★ ∼ 10−2,
convergence in the result for the poloidal flow coefficient 𝛼 is obtained for the exact tpb FE grid in 𝜉,
but not when using Legendre polynomials over the entire domain of −1 ≤ 𝜉 ≤ 1. Physically, this
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(a) Legendre polynomials in 𝜉. (b) Exact tpb FE grid in 𝜉, GLL polynomials.

Figure 4.2: Convergence in 𝛼, for the high aspect ratio (𝜖 = 0.1) case with 𝑛axis = 5.0 × 1017𝑚−3,
(𝜈★ ∼ 10−2). As can be seen on the left (a), 75 degrees of freedom (dof) in 𝜉 is still insufficient
for convergence in 𝛼 when using Legendre polynomials. On the right (b), it can be seen that
convergence in 𝛼 is essentially obtained at only 58 dof in 𝜉 when using the exact tpb FE grid.

Figure 4.3: The superior convergence of the exact tpb FE grid is shown above for the high aspect
ratio case (𝜖 = 0.1) with 𝜈★ ∼ 10−2. Data taken from Fig. 4.2 at 𝑓𝑡 ≈ 0.32.

phenomena is due to the development of a discontinuity in the 𝜉 derivative of 𝑓𝑖1 in the steady-state
banana regime solution at the tpb [18] (see Fig. 4.4). It is noted here that many drift kinetic codes,
including DK4D [56], NEO [71], and CQL3D [67], use a Legendre polynomial expansion for their
pitch angle variable.
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Figure 4.4: A contour plot of the steady-state 𝑓𝑖1 in velocity space at 𝑅 ≈ 10.67, 𝑍 = 0.0 using the
high aspect ratio equilibrium (𝜈★ ∼ 10−4). Sharp variation in 𝜕 𝑓𝑖1/𝜕𝜉 at the tpb (shown in red) is
easily resolved by the exact tpb FE grid with GLL polynomials.

Figure 4.5: 𝛼 profiles for the high aspect ratio case
with �̂� ∼ 1 show excellent agreement between all of
NIMROD’s numerical approaches and DK4D. The
analytic result shown is the plateau regime result from
Hirshman and Sigmar [18].

Figure 4.6: 𝛼 profiles for the high aspect ratio case
with �̂� ∼ 10−4. Here, Legendre polynomial cases
in NIMROD use a maximum degree of 57, as in
DK4D. All NIMROD exact tpb FE curves (green)
agree between each other, as well as all NIMROD
Legendre curves (blue). Analytic (magenta), and
DK4D (red) curves are also shown.
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4.6 Numerical results and discussion

Here numerical results for 𝛼 are shown and compared with analytics, and to results from DK4D [56].
As a reminder, in NIMROD, 𝛼 can be calculated using either the DK4D approach, the collisional
drive approach, or the fixed-background 𝛿 𝑓 approach. Each of these approaches can use various
methods of numerical expansion for 𝜉, as stated in Section 3.1.1. For the results herein, two of
these methods are compared: an exact tpb FE grid with GLL basis polynomials, and Legendre
polynomials over −1 ≤ 𝜉 ≤ 1. Figs. 4.5 and 4.6 show the 𝛼 profiles for the high aspect ratio
equilibrium at both a higher collisionality (�̂� ∼ 1, 𝑛axis = 1.0 × 1019 𝑚−3), and a banana regime
collisionality (�̂� ∼ 10−4, 𝑛axis = 5.0 × 1017 𝑚−3), respectively. Figs. 4.7 and 4.8 show the 𝛼 profiles
for the NSTX equilibrium at both a higher collisionality (�̂� ∼ 1, 𝑛axis = 2.0 × 1020 𝑚−3), and a
banana regime collisionality (�̂� ∼ 10−4, 𝑛axis = 1.0 × 1019 𝑚−3), respectively. 𝛼 vs. 𝑓𝑡 is plotted,
where 𝑓𝑡 is a flux label for the equilibria used herein (see Fig. 4.1).

As can be seen from Figs. 4.5 and 4.7, excellent agreement is obtained between all of NIMROD’s
approaches and DK4D in the regime of higher collisionality (�̂� ∼ 1). At higher collisionality,
details of the collision operator are paramount, and so the high level of agreement in this regime
is a promising result. In Fig. 4.5, the plateau regime analytic result from Ref. 18 is also shown.
Differences can be seen between the numerical results and the plateau analytic result. However the
analytic result uses a model collision operator, as well as other approximations [18]. In addition, at
a �̂� of about 1, the collisionality is at the edge of the plateau regime, rather than squarely inside it.
The fact then that the analytic result is as close to the numerical results as it is (within about 8%) is
encouraging.

In Figs. 4.6 and 4.8, all of NIMROD’s global Legendre in 𝜉 results agree with each other, and
all of NIMROD’s FE in 𝜉 results agree with each other. Some discrepancies between NIMROD’s
approaches, analytics, and DK4D are also seen. However, it is again noted here that the Legendre
polynomial in 𝜉 cases are not converged at this low collisionality. Obtaining convergence in the
banana collisionality regime is difficult with a global Legendre in 𝜉 basis, as was shown in Fig.
4.2a. This occurs because of the discontinuity of the 𝜉 derivative of 𝑓𝑖1 at the tpb. For these cases,
the same maximum Legendre degree as DK4D was used, to enable comparison. Through looking
at the simulations (see Fig. 4.3), there is reason to believe that with increasing Legendre degree,
NIMROD’s Legendre in 𝜉 results will agree with the exact tpb FE results. However, at the high
Legendre degree required for convergence in 𝜉, memory requirements impose constraints which
make these runs too computationally expensive to continue further.

It is also noted that NIMROD’s DK4D approach results in Figs. 4.6 and 4.8 required introducing
a small amount of ad-hoc diffusion into Eqs. (4.18) and (4.20) to enable a numerically-stable
evolution to steady state. Specifically, 𝐷ad-hoc∇2𝑔𝑈𝜃

was added to the RHS of Eq. (4.18) and
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Figure 4.7: 𝛼 profiles for the NSTX case with �̂� ∼ 1
show excellent agreement between all of NIMROD’s
numerical approaches and DK4D.

Figure 4.8: 𝛼 profiles for the NSTX case with
�̂� ∼ 10−4. Here, Legendre polynomial cases in NIM-
ROD use a maximum degree of 73, as in DK4D. All
NIMROD exact tpb FE curves (green) agree between
each other, as well as all NIMROD Legendre curves
(blue). Analytic (magenta), and DK4D (red) curves
are also shown.

(a) High aspect ratio (𝜈★ ∼ 10−4). (b) NSTX (𝜈★ ∼ 10−4).

Figure 4.9: Comparison of 𝛼 profiles for 𝜈★ ∼ 10−4, with Taguchi’s [20] analytic formula. Here an
exact tpb FE grid in 𝜉 with GLL polynomials is used, and the profiles agree within 5%.

𝐷ad-hoc∇2𝑔𝑇 ′
𝑖0

was added to the RHS of Eq. (4.20), with 𝐷ad-hoc a constant diffusivity. These results
were verified to be converged in 𝐷ad-hoc. They are therefore negligibly affected by the inclusion of
the ad-hoc diffusion terms.
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For the banana regime collisionality results, the analytics are also seen to differ from the numerics,
both for NIMROD and DK4D. This disagreement is partly due to the fact that the results are not
completely in the deep banana regime. A �̂� ∼ 10−4 translates to 𝜈★ ∼ 10−2 for the high aspect ratio
case and 𝜈★ ∼ 10−3 for the NSTX case. It has been observed that a 𝜈★ of about 10−4 is required to
be in the asymptotic regime where the analytics are valid. It is also noted that Taguchi’s refined
analytic result [20], which goes to a higher Legendre expansion of the non-pitch-angle-scattering
part of the collision operator, gives better agreement with these results than the Hirshman/Sigmar
analytic formulation. This shows that getting the collision operator right in an analytic formulation
is important, even in the banana regime where collisions at the tpb remain important.

For an additional comparison, the steady state 𝛼 was computed at 𝜈★ ∼ 10−4 for both the high
aspect ratio and NSTX equilibrium. These results for 𝛼 (where the exact tpb FE grid in 𝜉 is used)
are compared to Taguchi’s analytic formulation in Fig. 4.9. Here it is seen that when using the
converged results (both in resolution and 𝜈★) and Taguchi’s refined analytic formula, the difference
is reduced to less than 5%. This last discrepancy might well be resolved by refining the analytic
formulation even further.

4.7 Summary

Several NIMROD continuum kinetic formulations have been successfully verified and benchmarked
herein. The results for the poloidal flow coefficient 𝛼 were compared between the different NIMROD
formulations, analytics, and DK4D in various collisionality regimes. Results agree very well between
the approaches in the higher collisionality regime (�̂� ∼ 1). In the banana collisionality regime
(�̂� ∼ 10−4) the results differ. However, it was noted that the Legendre results are not converged
in the banana regime, a familiar problem in banana regime drift kinetics. A 𝐶0 finite element
numerical grid with cell boundaries that follow the exact trapped-passing boundary was shown to
allow numerical convergence in the banana regime. It is also seen that going to a refined analytic
formulation for 𝛼 – namely, using the Taguchi formula – further reduces the discrepancy between
NIMROD’s numerical results and analytics to less than 5%.

The agreement of the results in the higher collisionality regime also indicate that NIMROD’s
general implementation of the collision operator, which allows for several basis sets in 2D velocity
space, most notably the exact FE tpb grids, is accurate and efficient. Further verification of the
collision operator implementation may be found in Ref. 46.
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5 a numerical stability analysis of the cel closure
approach algorithm in nimrod

Here, a von Neumann linear stability analysis of the full coupled fluid-kinetic system is performed
to help elucidate methods that make the time advance of the full system (Eqs. (3.15)-(3.21))
numerically stable. The linear analysis is performed in the same vein as Section 3.1 of Ref. [68],
but with additions appropriate for an added kinetic equation in the system. Small perturbations to
homogeneous (in physical space) and time-independent equilibrium variables is assumed, and all
perturbed quantities are Fourier transformed (with 𝑘 the wavenumber and the wavevector k = 𝑘k̂).
It is also assumed, for simplicity, that all perturbations vary in the Cartesian ŷ direction (i.e.,
k̂ = ŷ), and that the background magnetic field is in the 𝑦-𝑧 plane (i.e., B0 = 𝐵0(𝑐𝑠ŷ + 𝑠𝑛ẑ)). The
time centerings given in Sec. 3.1.2 are assumed, with some exceptions (as specified below). The
equilibrium flow (u0) in the k̂ direction is set to 1.82 × 10−4 𝑣𝐴, where 𝑣𝐴 is the Alfvén velocity
(𝑣𝐴 = 𝐵0/

√
𝜇0𝑚𝑖𝑛𝑖0). All ad-hoc diffusion parameters are set to zero (𝐷𝑢 = 𝐷𝑛 = 𝐷𝑇𝑖 = 𝐷 𝑓𝑖1 = 0)

so as to find, if possible, numerical stability criteria that do not rely on ad-hoc diffusion parameters.
𝜅𝑒,∥ is set to zero to avoid relying on that parameter to achieve numerical stability. The simplifying
assumption is made that 𝜅𝑒,⊥ = 0, and that the resistivity, 𝜂, is a constant. Finally it is assumed
that the equilibrium 𝑓𝑖1 is zero, which is equivalent to specifying that the equilibrium background
distribution function is a Maxwellian.

With these assumptions, and letting some centering parameters now become arbitrary, Eqs.
(3.15)-(3.21) become:
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𝑖1 )1𝑘 ) − 𝑖𝑘 (𝑐𝑠)𝜉𝑠𝑣𝑇𝑖0( 𝑓 𝑗+1/2
𝑖1 )1𝑘

+

𝜉𝑠𝑣𝑇𝑖0

𝑇𝑖
𝑖𝑘 (𝑐𝑠)𝑇∗

𝑖1𝑘
©«
5
2
− 𝑠2ª®¬ +

𝜉𝑠𝑣𝑇𝑖0𝑖𝑘 (𝑐𝑠)
𝑛𝑖0𝑇𝑖0

2
3
𝜋𝑖∥ (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑇𝑖0)

+𝑃2(𝜉)
2
3
𝑠2

(
𝑖𝑘𝑢∗1𝑘𝑦 − 3𝑖𝑘 (𝑐𝑠) ((𝑐𝑠)𝑢∗1𝑘𝑦 + (𝑠𝑛)𝑢∗1𝑘𝑧)

)
+

2
3𝑛𝑖0𝑇𝑖0

©«𝑠2 −
3
2
ª®¬ 𝑖𝑘 (𝑐𝑠)𝑞𝑖∥ (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑇𝑖0)
 𝑓𝑀𝑖0 , (5.10)

where subscripts of 0 or 1 indicate an equilibrium quantity or perturbed quantity respectively, 𝜃𝐶𝑖𝑖
is

the time centering of the collision operator terms in the kinetic equation, 𝜃 𝑓 is the centering of all
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other terms in the kinetic equation except the heat flux drive term, and the quantities with ∗ or ∗∗
superscripts have arbitrary time centering as follows:

( 𝑓 ∗𝑖1)1𝑘 = ( 𝑓 𝑗+1/2
𝑖1 )1𝑘 + 𝜃 𝑓 𝑢 (Δ 𝑓𝑖1)1𝑘 , (5.11)

( 𝑓 ∗∗𝑖1 )1𝑘 = ( 𝑓 𝑗+1/2
𝑖1 )1𝑘 + 𝜃 𝑓 𝑡 (Δ 𝑓𝑖1)1𝑘 , (5.12)

𝑇∗
𝑖1𝑘 = 𝑇

𝑗+1/2
𝑖1𝑘 + 𝜃𝑡 (Δ𝑇𝑖1𝑘 ) , (5.13)

u∗
1𝑘 = u 𝑗

1𝑘 + 𝜃𝑢 (Δu1𝑘 ) , (5.14)

where 𝜃 𝑓 𝑢 is the centering of ( 𝑓𝑖1)1𝑘 in the flow equation, 𝜃 𝑓 𝑡 is the centering of ( 𝑓𝑖1)1𝑘 in the ion
temperature equation, 𝜃𝑡 is the centering of the 𝑇𝑖1𝑘 in the kinetic equation, and 𝜃𝑢 is the centering
of u1𝑘 in the kinetic equation. The moment quantities in Eqs. (5.1)-(5.10) are

𝑞𝑖∥ (( ), 𝑇𝑖0) = 𝜋𝑚𝑖𝑣
6
𝑇𝑖0

∫ ∞

0
d𝑠𝑠5

∫ 1

−1
d𝜉𝜉 ( ) , (5.15)

and

𝜋𝑖∥ (( ), 𝑇𝑖0) = 2𝜋𝑚𝑖𝑣
5
𝑇𝑖0

∫ ∞

0
d𝑠𝑠4

∫ 1

−1
d𝜉𝑃2(𝜉) ( ) , (5.16)

where ( ) is a stand in for either ( 𝑓 𝑗+1/2
𝑖1 )1𝑘 or (Δ 𝑓𝑖1)1𝑘 . All centering parameters are arranged in

a vector for convenience (where the previously-defined centering of the heat flux drive term in the
kinetic equation (𝜃𝑞𝑖 ∥ ) is also included):

𝜽 =

[
𝜃𝐶𝑖𝑖

𝜃𝑞𝑖 ∥ 𝜃 𝑓 𝜃 𝑓 𝑢 𝜃 𝑓 𝑡 𝜃𝑡 𝜃𝑢

]
. (5.17)

Other centerings have also been investigated, such as independently centering each term in the
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CEL kinetic equation, as well as allowing arbitrary fluid centerings that vary from the standard
NIMROD fluid centerings. However, the centering parameters in Eq. (5.17) end up being the most
pertinent to the results of the stability analysis herein. See Appendix A for Eqs. (5.1)-(5.10) in more
general form, with additional arbitrary centerings allowed, and with the equilibrium 𝑓𝑖1 allowed to
be non-zero.

Before proceeding with the linear analysis, all quantities in Eqs. (5.1)-(5.10) are first normalized
by relevant parameters. The magnetic field is normalized by 𝐵0, all number densities are normalized
by 𝑛𝑖0, and all temperatures are normalized by 𝑇𝑖0. The velocity is normalized by the Alfvén velocity,
all lengths by the ion skin depth (𝑑𝑖 = 𝑐/

√︃
𝑛𝑖𝑍

2
eff𝑒

2/𝜖0𝑚𝑖, with 𝑐 the speed of light), time by the ion
inverse cyclotron frequency (Ω−1

𝑖
= 1/(𝑍eff𝑒𝐵0/𝑚𝑖)), and the kinetic distribution function by the

zeroth-order Maxwellian at its maximum (i.e., 𝑛𝑖0/𝑣3
𝑇𝑖0𝜋

3/2). After normalization, each equation is
also scaled to be unit-less.

The velocity space dependence of Eq. (5.10) is handled by utilizing the Galerkin approach for
the 𝜉 dependence and the collocation approach for the 𝑠 dependence (as described in Sec. 3.1). 8
collocation points are used in 𝑠, and polynomial basis functions of degree 9 are used in three finite
element cells in pitch angle. Because the background is uniform, the exact trapped-passing grid in
𝜉 is not utilized in this analysis (i.e., the cell boundaries are uniform in pitch angle). Eq. (5.10)
transforms into a system of equations, each defined with a vector of kinetic distribution function
coefficients, (f𝑖1)1𝑘 . 𝜆 is defined as the eigenvalues of the time step matrix, where the time step
matrix evolves all perturbed quantities in time, i.e.,

©«
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©«

𝑢
𝑗

1𝑘𝑥
𝑢
𝑗

1𝑘𝑦
𝑢
𝑗

1𝑘𝑧
𝐵
𝑗+1/2
1𝑘𝑥

𝐵
𝑗+1/2
1𝑘𝑦

𝐵
𝑗+1/2
1𝑘𝑧

𝑇
𝑗+1/2
𝑖1𝑘
𝑇

𝑗+1/2
𝑒1𝑘
𝑛
𝑗+1/2
𝑒1𝑘

(f 𝑗+1/2
𝑖1 )1𝑘

ª®®®®®®®®®®®®®®®®®®®®¬

, (5.18)

with A(𝑘) the time step matrix. The time step matrix is found by combining Eqs. (5.1)-(5.10).
Finally 𝜆 = 𝑒−𝑖𝜔Δ𝑡 is specified for convenience. The goal will be to pick a set of centering 𝜃′𝑠 such
that ∀ 𝑘 , Im(𝜔) ≤ 0 . This condition allows for some artificial numerical damping of the linear
modes. Later, it will be shown how this condition can be made more restrictive to also remove the
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artificial damping from the system.

5.1 Restricting fluid moments of 𝑓𝑖1

Analytically, the fluid moments of 𝑓𝑖1 remain at 0 if they start at 0, (as was shown in Sec. 2.2), but
they can become numerically non-zero over time with finite resolution in velocity space. Numerical
stability ends up being impossible to achieve without a method to first constrain these fluid moments.
Previous efforts in other, more-simplified CEL implementations have focused on subtracting off
appropriate fluid projections of 𝑓𝑖1 at every time step in order to prevent growth of the fluid moments
of 𝑓𝑖1 [54, 55]. One could include the effects of this method in a von Neumann linear stability analysis
by incorporating an auxiliary kinetic distribution function variable 𝑓𝑖1,pred into the linear system,
representing 𝑓𝑖1 after the kinetic equation advance but before projecting off the fluid moments.
However, incorporating 𝑓𝑖1,pred into the linear system would approximately quadruple the size of the
time-step matrix. Instead, the method used herein to keep the fluid moments of 𝑓𝑖1 small involves
adding additional terms to the RHS of Eq. (2.7). Specifically the non-time-derivative terms from
Eqs. (2.10)-(2.12) are added to the RHS side of Eq. (2.7), multiplied by appropriate velocity space
weightings:

{
1
𝑛𝑖

(
1
𝑚𝑖

b · ∇( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ ) −
1
𝑚𝑖

( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )b · ∇ ln 𝐵

− (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))(𝑛𝑖)+𝐷∇2( 𝑓𝑖1)(𝑛𝑖)

) ©«
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2
− 𝑠2ª®¬
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𝜉𝑠𝑣𝑇𝑖
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3
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b · ∇ ln 𝑛𝑖

− (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )+𝐷∇2( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )
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3𝑛𝑖𝑇𝑖
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𝑚𝑖

( 𝑓𝑖1)(𝑛𝑖𝑚𝑖𝑢𝑖 ∥ )b · ∇ ln 𝑛𝑖 − (𝐶𝑖𝑖 ( 𝑓𝑖1, 𝑓𝑀𝑖) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖, 𝑓𝑖1))((3/2)𝑛𝑖𝑇𝑖)

+𝐷∇2( 𝑓𝑖1)((3/2)𝑛𝑖𝑇𝑖)
)}

𝑓𝑀𝑖 , (5.19)

where diffusion of the fluid moments of 𝑓𝑖1 is also allowed through inclusion of the diffusive terms (𝐷
being the diffusivity). The velocity weightings (which are easily obtained by noting the orthogonality
relations for both the generalized Laguerre polynomials and the Legendre polynomials) ensure that
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the added terms only affect the fluid moment equations (Eqs. (2.10)-(2.12)), and not directly the
evolution of 𝑞𝑖∥ or 𝜋𝑖∥ dictated by the kinetic equation (i.e., the 𝑞𝑖∥ and 𝜋𝑖∥ moments of the extra
terms are zero)1. The effect of these added terms is to cancel terms on the LHS of Eqs. (2.10)-(2.12),
so that each fluid moment evolution equation is simply a diffusion equation. This method will be
referred to as the suppression of fluid moments (SFM) method.

Including these additional terms in the linear analysis will modify Eq. (5.10). The new diffusive
terms are centered backward in time, the moments of the collision operator with 𝜃𝐶𝑖𝑖

, and all other
terms with 𝜃 𝑓 . For Eq. (5.10) with the added terms, see Appendix B.

Higher velocity space resolution does not alleviate the need for SFM. Using the centerings
deduced below (𝜽1 in Section 5.2), it can be seen in Fig. 5.1 that significantly increasing the
velocity space resolution (without SFM) only has a nominal effect on the maximum growth rate,
whereas utilizing SFM drops the growth rates to 0 within numerical precision. This underscores the
importance of SFM to a numerically-stable time advance.

5.2 Results of stability analysis

To find a 𝜽 that gives Im(𝜔) ≤ 0 (to within numerical precision), both trial and error, as well as
Matlab’s fmincon algorithm is used. 𝐶0 = 0.3 is used in this analysis, which is just above the
stability threshold for the fluid part of the system (see Ref. [68]). 𝑐𝑠 = 1 and 𝑠𝑛 = 0 are also
used, as this ends up being the most restrictive in terms of stability criteria. To avoid a potentially
overly-restrictive CFL condition due to the advective term in the kinetic equation, or other potential
time step restrictions due to the collision operator terms, 𝜃 𝑓 = 𝜃𝐶𝑖𝑖

= 1.0 is used. Additionally, since
the kinetic equation is evolved last, a solution is sought with 𝜃 𝑓 𝑢 = 0.0 to avoid necessitating a
simultaneous solve of both the kinetic and flow evolution equations. 𝜃𝑢 = 1.0 is also used to be
consistent with how the other fluid equations are centered with respect to each other in NIMROD. To
use only a minimum amount of artificial diffusion of the fluid moments of 𝑓𝑖1 in the linear analysis,
a solution with 𝐷/(𝑑2

𝑖
Ω𝑖) ≪ 1 is also sought.

With the above criteria, a complicated dependence of the various centering parameters on each
other emerges, offering many different methods to achieve Im(𝜔) ≤ 0. Importantly, all methods rely
on SFM, without which stability is impossible to achieve. The centering parameters related to the
coupling of the ion temperature equation and kinetic equation seem to be particularly important for
achieving numerical stability–namely, 𝜃 𝑓 𝑡 , 𝜃𝑡 , and 𝜃𝑞𝑖 ∥ . The dependence of the growth rate on these

1The (7/2 − 𝑠2) weighting – which is included to analytically keep the heat flux moment of that term zero – is
probably ultimately not needed if the fluid moments of 𝑓𝑖1 are kept sufficiently small (which is the goal herein anyways).
In addition, the time evolution equations for 𝑞𝑖 ∥ and 𝜋𝑖 ∥ involve other moments of 𝑓𝑖1 which may themselves be directly
affected by the inclusion of the extra terms. However, an analytical effort to prevent the extra terms from affecting 𝑞𝑖 ∥
and 𝜋𝑖 ∥ either directly or indirectly ignores the fact that the fluid moments of 𝑓𝑖1 are zero analytically. Therefore, such
an analytical effort is probably superfluous.
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(a) Normalized Re(𝜔) vs. normalized 𝑘 for 8 speed
collocation points, 28 deg. of freedom in 𝜉, no SFM,
and zoomed in to emphasize the growth rates that are
positive.

(b) Normalized Re(𝜔) vs. normalized 𝑘 for 16 speed
collocation points, 28 deg. of freedom in 𝜉, no SFM,
and zoomed in to emphasize the growth rates that are
positive.

(c) Normalized Re(𝜔) vs. normalized 𝑘 for 8 speed
collocation points, 55 deg. of freedom in 𝜉, no SFM,
and zoomed in to emphasize the growth rates that are
positive.

(d) Normalized Re(𝜔) vs. normalized 𝑘 for 8 speed
collocation points, 28 deg. of freedom in 𝜉, with SFM,
and zoomed in to emphasize the growth rates that are
positive.

Figure 5.1: Normalized Re(𝜔) vs. normalized 𝑘 for different velocity space resolutions, with and
without SFM, with 𝜽1 centerings, Δ𝑡 = 10−7 s, and zoomed in to emphasize the growth rates that are
positive. The top two plots (a) and (b) and the bottom left plot (c) are without SFM, and the bottom
right plot (d) is with SFM. Significantly changing the velocity space resolution only has a slight
effect on the maximum growth rates, whereas they drop to 0 within numerical precision with SFM.

three centering parameters is illustrated in Tables C.1-C.3, where each entry shows the maximum
growth rate found over 𝑘𝑑𝑖 ∈ [0, 40𝜋]. In these tables, a small amount of diffusion of the fluid
moments of 𝑓𝑖1 (𝐷/(𝑑2

𝑖
Ω𝑖) ≈ 10−13) is used.

From Tables C.1-C.3 it is clear that one set of centering parameters that gives Im(𝜔) ≤ 0 to
within numerical precision, and allows a staggered advance of the ion temperature and kinetic
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(a) Normalized Re(𝜔) vs. normalized 𝑘 (b) Normalized Im(𝜔) vs. normalized 𝑘

Figure 5.2: Normalized Re(𝜔) vs. normalized 𝑘 on the left (a) and normalized Im(𝜔) vs. normalized
𝑘 on the right (b) for 𝜽1, withΔ𝑡 = 10−7 s. The maximum normalized growth rate on (b) is 3.4×10−16.

equations (i.e., 𝜃 𝑓 𝑡 = 0), is

𝜽1 =

[
𝜃𝐶𝑖𝑖

𝜃𝑞𝑖 ∥ 𝜃 𝑓 𝜃 𝑓 𝑢 𝜃 𝑓 𝑡 𝜃𝑡 𝜃𝑢

]
=

[
1.0 0.0 1.0 0.0 0.0 1.0 1.0

]
. (5.20)

Interestingly, this has the heat flux term in the kinetic equation centered at the beginning of the
time step (𝜃𝑞𝑖 ∥ = 0.0). Also of note is that 𝜃𝑡 = 1.0, which differs from how some of the other
fluid equations are centered with respect to each other in NIMROD’s leapfrog scheme, (instead of
stepping 𝑓𝑖1 over a time-step-averaged 𝑇𝑖, 𝑓𝑖1 is stepped using the 𝑇𝑖 at the end of its time step). One
can also see from Tables C.1-C.3 that allowing 𝜃𝑡 to differ from 0.5 is the only way to achieve a
numerically stable non-simultaneous (𝜃 𝑓 𝑡 = 0.0) advance, which is why it was allowed to vary in
this analysis. See Fig. 5.2 for a plot of the frequencies and growth rates associated with this set of
centering parameters. The condition Im(𝜔) ≤ 0 is also found to persist for all time steps using 𝜽1,
which shows that these centering parameters do not impose any CFL or other time step constraints
on the system.

To see if this set of centering parameters gives any artificial numerical damping, all sources of
explicit damping are removed from the system, and it is seen if any damping (Im(𝜔) < 0) remains
in the linear modes.2 To remove the explicit sources of damping, the ion-ion collision operator is

2Damping of physically relevant quantities can still occur with no sources of explicit damping [72]. However, in
the eigenvector/eigenvalue analysis used herein, this damping shows up as a decorrelation of the eigenvectors due to
differing real frequencies, and not as having an associated imaginary part of the frequency (see Appendix D). Future
work will compare linear Landau damping results in NIMROD to results from this analysis.
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Figure 5.3: Normalized Im(𝜔) vs. normalized
𝑘 for 𝜽1, Δ𝑡 = 10−7 s, but with no sources of
explicit damping included. One can still see
significant numerical damping with this set of
centering parameters.

removed from the kinetic equation, and 𝜂 and 𝐷 are both set to zero. From Fig. 5.3 we can see that
there is still a significant amount of artificial damping with this set of centering parameters. In the
next subsection, it is shown how the above centering parameters can be modified to also remove the
artificial damping.

5.3 Removing the artificial numerical damping from the linear modes

Setting all centering parameters not related to the flow to 𝜃 = 0.5 allowed both artificial growth and
damping to be eliminated for the fluid-only part of the system (see Ref. [68]), so this method is
also pursued when considering the full fluid-kinetic system. A suitable set of centering parameters,
which removed both artificial growth and damping, is readily found to be:

𝜽2 =

[
𝜃𝑞𝑖 ∥ 𝜃 𝑓 𝜃 𝑓 𝑢 𝜃 𝑓 𝑡 𝜃𝑡 𝜃𝑢

]
=

[
0.5 0.5 0.0 0.5 0.5 1.0

]
, (5.21)

where SFM is also used here. Like the above subsection, this set of centering parameters brings the
artificial growth and damping rates to within numerical precision. 𝜽2 also applies over all time step
sizes. This indicates that, as with 𝜽1, there is not a CFL constraint that applies to this set of centering
parameters. This implies that a fully implicit method is not required for numerical stability.

When considering computations with the collision operator, centering the collision operator
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(a) Normalized Im(𝜔) vs. normalized 𝑘 with 𝜃𝐶𝑖𝑖
=

0.5. (b) Normalized Im(𝜔) vs. normalized 𝑘 with 𝜃𝐶𝑖𝑖
=

1.0.

Figure 5.5: Comparison of normalized growth rates when centering the collision operator with
𝜃𝐶𝑖𝑖

= 1.0 vs. centering it with 𝜃𝐶𝑖𝑖
= 0.5 (with 𝜽2 used for the other centerings). On the left (a) is

with 𝜃𝐶𝑖𝑖
= 0.5, and on the right (b) is with 𝜃𝐶𝑖𝑖

= 1.0. In both plots Δ𝑡 = 10−7 s.

with 𝜃𝐶𝑖𝑖
= 0.5 introduces either none, or the least amount of artificial damping in the conditions

considered here. See Fig. 5.5 for a comparison of centering the collision operator with 𝜃𝐶𝑖𝑖
= 1.0,

vs. centering it with 𝜃𝐶𝑖𝑖
= 0.5 (with 𝜽2 used for the other centerings). As is seen in Fig. 5.5,

significantly more damping occurs when it is centered with 𝜃𝐶𝑖𝑖
= 1.0.

One significant aspect of 𝜽2 is that it involves a simultaneous advance of both the ion temperature
and kinetic equations (𝜃 𝑓 𝑡 = 0.5). There does not seem to be a way around a simultaneous advance
if one wants to remove the artificial damping from the linear modes.

It is also noted that 𝐶0 = 0.3 ended up being important in preventing the need for a simultaneous
flow and kinetic equation advance. The standard fluid value of 𝐶0 = 0.25, with the 𝜽2 centerings,
gives significant artificial growth and damping of the linear modes, as can be seen in Fig. 5.6. The
artificial growth and damping associated with 𝐶0 = 0.25 can be removed if 𝜽2 is modified so all
centering parameters are 0.5, however, this would imply that the flow equation is also part of the
simultaneous advance. To use 𝜽2, an empirically determined rough estimate for the minimum value
for 𝐶0 needed is 𝐶0 ≳ 0.28563.

5.4 Summary

It has been shown that for a coupled fluid-kinetic CEL closure approach, centering the heat flux
at the beginning of the time step and the ion temperature at the end of the time step in the kinetic
equation allows for a numerically-stable time advance of the coupled system. It has also been shown
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Figure 5.6: Normalized Im(𝜔) vs. normalized 𝑘 for 𝐶0 = 0.25, using the 𝜽2 centerings, with no
sources of explicit damping, and with Δ𝑡 = 10−7 s. Significant artificial growth and damping is seen.

that the centerings associated with the coupling between the ion temperature and kinetic equations
are of paramount importance for stability. In addition, it has been shown that it is possible to
eliminate both the numerical damping and the numerical growth from the linear modes. Numerical
stability relies on a method to constrain the fluid moments of 𝑓𝑖1. The SFM strategy implemented
herein is to add terms from the evolution equations for the fluid moments of 𝑓𝑖1 to the RHS of the
kinetic equation, in such a way as to cancel sources of numerical growth of those moments in the
kinetic equation. This analysis shows that linearly stable algorithms are possible with SFM.
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6 an axisymmetric benchmark of the full cel closure
approach algorithm in nimrod

A relevant application for the coupled fluid-kinetic system is that of the nonlinear damping of
the poloidal flow in an axisymmetric tokamak. The time evolution of the poloidal flow in such
a configuration, as has been previously stated, is crucially dependent on the ion viscous stress
tensor 𝚷𝑖 [73, 19], and 𝚷𝑖 will reach steady-state on the timescale set by the dissipative term in the
kinetic equation (i.e., the collision operator). It is noted that the axisymmetric computations in this
chapter include significantly more physics/geometric considerations than previous, more-simplified,
numerical implementations of the CEL approach (such as in Refs. [53, 54, 55]). A DIII-D1

equilibrium is used herein, which is a kinetic reconstruction of DIII-D ITER Baseline Scenario
(IBS) discharge 174446 at 3390 ms [57, 49]. Deuterium is assumed for the ions, and 𝑍eff = 3 is used
to give results roughly consistent with having impurity species. In Fig. 6.1, the |B| contours, a few
representative flux surfaces, and equilibrium values of the pressure, ion temperature, safety factor,
and 𝜈★ (where a formula for 𝜈★ is used that is valid for arbitrary geometry [74]) are plotted as a
function of flux surface label for this equilibrium. Although 𝜈★ ∼ 𝑂 (1) over most of the domain for
this equilibrium, it still provides a good test case for our kinetic formulation as kinetic effects remain
important even for moderately collisional equilibria (i.e., when not in the asymptotic collisional
regime).

For a test problem, the initial flow is set to 0 and no implicit sources are assumed except a
small implied loop voltage in Ohm’s law (Eq. (3.5)). The computational domain extends out to
the last closed flux surface (LCFS), and a perfectly conducting wall at the LCFS is assumed. The
fluid variables, magnetic field, and kinetic distortion are then allowed to evolve fully non-linearly
according to Algorithm 1 until the flow is in steady state. Perpendicular particle drifts (located as
drives on the RHS of the kinetic equation) initially drive the flow away from zero. The steady-state
condition ∇ · u = 0 then implies that parallel flow must be generated to compensate for ∇ · u⊥ ≠ 0
from the drifts. The flow eventually damps to a steady-state value through particle collisions. A small
amount of ad-hoc diffusion is used in all equations to stabilize non-linear numerical instabilities.
The profiles for 𝐷𝑢 = 𝐷𝑛 = 𝐷𝑇𝑖 = 𝐷 𝑓𝑖1 = 𝐷ad-hoc are shown in Fig. 6.2, and are flat at 1 m2/s over
most of the domain, but rise sharply near the edge of the computational domain which helps with
numerical stability when using homogeneous boundary conditions. To avoid a simultaneous ion
temperature and kinetic equation advance, the 𝜽1 centerings from Ch. 5 are used for the results
herein2. In addition, SFM is used, but 𝐷 in Eq. (5.19) is set to 0 as it has been found to have

1DIII-D is an experimental tokamak located in San Diego, CA, USA.
2See Ref. [75] for a verification of a simultaneous temperature and kinetic equation advance implemented in

NIMROD.
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(a) Total pressure vs. normalized poloidal magnetic
flux (�̃�).

(b) Ion Temperature vs. normalized poloidal magnetic
flux (�̃�).

(c) Safety factor (𝑞) and collisionality (𝜈★) vs. nor-
malized poloidal magnetic flux (�̃�).

(d) |B| contours, with a few representative flux sur-
faces.

Figure 6.1: Equilibrium profiles for DIII-D IBS discharge 174446 at 3390 ms.

little added effect when running the CEL approach in NIMROD fully non-linearly (in effect, all the
needed diffusion is obtained by including an ad-hoc diffusion coefficient in the kinetic equation of
1 m2/s).

For physical space, an approximately flux-aligned finite element mesh in the poloidal plane is
used, with polynomial basis functions of degree 3 in each cell. Because the grid is packed near the
X-point, it deviates from being flux-aligned along the ray that extends out from the magnetic axis to
the X-point. In velocity space, 16 collocation points in 𝑠 and polynomial basis functions of degree 9
are used in each of three cells in pitch angle. See Figs. 6.3-6.4 for the numerical grids used in both
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Figure 6.2: log(𝐷ad-hoc) vs. normalized poloidal flux (�̃�). A sharp rising of the artificial diffusion
near the edge of the domain helps with numerical stability when using homogeneous boundary
conditions.

physical space and velocity space. The exact trapped-passing grid in 𝜉 is not used herein as it has
been found to give little benefit for 𝜈★ ≳ 1 cases.

Evidence of numerical convergence is seen in Figs. 6.5-6.6, where 𝜋𝑖∥ and 𝑞𝑖∥ are compared
between a lower and higher resolution run. The max percent difference (relative to the maximum
of the absolute value of the corresponding lower resolution plot) in these figures is about 6% over
most of the physical domain. There are localized areas near the edge of the physical domain (where
diffusion shaping is high) where the percent difference approaches 17%; however, it has been verified
that this difference is due solely to increasing the physical space resolution. Further increasing the
physical space resolution to polynomial basis functions of degree 4 only results in a max change of
< 5% in these edge areas.

It is also noted here the definition of "poloidal" that we use. Because ∇𝜙 × ∇𝜓 denotes the
magnetic field component in the R-Z plane (see Sec. 1.2.4), the poloidal direction is defined herein
to be anti-parallel to this component; specifically, the poloidal component of any vector is defined to
be the dot product of that vector with −(∇𝜙 ×∇𝜓)/|∇𝜙 ×∇𝜓 |, and a subscript 𝜃 is used to represent
that component. The off-flux surface component of any vector is defined to be the dot product of
that vector with −∇𝜓/|∇𝜓 |, and a subscript 𝜓 is used to represent that component.

6.1 Numerical Results and Discussion

The SFM method introduced in Sec. 5.1 is crucial in allowing the poloidal flow to evolve to steady
state without numerical instabilities. See Fig. 6.7 for a comparison of the time evolution of the
poloidal flow (𝑢𝜃), toroidal flow (𝑢𝜙), and parallel viscosity with SFM vs. without SFM, where these
quantities are evaluated at a set of synthetic probe locations in the poloidal plane. The locations
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Figure 6.3: Numerical grid in the poloidal
plane, with polynomial basis functions of de-
gree 3 used in each cell. It is approximately
flux-aligned, but X-point packing causes the
grid to become non-flux-aligned along the
ray from the magnetic axis to the X-point.

Figure 6.4: Numerical grid in velocity space, showing
the three finite element cells in pitch angle and 16
collocation points in 𝑠 that are used. Each finite
element cell uses polynomial basis functions of degree
9 (with node locations plotted with the dotted lines).

of the synthetic probes used for our time evolution plots herein are given in Fig. 6.8, where the
probe locations are overlaid on a contour plot of the steady-state 𝑢𝜃/𝐵𝜃 . The colors for the probe
locations on this plot correspond to the colors on all plots that evaluate quantities at the synthetic
probe locations. As seen in Fig. 6.7, the simulation crashes before the poloidal flow reaches steady
state without SFM, whereas with SFM, the poloidal flow is able to attain steady state. In Fig. 6.9
it is seen that SFM is able to successfully keep the fluid moments of 𝑓𝑖1 small, whereas without
SFM, the fluid moments of 𝑓𝑖1 grow as large as the perturbed fluid variables, ultimately crashing the
simulation. In Fig. 6.10, a contour plot of the steady-state 𝑓𝑖1 at (𝑅, 𝑍) ≈ (2.05 m, 0.00 m) shows
a strong 𝑃1(𝜉) dependence, indicating the need for a large 𝑞𝑖∥ response to balance the Braginskii
diamagnetic cross heat flux in the steady state. The time evolution of additional quantities of interest
evaluated at the synthetic probe locations are given in Fig. E.1.

In this test run, no difference was observed between using 𝜃𝑞𝑖 ∥ = 0.0 vs. 𝜃𝑞𝑖 ∥ = 1.0 – both ran
out stably to identical answers. Other non-linear runs in NIMROD, however, have required getting
the heat flux centering right (namely, using 𝜃𝑞𝑖 ∥ = 0.0) to avoid a numerical instability.

It is also seen in Fig. 6.7 that the poloidal flow reaches steady-state on the time-scale of the
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(a) CEL 𝑞𝑖 ∥ closure in the steady state. (b) CEL 𝑞𝑖 ∥ closure in the steady state, from a
lower resolution run.

Figure 6.5: Comparison of the steady-state kinetic 𝑞𝑖∥ (16 collocation points in 𝑠, polynomial basis
functions of degree 9 in logical pitch angle, polynomial basis functions of degree 3 in the poloidal
plane) on the left (a) with the steady-state kinetic 𝑞𝑖∥ from a lower resolution run (8 collocation
points in 𝑠, polynomial basis functions of degree 7 in logical pitch angle, polynomial basis functions
of degree 2 in the poloidal plane) on the right (b). The max percent difference (relative to the max
of the absolute value of the lower resolution plot) between (a) and (b) is about 2%.

ion-ion collision time, 𝜈−1
𝑖𝑖

, which is ≈ 6 × 10−5 s on axis for this equilibrium. This is in agreement
with prior predictions that have used various assumptions [24, 25]. Locally the toroidal flow evolves
on the same time scale as the poloidal flow; however, the flux surface average of the toroidal flow〈
𝑅𝑢𝜙

〉
evolves on a longer time scale consistent with the predictions of neoclassical transport theory

[76]. These observations break down in the edge region with large artificial diffusion. In Fig. 6.11,
it can be seen that

〈
𝑅𝑢𝜙

〉
remains small throughout the time evolution away from the edge, which is

in accordance with these observations.
The off-flux-surface flow 𝑢𝜓 is less than 1% of u in the steady state (see Appendix E), which is

also in accordance with standard neoclassical theory [18, 19]. It is noted that the computational model
used herein includes more physics than standard neoclassical theory, including wave equilibration;
however, the neoclassical result in the steady state is still recovered.

As stated previously, a fixed-background 𝛿 𝑓 approach is not well-suited for cases involving
large departures of the fluid variables from equilibrium; however, for this axisymmetric application
with no initial flow based on an experimentally relevant equilibrium, the perturbed fluid variables
remain small compared to their equilibrium values throughout the time evolution (where "small"



67

(a) CEL 𝜋𝑖 ∥ closure in the steady state. (b) CEL 𝜋𝑖 ∥ closure in the steady state, from a
lower resolution run.

Figure 6.6: Comparison of the steady-state kinetic 𝜋𝑖∥ (16 collocation points in 𝑠, polynomial basis
functions of degree 9 in logical pitch angle, polynomial basis functions of degree 3 in the poloidal
plane) on the left (a) with the steady-state kinetic 𝜋𝑖∥ from a lower resolution run (8 collocation
points in 𝑠, polynomial basis functions of degree 7 in logical pitch angle, polynomial basis functions
of degree 2 in the poloidal plane) on the right (b). The max percent difference (relative to the max
of the absolute value of the lower resolution plot) between (a) and (b) is about 6% over most of the
physical domain. There are localized areas near the edge of the physical domain (where diffusion
shaping is high) where the percent difference approaches 17%; however, it has been verified that this
difference is due solely to increasing the physical space resolution. Further increasing the physical
space resolution to polynomial basis functions of degree 4 only results in a max change of < 5% in
these edge areas.
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(a) Time evolution of poloidal flow, toroidal flow, and parallel viscosity at a representative set of synthetic
probe locations in the poloidal plane, without SFM.

(b) Time evolution of poloidal flow, toroidal flow, and parallel viscosity at a representative set of synthetic
probe locations in the poloidal plane, with SFM.

Figure 6.7: Comparison of the time evolution of the poloidal flow, toroidal flow, and parallel
viscosity at a representative set of synthetic probe locations in the poloidal plane (see Fig. 6.8)
without SFM (a), and with SFM (b). The simulation crashes before reaching steady state in (a), but
is able to reach steady state in (b).

for the flow is defined as small relative to 𝑣𝑇𝑖). Because of this, the CEL result for the steady-state
poloidal flow is benchmarked with that obtained using a previously benchmarked, fixed-background
𝛿 𝑓 implementation in NIMROD. Specifically, what was termed the "𝛿 𝑓 approach" in Ch. 4 is used.
An initially zero fixed-background 𝑓𝑖1 is evolved to steady state using the fixed-background 𝛿 𝑓

kinetic equation and the methods of Sec. 4.3.2 are used to calculate the poloidal flow from the
steady-state fixed-background 𝑓𝑖1. Fig. 6.12 compares the results for the steady-state poloidal flow
between the two approaches, with decreasing on-axis values for the artificial diffusion used in the
fixed-background 𝛿 𝑓 approach. The results of the two approaches are seen to converge to each other
as the artificial diffusion used in the fixed-background 𝛿 𝑓 approach is decreased, with the exception
of close to the edge where the diffusion shaping is large. In order to decrease diffusion at the core
in the fixed-background 𝛿 𝑓 approach, the diffusion at the edge had to be increased to maintain
numerical stability. It is surmised that at least some of the discrepancy can also be attributed to
differing effects of diffusion shaping between the two approaches – in the CEL approach, the shaping
is used in all the fluid equations as well as the kinetic equation, whereas in the fixed-background 𝛿 𝑓

approach it is used only in the kinetic equation. Fig. 6.12 seems to indicate that diffusion has a
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Figure 6.8: Synthetic probe locations in the
poloidal plane, overlaid on the steady-state
𝑢𝜃/𝐵𝜃 . The colors for the probes on this
plot correspond to the colors on all plots that
evaluate quantities at the synthetic probe
locations.

larger effect in the fixed-background 𝛿 𝑓 approach than in the CEL approach. Also, the fact that the
fixed-background 𝛿 𝑓 approach seems to be nearly converged in 𝐷ad-hoc away from the edge, and
agrees well with the CEL approach, suggests that the CEL approach is also converged in artificial
diffusion there.

6.2 Summary

A successful benchmarking of the full CEL approach in NIMROD has been performed when
running fully nonlinearly in axisymmetric geometry. Observing both the poloidal and toroidal
flow dynamics as well as the steady-state poloidal flow assisted in verifying the correctness of the
numerical implementation. The time dynamics of both the toroidal and poloidal flows agree with
analytical predictions. SFM was found to be essential in enabling a numerically stable evolution
to steady state. That the fluid variables remain close to equilibrium over the flow evolution also
facilitated a comparison with a previously benchmarked, fixed-background 𝛿 𝑓 calculation of the
steady-state poloidal flow. The steady-state poloidal flow from the CEL approach agrees well with
the fixed-background 𝛿 𝑓 result.
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(a) Time evolution of the fluid moments of 𝑓𝑖1 at a representative set of synthetic probe locations in the
poloidal plane, without SFM.

(b) Time evolution of the fluid moments of 𝑓𝑖1 at a representative set of synthetic probe locations in the
poloidal plane, with SFM.

Figure 6.9: Comparison of the time evolution of the fluid moments of 𝑓𝑖1 at a representative set
of synthetic probe locations in the poloidal plane (see Fig. 6.8) without SFM (a), and with SFM
(b). The moments become of the same order as the perturbed fluid variables in (a) and crash the
simulation, whereas in (b) the simulation reaches steady state, and the fluid moments of 𝑓𝑖1 remain
small compared to the corresponding perturbed fluid variables (see Figs. 6.7 and E.1).

Figure 6.10: Structure of the steady-state 𝑓𝑖1 (at (𝑅, 𝑍) ≈
(2.05 m, 0.00 m)) shows a strong 𝑃1(𝜉) dependence, in-
dicating the need for a large 𝑞𝑖∥ response to balance the
Braginskii diamagnetic cross heat flux in the steady state.
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Figure 6.11:
〈
𝑅𝑢𝜙

〉
vs. normalized poloidal flux

(�̃�), at a few representative times. One can see
that away from the edge,

〈
𝑅𝑢𝜙

〉
remains small

throughout the time evolution.

Figure 6.12: Steady-state 𝑢𝜃/𝐵𝜃 on the outboard
midplane vs. normalized poloidal flux (�̃�), com-
pared between the fixed-background 𝛿 𝑓 approach
(with decreasing on-axis values for the ad-hoc
diffusion coefficient) and the CEL approach. The
horizontal axis is not continued to �̃� = 0 where
𝐵𝜃 = 0.
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7 methodology for applying the cel closure approach
algorithm to general non-axisymmetric problems of interest
in nimrod

Herein is discussed the methodology for applying the CEL closure approach algorithm to general non-
axisymmetric problems of interest in NIMROD. Because the CEL approach is already programmed
in NIMROD’s framework (including the ability to extend to multiple Fourier modes in the toroidal
direction by changing an input parameter), specializing to non-axisymmetric geometry is relatively
straightforward. Investigation as to whether the formulation remains numerically stable in non-
axisymmetric geometry is ongoing.

7.1 Implied sources in the CEL kinetic equation

Real experiments have momentum, particle, and energy sources which are not accounted for in
Eqs. 3.1-3.6. Neutral beams, EM wave sources (such as RF heating sources), and interaction with
impurity species can all provide additional sources of momentum, particles, and energy in the fluid
equations. NIMROD often deals with these source terms in an implicit fashion by omitting (or
explicitly subtracting off for some complicated terms) the initial equilibrium part from each term in
the fluid equations at every time step. This assumes that the source terms are time-independent.
Here, it is shown that having no implied source terms in the CEL kinetic equation (i.e., not omitting,
or subtracting off, the initial equilibrium parts from any term in the kinetic equation) is consistent
with all the implied sources in the fluid equations.

The implied source terms in the number density, flow, and ion temperature equations are here
defined as 𝑆𝑛𝑒,eq , Su,eq , and 𝑆𝑇𝑖 ,eq, respectively. An important distinction is made between the
source terms in the fluid equations and appropriate fluid moments of a source term in the full
ensemble-averaged kinetic equation (Eq. (2.3)), 𝑆kin. The fluid moments of 𝑆kin are defined as
(𝑆kin)𝑛𝑖 , (𝑆kin)(𝑛𝑖𝑚𝑖u) , and (𝑆kin)((3/2)𝑛𝑖𝑇𝑖) , where the subscript indicates the moment taken. The
( )(𝑛𝑖) and ( )((3/2)𝑛𝑖𝑇𝑖) moments were defined in Eqs. (2.13) and (2.15), respectively. The
( )(𝑛𝑖𝑚𝑖u) moment is defined as

( )(𝑛𝑖𝑚𝑖u) = 𝑚𝑖

∫
d3𝑣v( ) , (7.1)

where v is defined in the macroscopic flow reference frame. It can be shown that the following are
true:
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𝑆𝑛𝑒,eq = 𝑍eff(𝑆kin)𝑛𝑖 , (7.2)

Su,eq = (𝑆kin)(𝑛𝑖𝑚𝑖u) , (7.3)

and

𝑆𝑇𝑖 ,eq = (𝑆kin)((3/2)𝑛𝑖𝑇𝑖) −
3
2
𝑇𝑖 (𝑆kin)𝑛𝑖 . (7.4)

The source term in the kinetic equation can be defined in a way to ensure consistency with all
implied source terms in the fluid equations. One way to define 𝑆kin to achieve this consistency is:

𝑆kin =
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+
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ª®¬ . (7.5)

This form for 𝑆kin assures that the correct implied source terms appear in the number density, flow,
and ion temperature equations after appropriate fluid moments are taken. This definition also allows
(𝑆kin)((3/2)𝑛𝑖𝑇𝑖) to be negative or positive, which is a freedom that would not be allowed if 𝑆kin was
instead defined to be a Maxwellian evaluated with the appropriate fluid moment source terms (as a
Maxwellian parameterized by a negative temperature is undefined).

𝑆kin is the source term that will appear in the full ensemble-averaged kinetic equation (Eq. (2.3)).
To see the form that will potentially appear in the CEL 𝛿 𝑓 kinetic equation, the steps in Ref. [61]
are followed, but with the added source term now included. An important needed assumption is that
all of the implied fluid source terms are 𝑂 (𝛿), which holds away from the edge of the domain where
diffusion shaping may be large. Under this assumption, it is then seen that only the gyro-average of
𝑆kin is needed in the CEL kinetic equation. Including the gyro-average of 𝑆kin in the CEL kinetic
equation, and including all the implied source terms from the fluid equations, gives:
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From Eqs. 7.6 and 7.7, one can see that the implied source terms from the fluid equations exactly
cancel the gyro-averaged source term in the CEL kinetic equation. So including no implied source
terms in the CEL kinetic equation is consistent with the implied sources in the fluid equations.

Although including no source terms in the kinetic equation is consistent with the implied source
terms in the fluid equations, certain physical phenomena (such as RF wave heating [23] and beam
heating) may still require a source term in the CEL kinetic equation. Moments of this source term
appearing on the RHS of the kinetic equation may not exactly cancel the source term itself. The
problem of what source term might need to be included for modeling real physical phenomena
is left to future work. It is noted that an experimental measurement of the initial equilibrium
non-Maxwellian would allow sources to be treated in an implicit fashion in exactly the same manner
as in NIMROD’s fluid equations.
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7.2 Methodology for obtaining the equilibrium 𝑓𝑖1 for use in NIMROD calculations

If implicit sources are assumed in the fluid equations, the initial equilibrium values of all quantities
in the fluid equations (including kinetic equilibrium quantities – such as the equilibrium 𝑞𝑖∥ or 𝜋𝑖∥)
are needed. Therefore, the initial equilibrium 𝑓𝑖1 is needed when implicit sources are assumed in the
fluid equations.

As was seen in Ch. 6, the equilibrium 𝑓𝑖1 is, generally speaking, non-zero. One reason this is
true is that a non-zero parallel heat flux is needed to balance the Braginskii diamagnetic cross heat
flux in the steady state. The simplest way to obtain the initial equilibrium 𝑓𝑖1, short of experimental
measurement, is to evolve the CEL kinetic equation (with no implied sources, and possibly, an
explicit, time-independent source term) to steady state while holding the fluid variables and magnetic
field fixed. Once the equilibrium 𝑓𝑖1 is obtained, the equilibrium 𝑞𝑖∥ and 𝜋𝑖∥ are computed. With
all initial kinetic equilibrium quantities now obtained, and with initial fluid equilibrium quantities
specified through other means, such as experimental measurement, the equilibrium is then perturbed
at 𝑡 = 0 (this perturbation can be gradual, such as a gradual increase in a time-evolving RMP
beginning at 𝑡 = 0). The fluid and magnetic field equations (with implied sources) are then evolved
self-consistently with the kinetic equation (with no implied sources, and possibly, an explicit,
time-independent source term) using Algorithm 1.

This procedure did not need to be followed for the results in previous chapters, because no
implied sources were assumed in the fluid equations therein, hence no need to keep track of initial
kinetic equilibrium quantities – such as the equilibrium 𝑞𝑖∥ or 𝜋𝑖∥ – to omit or subtract them at every
time step.

7.3 Importance of grid packing when applying a 3D rotating RMP to the plasma

At sufficiently low resistivity, numerical stability when applying a time-evolving, rotating RMP to
the plasma (via a time-evolving boundary condition applied to the magnetic field, in the same vein as
Ref. [49]) requires a sufficiently packed grid at the edge of the physical domain. This was found to
be essential both for fluid-only runs and when including the kinetics. A sample numerical grid that
sufficiently resolved this numerical instability for 𝜂0/𝜇0 = 8.99 × 10−3 m2/s is shown in Fig. 7.1.
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Figure 7.1: A sample numerical grid in the poloidal plane that resolved an instability
associated with a time-evolving boundary condition applied to the magnetic field, which
instability manifested only at sufficiently low plasma resistivity. Polynomial basis
functions of degree 3 are used in each cell.
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8 summary and outlook

8.1 Summary

Herein, a numerical method for solving a Chapman-Enskog-like (CEL) continuum kinetic model for
plasmas was formulated, analyzed, and applied in the plasma fluid code NIMROD. Observing the
steady-state flow and flow dynamics across different tokamak configurations allowed a benchmarking
of the numerical formulation. Numerical results agree well with prediction and give confidence as
to the correctness of the numerical implementation.

First, the kinetic aspects of the CEL approach were benchmarked. Results for the poloidal flow
coefficient 𝛼 were compared between the different NIMROD kinetic formulations, analytics, and
DK4D in various collisionality regimes. An exact trapped-passing grid was found to be essential for
convergence when in the banana collisionality regime. It was also seen that the standard neoclassical
formula for the poloidal flow coefficient in the banana regime (Eq. (4.6)) can be further refined to
give better agreement with NIMROD’s computational results. In particular, using Taguchi’s refined
analytic formula for 𝛼 (Eq. (4.7)) reduced the discrepancy between NIMROD’s numerical results
and analytics to less than 5%.

A von Neumann stability analysis of the linearized fluid-kinetic system was also performed. It
was found that centering the heat flux at the beginning of the time step and the ion temperature at
the end of the time step in the kinetic equation allows for a numerically-stable time advance of the
coupled system. In addition, it was shown that it is possible to eliminate both the numerical damping
and the numerical growth from the linear modes. It was also found that it is not possible to achieve
numerical stability if there are no constraints on the fluid moments of 𝑓𝑖1. The strategy implemented
herein involved adding terms from the evolution equations for the fluid moments of 𝑓𝑖1 to the RHS of
the kinetic equation, in such a way as to cancel sources of numerical growth of those moments in the
kinetic equation. This analysis showed that linearly stable algorithms are possible with this method.

Finally, an axisymmetric benchmark of the full CEL approach was performed. The fluid and
kinetic equations were evolved fully non-linearly and self-consistently according to Algorithm 1
until the flow was in steady state. The flow dynamics and steady-state flow were then compared
with prediction. The time dynamics of both the toroidal and poloidal flows were found to agree with
analytical predictions. That the fluid variables remained close to equilibrium over the flow evolution
also facilitated a comparison with a previously benchmarked, fixed-background 𝛿 𝑓 calculation of
the steady-state poloidal flow. The steady-state poloidal flow from the CEL approach was found to
agree well with the fixed-background 𝛿 𝑓 result. Suppression of the fluid moments of 𝑓𝑖1 was seen to
be essential in enabling a numerically stable evolution to steady-state.

The methodology for applying the CEL closure approach algorithm to general non-axisymmetric
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problems of interest in NIMROD was also discussed. Because the CEL approach is already
programmed in NIMROD’s framework, specializing to non-axisymmetric geometry is relatively
straightforward. Investigation as to whether the formulation remains numerically stable in non-
axisymmetric geometry is ongoing. Having no implied source terms in the CEL kinetic equation
was shown to be consistent with having implied source terms in the fluid equations. The problem
of what explicit source term might need to be included in the kinetic equation for modeling real
physical phenomena is left to future work.

8.2 Outlook

The results presented herein related to the CEL closure approach in NIMROD are positive. The most
immediate pressing needs are for numerical stability considerations to be addressed when extending
to non-axisymmetric geometry. Of particular concern is the possibility of aliasing instabilities,
which may occur due to the ion temperature being raised to non-integer powers in the kinetic
equation. The numerical stability of the model when including the electron kinetic equation (which
is implemented) also needs to be addressed.

Two physical problems of immediate particular interest are that of forced magnetic reconnection
in realistic tokamak geometries, and NTM dynamics in tokamaks (see Secs. 1.5.2 and 1.5.3). Both
problems have been previously addressed in NIMROD using simplified models. In Ref. [48], the
problem of forced magnetic reconnection was addressed by applying a time-dependent magnetic
boundary condition to a sheared slab magnetic configuration in NIMROD, utilizing a heuristic
closure for the ion viscous stress tensor. In Ref. [49], NTM dynamics were modeled in NIMROD
by applying a rotating, time-evolving RMP to an equilibrium based on a kinetic reconstruction of
DIII-D ITER Baseline Scenario (IBS) discharge 174446 at 3390 ms. Heuristic closures for both the
electron and ion viscous stress tensors and the electron collisional friction force were also used. It
is anticipated that interesting new insights will be obtained by simulating both of these physical
phenomena in NIMROD using the CEL closure approach method outlined herein.



79

a eqs. (5.1)-(5.10) in more general form

Here, Eqs. (5.1)-(5.10) are modified to include additional arbitrary centerings. The equilibrium
𝑓𝑖1 is also allowed to be non-zero.
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 𝑓𝑀𝑖0 , (A.10)

where subscripts of 0 or 1 indicate an equilibrium quantity or perturbed quantity respectively, 𝜃𝑢1

is the time centering of the advective term in the flow equation, 𝜃𝑛1 is the time centering of the
advective term in the number density equation, 𝜃𝑇𝑖1 is the time centering of the advective term in the
ion temperature equation, 𝜃𝑇𝑖2 is the time centering of the ion temperature contribution to the heat
flux term in the ion temperature equation, 𝜃𝑇𝑒1 is the time centering of the advective term in the
electron temperature equation, 𝜃𝐵1 is the time centering of the advective term in the magnetic field
equation, 𝜃𝐵2 is the time centering of the resistive term in the magnetic field equation, 𝜃𝐶𝑖𝑖1 is the
time centering of the test particle part of the collision operator in the kinetic equation, 𝜃𝐶𝑖𝑖2 is the
time centering of the field particle part of the collision operator in the kinetic equation, 𝜃 𝑓 1 is the
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time centering the advective term in the kinetic equation, 𝜃 𝑓 2 is the time centering the 𝜋𝑖∥ drive
term in the kinetic equation, and quantities with ∗ or ∗∗ superscripts have arbitrary time centering as
follows:
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1𝑘 + 𝜃𝑢 (Δu1𝑘 ) , (A.14)

B∗
1𝑘 = B 𝑗

1𝑘 + 𝜃𝐵 (ΔB1𝑘 ) , (A.15)

𝑛∗𝑖1𝑘 = 𝑛
𝑗

𝑖1𝑘 + 𝜃𝑛 (Δ𝑛𝑖1𝑘 ) , (A.16)

where 𝜃 𝑓 𝑢 is the centering of ( 𝑓𝑖1)1𝑘 in the flow equation, 𝜃 𝑓 𝑡 is the centering of ( 𝑓𝑖1)1𝑘 in the ion
temperature equation, 𝜃𝑡 is the centering of the 𝑇𝑖1𝑘 in the kinetic equation, 𝜃𝑢 is the centering of
u1𝑘 in the kinetic equation, 𝜃𝐵 is the centering of B1𝑘 in the kinetic equation, and 𝜃𝑛 is the centering
of 𝑛𝑖1𝑘 in the kinetic equation. All centering parameters are arranged in a vector for convenience
(where the centering of the heat flux drive term in the kinetic equation (𝜃𝑞𝑖 ∥ ) is also included):

𝜽 full =
[
𝜃𝑢1 𝜃𝑛1 𝜃𝑇𝑖1 𝜃𝑇𝑖2 𝜃𝑇𝑒1 𝜃𝐵1 𝜃𝐵2 𝜃𝐶𝑖𝑖1 𝜃𝐶𝑖𝑖2 𝜃𝑞𝑖 ∥ 𝜃 𝑓 1 𝜃 𝑓 2 𝜃 𝑓 𝑢 𝜃 𝑓 𝑡

𝜃𝑡 𝜃𝑢 𝜃𝐵 𝜃𝑛

]
. (A.17)
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b eq. (5.10) with the additional terms from fluid moment eqs.

When the terms from Eq. (5.19) are included in the linear analysis, Eq. (5.10) becomes:

(Δ 𝑓𝑖1)1𝑘
Δ𝑡

+ 𝜃 𝑓 𝑖𝑘 (𝑐𝑠)𝜉𝑠𝑣𝑇𝑖0(Δ 𝑓𝑖1)1𝑘 − 𝜃𝐶𝑖𝑖
𝐶𝑖𝑖 ((Δ 𝑓𝑖1)1𝑘 , 𝑓𝑀𝑖0) − 𝜃𝐶𝑖𝑖

𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, (Δ 𝑓𝑖1)1𝑘)

−
𝜃 𝑓

𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0


2
3
𝑖𝑘 (𝑐𝑠)𝜋𝑖 ∥ ((Δ 𝑓𝑖1)1𝑘 , 𝑇𝑖0)

 + 𝜃𝑞𝑖∥

2
3𝑛𝑖0𝑇𝑖0

©«𝑠2 −
3
2
ª®¬ 𝑖𝑘 (𝑐𝑠)𝑞𝑖 ∥ ((Δ 𝑓𝑖1)1𝑘 , 𝑇𝑖0)

+
1
𝑛𝑖0

(
𝜃 𝑓

1
𝑚𝑖

𝑖𝑘 (𝑐𝑠) ((Δ 𝑓𝑖1)1𝑘) (𝑛𝑖𝑚𝑖𝑢𝑖∥ ) − 𝜃𝐶𝑖𝑖
(𝐶𝑖𝑖 ((Δ 𝑓𝑖1)1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, (Δ 𝑓𝑖1)1𝑘)) (𝑛𝑖 )

−𝐷𝑘2((Δ 𝑓𝑖1)1𝑘) (𝑛𝑖 )

) ©«
5
2
− 𝑠2ª®¬ +

𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0

©«𝜃 𝑓

2
3
𝑖𝑘 (𝑐𝑠) ((Δ 𝑓𝑖1)1𝑘) ( (3/2)𝑛𝑖𝑇𝑖 )

−𝜃𝐶𝑖𝑖
(𝐶𝑖𝑖 ((Δ 𝑓𝑖1)1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, (Δ 𝑓𝑖1)1𝑘)) (𝑛𝑖𝑚𝑖𝑢𝑖∥ ) − 𝐷𝑘2((Δ 𝑓𝑖1)1𝑘) (𝑛𝑖𝑚𝑖𝑢𝑖∥ )

ª®¬ ©«
7
2
− 𝑠2ª®¬

+
2

3𝑛𝑖0𝑇𝑖0
©«𝑠2 −

3
2
ª®¬
[
−𝜃𝐶𝑖𝑖

(𝐶𝑖𝑖 ((Δ 𝑓𝑖1)1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, (Δ 𝑓𝑖1)1𝑘)) ( (3/2)𝑛𝑖𝑇𝑖 )

−𝐷𝑘2((Δ 𝑓𝑖1)1𝑘) ( (3/2)𝑛𝑖𝑇𝑖 )
] 𝑓𝑀𝑖0 = 𝐶𝑖𝑖 (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, ( 𝑓 𝑗+1/2
𝑖1 )1𝑘)

− 𝑖𝑘 (𝑐𝑠)𝜉𝑠𝑣𝑇𝑖0( 𝑓 𝑗+1/2
𝑖1 )1𝑘 +


𝜉𝑠𝑣𝑇𝑖0

𝑇𝑖
𝑖𝑘 (𝑐𝑠)𝑇∗

𝑖1𝑘
©«
5
2
− 𝑠2ª®¬ +

1
𝑛𝑖0

(
1
𝑚𝑖

𝑖𝑘 (𝑐𝑠)
(
( 𝑓 𝑗+1/2

𝑖1 )1𝑘
)
(𝑛𝑖𝑚𝑖𝑢𝑖∥ )

−
(
𝐶𝑖𝑖 (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, ( 𝑓 𝑗+1/2
𝑖1 )1𝑘)

)
(𝑛𝑖 )

− 𝐷𝑘2
(
( 𝑓 𝑗+1/2

𝑖1 )1𝑘
)
(𝑛𝑖 )

) ©«
5
2
− 𝑠2ª®¬

+
𝜉𝑠𝑣𝑇𝑖0

𝑛𝑖0𝑇𝑖0


2
3
𝑖𝑘 (𝑐𝑠)𝜋𝑖 ∥ (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑇𝑖0) + ©«
2
3
𝑖𝑘 (𝑐𝑠)

(
( 𝑓 𝑗+1/2

𝑖1 )1𝑘
)
( (3/2)𝑛𝑖𝑇𝑖 )

−
(
𝐶𝑖𝑖 (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑓𝑀𝑖0) + 𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, ( 𝑓 𝑗+1/2
𝑖1 )1𝑘)

)
(𝑛𝑖𝑚𝑖𝑢𝑖∥ )

−𝐷𝑘2
(
( 𝑓 𝑗+1/2

𝑖1 )1𝑘
)
(𝑛𝑖𝑚𝑖𝑢𝑖∥ )

ª®¬ ©«
7
2
− 𝑠2ª®¬

 + 𝑃2(𝜉)
2
3
𝑠2

(
𝑖𝑘𝑢∗1𝑘𝑦 − 3𝑖𝑘 (𝑐𝑠) ((𝑐𝑠)𝑢∗1𝑘𝑦 + (𝑠𝑛)𝑢∗1𝑘𝑧)

)
+

2
3𝑛𝑖0𝑇𝑖0

©«𝑠2 −
3
2
ª®¬
𝑖𝑘 (𝑐𝑠)𝑞𝑖 ∥ (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑇𝑖0) −
(
𝐶𝑖𝑖 (( 𝑓 𝑗+1/2

𝑖1 )1𝑘 , 𝑓𝑀𝑖0)

+𝐶𝑖𝑖 ( 𝑓𝑀𝑖0, ( 𝑓 𝑗+1/2
𝑖1 )1𝑘)

)
( (3/2)𝑛𝑖𝑇𝑖 )

− 𝐷𝑘2
(
( 𝑓 𝑗+1/2

𝑖1 )1𝑘
)
( (3/2)𝑛𝑖𝑇𝑖 )


 𝑓𝑀𝑖0 . (B.1)
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c tables illustrating dependence of the maximum growth
rates on 𝜃 𝑓 𝑡, 𝜃𝑡, and 𝜃𝑞𝑖∥

These tables illustrate a complicated dependence of the maximum normalized growth rates on 𝜃 𝑓 𝑡 ,
𝜃𝑡 , and 𝜃𝑞𝑖 ∥ , where each table is for a different value of 𝜃𝑡 . Besides the three centering parameters
that are varied, it is assumed that 𝜃 𝑓 𝑢 = 0.0 and that 𝜃 𝑓 = 𝜃𝐶𝑖𝑖

= 𝜃𝑢 = 1.0. 𝐶0 = 0.3 is also used.

𝜃𝑞𝑖∥

𝜃 𝑓 𝑡 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.0 3.4E-16 2.8E-16 2.5E-16 2.9E-16 4.2E-16 2.0E-16 1.9E-16 6.4E-03 2.3E-02 5.0E-02 2.4E-01
0.1 3.4E-16 2.2E-16 2.4E-16 4.1E-16 3.1E-16 2.5E-16 3.9E-16 2.7E-16 1.2E-02 3.3E-02 7.6E-02
0.2 2.3E-16 2.8E-16 2.8E-16 3.4E-16 2.3E-16 3.0E-16 2.7E-16 3.1E-16 4.7E-04 1.9E-02 4.8E-02
0.3 2.0E-16 2.0E-16 2.2E-16 2.5E-16 3.2E-16 2.6E-16 3.8E-16 3.2E-16 2.7E-16 6.6E-03 2.9E-02
0.4 2.8E-16 2.5E-16 3.6E-16 1.7E-16 1.9E-16 3.3E-16 2.5E-16 2.4E-16 3.4E-16 2.3E-16 1.4E-02
0.5 2.3E-16 2.4E-16 2.5E-16 3.0E-16 2.1E-16 3.3E-16 2.6E-16 2.6E-16 3.1E-16 3.4E-16 2.1E-16
0.6 3.3E-16 1.9E-16 2.1E-16 3.2E-16 1.8E-16 4.4E-16 2.4E-16 2.7E-16 3.3E-16 3.3E-16 2.8E-16
0.7 2.9E-16 2.3E-16 2.2E-16 2.2E-16 3.0E-16 2.6E-16 2.9E-16 3.8E-16 2.1E-16 2.2E-16 1.9E-16
0.8 2.7E-16 3.3E-16 2.7E-16 2.0E-16 2.2E-16 3.2E-16 2.9E-16 2.1E-16 2.5E-16 2.6E-16 1.8E-16
0.9 2.3E-16 2.1E-16 2.1E-16 2.7E-16 2.5E-16 2.5E-16 2.6E-16 3.1E-16 2.7E-16 2.7E-16 1.9E-16
1.0 2.6E-16 2.4E-16 2.3E-16 2.0E-16 3.2E-16 2.1E-16 2.1E-16 3.6E-16 2.3E-16 2.2E-16 2.3E-16

Table C.1: Table of max normalized growth rates found over 𝑘𝑑𝑖 ∈ [0, 40𝜋], for 𝜃𝑡 = 1.0. Here, a
higher 𝜃 𝑓 𝑡 allows for a higher 𝜃𝑞𝑖 ∥ .

𝜃𝑞𝑖∥

𝜃 𝑓 𝑡 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.0 4.4E-04 5.0E-04 5.8E-04 6.8E-04 8.4E-04 1.1E-03 1.4E-03 2.2E-03 4.8E-03 1.4E-02 2.2E-01
0.1 3.2E-04 3.7E-04 4.2E-04 4.9E-04 5.9E-04 7.5E-04 1.0E-03 1.5E-03 2.9E-03 9.3E-03 7.6E-02
0.2 2.2E-04 2.5E-04 2.9E-04 3.3E-04 4.0E-04 4.9E-04 6.4E-04 9.4E-04 1.7E-03 5.5E-03 4.8E-02
0.3 1.3E-04 1.4E-04 1.6E-04 1.9E-04 2.2E-04 2.8E-04 3.6E-04 5.0E-04 8.4E-04 2.5E-03 2.9E-02
0.4 4.3E-05 4.9E-05 5.5E-05 6.4E-05 7.6E-05 9.3E-05 1.2E-04 1.6E-04 2.6E-04 6.4E-04 1.3E-02
0.5 2.7E-16 2.7E-16 2.2E-16 2.6E-16 2.9E-16 2.9E-16 2.7E-16 2.7E-16 2.1E-16 2.6E-16 2.2E-16
0.6 2.8E-16 3.7E-16 2.9E-16 2.5E-16 2.9E-16 2.3E-16 2.3E-16 2.2E-16 2.4E-16 2.3E-16 2.1E-16
0.7 2.7E-16 1.9E-16 3.0E-16 3.0E-16 2.8E-16 3.2E-16 2.2E-16 3.2E-16 2.1E-16 2.3E-16 2.1E-16
0.8 1.9E-16 2.4E-16 1.9E-16 3.1E-16 2.8E-16 3.0E-16 2.3E-16 2.2E-16 2.8E-16 3.2E-16 1.9E-16
0.9 4.5E-16 1.9E-16 2.3E-16 2.1E-16 2.8E-16 2.3E-16 2.6E-16 3.2E-16 3.0E-16 2.5E-16 2.2E-16
1.0 2.2E-16 3.1E-16 2.5E-16 2.7E-16 2.3E-16 2.7E-16 3.0E-16 2.0E-16 3.1E-16 1.8E-16 2.2E-16

Table C.2: Table of max normalized growth rates found over 𝑘𝑑𝑖 ∈ [0, 40𝜋], for 𝜃𝑡 = 0.5. Here,
only 𝜃 𝑓 𝑡 ≥ 0.5 matters for stability.
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𝜃𝑞𝑖∥

𝜃 𝑓 𝑡 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.0 1.2E-03 1.4E-03 2.2E-03 3.4E-03 4.9E-03 6.9E-03 9.6E-03 1.3E-02 1.9E-02 3.0E-02 1.2E-01
0.1 1.1E-03 1.2E-03 1.4E-03 1.8E-03 3.3E-03 5.2E-03 7.7E-03 1.1E-02 1.7E-02 2.7E-02 1.6E-01
0.2 9.8E-04 1.1E-03 1.2E-03 1.4E-03 1.6E-03 3.2E-03 5.6E-03 9.0E-03 1.4E-02 2.4E-02 1.9E-01
0.3 8.2E-04 9.2E-04 1.0E-03 1.2E-03 1.4E-03 1.7E-03 3.4E-03 6.6E-03 1.1E-02 2.1E-02 2.0E-01
0.4 6.4E-04 7.2E-04 8.3E-04 9.6E-04 1.1E-03 1.4E-03 1.9E-03 3.9E-03 8.3E-03 1.6E-02 2.1E-01
0.5 4.4E-04 5.0E-04 5.8E-04 6.8E-04 8.4E-04 1.1E-03 1.4E-03 2.2E-03 4.8E-03 1.4E-02 2.2E-01
0.6 2.5E-04 2.8E-04 3.3E-04 3.9E-04 4.8E-04 6.2E-04 8.6E-04 1.4E-03 3.2E-03 1.4E-02 2.3E-01
0.7 5.7E-05 6.6E-05 7.7E-05 9.4E-05 1.2E-04 1.6E-04 2.4E-04 4.4E-04 1.2E-03 2.8E-02 2.3E-01
0.8 2.9E-16 2.6E-16 2.8E-16 2.4E-16 3.3E-16 2.9E-16 3.1E-16 2.8E-16 8.0E-04 3.8E-02 2.4E-01
0.9 3.0E-16 2.5E-16 3.6E-16 2.6E-16 2.7E-16 2.1E-16 2.4E-16 2.6E-16 1.6E-02 4.5E-02 2.4E-01
1.0 2.0E-16 2.3E-16 3.7E-16 3.8E-16 2.8E-16 2.7E-16 2.4E-16 6.4E-03 2.3E-02 5.0E-02 2.4E-01

Table C.3: Table of max normalized growth rates found over 𝑘𝑑𝑖 ∈ [0, 40𝜋], for 𝜃𝑡 = 0.0. Here,
stability is found only for high enough 𝜃 𝑓 𝑡 and low enough 𝜃𝑞𝑖 ∥ .
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d an eigenvector/eigenvalue analysis of electron landau
damping in one dimension

Here a similar eigenvector/eigenvalue analysis as in Sec. 5 is applied to the problem of electron
Landau damping in one dimension [72]. This analysis is performed to show that, when discretizing
velocity space, Landau damping shows up as a decorrelation of the eigenvectors due to differing
real frequencies. The discretization of velocity space is the main difference between this solution
method and the one originally employed by Landau. The same equation is solved as in Landau’s
original work, namely:

𝜕 𝑓𝑒1

𝜕𝑡
+ 𝑣𝑥

𝜕 𝑓𝑒1

𝜕𝑥
−

𝑒

𝑚𝑒

𝐸𝑥

𝜕 𝑓𝑒0

𝜕𝑣𝑥
= 0 , (D.1)

and

𝜕𝐸𝑥

𝜕𝑥
=

− 𝑒
∫

d𝑣𝑥 𝑓𝑒1

𝜖0
, (D.2)

where 𝑣𝑥 is the one-dimensional particle velocity, 𝐸𝑥 is the one-dimensional electric field, 𝑚𝑒 is the
electron mass, 𝑓𝑒0 is the equilibrium electron distribution function, and 𝑓𝑒1 is the perturbed electron
distribution function.

It is assumed that 𝑓𝑒0 is a one-dimensional Maxwellian for this analysis, i.e., 𝑓𝑒0 =
𝑛𝑒0√
𝜋𝑣𝑇𝑒0

𝑒
−𝑣2

𝑥/𝑣2
𝑇𝑒0

(with 𝑣𝑇𝑒0 =
√︁

2𝑇𝑒0/𝑚𝑒). The equations are Fourier transformed (with k = 𝑘 x̂), and a collocation
approach [44] is applied with regards to the normalized radial speed coordinate 𝑣𝑥/𝑣𝑇𝑒0. In this
analysis, 200 collocation points in 𝑣𝑥/𝑣𝑇𝑒0 are used. 𝑓𝑒1 is normalized by the electron Maxwellian
at its maximum (i.e., 𝑛𝑒0/

√
𝜋𝑣𝑇𝑒0) and the kinetic equation is scaled by the same quantity. Time

is normalized by the electron plasma frequency (𝜔𝑝𝑒 =
√︁
𝑛𝑒0𝑒2/𝜖0𝑚𝑒) and length by the electron

Debye length (𝜆𝐷𝑒 = 𝑣𝑇𝑒0/(
√

2𝜔𝑝𝑒)). A small time step of (Δ𝑡)𝜔𝑝𝑒 ≈ 5.5×10−3 is used to obtain the
frequencies, and a time centering of 0.5 is used for all non-time-derivative terms in Eqs. (D.1)-(D.2).

It can be seen in Fig. D.1 that there is negligible imaginary part of the frequency associated
with this set of eigenmodes. However, as will be shown, damping of the perturbed number density
(
∫

d𝑣𝑥 𝑓𝑒1,𝑘 ) still occurs.
For a simple test case, it is assumed that 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒

= 0.1 𝑓𝑒0 at 𝑡 = 0. This initial condition
is projected onto the set of eigenvectors for (𝑘𝜆𝐷𝑒) ≈ .5, and then each eigenvector is evolved in
time using the corresponding (real) frequency. The sum of the coefficients times the time-evolved
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(a) Normalized Re(𝜔) vs. normalized 𝑘 (b) Normalized Im(𝜔) vs. normalized 𝑘

Figure D.1: Normalized Re(𝜔) vs. normalized 𝑘 on the left (a) and normalized Im(𝜔) vs. normalized
𝑘 on the right (b) is shown for the one-dimensional Landau damping problem. 200 collocation
points in 𝑣𝑥/𝑣𝑇𝑒0 are used, and (Δ𝑡)𝜔𝑝𝑒 ≈ 5.5 × 10−3.

Figure D.2: The real parts of two typical eigenvectors (( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
)eig) are shown. The eigenvectors

for the one-dimensional Landau damping problem are peaked in a very localized portion of velocity
space, and smaller elsewhere.

eigenvectors then gives 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
at later times. The real parts of two typical eigenvectors

(( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
)eig) are shown in Fig. D.2. The eigenvectors are peaked in a very localized portion

of velocity space, and smaller elsewhere. This, combined with fact that each eigenvector has a
different real frequency, is then equivalent to the continuous case where the longtime behavior of
the distribution function is an oscillation with a velocity-space-dependent frequency of 𝑘𝑣𝑥 (see Ref.
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(a) 𝑡𝜔𝑝𝑒 ≈ 0 (b) 𝑡𝜔𝑝𝑒 ≈ 10 (c) 𝑡𝜔𝑝𝑒 ≈ 20

(d) 𝑡𝜔𝑝𝑒 ≈ 30 (e) 𝑡𝜔𝑝𝑒 ≈ 40 (f) 𝑡𝜔𝑝𝑒 ≈ 50

Figure D.3: The real part of 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
, normalized to 𝑛𝑒0/

√
𝜋𝑣𝑇𝑒0 is shown at successive normalized

time points. The granularity of the distribution eventually approaches the limits of the velocity
space resolution.

[72]). See Fig. D.3 for plots of Re( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
) at successive time points1. It is seen that eventually

the granularity of the distribution (caused by each part of velocity space being associated with a
different frequency) approaches the limits of the velocity space resolution.

The time evolution of
∫

d𝑣𝑥Re( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
) is compared against the 𝑘𝜆𝐷𝑒 ≪ 1 analytic formula

[72, 77] in Fig D.4. As can be seen, the perturbed number density damps in time. We are not quite in
the 𝑘𝜆𝐷𝑒 ≪ 1 asymptotic regime, and it is noted that the analytic formula in Refs. [72, 77] involves
other significant approximations. Shortly after the granularity of the distribution approaches the
limits of the velocity space resolution an echo is seen. This echo can be pushed further and further
back in time by increasing the velocity space resolution, and is therefore numeric. Landau damping
echos observed in real experiments may be due to particle discreteness effects becoming important
after the granularity of the ensemble-averaged distribution function reaches some critical level (i.e.,
reaching the limit of approximating individual particles by a smooth ensemble-averaged distribution
function). This conjecture, however, would need to be tested.

1See https://youtu.be/jnpzmx0vpVY for an animation of the time evolution of Re( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
).

https://youtu.be/jnpzmx0vpVY
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Figure D.4: The time evolution of
∫

d𝑣𝑥Re( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒
) (normalized to 𝑛𝑒0) is compared against

the 𝑘𝜆𝐷𝑒 ≪ 1 analytic formula [72, 77]. We are not quite in the 𝑘𝜆𝐷𝑒 ≪ 1 asymptotic regime,
and it is noted that the analytic formula in Refs. [72, 77] involves other significant approximations.
Damping of

∫
d𝑣𝑥Re( 𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒

) is seen, as well as a (numerical) echo when the granularity of
𝑓𝑒1,𝑘≈.5/𝜆𝐷𝑒

approaches the limits of the velocity space resolution.
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e time evolution of additional perturbed quantities of
interest with sfm

Here, the time evolution of additional perturbed quantities of interest (with SFM) are shown for the
axisymmetric nonlinear test case of Ch. 6. The quantities of interest are plotted at a representative
set of synthetic probe locations in the poloidal plane (see Fig. 6.8).

Figure E.1: Time evolution of additional perturbed quantities of interest at a representative set of
synthetic probe locations in the poloidal plane (see Fig. 6.8) with SFM.
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