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Abstract

Large language models (LLMs) have become a central component in modern

natural language processing, exhibiting strong capabilities across a wide range

of tasks. A key feature of this success is in-context learning (ICL), where LLMs

improve their prediction performance on new tasks by conditioning on a set of

input-output examples provided in the prompt, without requiring any parameter

updates. Despite its empirical effectiveness in applications such as text classification,

question answering, and translation, the underlying mechanism of ICL remains

not fully understood from a theoretical perspective.

To address this challenge, this thesis leverages synthetic and controllable

datasets as a fundamental tool for understanding ICL. While existing works have

extensively leveraged synthetic and controllable datasets such as those [31, 2, 127]

based on linear regression tasks to study ICL, we identify two critical missing pieces

in the current literature. The first missing piece is that an empirically observed phe-

nomenon, named “early ascent” in this thesis, remains theoretically unexplained:

although we expect the prediction error to decrease as the number of in-context

samples increases, we empirically found that the error increases and decreases
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for some experiments [11]. The second missing piece is that existing synthetic

datasets overlook the instructions used in ICL: while in real-world use cases of

ICL, in-context samples are coupled with task instructions that guide the model’s

behavior, the current synthetic and controllable datasets in the literature overlook

the role of instructions. This thesis fills these two missing pieces by constructing

and studying synthetic and controllable datasets.

To fill the first missing piece, we propose a novel probabilistic model for gen-

erating pretraining tasks and then pretraining sequences from those tasks, where

the pretraining tasks have a latent clustered structure. We analyze such a syn-

thetic and controllable data model and reveal that ICL operates in two distinct

modes: task retrieval and task learning. Then we provide the first mathematical

explanation for the early ascent phenomenon. Furthermore, we predict the phe-

nomenon of “bounded efficacy” named in this thesis, where the prediction error of

ICL with randomly labeled examples initially decreases but eventually increases

as the number of in-context examples increases. To fill the second missing piece,

we propose a new synthetic and controllable data framework, namely In-Context

Learning with Hypothesis-Class Guidance (ICL-HCG), which explicitly incorporates

task instructions into synthetic data generation. Through extensive experiments,

we demonstrate that the instruction significantly improves the prediction accuracy

and generalization ability of ICL compared to ICL without instruction.

Additionally, this thesis explores future directions with preliminary results.

Inspired by the dual operating modes of ICL, we propose a new prompt design

method named coded prompts to enhance LLM performance when multiple test
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samples are available at inference time. We also study a new problem setting,

in-context blind tree search, extending ICL to sequential decision-making scenarios

involving action-reward loops.

In summary, this thesis develops synthetic and controllable datasets to enable

mathematical analysis, provides new theoretical and empirical insights to our

understanding of ICL, and improves LLMs’ performance in practice.
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Chapter 1

Introduction

1.1 Large Language Models and In-Context Learning

Large language models (LLMs) have demonstrated great capabilities in solving var-

ious complex tasks via simple prompts [131]. Among their capabilities, in-context

learning (ICL) [11] is really impressive, because ICL enables LLMs to adapt to

new tasks by conditioning on a sequence of input-output examples provided in

the prompt, without requiring any explicit parameter updates. In the standard ICL

setting, the model is given a set of k samples {(xi, yi)}k
i=1 corresponding to a partic-

ular task that serve as in-context samples, followed by a new input xquery for which

the model is expected to predict the output ŷquery. The entire sequence is converted

into a single prompt and fed into an LLM, such as a pretrained Transformer model:

LLM(x1, y1, x2, y2, . . . , xk, yk, xquery)⇒ ŷquery.
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This process allows the model to infer the underlying task from the provided exam-

ples and make the prediction without the need for any fine-tuning and parameter

updating. ICL has become a powerful paradigm for enabling LLMs to perform

many different tasks by leveraging only a few in-context samples, such as text

classification [6, 72, 75], question answering [8, 17, 50], and translation [126, 105].

However, a comprehensive mathematical and theoretical understanding of ICL

remains open.

To systematically understand the mechanism of ICL, many works have utilized

synthetic and controllable datasets to facilitate detailed experimental and theo-

retical studies. An example is the linear regression setup introduced by Garg et al.

[31], which is the first work on utilizing the synthetic and controllable dataset to

study ICL. In this setting, for each sequence, x’s are sampled from an isotropic

Gaussian, and y’s are generated by linear mappings ⟨x, w⟩ where w is a coefficient

specific to each sequence. Such a synthetic and controllable dataset allows us to

train Transformer models from scratch, explore more specific aspects of ICL, and

give precise explanations of how LLMs utilize in-context samples during ICL.

This chapter first reviews existing works using synthetic and controllable datasets

to study ICL, then identifies two missing pieces of the literature, and finally intro-

duces the research questions and contributions in this thesis.
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1.2 Synthetic and Controllable Datasets for ICL in the

Literature

Garg et al. [31] first build a synthetic and controllable dataset where the pretrain-

ing and testing sequences are generated from noiseless linear regression tasks.

Specifically, for each sequence, Garg et al. [31] first sample w from a Gaussian

distribution N (0, Id), representing the underlying task. Then, a number of vectors

{x}K
i=1 are sampled from an isotropic Gaussian distribution N (0, I), and {y}K

i=1

are generated by y(i) = ⟨w, x(i)⟩. Finally, those x’s and y’s are concatenated into a

sequence (x(1), y(1), x(2), y(2), . . . , xK , yK) for pretraining. For inference, the input

sequence follows the format (x(1), y(1), x(2), y(2), . . . , xk, yk, xquery), where the k pairs

{(x(i), y(i))}k
i=1 following a new sampled w serve as in-context samples. The model

then predicts the output for xquery conditioned on {(x(i), y(i))}k
i=1.

Noiseless Linear Regression Based on the well-defined synthetic and controllable

dataset by Garg et al. [31] using noiseless linear regression tasks, researchers

systematically study the mechanisms of ICL and properties of Transformers. For

instance, there is an exciting line of research on connecting ICL to gradient descent,

firstly hinted by Garg et al. [31]. Akyürek et al. [2] and Von Oswald et al. [112] then

show that one attention layer can be exactly constructed to perform gradient descent,

and empirically find similarities between ICL and gradient descent. Further, Ahn

et al. [1] theoretically show that under certain conditions, Transformers trained on

noiseless linear regression tasks minimizing the pretraining loss will implement a

gradient descent algorithm. Nevertheless, Fu et al. [27] show that Transformers
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are able to approximate the second-order optimization methods, sharing a similar

convergence rate as iterative Newton’s method. Besides gradient descent, there

are lots of other interesting topics on ICL and Transformers based on this linear

regression setting, such as looped Transformer [122, 32], training dynamic [128,

44, 51], generalization [83], etc.

Noisy Linear Regression Such a simple noiseless linear regression task is further

extended to variants. By extending the linear regression to noisy linear regression

y = ⟨x, w⟩+ ϵ, Li et al. [60] analyze the generalization and stability of ICL. Wu et al.

[117] and Raventós et al. [91] analyze the effect of task diversity on the risk in ICL.

With the tasks of the format y = W x + ϵ, where W is a matrix rather than a vector,

Chen et al. [13] examine the training dynamic of the multi-head attention in ICL.

More than Linear Regression Beyond linear regression, researchers are also in-

terested in non-linear regression and classification. The research directions are

scattered, and we list them as follows. Bai et al. [4] show that Transformers can

perform in-context algorithm selection, i.e., adaptively selecting different ICL algo-

rithms such as gradient descent, least square, or ridge regression. Bhattamishra et al.

[7] show that Transformers can learn a variety of Boolean function classes. Cheng

et al. [15] provide evidence that Transformers can learn to implement gradient

descent to enable them to learn non-linear functions. Guo et al. [37] show that

trained Transformer achieves near-optimal ICL performance under y = ⟨w, f(x)⟩,

where f is a shallow neural network. Examining linear and non-linear regression

tasks, Fan et al. [25] and Tripuraneni et al. [107] show Transformer can perform
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ICL on composited or mixed tasks of pretrained linear or non-linear tasks, and

Yadlowsky et al. [121] examine whether trained Transformers can generalize to

new tasks beyond pretraining. Park et al. [84] examine whether Mamba can in-

context learn a variety of synthetic tasks, such as sparse linear regressions and

decision trees. Via examining regression and classification tasks, Kim et al. [52]

show that task diversity helps shorten the ICL plateau pretraining. Ramesh et al.

[88] assume there are multiple functions composited to connect x and y pair, e.g.,

y = f1 ◦ f2 ◦ f3(x) to study the compositional capabilities of Trasnformer. Li et al.

[58] study how the non-linear Transformer learns binary classification.

Synthetic and Controllable Datasets with Images Beyond simply leveraging vec-

tors as x’s, researchers also consider images as those x’s, i.e., the training sequence

(x(1), y(1), x(2), y(2), . . .) has image-label pairs serving as in-context samples. Chan

et al. [12] first examine how the pretraining data properties affect ICL under this

setting. Singh et al. [102] and Reddy [93] further examine the effect of data on the

dynamics of ICL and in-weight learning. Fu et al. [28] study the learning plateaus

of ICL with similar pretraining sequences composed of image-label pairs.

Synthetic and Controllable Datasets with Instruction To the best of our knowl-

edge, there are two articles on synthetic and controllable datasets with instruc-

tions. Huang and Ge [43] append an additional vector µ to the sequences with

(x, w⊤x) pairs, which leads to the sequence (µ, x(1), w⊤x(1), x(2), w⊤x(2), . . .) where

x(i) ∼ N (µ, I), and show that the trained Transformer can achieve significantly

lower loss on ICL when the task descriptor µ is provided. Xuanyuan et al. [120]
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develop a new synthetic and controllable dataset based on task ((a · x) ◦ (b · y))

mod p = r, where (x, y) is the input, r is the output, ◦ is an operation (+,−, /), and

each task is defined by the parameters (a, b, ◦) (p is a constant). The instruction is

constructed as (al, au, bl, bu, ◦), where al and au are the lower and upper bounds of

a (similar for b), and ◦ is the operation. Therefore, the instruction constrains the

possible tasks, providing information on the underlying task of in-context samples.

Under such a setting, Xuanyuan et al. [120] study how the information provided

by instruction affects the accuracy of ICL.

Synthetic and Controllable Datasets with Autoregressive Format The pretrain-

ing sequences in this type of synthetic and controllable datasets follow the format

(x(1), x(2), x(3), . . .). These tokens are generated from a next-token generative model,

such as the Hidden Markov Model (HMM) [118], Probabilistic Finite Automata

(PFA) [3], or simply a function x(i+1) = f(x(i)) + ϵ [60, 96]. Xie et al. [118] first

proposes to use multiple Hidden Markov Models (HMMs) to represent latent

concepts in real-world language and generate pretraining sequences, then explain

ICL via a Bayesian perspective. Han et al. [38] leverages the same setting and

explains ICL via kernel regression. Sequences under this format are also generated

by Akyürek et al. [3] using Probabilistic Finite Automata (PFAs), Edelman et al.

[24] using Markov Chain, and Nichani et al. [78] using Markov Chain with causal

structure, to study the induction head [79] of LLMs. While the abovementioned

datasets only consider single-step dependence between tokens, i.e., the next token

only depends on one of the previous tokens, Makkuva et al. [70] further explore

higher-order Markov chains.
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1.3 Two Missing Pieces in the Literature

While existing works have constructed diverse synthetic and controllable datasets

and leveraged them to study ICL, we identify two critical missing pieces in the

current literature.

An Unexplained Phenomenon in Real-World ICL: Early Ascent One missing

piece is an unexplained phenomenon observed in real-world ICL named “early

ascent” by us [61], initially documented by Brown et al. [11]. It describes a situation

where the error rate of ICL initially increases with a small number of in-context

samples and then decreases with additional samples. This phenomenon is weird

since we expect that more examples always bring benefits to the prediction. Such a

phenomenon has not been mathematically explained in the literature.

A Gap Between Synthetic and Real-World ICL: Instruction Another missing

piece is that the current synthetic and controllable datasets overlook the role of

instructions. The instructions are important to ICL since they explicitly provide

information about the target task to the model and improve the prediction accuracy

of ICL, demonstrated by Brown et al. [11]. However, existing synthetic and control-

lable datasets overlook instructions, leaving a critical gap between synthetic and

real-world ICL. Thus, a synthetic and controllable dataset that explicitly integrates

instructions is needed to better mimic the real-world ICL.
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1.4 Research Questions and Contributions

Motivated by the abovementioned two missing pieces, this thesis aims to fill these

missing pieces and enhance our understanding of ICL by designing and studying

new synthetic and controllable datasets. Specifically, the thesis investigates research

questions and brings corresponding contributions as follows:

1. Can we design a synthetic and controllable dataset for ICL, with which we

can better understand the mechanism of ICL and mathematically explain the

early ascent phenomenon? [61]

• We propose a novel synthetic and controllable dataset, which has an underly-

ing probabilistic model for generating synthetic pretraining data, modeling

the latent clustered structure in practical tasks, and explaining ICL via two

modes: task learning and task retrieval.

• Leveraging our proposed synthetic and controllable dataset, we analyze

the Bayesian inference dynamics of ICL, providing the first mathematical

explanation for the early ascent phenomenon.

• Leveraging our proposed synthetic and controllable dataset, we predict

the bounded efficacy phenomenon. In this phenomenon, the error rate of

ICL with randomly labels first decreases, but eventually increases as the

number of in-context samples increases.

2. Can we design a synthetic and controllable dataset for ICL, with which we are

able to incorporate instructions into ICL to bridge the gap between synthetic
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and real-world ICL in the literature? [62]

• We design a new synthetic and controllable data framework, namely In-

Context Learning with Hypothesis-Class Guidance (ICL-HCG), which explicitly

incorporates task instructions into synthetic ICL and enables controlled

experiments on ICL with instruction.

• Through various experiments, we show that a model trained with instruc-

tions significantly outperforms one trained without instructions. We further

show that incorporating instructions for pretraining increases the general-

izability of the pretrained model compared to one without instructions.

Additionally, this thesis provides preliminary results on future directions be-

yond the main studies. Building on insights from the dual operating modes of

ICL, we propose a new approach to prompt design, namely coded prompts, to en-

hance the prediction accuracy of a real-world LLM when multiple test samples

are available at inference time. Extending the synthetic and controllable dataset

construction beyond ICL-HCG, we explore a more complicated problem setting,

namely “in-context blind tree search,” which extends ICL to a sequential decision-

making process involving action-reward loops. The preliminary results of these

two directions are presented after each main chapter, illustrating how our synthetic

and controllable datasets inspire future research.

In summary, we construct and study new synthetic and controllable datasets,

contribute to both theoretical understanding and real-world application of ICL,

and fill the two missing pieces in the literature.
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Chapter 2

Explaining Early Ascent: Dual

Operating Modes of In-Context

Learning

ICL exhibits dual operating modes [82]: task learning, i.e., acquiring a new skill

from in-context samples, and task retrieval, i.e., locating and activating a relevant

pretrained skill. Recent theoretical work proposes various mathematical models to

analyze ICL, but they cannot fully explain the duality. In this work [61], we analyze

a generalized probabilistic model for pretraining data, obtaining a quantitative

understanding of the two operating modes of ICL. Leveraging our analysis, we

provide the first explanation of an unexplained phenomenon observed with real-

world LLMs. Under some settings, the ICL risk initially increases and then decreases

with more in-context examples. Our analysis offers a plausible explanation for this
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“early ascent” phenomenon: a limited number of in-context samples may lead to

the retrieval of an incorrect skill, thereby increasing the risk, which will eventually

diminish as task learning takes effect with more in-context samples. We also

analyze ICL with biased labels, e.g., zero-shot ICL [68], where in-context examples

are assigned random labels, and predict the bounded efficacy of such approaches.

We corroborate our analysis and predictions with extensive experiments with

Transformers and LLMs.

2.1 Overview

LLMs exhibit a significant improvement in predictive performance when provided

with in-context examples [11]. This emergent ability of LLMs, known as ICL, oper-

ates in two distinct modes: task learning and task retrieval [82]. Large language

models exemplify this duality. They can learn unseen functions from in-context

examples, demonstrating the learning mode [11, 92, 31]. Concurrently, LLMs can

also retrieve and utilize a pretrained skill. A clear evidence of the task retrieval

mode is presented by Min et al. [73], where the authors show ICL performance

remains largely unaffected even when in-context examples are annotated with

random labels. This suggests that LLMs simply retrieve a pretrained skill rather

than learn it from in-context examples.

The dual nature of ICL can be explained as follows. LLMs are a next-token

predictor that is pretrained on a large pretraining set, consisting of diverse data

from diverse domains/tasks. To predict the next token optimally in such a scenario,
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the model must first learn the task prior from pretraining data and then implicitly

perform Bayesian inference at the test time [118, 90]. Optimal prediction on multi-

task pretraining data requires adherence to the learned prior (over the tasks present

in the pretraining data) and making predictions based on the posterior. The ability

to learn and apply this prior during test-time inference enables task retrieval–if

in-context examples align closely with a task encountered during pretraining, the

model can swiftly adjust its posterior and predict without learning a new skill.

Simultaneously, the model can learn a novel or uncommon skill given sufficient

in-context samples and a non-zero prior probability for that skill.

Although the link between pretraining and ICL’s dual modes is conceptually

straightforward, formally establishing this connection is an unresolved challenge.

Motivated by this, our work seeks to address the following questions:

How do we rigorously explain the dual operating modes of ICL? Can we define the

conditions under which the retrieval mode is a dominant one and vice versa?

A New Model for Pretraining Data To find the answers to these questions, we first

propose a new probabilistic model for pretraining data by assuming the pretraining

data has a latent clustered structure. In particular, we consider in-context learning

of linear functions following the recent work [31, 2, 60, 112, 90, 117]. A next-token

prediction model is prompted with (1) a sequence of (x, y) pairs, which come from

a common linear function, and (2) one test input xtest. An ideal model capable of in-

context learning linear models should internally fit a linear function (say y = ŵT x)

using the in-context examples and then generate the predicted label ytest = ŵT xtest
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Figure 2.1: A summary of our contributions. We first propose a probabilistic model
for pretraining data and in-context examples. By analyzing our model, we obtain a
quantitative understanding of the dual operating modes of ICL, and explain two
real-world phenomena observed with LLMs.

as the next token. The recent work [90, 117] show that such in-context learning is

feasible by training a next-token prediction model on a large pretraining dataset,

consisting of sequences of labeled samples drawn from diverse linear functions.

We extend the existing model for pretraining data [90] by introducing mul-

tiple task groups and task-dependent input distributions. When one generates

pretraining data, one must specify a probability distribution of linear functions

(equivalently, that of the linear coefficient w). While most of the prior work as-

sumes that w is drawn from a single Gaussian distribution, we will model it as

drawn from a Gaussian mixture model, where each Gaussian component models

a task group. This model better reflects real-world data that exhibits a clustered

structure [118]. Furthermore, we also allow each mixture component to have its

own distribution for input x. Shown on the left-most panel in Fig. 2.1 is a simple
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visualization of our model. The blue task group is modeled as the distribution

of linear functions with positive coefficients (w ≈ 1) with the input distribution

centered around E[x] = +1. The red lines represent the other task group – linear

functions with negative coefficients (w ≈ −1) with the input distribution centered

at E[x] = −1. See Sec. 2.2 for more details.

Analysis With our new model for pretraining data, we analyze the optimal pre-

trained model under the squared loss, i.e., the MMSE estimator of the label given

input with in-context examples. Here, the pretraining distribution (of linear func-

tions) is the prior, and in-context examples are the observations. Leveraging the fact

that the Gaussian mixture is a conjugate prior to the Gaussian likelihood function,

we obtain a closed-form expression of the posterior distribution. By fully quantify-

ing the posterior distribution of w in the form of a Gaussian mixture, we characterize

how in-context examples are used to update each component’s posterior mean and

posterior mixture probability. We will call updates of mixture probabilities as task

group (component) re-weighting and updates of component means as task group (com-

ponent) shifting. See the central panel in Fig. 2.1 for visualization. By analyzing these

two effects, we obtain a quantitative understanding of how two different operating

modes emerge. In particular, we show that, under some mild assumptions, task

group re-weighting is the dominant factor when provided with few in-context

samples, rendering the task retrieval mode. With many in-context samples, task

group shifting occurs, resulting in the task learning mode.
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Explanation of Two Real-World Phenomena To demonstrate the practical value

of the new insights we have gained from our model, we will leverage our analysis

to explain and predict two phenomena observed with LLMs in practice.

• The early ascent phenomenon refers to the observation that, under certain con-

ditions, the ICL risk initially increases and then decreases when more in-context

examples are introduced [11, 118]. See the right-most panel of Fig. 2.1 for visual-

ization. Based on our analysis, we offer a plausible explanation for this early ascent

phenomenon–a limited number of in-context samples may lead to the retrieval of

an incorrect skill, thereby increasing the risk, which will eventually diminish as

task learning takes effect with more in-context samples.

• Bounded efficacy of biased-label ICL is predicted by our model. ICL performs

well even with in-context examples that are annotated with biased labels [68, 73].

Our model provides a rigorous justification of this approach: If in-context examples

with biased labels carry sufficient information for retrieving a correct pretrained

task, then this approach would work. At the same time, our analysis suggests that

the operating mode of ICL will make a transition from task retrieval to task learning

with more in-context examples. When the learning mode starts taking place, the

test risks of such methods will start increasing as the pretrained model will start

fitting the biased labels. See the right-most panel of Fig. 2.1 for visualization.

This bounded efficacy has not been reported in the literature [73, 82]. We found

that this was due to the small number of examples tested. With more in-context

samples, we observe the predicted bounded efficacy phenomenon with real-world

LLMs such as Mistral 7B [47], Mixtral 8×7B [48], Llama 2 [106], and GPT-4 [80].
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2.2 Pretraining and Data Generative Model

A next-token predictor is a sequential prediction model that predicts the next token

given an initial token sequence. Consider pretraining this model on sequences

consisting of (x, y)1 pairs in the form of (x1, y1, x2, y2, . . .), with the model trained to

predict only the y values, thereby skipping the prediction of x. Here, we assume odd-

numbered tokens represent d-dimension real-valued vectors, and even-numbered

tokens represent scalars. During inference, the model receives a sequence of 2k + 1

tokens. The first 2k tokens are k labeled samples (xi, yi), i ∈ {1, . . . , k} =: [K], and

the last token is unlabeled xk+1. Ideally, the model should predict yk+1 correctly.

2.2.1 Data Generative Model

In the pretraining phase, we assume the next-token predictor is pretrained on di-

verse tasks, each representing a continuous joint distribution of (x, y). Before we

move on to the exact pretraining data generative model proposed in this paper, we

first provide a general setting for the data generation process. A task is defined by

a joint distribution Dx,y, which specifies the likelihood of obtaining a sample (x, y)

from this task. Each task is sampled from the task prior Dprior, meaning Dprior rep-

resents a distribution over distributions. The pretraining data comprises numerous

sequences, each containing K labeled samples i.i.d. drawn from a distribution Dx,y.

We formally describe our pretraining data generative model in Assumption 1.

1It is more rigorous to represent the vector x as multiple tokens. However, viewing it as a
high-dimensional “token” simplifies our notation while not affecting our analysis. Thus, with a
slight abuse of notation, we will treat both xi and yi as tokens for simplicity.
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Assumption 1 (Pretraining Data Generative Model). Given an integer K > 0, a

pretraining task prior Dprior, we generate a sequence SK as follows:

(a) Sample a task from the task prior: Dx,y ∼ Dprior;

(b) Sample K labeled samples from the chosen task: ∀i ∈ {1, 2, . . . , K}, (xi, yi) ∼ Dx,y;

(c) Define a sequence SK : SK = [x1, y1, . . . , xK , yK ].

In the sequence, the first 2k elements of SK is denoted as Sk, and the first 2k + 1

elements will be indicated by Sk ⊕ x(k+1), e.g., S0 = [ ], and S1 ⊕ x2 = [x1, y1, x2].

2.2.2 Bayes-Optimal Next-Token Predictor

Let L(F) = ESK

[
1
K

∑K−1
k=0 (F(Sk ⊕ x(k+1))− yk+1)2

]
as the pretraining objective,

where F is a next-token predictor and SK is generated from Dprior following As-

sumption 1. In other words, for each sequence, we pretrain F to predict each label

y based on preceding samples, measuring risk with the squared loss. Due to the

linearity of expectation, we have: L(F) = 1
K

∑K−1
k=0 E

SK

[
(F(Sk ⊕ x(k+1))− yk+1)2

]
. A

variable-input-length next-token predictorF can be viewed as K fixed-input-length

next-token predictors F0, . . . ,FK−1, where Fk takes a sequence of exactly 2k + 1

tokens as input. Thus, assuming the sufficient expressiveness of F , the optimiza-

tion problem F∗ = argminF L(F) can be decomposed into K separate optimization

problems for k ∈ {0, . . . , K − 1}:

F∗
k = argmin

Fk

E
SK

[(Fk(Sk ⊕ x(k+1))− yk+1)2].
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The solution denoted F∗
k is an MMSE estimator [110, page 63] for each k. Thus, the

prediction F∗(Sk ⊕ x(k+1)) = F∗
k (Sk ⊕ x(k+1)) satisfies:

F∗(Sk ⊕ x(k+1)) = E
SK

[
yk+1|Sk ⊕ x(k+1)

]
= E

Dx,y

[
E

yk+1

[
yk+1|Dx,y, Sk ⊕ x(k+1)

]∣∣∣∣∣Sk ⊕ x(k+1)
]

= E
Dx,y

[
E

yk+1
[yk+1|Dx,y, xk+1]

∣∣∣∣∣Sk ⊕ x(k+1)
]

. (2.1)

Thus, F∗(Sk⊕x(k+1)) is the expectation (over task posterior) of E
yk+1

[yk+1|Dx,y, xk+1]

regarding Sk ⊕ x(k+1) as observation. We show that a pretrained Transformer can

empirically approximate Bayesian inference in Appendix A.4.
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Figure 2.2: Different pretraining data models. Raventos et al. and ours.
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2.2.3 Gaussian/Linear Assumptions on Pretraining Data

Generative Model

Let us now elaborate further assumptions on Dprior and Dx,y in the Assumption 1

for a tractable posterior, extending beyond the scope of Raventos et al. [90], who

propose the data generative model that each task is a noisy linear regression task,

the function w for each task is drawn from the same Gaussian distribution, and

different tasks share the same x distribution. In contrast, our model posits that

task functions are derived from a Gaussian mixture distribution, and tasks employ

varying x distributions, as illustrated in Fig. 2.2. We formally formulate this setting

in Assumption 2.

Assumption 2 (Gaussian/Linear Assumptions for Pretraining Data Generative

Model).

(a) (µ, w) ∼ Dprior : P (µ, w) = ∑M
m=1 πmP (µ, w|Tm), where Tm is the mth mixture

component2 of the Gaussian mixture, i.e., P (µ, w|Tm) = N (µ|µm, σ2
µI)·N (w|wm, σ2

wI),

and πm is the mixture weight. ∑M
m=1 πm = 1, 0 < πm < 1, (µm, wm) is the center of the

mixture component Tm, and all components share the same covariance matrix controlled by

σµ and σw;

(b) input: x ∼ Dx(µ), P (x|µ) = N (x|µ, σ2
xI);

(c) label: y|x ∼ Dy|x(w) : P (y|x, w) = N (y|w⊤x, σ2
y);

(d) ∥µm∥ = ∥wm∥ = 1,∀m ∈ [M ];

(e) ∃r > 1 that ∀α, β ∈ [M ], 1
r
≤ πα

πβ
≤ r;

2The concept “mixture component” is derived from Gaussian mixture models in the statistical
literature and is analogous to the term “Task Group” depicted in the left-most panel of Fig. 2.1.
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(f) x, µ, µm, w, wm ∈ Rd, I ∈ Rd×d.

Remark 1. Based on Assumptions 2(b) and 2(c), we define the probability of observing a

sample (x, y) within a task (µ, w) as the “noisy linear regression” likelihood.

Assumption 2(a) indicates that the pretraining dataset of an LLM consists of M

different task groups. Assumption 2(b) posits that tasks have varying x distribution

with varying mean but share the same covariance matrix. Assumption 2(c) assumes

tasks as noisy linear regressions with the same noise scale in labels. Assumption 2(e)

posits comparable mixture weights π across different task groups.

(a) The Tetrahedron
setting. An illustra-
tion of the in-context
task and the prior cen-
ters. ∀m ∈ {1, 2, 3, 4},
we set µm = wm.
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(b) CR, CS, and risks under the Tetrahedron setting. In the first
two rows, we show the effects of CS and CR with an increasing
number of in-context examples. In the third row, we show how far
the in-context predicted function w̃ is from the target function w∗.
In the fourth row, we show the ICL risk.

Figure 2.3: Numerical experiments. (Left) An illustration of the pretraining priors.
(Right) The numerical computational results.
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2.3 Inference and Dual Operating Modes

The previous Sec. 2.2.2 shows that performing ICL with the optimally pretrained

next-token predictor is equivalent to computing the posterior mean of the label.

In Sec. 2.3.1, we give the generation process of in-context examples. In Sec. 2.3.2,

under Assumption 2 and treating Sk⊕x(k+1) as observation, we derive a closed-form

expression for the task posterior Dpost, and identify two factors in the transition

from prior to posterior: Component Shifting and Component Re-weighting. In

Sec. 2.3.3, we derive a closed-form expression of the ICL prediction F∗(Sk ⊕ x(k+1)).

Further, Sec. 2.3.4 presents the results of numerical computation conducted under

the tetrahedron setting, as illustrated in Fig. 2.3a. The numerical computation

results demonstrate the effects of component shifting and re-weighting. Finally,

Sec. 2.3.5 raises the definitions of the dual operating modes.

2.3.1 In-Context Task and In-Context Function

We introduce Assumption 3 for the in-context task and the in-context function of

in-context examples:

Assumption 3 (Gaussian/Linear Assumptions for In-Context Examples).

(a) The input sequence Sk ⊕ x(k+1) of ICL satisfies, ∀i, xi ∼ N (µ∗, τ 2
xI), yi = ⟨xi, w∗⟩;

(b) ∥µ∗∥ = ∥w∗∥ = 1.

Assumption 3(a) states that each in-context example (xi, yi) is drawn from the

in-context task (µ∗, w∗), with w∗ representing the specific in-context function and

the labels being free from noise.
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2.3.2 Closed-Form Expression of Posterior

The following lemma gives the closed-form expression of the posterior Dpost given

any observation Sk ⊕ x(k+1):

Lemma 1 (Conjugate Distributions with Noisy Linear Regression Likelihood).

Under Assumption 2, the posterior probability of task (µ, w) given Sk ⊕ x(k+1) is:

P (µ, w|Sk ⊕ x(k+1)) = ∑M
m=1 π̃mP (µ, w|T̃m)

= ∑M
m=1 π̃m · N (µ|µ̃m, σ̃2

µI) · N (w|w̃m, σ̃2
wI).

Here, the mixture component Tm in the prior is mapped to the mixture component T̃m in

the posterior with mixture weight π̃m and component means (µ̃m, w̃m):

π̃m = πmC1c
µ
mcw

m,

cµ
m = exp

(
−∥µm∥2 − ∥µm+(k+1)δµµ̄∥2

(I+(k+1)δµΣ̄µ)−1/2σ2
µ

)
,

cw
m = exp

(
−∥wm∥2 − ∥wm+kδww̄∥2

(I+kδwΣ̄w)−1/2σ2
w

)
,

µ̃m = (I + (k + 1)δµΣ̄µ)−1(µm + (k + 1)δµµ̄),

w̃m = (I + kδwΣ̄w)−1(wm + kδww̄),

σ̃2
µ = σ2

µ(I + (k + 1)δµΣ̄µ)−1,

σ̃2
w = σ2

w(I + kδwΣ̄w)−1,

where C1 is a normalizing constant, i.e., ∑m π̃m = 1, δµ = σ2
µ

σ2
x
, δw = σ2

w

σ2
y

, Σ̄µ = I ,

µ̄ =
∑k+1

i=1 xi

k+1 , Σ̄w =
∑k

i=1 xix
⊤
i

k
, and w̄ =

∑k

i=1 xiyi

k
. See Appendix A.7 for the proof.

Remark 2. Gaussian mixture is known to be a conjugate prior to the Gaussian likelihood.

The outlined conjugate distributions in this lemma extend the Gaussian mixture conjugate
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distributions by substituting the Gaussian likelihood with the “noisy linear regression”

likelihood in Remark 1.

Lemma 1 states that the task posterior remains a Gaussian mixture, with its

mixture components shifted and re-weighted from the task prior. Therefore, under-

standing the impact of in-context examples on the posterior requires understanding

how in-context examples affect the two factors:

• Component Shifting (CS): The component center is shifted from (µm, wm) to

(µ̃m, w̃m).

• Component Re-weighting (CR): The component weight is re-weighted from π

to π̃.

Remark 3. The term “component” comes from the literature on Gaussian mixtures. It

serves as an alternative to “Task Group” as shown in Fig. 2.2. The terminology “Component

Shifting” and “Component Re-weighting” can be viewed as “Task Group Shifting” and

“Task Group Re-weighting.” We will abbreviate “mixture component center” to simply

“center” when there is no ambiguity.

Leveraging Assumption 3, we collected mathematical analyses of CS and CR in

Appendix A.8. The analysis explores the impacts of pretraining task noises and the

number of in-context examples on µ̃m, w̃m, and π̃m, and examines the convergence

of µ̃m, w̃m, and π̃m, as k approaches infinity.
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2.3.3 Closed-Form Expression of ICL Prediction

With Assumption 2 and Lemma 1, we have the following corollary for the prediction

F∗(Sk ⊕ x(k+1)):

Corollary 2. Let w̃ = ∑M
m=1 π̃mw̃m. With pretraining data generative model 1 and

Assumption 2, if the pretrained modelF∗ minimizes the pretraining risk, then the prediction

on any sequence Sk ⊕ x(k+1) by F∗ is as follows:

F∗(Sk ⊕ x(k+1)) =
〈

xk+1,
M∑

m=1
π̃mw̃m

〉
= ⟨xk+1, w̃⟩.

Proof. Apply Assumption 1 to Eq. 2.1, F∗(Sk ⊕ x(k+1)) = E(µ,w)∼Dprior [⟨xk+1, w⟩|Sk ⊕

x(k+1)]. Using Lemma 1, this reduces to ∑M
m=1 π̃m E

(µ,w)∼T̃m

[⟨xk+1, w⟩]. Due to the

linearity of expectation and inner product, the prediction can be simplified as

⟨xk+1,
∑M

m=1 π̃mw̃m⟩ = ⟨xk+1, w̃⟩.

Thus, the prediction is a convex combination of predictions by the centers

of those shifted and re-weighted mixture components in the posterior. We are

interested in how πm and wm change to π̃m and w̃m with increasing k and how the

pretraining prior distribution properties affect these changes.

2.3.4 Prior Task Noises, CS, CR, and ICL Prediction

We numerically compute how π̃m, w̃m, and the predictionF∗(Sk⊕x(k+1)) evolve as k

increases under different prior task noise conditions. The numerical computation is

based on the tetrahedron setting with four prior mixture components as illustrated

in Fig. 2.3a. See Appendix A.2.1 for details of the tetrahedron setting. Fig. 2.3b
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shows the computational results. The first row shows the CS effect, demonstrating

the impact of increasing k on w̃m. The second row shows the CR effect, illustrating

the impact of increasing k on π̃m. The third and fourth rows depict how increasing

k influences the risk of learning the function w∗. We observe that with low task

noises and a small k value, the CR effect initially prevails, significantly boosting the

mixture weight of component 1 over others. Then, as k increases further, the CS

effect aligns all component centers with (µ∗, w∗).

2.3.5 Dual Operating Modes

The “task retrieval” mode describes a scenario where the impact of component

re-weighting surpasses that of component shifting, leading to the prediction that

is primarily influenced by the interplay between pretraining priors and in-context

examples. An illustration of this is shown in the first column of Fig. 2.3b, where

the re-weighting of π̃m is more pronounced than the shifting of w̃m, indicating that

CR plays a pivotal role in altering the prediction. In contrast, the “task learning”

mode refers to situations where component shifting dominates over component

re-weighting, resulting in the prediction almost depending on in-context examples

and neglecting the pretraining priors.

2.4 Early Ascent

We now explain the early ascent phenomenon by analyzing a finegrained risk bound

of ICL. (See Appendix A.3 Theorem 7 for the coarser bound.)



26

2.4.1 Finegrained Upper Bound

The finegrained upper bound for ICL risk is shown below:

Theorem 3 (Finegrained Upper Bound for ICL Risk). Consider a next-token predictor

attaining the optimal pretraining risk. As k →∞, ICL risk is upper bounded by:

E[L∗
k] <

M∑
m=1
∥wm −w∗∥2ESk⊕x(k+1) [π̃m∥xk+1∥2λ1(A)2],

where L∗
k = (F(Sk ⊕ x(k+1)) − y∗

k+1)2 = (F(Sk ⊕ x(k+1)) − ⟨xk+1, w∗⟩)2, ∥wm −w∗∥

is the distance between the in-context function w∗ and the function wm of center m, π̃m

is the posterior mixture weight, and A = (I + δw
∑k

i=1 xix
⊤
i )−1. See Appendix A.12 and

Eq. A.14 for proof details. In Appendix A.12.1, we further refine the bound for cases when

in-context xi only spans in a subspace of Rd, resulting in λ1(A) = 1 constantly.

In-context examples affect the upper bound by affecting the two factors π̃β and

λ1(A), corresponding to CR and CS introduced in Sec. 2.3.2. When ignoring the

CR effect and only considering CS, the finegrained upper bound degrades to the

general coarse bound in Appendix A.3 Theorem 7.

2.4.2 The Effect of Dual Operating Modes on ICL Risk

We numerically compute ICL risk under varied settings to explore the effect of

the dual operating modes on the risk in Fig. 2.4. When pretraining task noises are

low, i.e., δµ and δw are small, the task retrieval mode happens with a small number

of in-context examples, and the upper bound is affected by how (µ∗, w∗) is close

to a prior center. Specifically, the task prior boosts the learning process of ICL if
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Figure 2.4: Distance to the closest prior vs ICL risk. We compute ICL risks of three
target tasks colored red (farthest), green, and blue (closest), under the tetrahedron
setting, illustrated in the left-most figure. The red target task has the longest distance
to the closest prior center, and the blue target task has the shortest distance to the
closest prior center. We can observe that the target task is easier to learn when the
distance to the closest prior is smaller.

the in-context task is close to a prior center, due to the task retrieval mode quickly

retrieving the task of the nearest prior center.

2.4.3 Early Ascent with Biased x Distribution

However, the task retrieval mode may not always benefit ICL. We notice that a

weird phenomenon is observed by Brown et al. [11] and Xie et al. [118]. As the

number of in-context samples increased, the performance of ICL first decreased

and then increased. Brown et al. [11] reports that GPT-3 on LAMBADA shows

a lower one-shot accuracy (72.5%) than zero-shot accuracy (76.2%), but the few-

shot accuracy (86.4%) is higher than the zero-shot accuracy. Xie et al. [118] also

replicated this phenomenon with their synthetic dataset. Xie et al. [118] explains

this by “the few-shot setting introduces the distracting prompt structure, which

can initially lower accuracy.”
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Figure 2.5: The early ascent phenomenon. Fig. 2.5a and Fig. 2.5b show that the
task retrieval mode is dominant up to k = 32, and component 1’s mixture weight
increases (E[w̃] approaches w1). Since this component is farther than the other
one, the risk starts increasing. At larger k values, the risk starts decreasing (E[w̃]
approaches w2) via task learning. See Appendix A.2.3 for setting details. We further
examine the early ascent phenomenon under linear regression with varied levels of
label noises in Appendix A.9.1, and under non-linear regression and discrete token
prediction in Appendix A.9.2.

To obtain some insights, we present a simple scenario where x misleads the

prediction by an LLM. Consider the following one-shot prompt for English-to-

Korean translation: “What is the color of apple? 사과의색깔은무엇인가?3 What

is the color of banana?” The correct answer should be “바나나의색깔은무엇인

가?”4 However, GPT-3.5 generates “바나나의색깔은노란색입니다,” which means

“The color of bananas is yellow.” This shows that pretrained LLMs could retrieve

an incorrect skill (question answering in this example) by observing misleading

input (x).

Based on our analysis, we further show that the early ascent phenomenon

provably occurs under a certain assumption Appendix A.10.1. We also reproduce
3“What is the color of apple?” in Korean.
4“What is the color of banana?” in Korean.
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early ascent in Fig. 2.5a, where the upper bound and the risk initially increase due

to the misleading task (of center 1) is retrieved first. Fig. 2.5b further demonstrates

the relative locations of the retrieved functions to functions of prior centers. Finally,

we give the formal theorem on the early ascent phenomenon:

Theorem 4 (Early Ascent). Assume α = arg min
m

∥µm−µ∗∥2

2σ2
x

+∥(wm−w∗)⊤µ∗∥2+dτ2
x∥wm−w∗∥2

2σ2
y

is the most misleading task and the task α satisfies:

Ex1

[
(F∗(x1)− ⟨w∗, x1⟩)2

]
< Ex1

[
⟨x1, wα −w∗⟩2

]
.

Then, when δµ and δw are small enough, ∃k ≥ 1 s.t.:

Ex1

[
(F∗(x1)− ⟨w∗, x1⟩)2

]
< ESk⊕x(k+1)

[(
F∗(Sk ⊕ x(k+1))− ⟨w∗, xk+1⟩

)2
]

,

where Ex1 [⟨x1, wα −w∗⟩2] equals to the risk when the prediction fully depends on the

misleading task function wα of prior center α. See Appendix A.10.2 for proof details.

Theorem 4 shows that, if the misleading task α has a higher risk than the zero-

shot risk, then when δµ and δw are small enough, early ascent happens.

2.5 Bounded Efficacy of Biased-Label ICL

We further predict the bounded efficacy phenomenon by examining the bound of

ICL with biased labels. The assumption for biased-label ICL is described as follows:

Assumption 4 (ICL with Biased Labels). The function w∗ of ICL with biased labels is

different from the target function wα, i.e., w∗ ̸= wα where wα is a function of a pretraining

task prior center. The in-context task is closer to the prior center α compared to all the other
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prior centers β ̸= α:

∀β ̸= α, ∥µβ − µ∗∥2 − ∥µα − µ∗∥2 ≥ d2
µ, ∥wβ − w∗∥2 − ∥wα − w∗∥2 ≥ d2

w, and

τ 2
x∥wβ −w∗∥2 − (1 + τ 2

x)∥wα −w∗∥2 ≥ τ 2
xu2

w.

Assumption 4 depicts that to retrieve wα associated with the prior center α, the

in-context task is selected based on its proximity to center α, ensuring it is closer to

center α.

2.5.1 Upper Bound for ICL Risk with Biased Labels

The following theorem shows an upper bound for ICL risk with biased labels to

retrieve a task:

Theorem 5 (Upper Bound for ICL Risk with Biased Labels). Consider a next-token

predictor attaining the optimal pretraining risk. As k →∞, ICL risk with biased labels is

upper bounded by:

ESk
[Lα

k ] < ∥wα −w∗∥2(1 + dτ 2
x) + C1

kδw

exp
(
C2k

δ
2 − 3

4
)

+ O(k−2),

where Lα
k = (F(Sk ⊕ x(k+1))− yα

k+1)2 = (F(Sk ⊕ x(k+1))− ⟨xk+1, wα⟩)2. When δµ and

δw are sufficiently small, exists a particular interval for k s.t.:

ESk
[Lα

k ] < ∥wα −w∗∥2(1 + dτ 2
x) min{1, 4k2δw

2(1 + τ 2
x)2}

+ C3 exp
(
−k

(
d2

µ

8σ2
x

+ u2
wτ 2

x

8σ2
y

))
+ C4 exp

−k
1
2

8

 .

As k increases, the second and third terms dominate and exponential decay when k is small,

and the first term dominates and increases when k is large. C1, C2, C3, and C4 are constants

depending on the prior setting, τx, and (µ∗, w∗). See Appendix A.13 for proof details.
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k 0 1 2 4 8 16
+ 75.0% 36.2% 33.9% 49.3% 79.3% 85.1%
Biased + 100.0% 98.3% 95.9% 60.5% 24.4% 16.8%

Table 2.1: Bounded efficacy in GPT-4. Error rate measured with respect to “addition
(+)” and “biased +”. The bounded efficacy phenomenon: the error rate goes down
to k = 2, but it increases afterward. Experiment details in Appendix A.5.1.

2.5.2 Bounded Efficacy of Biased-Label ICL in GPT-4

This section further shows that the bounded efficacy phenomenon exists in GPT-4 in

Table 2.1. With the task “biased addition (+)” as the in-context task corresponding

to w∗, as the number of in-context examples increases, ICL will first retrieve the skill

“addition (+)” corresponding to wα which has a strong pretraining prior. Later, it

will learn the “biased +” task, leading to the bounded efficacy phenomenon.
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Figure 2.6: Bounded efficacy. The error rates of ICL with random labels start
increasing at large k. See Appendix A.6 for more experimental results.

2.5.3 Bounded Efficacy for Zero-Shot ICL

We further introduce Lemma 6, a variation of the previous Theorem 5, to explain

zero-shot ICL, an ICL algorithm capable of functioning with random labels [68].
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Lemma 6 ((informal) Upper Bound for Zero-Shot ICL). Assume a next-token pre-

dictor attains the optimal pretraining risk, the risk of ICL with random labels (provide no

information) will reveal a bounded efficacy phenomenon. See Appendix A.14 for proof.

Lemma 6 says that as the number of in-context examples increases, the loss curve

of zero-shot ICL with random labels will have the bounded efficacy phenomenon,

which conflicts with the observation from Min et al. [73] that ICL with random

labels has very similar performance as ICL with true labels for the number of

in-context examples ranging from 1 to 32. We believe this observation is due to

the small number of in-context examples. Thus, we extend the experiment of Min

et al. [73] to explore the number of in-context examples beyond 32. Due to LLMs’

context lengths constraining the maximum number of in-context examples, we

choose different LLMs from Min et al. [73] for a larger context length capacity.

Fig. 2.6 highlights the bounded efficacy phenomenon in the error curve asso-

ciated with random labels. Compared with true labels, the error rate of ICL with

random labels increases at a much smaller k value, clearly exhibiting the bounded

efficacy phenomenon we predicted.

2.6 Extension with Preliminary Results: Coded

Prompts for Large Language Models

As shown in the previous sections, task retrieval can improve the prediction accuracy

of ICL even without informative labels. This naturally raises the question: What if

we provide multiple testing samples during inference? These test samples could
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serve as unlabeled in-context examples for each other, potentially enhancing the

prediction accuracy of LLMs. Motivated by this idea, we explore the following

extension and present preliminary results.

2.6.1 Introduction

LLMs [11, 80] have become a cornerstone of generative AI research, demonstrating

remarkable capabilities in various natural language processing tasks. An essential

technique to improve the performance of LLMs is prompt engineering. Numerous

heuristic strategies [49, 65, 95, 129, 74, 115, 116, 59, 56, 64, 59] have been developed

to design better prompts for LLMs. Despite their impressive performance, there is

a significant scope for further enhancement, innovation, and optimization.

In response to this opportunity, we propose a novel dimension to prompt design

– coded prompts for pooled LLM inference (this approach involves inferring an

LLM with multiple samples). This innovative approach is inspired by the principles

of coding theory [94], a field that focuses on designing coded symbols as functions

of multiple information symbols rather than one symbol for reliable communi-

cation and storage systems. Drawing on this concept, we design coded prompts

for processing multiple inputs simultaneously, thereby enabling pooled inference

within the context of LLMs.

In this paper, we review the coding and its potential to improve prompt design

in LLMs. We introduce a new framework for coded prompts and provide formal

definitions. This framework is the basis for our investigation into the coded prompts’

ability to boost LLM performance. We test this concept with experiments on two
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tasks: a classification task of identifying the largest prime number in a range and a

regression task of predicting text toxicity. Initial results show that coded prompts

can significantly improve task performance, highlighting this approach’s potential.

In summary, our contributions are as follows:

• We introduce the concept of coded prompts, a novel approach to prompt

design, inspired by the principles of coding theory. This approach allows for

the simultaneous processing of multiple inputs, potentially enhancing the

efficiency and performance of LLMs.

• We provide a framework and formal definitions for coded prompts.

• We empirically validate our approach through experiments on two tasks

including a classification task of identifying the largest prime number in a

range and a regression task of predicting text toxicity. We demonstrate that

coded prompts can significantly improve task performance, highlighting the

potential of our approach.

2.6.2 Related Work

Prompt Engineering Prompt engineering has been studied extensively over a

long period. Researchers have explored topics including how to ensemble mul-

tiple prompts [49, 97, 98, 87, 86, 53], automatically generate good prompts [100,

59, 66, 133], or train a better model for instruction [81, 74, 115]. Further, Wei et

al. [116] propose Chain-of-Thoughts (CoT) which explores how to generate a chain

of thoughts – a series of intermediate reasoning steps – significantly improves
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the ability of large language models. CoT is further improved by varied direc-

tions such as ensembling [114, 113, 29], and selecting good steps in multi-step

reasoning [108, 123].

Self-Evaluation for LLMs Self-evaluation mechanism [69, 85, 101] was intro-

duced that LLMs themselves provide feedback to their own generation candidates.

Chen et al. [14] use self-evaluation to improve the accuracy of LLMs to generate

code. Xie et al. [119] endow LLMs with self-evaluation to refine multi-step reason-

ing inference. Yao et al. [123] allow LLMs to perform deliberate decision-making by

considering multiple different reasoning paths and self-evaluating choices to decide

the next course of action. Zhang et al. [130] employ language models in a cumula-

tive and iterative manner to emulate human thought processes to solve complex

problems. Different from these works that predict one sample at each inference,

we consider how to leverage multiple inputs together to boost the performance of

LLMs.

Applications of ICL in Real-World LLMs ICL provides another special angle

of prompt design, i.e., leveraging extra samples into the prompt [11] to boost the

prediction performance. This method is further explored via improving sample

quality, such as calibrating to reduce in-context sample bias [132], choosing better in-

context samples [65, 104, 129], training LLMs following in-context instruction [124],

or providing samples without true labels [68].
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Coding Theory Coding theory [19] was adopted in various domains of machine

learning. Han et al. [39] applied coding theory to compress neural networks.

Dimakis et al. [22] and Rashmi et al. [89] applied coding theory to storage systems.

Lee et al. [54] applied coding theory to speed up distributed computing. In this

work, we aim to apply coding theory to an LLM which is used as a predictor.

2.6.3 Coded Prompts

Coding Theory: A Brief Overview

Before introducing our framework for coded prompts, let us briefly overview the

key idea of coding theory [94]. Coding theory is concerned with designing efficient

and reliable methods for transmitting or storing data. One of the main goals is to

develop encoding schemes, that can protect data integrity against errors that might

occur during transmission or storage.

To illustrate the key idea, consider the following example concerning the com-

munication of two bits, say B1 and B2. In a naïve approach, one might simply

transmit (over a noisy communication channel) B1 and B2 as they are. However,

this approach is vulnerable to channel errors. If an error occurs during the commu-

nication, and if the value of B1 or B2 is lost, it will be impossible to recover the lost

data. Furthermore, if the values of B1 or B2 have altered while being transmitted,

it will be impossible even to realize if there was any error.

To protect against this, we can use a simple coding scheme. Instead of just

transmitting the original bits B1 and B2, we also transmit the XOR of B1 and B2,

denoted as B1 ⊕B2. Here, we call B1 ⊕B2 an encoded bit or coded bit. Now, even if
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one of the two information bits is lost, we can recover it using the remaining one

information bit and the encoded bit. For instance, if B1 is lost, we can recover it by

XORing B2 and B1 ⊕ B2, i.e., B2 ⊕ (B1 ⊕ B2) = B1. Similarly, if B2 is lost, we can

recover it by XORing B1 and B1 ⊕B2, i.e., B1 ⊕ (B1 ⊕B2) = B2.

This simple example illustrates the basic principle of coding theory. In practice,

coding theory involves much more complex and sophisticated schemes, but the

underlying goal remains the same: to protect data and ensure its integrity during

transmission or storage.

Analogy Between Noisy Communication and LLM Inference

To introduce coded prompts, we draw a novel analogy: viewing LLM inference

as a noisy communication channel [19]. By drawing inspiration from information

and coding theory, we can consider the process of generating predictions from

LLMs as analogous to transmitting and receiving information through a noisy

channel. With this analogy, the unknown ground truth labels can be considered

the “information bits,” while the LLM’s predictions represent the “received bits”

after passing through the noisy channel. More specifically, consider a test sample

drawn from the data distribution (X, Y ) ∼ D. For instance, X could be a sentence,

and Y = f(X) ∈ {0, 1} could be a binary label denoting if the sentence is toxic (1)

or not (0). Here, f(·) is an unknown deterministic label mapping from X to Y .

The prediction result of an LLM inference with a particular prompt, say p, can be

modeled as follows:

Ŷ p = Y ⊕W p
X ,
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Considering the following 3 tweets. !!. tweet. !". tweet.
!#. tweet. How many of the listed tweets contain complaints?

Considering the following 2 tweets. !!. tweet. !#. tweet. How 
many of the listed tweets contain complaints?

Considering the following tweet. !#. tweet. Does the tweet
contain a complaint?

LLM
(e.g., GPT4)

2

1

1
(a) Illustration of the lookup table approach for ensembling multiple prompts during the inference stage.

(b) Illustration of the process for acquiring block information from three samples using an LLM.
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Figure 2.7: Illustration of the analogy between information bit transmission in a
noisy communication channel and LLM inference. The communication channel
transmits bit B with a probability Pe(B) of error occurrence, while LLM infers
a sample with true label X and has a probability Pe(X; p) of making incorrect
predictions. The notation W is for the noise introduced by channel or LLMs.
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Y1 � WX1,X2
(1), Y2 � WX1,X2

(2)

<latexit sha1_base64="OHB87RC3Ux2HszmUkcidfRbgPWU=">AAAB8nicbVBNSwMxEM36WetX1aOXYBEqSNktoh4LXjxWsO1CuyzZNNuGZpMlmS2UpeCf8OJBEa/+Gm/+G9OPg7Y+GHi8N8PMvCgV3IDrfjtr6xubW9uFneLu3v7BYenouGVUpilrUiWU9iNimOCSNYGDYH6qGUkiwdrR8G7qt0dMG67kI4xTFiSkL3nMKQErddKKH3qX2A9rF2Gp7FbdGfAq8RakjBZohKWvbk/RLGESqCDGdDw3hSAnGjgVbFLsZoalhA5Jn3UslSRhJshnJ0/wuVV6OFbalgQ8U39P5CQxZpxEtjMhMDDL3lT8z+tkEN8GOZdpBkzS+aI4ExgUnv6Pe1wzCmJsCaGa21sxHRBNKNiUijYEb/nlVdKqVb3rau3hqlwfPc3jKKBTdIYqyEM3qI7uUQM1EUUKPaNX9OaA8+K8Ox/z1jVnEeEJ+gPn8wdB9pCB</latexit>

p(X1, X2)

<latexit sha1_base64="/vn574vP76lOb61qWSxoSkUmeGI=">AAACIHicbZBNS8MwHMbT+Tbn29Sjl+AQPIzRFnEeB148TnBbxzpLmqVbWNqGJB2MUvCLePGrePGgiN7005i94MvmA4GH5/mH5P/zOaNSmeaHkVtZXVvfyG8WtrZ3dveK+wdNGScCkwaOWSwcH0nCaEQaiipGHC4ICn1GWv7wctK3RkRIGkc3asxJN0T9iAYUI6Ujr1hte5Ybc5ZI2LpNeealjmeVHc8uW5nrFtqe/d3yn87OvGLJrJhTwWVjzU0JzFX3iu9uL8ZJSCKFGZKyY5lcdVMkFMWMZAU3kYQjPER90tE2QiGR3XS6YAZPdNKDQSz0iRScpr9vpCiUchz6ejJEaiAXu0n4X9dJVHDRTWnEE0UiPHsoSBhUMZzQgj0qCFZsrA3Cguq/QjxAAmGlmRY0BGtx5WXTtCvWecW+PivVRnczHHlwBI7BKbBAFdTAFaiDBsDgHjyCZ/BiPBhPxqvxNhvNGXOEh+CPjM8v7ouiJA==</latexit>

Y1 � W p
X1,X2,1

Y2 � W p
X1,X2,2<latexit sha1_base64="5fyPbRfsYeYpfTwREggba/VKPbU=">AAACBnicbVDLSsNAFJ3UV42vqEsRBovgQkoSRF0WdOGygm0jTQiT6aQdOpOEmUmhlILgxl9x40IRt36DO//GadOFth64cO45d5h7T5QxKpVtfxulpeWV1bXyurmxubW9Y+3uNWWaC0waOGWp8CIkCaMJaSiqGPEyQRCPGGlF/auJ3xoQIWma3KlhRgKOugmNKUZKS6F16IXO6X3o+JJyeO37phe6uneLPrQqdtWeAi4SZ0YqYIZ6aH35nRTnnCQKMyRl27EzFYyQUBQzMjb9XJIM4T7qkramCeJEBqPpGWN4rJUOjFOhK1Fwqv5+MUJcyiGP9CRHqifnvYn4n9fOVXwZjGiS5YokuPgozhlUKZxkAjtUEKzYUBOEBdW7QtxDAmGlkzN1CM78yYuk6Vad86p7e1apDR6KOMrgAByBE+CAC1ADN6AOGgCDR/AMXsGb8WS8GO/GRzFaMmYR7oM/MD5/AMU8l1g=</latexit>

X1, Y1 ⇠ D

X2, Y2 ⇠ D

Figure 2.8: Illustration of the analogy between encoded bit transmission in a
noisy communication channel and coded LLM inference. The communication
channel transmits an encoded bit B1 ⊕B2, while LLM inference predicts multiple
samples (two samples in this example) with true label X1, X2. The notation W is
for the noise introduced by the channel or LLMs.

where W p
X denotes a binary noise which (1) depends on the input X and (2) is

parameterized by the choice of prompt p. Note that for a fixed prompt p, this

becomes analogous to the binary asymmetric channel [26, 18, 76, 30], which has

been extensively studied in the field of information theory. We illustrate this analogy

in Fig. 2.7.

Coded Prompts

We now present the concept of coded prompts, which extends the previously dis-

cussed analogy to the transmission of encoded bits. See Figure 2.8 for a visual

representation. In the context of communication, as explored in the prior toy exam-
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ple, we initially compute the encoded bit (B1 ⊕B2) and subsequently transmit it

over the channel, yielding B1 ⊕B2 ⊕W at the receiver end, where the variable W

represents the channel noise.

How can we implement analogous mechanisms within the framework of LLMs?

The equivalent of transmitting a coded bit can be conceptualized as generating a

prediction from an LLM using a coded prompt. A coded prompt is a specially crafted

prompt that accommodates multiple test inputs concurrently, mirroring the coded

bit in the communication example.

To illustrate this, let us consider a binary classification task with two inputs, X1

and X2. In a simplistic approach, we could generate predictions from the LLM for

each input independently. However, this method is susceptible to noise in the LLM

inference process. If the prediction for one input is erroneous due to noise, error

detection becomes infeasible.

To safeguard against this, we propose the development of a coding scheme.

Instead of merely generating individual predictions, we also generate a prediction

using a coded multi-input prompt, which incorporates both X1 and X2. We refer to

the prediction derived from this coded prompt as a coded prediction. Now, even if

one prediction from the two original prompts is inaccurate, we can detect or correct

it using the remaining and coded predictions.

One crucial distinction exists here. Given LLMs’ capability to generate out-

puts of arbitrary length, we can produce vector-valued predictions, as depicted in

Figure 2.8.

This contrasts with the communication example where only a single bit can be
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received when utilizing the communication channel once.

Remark While the existing prompt techniques focus on addressing individual

test samples, our coded prompting technique processes multiple test samples si-

multaneously. It is important to note that this is not always feasible – if only one

test sample is available, then coding offers no advantage. Indeed, this mirrors

the block-length condition necessary for efficient coding – coding techniques are

effective when handling a large number of information bits, and their benefits are

limited when dealing with one or a small number of information bits [19].

Formal Definition

For clarity of presentation, we will assume the following simple setting (binary

classification) throughout the paper. Our framework can be easily extended to

handle more general cases.

For the input feature and label, we define (X, Y ) such that (X, Y ) ∼ D, with

X ∈ X and Y = f(X) ∈ Y . We denote by LLM the mapping induced by a raw

LLM inference followed by the label mapping function (e.g., parser). That is,

LLM : text→ ∪∞
n=1Yn. In this context, when using standard prompting, LLM’s output

falls within Y . However, with a single coded prompt for multiple inputs, LLM can

output a sequence of labels, denoted as Yn, for some n ≥ 1. More precisely, given

an input token sequence, the raw LLM inference will return a sequence distribution,

and the label mapping function will find the most likely label (or labels) given the

output sequence distribution. For instance, the most straightforward algorithm
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is to look at the distribution of the first output token and determine which of the

binary labels is more likely than the other.

A single-input prompt function is denoted by p : X → text, i.e., p maps a single

input feature X into a formatted text p(X). The set of all such possible mappings

is denoted as P1. Note that this set includes not only various prefixes but also

various prompting techniques such as few-shot prompting [11, 65, 95, 129] and

Chain-of-Thoughts (CoT) [116]. For example, consider the movie review sentiment

classification task. A one-shot prompt can be represented as follows:

p(X) = “Movie review 1: It was so boring.

+ [Q] Is this review positive or negative? Negative.”

+ “Movie review 2: + X

+ [Q] Is this review positive or negative?”

As another example, one can represent a CoT prompt as follows:

p(X) = “Movie review: + X

+ [Q] Is this review positive or negative? Let’s think step by step.”

A k-input coded prompt function is denoted by p : X k → text, i.e., p maps a k input

features X1, X2, . . . , Xk into a formatted text p(X1, . . . , Xk). The set of all possible

such mappings is denoted as Pk. For example, consider the following examples of

multi-input coded prompts:

plist(X1, X2) = “Movie review 1: ” + X1 + “Movie review 2: ” + X2

+ “[Q] For each review, classify its sentiment.” (Vector prompt)
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p∪(X1, X2) = “Movie review 1: ” + X1 + “Movie review 2: ” + X2

+ “[Q] Is there any positive review above?” (Detecting prompt)

Similar to the single-input case, coded prompts can incorporate various prompting

techniques such as few-shot prompting and CoT. The end-to-end LLM inference

with a prompting p can be viewed as a function composition: LLM ◦ p : X → ∪∞
n=1Yn.

When both uncoded prompts and coded prompts are used, we can decode the

uncoded and coded LLM outputs to estimate the labels better.

2.6.4 Experiments

This section shows that coded prompts can improve prediction performance on the

following two tasks.

Task 1: Finding the Maximum Prime Number in a Range (Binary Classification)

Task Setup In this task, the goal is to classify whether the given mathematical

statement is true or false. The statement is in the form of “p is the largest prime

number smaller than p′” for some integers p and p′. Each batch of k samples of

the synthetic dataset is generated as: (i) generate all N primes between vmin and

vmax: vmin < p1 < p2 < . . . < pN < vmax, (ii) uniformly randomly sample k + 1

continuous primes pn−k+1, . . . , pn,pn+1 from p1, p2, . . . , pN , (iii) the statement of each

prime pi, i ≤ n in the k + 1 continuous primes is constructed as “pi is the largest
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prime smaller than pn+1.” This way, we always create one positive label sample and

k − 1 negative label samples.

Prompt Design & Rationale Table 2.2 presents our uncoded and coded prompts

for k = 4. Uncoded prompts evaluate a single test statement for its truthfulness,

while coded prompts assess k test statements simultaneously to determine the

sequence of true/false values. We experimented with three variations of prompts.

The first prompt is the coded prompt, while the second and third are two variants

of uncoded prompts. Uncoded prompt 1 is in the same format as the coded prompt

with only one inputted sample, while uncoded prompt 2 is a more natural question

format for prompting a single example. Notably, for this task, within a batch, it

is impossible for more than one statement to be true concurrently. The coded

prompt, by evaluating multiple test statements, i.e., using the vector prompt, has

the potential to discern this underlying pattern and thus make more accurate

predictions than uncoded prompts. It is important to note that we do not explicitly

inform the model of this hidden condition. Although explicitly stating this could

potentially enhance the performance of coded prompts, our aim here is to test the

model’s inherent ability to deduce inter-prompt relations independently.

Experimental Results The “Prediction” column in Table 2.2 shows a real predic-

tion outcome obtained with GPT-4 [80]. (The system message is set as “You are a

mathematician. Consider the following prime number task and follow the exact

instruction.”)

We observe that GPT-4 tends to predict “1” to at most one statement in most cases
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Table 2.2: The illustration of coded and uncoded prompts with a real example. A
coded prompt predicts multiple samples in a single inference while an uncoded
prompt predicts one sample in one inference. Uncoded prompt 1 is in the same
format as the coded prompt, while uncoded prompt 2 is a more natural question
format for prompting a single example. ✓/✗ = correct/incorrect prediction.

Method Prompt Prediction

Coded
Prompt

Please indicate whether the following statements are correct.
(1) 6101 is the largest prime number smaller than 6121.
(2) 6113 is the largest prime number smaller than 6121.
(3) 6089 is the largest prime number smaller than 6121.
(4) 6091 is the largest prime number smaller than 6121.
Provide a sequence of 0s (for wrong statement) and 1s (for correct
statement) for the statements with no commas, spaces, or text.

0100
(✓✓✓✓)

Uncoded
Prompt

...(1) 6101 is the largest prime number smaller than 6121. . . .. 1(✗)

...(1) 6113 is the largest prime number smaller than 6121. . . .. 1(✓)

...(1) 6089 is the largest prime number smaller than 6121. . . .. 1(✗)

...(1) 6091 is the largest prime number smaller than 6121. . . .. 1(✗)

when using the coded prompt, implying GPT-4 tends to consider the relationship

between samples when making a coded inference. However, when performing

multiple inferences individually via uncoded prompts, GPT-4 frequently makes

multiple “1” predictions to different samples in a batch.

Furthermore, we compare the F1-score of uncoded prompts and coded prompts

in Table 2.3. We vary the values of vmin, vmax, and k (the number of samples in a

batch). One can observe that the F1-score with (one) coded prompt is consistently

higher than (four) uncoded prompts in all tested cases.

Task 2: Online Comment Toxicity Prediction (Regression)

Task Setup In this task, the goal is to predict the toxicity of online comments,

with a scale of 0 to 1. We use the Civil Comments dataset [9], which compiles a
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Table 2.3: Coded prompt vs. uncoded prompt. F1-score comparison between
coded prompt and uncoded prompt under different prime ranges and different
sample batch sizes. F1-score is measured by averaging 400 batches.

Setting [vmin, vmax] [101, 102] [103, 104] [105, 106]
k 2 4 8 2 4 8 2 4 8

Uncoded Prompt 0.51 0.25 0.14 0.33 0.23 0.10 0.23 0.11 0.10
Coded Prompt 0.99 0.81 0.64 0.69 0.42 0.32 0.74 0.24 0.26

vast number of comments from the Civil Comments platform and adds a human

label for identity and toxicity to each comment. In this dataset, “Toxicity” describes

any language that is impolite, inconsiderate, or irrational [9]. It ranges from 0 to

1, with higher values indicating a higher level of toxicity. Due to the extremely

imbalanced distribution of toxicity in the dataset, we partitioned the dataset into

four bins: [0, 0.25), [0.25, 0.5), [0.5, 0.75), and [0.75, 1]. We then randomly sub-sample

200 comments from each bin, forming a balanced dataset containing 800 comments.

For each experiment run, we randomly sample 4 comments from this dataset and

have an LLM predict their toxicity scores. We calculate the Mean Square Error

(MSE) by comparing the outputs of the LLM with the actual labels, and perform

this process a total of 100 times.

Prompt Design & Rationale and Decoding Algorithms For uncoded prompts,

we let LLM evaluate them one by one independently, resulting in 4 scores from 4

queries. In particular, we use

“Evaluate the toxicity score from 0 to 1 of the following sentence,

provide your brief reason first and then show the toxicity score
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(from 0 to 1) in the final line: {comment} ”

For a coded prompt, we use the vector prompt, i.e., we obtain 4 scores from a

single query. In particular, we use

“Evaluate the toxicity score from 0 to 1 of the following four

sentences, provide your brief reason and score for each one, and

finally list the four scores in the last line, separated by commas:

{comment1} {comment2} {comment3} {comment4} ”

Coded prompts, by processing multiple examples at once, can enhance the

calibration of toxicity scales in LLMs, potentially reducing calibration errors. For

instance, consider two comments: “I hate this person.” and “I despise this person.”

Assessing each comment individually makes it challenging to assign a toxicity score

due to the lack of specific guidelines. In fact, this is an ill-posed problem on its

own. However, when evaluated together, it is evident that the second comment

(using ‘despise’) is more toxic than the first (using ‘hate’). Thus, even without

clear guidelines, one can assign a higher score to the second comment. This self-

calibration is unique to coded prompts, making them more effective for this task.

We also test the performance when both uncoded prompts and a coded prompt

are used (five inference calls for four samples). We adopt this approach as it

allows us to utilize both individual calibration results and inter-sample calibration

results, which could potentially enhance the performance. Note that this is the

standard approach in coding theory, where we use the channel more than k times

when transmitting k bits, as in the illustrative example shown earlier. The rate of
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a code is defined as the ratio of the number of information bits to the number of

transmissions. In the context of this particular coded prompting with four uncoded

prompts and one coded prompt, the rate is 4/5 = 0.8.

Furthermore, when using uncoded and coded prompts, we require decoding al-

gorithms. These are necessary to determine the four toxicity (one for each comment)

based on the five inference results through a specific algorithm. In this case, we

tested two simple decoding algorithms. The first decoding algorithm (dec1) simply

returns the average of the predictions made solely from the uncoded prompts and

those from the coded prompt. More specifically, let ŷ be a 4-dimensional vector

representing the four uncoded predictions, and z = [z1, z2, z3, z4] be a 4-dimensional

vector from a coded (vector) prediction. Then, dec1 returns the average of these

two vectors: (ŷ + z)/2.

The second decoding algorithm, (dec2), is designed for that with coded prompt,

the model may correctly order the inputs, but it might not accurately determine their

absolute toxicity. Therefore, we post-process the results to obtain the six (6 =
(

4
2

)
)

pairwise differences. Specifically, we first process z into q = [z1 − z2, z1 − z3, z1 −

z4, z2 − z3, z2 − z4, z3 − z4]. We then solve the following least-squares problem:

min
y∈[0,1]4

∥∥∥∥∥∥∥∥
 A1

A2

y−

 ŷ

q


∥∥∥∥∥∥∥∥

2

, A1 :=



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


, A2 :=



1 −1 0 0

1 0 −1 0

1 0 0 −1

0 1 −1 0

0 1 0 −1

0 0 1 −1



.
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Here, note that the A1 is the observation matrix corresponding to the four outputs

from the uncoded prompts, and A2 is the observation matrix corresponding to the

six pairwise differences obtained from a single coded prompt.

Methods Rate MSE

Uncoded Prompt 1 0.3643

Coded Prompt 4 0.3309

Decoding Algorithm 0.8 0.3005

Table 2.4: Comparison of MSE and

rate across different methods.

Experimental Results As shown in the

results of Table 2.4, coded prompts alone

achieve lower MSE than uncoded prompts

with a higher rate. Further, when coded

prompts are used together with uncoded

prompts, we could further decrease the MSE

with a lower rate. We observe that (dec2)

performs slightly better than (dec1) in this experiment. We further presents an MSE

comparison of uncoded prompts and uncoded+coded+(dec2) prompts across 100

experiments in Figure 2.9. Most of the MSE pairs lie below y = x, indicating that

the performance of the uncoded+coded+(dec2) prompts often surpasses that of

the uncoded prompts.

2.7 Conclusion

In this chapter, inspired by the early ascent phenomenon, we first propose a syn-

thetic and controllable data that has an underlying probabilistic model for generat-

ing pretraining sequences, modeling the latent clustered structure in practical tasks.

Via studying such a synthetic and controllable data framework, we identify dual

operating modes of ICL: task learning and task retrieval, give the first mathematical
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Figure 2.9: Uncoded prompts vs. uncoded+coded+(dec2) prompts. Each MSE
pair in the scatter diagram represents one experiment, with a total of 100 experi-
ments. The red line represents y = x.

explanation for the early ascent phenomenon, and predict the bounded efficacy

phenomenon. We further validate our prediction with real-world LLMs. Motivated

by the phenomenon that task retrieval can improve the prediction accuracy of ICL

even without informative labels, we further propose coded prompts as an extension,

which prompts multiple test samples together, where those unlabeled test samples
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could serve as in-context samples to each other, therefore, boost the prediction

via task retrieval. We empirically show with preliminary results that such an idea

boosts the prediction accuracy of real-world LLMs, demonstrating the necessity of

studying the synthetic and controllable dataset and its inspiration for real-world

applications.
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Chapter 3

Incorporating Instructions into

Synthetic ICL: In-Context Learning

with Hypothesis-Class Guidance

Recent research has investigated the underlying mechanisms of ICL both theoreti-

cally and empirically, often via studying synthetic and controllable data generated

from simple function classes. However, existing works often focus on sequences

consisting solely of labeled examples, while in practice, labeled examples are typi-

cally accompanied by an instruction, providing some side information about the

task. In this work, we propose ICL with hypothesis-class guidance (ICL-HCG), a novel

synthetic data model for ICL where the input context consists of the literal de-

scription of a (finite) hypothesis classH and (x, y) pairs from a hypothesis chosen

from H. Under our framework, ICL-HCG, we conduct extensive experiments to



52

explore: (i) a variety of generalization abilities to new hypothesis classes; (ii) dif-

ferent model architectures; (iii) sample complexity; (iv) in-context data imbalance;

(v) the role of instruction; and (vi) the effect of pretraining hypothesis diversity.

As a result, we show that (a) Transformers can successfully learn ICL-HCG and

generalize to unseen hypotheses and unseen hypothesis classes, and (b) compared

with ICL without instruction, ICL-HCG achieves significantly higher accuracy,

demonstrating the role of instructions.

3.1 Overview

LLMs and ICL LLMs [131] have garnered widespread attention for their ability

to solve complex tasks using simple text prompts. Among their many capabilities,

ICL [11] is particularly striking. ICL enables LLMs to adapt to new tasks by con-

ditioning on provided examples, effectively allowing them to learn from context

without explicit parameter updates. Understanding how such behavior emerges in

LLMs remains an intriguing and challenging problem.

Existing Efforts for Understanding ICL To elucidate the mechanisms behind

ICL, researchers have constructed a variety of synthetic datasets [31, 60, 4]. These

datasets typically involve sequences consisting of input-output pairs {(x(i), y(i))},

where each output y(i) is generated by a simple underlying function f(x(i)). For

example, Garg et al. [31] focus on noiseless linear regression, where each input

is sampled from an isotropic Gaussian by x(i) ∼ N (0, Id), and the corresponding

output is given by y(i) = ⟨x(i), w⟩ with w ∼ N (0, Id) for each sequence. During
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Figure 3.1: Common ICL framework vs. ours. Conventional frameworks with
synthetic datasets often construct sequences by concatenating multiple (x, y) pairs,
overlooking the importance of instructions. In contrast, our approach explicitly
incorporates instructions through a hypothesis prefix. Specifically, we transform the
hypothesis classH into a sequence that is prepended to the sequence of (x, y) pairs
and then fed into a Transformer. We refer to this method as in-context learning with
hypothesis-class guidance (ICL-HCG). (Real-world examples are demonstrated using
the GPT-4 Legacy model.)

training and inference, the model receives a sequence consisting of k demonstration

pairs (x(1), y(1), . . . , x(k−1), y(k−1)) followed by a query input xquery. This setup allows

the model to infer the correct response for xquery conditioned on in-context examples.

Various extensions have been proposed, including using Gaussian mixtures rather

than a single Gaussian for task priors [61], employing non-linear functions [4],

and introducing multiple intermediate “chain-of-thought” [116] steps within each

(x, y) pair [57].

Motivation While a variety of data models have been studied to advance our

understanding of ICL, a gap remains between these datasets and real-world ICL

scenarios. In practice, users often provide LLMs with an instruction in addition

to labeled demonstrations, containing the descriptions of the task in mind. See
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Fig. 3.1 for the visualization. The top-left and top-right panels show experimental

results using the GPT-4 Legacy model, highlighting the effect of instruction. In

the top-left panel, the user provides a one-shot English-Korean translation pair

without specifying the instruction, leading to an incorrect translation. In contrast,

the top-right panel includes the instruction—“perform the translation task following

the demonstration”—guiding the model to produce a correct translation, empha-

sizing the importance of the task descriptions. In fact, instructions are known to

enhance the accuracy of ICL in general [11]. However, most existing synthetic

data frameworks overlook this crucial aspect, neglecting the role of instructions in

guiding the learning process. Motivated by this limitation, we ask:

Can we design a synthetic data framework for ICL that better captures the practical use

scenarios of ICL by incorporating both instructions and labeled samples?

Notably, two recent works [120, 43] adopt prefix as instruction to implicitly provide

information on the task. In contrast, our approach explicitly provides a hypothesis

class as a prefix to the Transformer, guiding the model’s understanding of the

intended task.

Our Synthetic Data Model We propose a novel synthetic data model, in-context

learning with hypothesis-class guidance (ICL-HCG), illustrated in the bottom-right

panel of Fig. 3.1, which integrates a hypothesis class into the ICL procedure. Specif-

ically, besides the usual sequences of (x, y) pairs, a hypothesis class is embedded

as a hypothesis prefix and fed into the Transformer (more details in Fig. 3.3 of

Sec. 3.2.5). Leveraging this framework, we explore several aspects of Transformer
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behavior on the ICL-HCG task: (i) We evaluate the generalization ability of trained

models to new hypothesis classes, new hypotheses, and various sizes of hypothe-

sis classes; (ii) We compare different model architectures (Transformer, Mamba,

LSTM, and GRU), highlighting their distinct properties on these generalizations;

(iii) We examine the sample complexity required for achieving ID and OOD hypoth-

esis class generalization and discover that merely a few dozen training hypothesis

classes are sufficient for near-perfect generalization. (iv) We examine the effect of

imbalanced in-context samples, demonstrating that imbalance can slow down the

training process; (v) We assess the benefit of incorporating a hypothesis prefix,

which notably enhances the accuracy of ICL; (vi) We show pretraining hypothesis

diversity can significantly improve the accuracy of ICL when with instruction.

We summarize our contributions as follows:

• We propose a novel synthetic data model, namely in-context learning with hypothesis-

class guidance (ICL-HCG) that integrates a hypothesis class into the ICL proce-

dure. This design provides a controlled testbed for diverse experiments to study

behaviors of ICL with instruction.

• We perform extensive empirical evaluations on our framework. Most interestingly,

we demonstrate that (a) Transformers can successfully learn ICL-HCG and such a

learned ability can generalize to unseen hypotheses and unseen hypothesis classes,

and (b) compared with ICL without instruction, ICL-HCG achieves significantly

higher accuracy on ICL, demonstrating the role of instructions.
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3.2 Meta-Learning for ICL-HCG

Training a learner to perform ICL aligns with the concept of meta-learning, as it

enables adaptation to new tasks using in-context examples. While prior studies [31,

25, 91] train Transformers for ICL on sequences of the form (x1, y1, x2, y2, . . . , xk, yk)

without explicit instructions, our work investigates whether a Transformer trained

for ICL with instructions, namely ICL-HCG, can generalize to new ICL-HCG tasks.

3.2.1 Two Types of Tasks in ICL-HCG

We consider two types of tasks in ICL-HCG, both constructed from a finite hypoth-

esis class H = {h(1), h(2), . . . , h|H|} over a finite input space X = {x1, x2, . . . , x|X |}

and a binary output space Y = {0, 1}.

Label Prediction Consider a hypothesis class H and a sequence consisting of

training data and a test point:

Sk−1 ⊕ x(k) = (x(1), y(1), . . . , x(k−1), y(k−1), x(k)),

where for all i, y(i) = h(x(i)) for a specific h ∈ H, and x(k) is a test query input. The

objective is to predict the label:

y(k) = h
(
x(k)

)
.

We refer to this as label prediction, with input-output pairs:

iI,k =
(
H, Sk−1 ⊕ x(k)

)
, oI,k = y(k).
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Hypothesis Identification Given a hypothesis classH and a sequence (namely

ICL sequence):

SK = (x(1), y(1), . . . , x(K), y(K)),

where for all i, y(i) = h(x(i)) for a specific h ∈ H, the goal is to identify the underlying

hypothesis h. Denote this as hypothesis identification, with:

iII,K =
(
H, SK

)
, oII,K = h.

Meta-Learning Label prediction uses k − 1 samples to predict the label of a

new query x(k), while hypothesis identification directly outputs h. Both label

prediction and hypothesis identification can be viewed as attempts to identify h

fromH via empirical risk minimization (ERM) using the dataset {(x(i), y(i))}. Our

meta-learning aims at learning to do ERM for different hypothesis classes when

these hypothesis classes are given as input along with (x, y) pairs.

3.2.2 Sample Generation

We consider the following two approaches for generating ICL-HCG task samples.

Assumption 5 (i.i.d. Generation). Given hypothesis classes {Hi}N
i=1, input space X ,

and an integer K:

(a) Sample a hypothesis classH from {Hi}N train
i=1 ;

(b) Sample a hypothesis h uniformly at random fromH;

(c) Sample K inputs {x(i)}K
i=1 i.i.d. from Uniform(X );

(d) Generate y(i) = h(x(i)) for each i ∈ [K];
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(e) Define Sk−1 ⊕ x(k) = [x(1), y(1), . . . , x(k)] for label prediction;

(f) Define SK = [x(1), y(1), . . . , x(K), y(K)] for hypothesis identification.

Assumption 6 (Opt-T Generation). Given hypothesis classes {Hi}N
i=1, input space X ,

and an integer K:

(a) Sample a hypothesis classH from {Hi}N test
i=1 ;

(b) Sample a hypothesis h uniformly randomly fromH;

(c) Construct optimal teaching set1 of h with respect toH;

(d) Randomly duplicate elements from this optimal teaching set until its size reaches K.

Assign indices 1 through K arbitrarily to these (x, y) pairs;

(e) Define SK = [x(1), y(1), . . . , x(K), y(K)] for hypothesis identification.

3.2.3 Meta Training and Testing

Training Given a set of training hypothesis classes {Htrain
i }N train

i=1 , the meta-learner

is trained in a multi-task setting to minimize the following loss:

L = L1(fθ(iII,K), oII,K) +
K∑

k=1
L2(fθ(iI,k), oI,k), (3.1)

where we generate H, h, and SK following i.i.d. Generation, inherently defining

(iII,K , oII,K) and (iI,k, oI,k). The loss is indeed implemented with additional terms,

and we will further clarify the loss in Sec. 3.2.5, Eq. 3.2.
1The optimal teaching set [134] is the smallest set of (x, y) pairs that uniquely identifies h among

all candidates inH.
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Testing Given a set of testing hypothesis classes {Htest
i }N test

i=1 , we consider two types

of testing.

• Label prediction: We generate (iI,k, oI,k) following i.i.d. Generation, and then

measure whether the learner f predict f(iI,k) correctly for each k ∈ [K];

• Hypothesis identification: We generate (iII,K , oII,K) using Opt-T Generation and

evaluate whether the learner f predicts f(iII) correctly. This setting tests whether

the learner acquires the ability to identify the underlying hypothesis with minimal

information.

3.2.4 Four Types of Generalization

Hypothesis universe Huni Given an input space X = {x1, x2, . . . , x|X |} and a

binary output space Y = {0, 1}, We define the hypothesis universe Huni = YX as

the collection of all possible binary classification hypotheses. This universe contains

M = 2|X | distinct hypotheses, serving as a hypothesis pool to constructing training

and testing hypothesis classes.

In meta-learning, the goal is to train a model that is able to rapidly adapt to new

tasks. Testing on new tasks can be considered as measuring the OOD generalization.

Under our ICL-HCG framework, we consider four types of OOD generalizations.

First, we examine whether the learner generalizes to a new testing hypothesis

class (the hypothesis class is unseen during training) that may or may not contain

hypotheses seen during training, referred to as in-distribution (ID) and out-of-

distribution (OOD) hypothesis class generalization, respectively.
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Figure 3.2: Four types of generalization. An illustration of the four types of
generalization.

Definition 1 (ID Hypothesis Class Generalization). GivenHuni of size M , we enumer-

ate all C(M, m) = M !
m!(M−m)! distinct hypothesis classes, each containing m hypotheses. We

then randomly subsample these classes into disjoint training and testing subsets, ensuring

that no testing hypothesis class appears in the training set (although individual hypotheses

may overlap). By training on randomly selected training hypothesis classes and evaluating

on unseen testing hypothesis classes, we assess generalization to new hypothesis classes

consisting of ID hypotheses.

Definition 2 (OOD Hypothesis Class Generalization). Given Huni of size M , we

partition it into disjoint training and testing subsets of sizes M ID and MOOD, respectively.

We then generate training hypothesis classes from M ID and testing hypothesis classes from

MOOD, each containing m hypotheses. We train the learner on the training hypothesis

classes and evaluate on the testing hypothesis classes. Because no testing hypothesis appears

during training, this setup probes how well the learner generalizes to entirely new hypotheses,

i.e., OOD hypotheses.
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We then consider whether the learner can generalize to hypothesis classes of var-

ious sizes. Building on the concepts of ID and OOD hypothesis class generalization,

we introduce size generalizations as follows.

Definition 3 (ID Hypothesis Class Size Generalization). Building on the setting of ID

hypothesis class generalization, while maintaining non-identical training and testing hy-

pothesis classes, we allow training hypothesis class to include various number of hypotheses

m ∈M ⫋ [L]. We investigate whether the learner can perform well on hypothesis classes

with other sizes m ∈ [L] \M, where [L] = {1, 2, . . . , L}.

Definition 4 (OOD Hypothesis Class Size Generalization). Based on the setting of

OOD hypothesis class generalization, while maintaining non-identical training and testing

hypotheses, we allow training hypothesis class to include various number of hypotheses

m ∈M ⫋ [L]. We investigate whether the learner can perform well on hypothesis classes

with various sizes m ∈ [L] \M, where [L] = {1, 2, . . . , L}.

3.2.5 Learning ICL-HCG via Transformer

This section details how Transformer learns ICL-HCG. As shown in Fig. 3.3, the

hypothesis classH is first converted to a hypothesis prefix with randomly assigned

hypothesis indexes, then concatenated with context query representing sequence

SK as a unified sequence s.

Hypothesis prefix 2 Given a hypothesis class H = {h4, h6, h7}, its hypothesis

prefix with size L = 4 is constructed as shown in Fig. 3.3. Blank hypothesis is
2Please refer to Appendix B.2 for the full version.
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𝓗 = {ℎ4, ℎ6, ℎ7}

𝑆𝐾 = 𝑥2, 0, 𝑥1, 1

[𝑥1, 1, 𝑥2, 1, 𝑥3, 0, B,
  𝑥1, 1, 𝑥2, 0, 𝑥3, 1, C,
  −,−,−,−,−,−, D,
  𝑥1, 0, 𝑥2, 1, 𝑥3, 1, A]

[𝑥2, 0, 𝑥1, 1, >]

Transformer

C

hypothesis table hypothesis prefix

hypothesis class

ICL sequence

context query

𝑥1 𝑥2 𝑥3

ℎ1 0 0 0

ℎ2 0 0 1

ℎ3 0 1 0

…

ℎ8 1 1 1

hypothesis 
universe

𝑥1 𝑥2 𝑥3

ℎ4 0 1 1

ℎ6 1 0 1

ℎ7 1 1 0

10

Figure 3.3: Learning ICL-HCG via Transformer. We begin by sampling a subset
from the hypothesis universe as the hypothesis class H. Next, we encode the
hypothesis classH and concatenate it with the context query into a unified sequence
of tokens. This sequence is fed into a Transformer model for training with next-
token prediction, and testing for evaluating the accuracy on y’s and hypothesis
identification. (This figure is a simplified illustration. Please refer to Appendix B.2
and Fig. B.1 for the full details.)

used to fill the hypothesis prefix when |H| < L. A randomly assigned hypothesis

index token z is used to label each hypothesis. Leveraging Fig. 3.3 for L = 4, z’s are

assigned from a pool {“A”,“B”,“C”,“D”} of size L without replacement3.

Context query Given an ICL sequence SK , we append a query token “>” after it

to trigger trigger the prediction of the hypothesis index ss shown in Fig. 3.3. We

name the combination of SK and “>” as context query.

The Transformer predicts the y tokens in the context query based on previous

tokens and the index z of the underlying hypothesis based on all tokens in the

sequence. The training loss in Eq. 3.1 is further extended to all the tokens in the
3We use variable z to represent the hypothesis index, and create a set of L hypothesis index tokens

as a pool from which each hypothesis is randomly assigned a unique index without replacement.
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sequence and implemented as below:

L = −
T∑

t=1
log Pθ(si | s<i). (3.2)

We summarize the pipeline in the Appendix B.1 Algorithm 1.

3.3 Experiments

𝑥1 𝑥2 𝑥3

ℎ1 0 0 0

ℎ2 0 0 1

ℎ3 0 1 0

…

ℎ8 1 1 1

hypothesis 
universe ℋuni

ℎ1 ℎ3

ℎ7 ℎ8

ℎ2 ℎ4

ℎ5 ℎ6
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ℎ1 ℎ3
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ℎ1 ℎ3
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ℎ2 ℎ4

ℎ5 ℎ6

compose a
set of ℋ

compose two 
sets of ℋ

a composed hypothesis class ℋ

used for training

used for testing 
ID hypothesis class generalization

used for testing 
OOD hypothesis class generalization

ℋID

ℋOOD

Figure 3.4: The generation of training and testing hypothesis classes. The hypoth-
esis universe is devided into two pools: one for generating training and ID testing
hypothesis classes, and another for generating OOD testing hypothesis classes.

3.3.1 Setting of Experiments

Hypothesis Class Generation Fig. 3.4 illustrates the hypothesis class generation

process used in this paper. We partition the hypothesis universe into two pools: one

for generating training and ID testing classes, and another for generating OOD test-

ing hypothesis classes. This ensures that training and ID testing hypothesis classes

do not overlap and that OOD hypothesis classes come from an entirely separate set

of hypotheses. Consequently, both ID and OOD hypothesis class generalization
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can be assessed using the same trained model. For detailed realizations of setups

for four kinds of generalization, see Appendix B.4.3.

Pretraining During pretraining, we backpropagate gradients based on next-token

prediction for all tokens. Each training sequence s consists of a hypothesis prefix, a

context query, and a hypothesis index token. As illustrated in Fig. 3.3, we feed the

entire sequence s (excluding the final index token z into the Transformer. We then

compute cross-entropy loss for each subsequent token (excluding the very first).

Refer to Appendix B.4 for training details, including the learning rate schedule, and

hyperparameter search.

Components of Pretraining Loss We conducted experiments to determine the

optimal components to include in the pretraining loss. Specifically, we evaluated

four configurations: applying the loss (i) solely to the final hypothesis index token,

(ii) exclusively to the content query, (iii) only to the label y of the content query,

and (iv) across all tokens. We empirically find that incorporating the loss across all

tokens in the sequence leads to the best performance.

3.3.2 Four Types of Generalization

This section investigates whether a Transformer trained on ICL-HCG tasks can

generalize to new tasks, i.e., new hypothesis classes. We explore four types of gener-

alization scenarios, defined in Definitions 1, 2, 3, and 4. Detailed hyperparameters

of settings are provided in Appendix B.4.3.



65

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
)

Testing Curve on ID Hypotheses

1st run
2nd run
3rd run
4th run

(a) Testing curves of ID hypothesis
class generalization.

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
)

Testing Curve on OOD Hypotheses

1st run
2nd run
3rd run
4th run

(b) Testing curves of OOD hypothe-
sis class generalization.

Figure 3.5: Multiple runs on ID and OOD hypothesis class generalizations. (Dif-
ferent runs imply training and testing with different random seeds.) Transformer
successfully learns ICL-HCG and generalizes to new hypothesis classes and hy-
potheses. Generalization on ID hypotheses is easier than on OOD hypotheses. Refer
to Appendix B.3.1, Fig. B.2 for more curves of loss, training, and testing accuracy.

Finding 1: Transformer can successfully learn ICL-HCG tasks and such a learned

ability can generalize to new hypothesis, hypothesis class, and hypothesis size,

whereas the generalization on OOD hypotheses is harder than ID hypotheses.

We first demonstrate that the Transformer successfully learns ICL-HCG and

that this capability generalizes effectively on ID and OOD hypothesis class general-

izations. As illustrated in Figs. 3.5a and 3.5b, the Trained Transformers on 4 runs

with different random seeds all achieve near-perfect accuracy (close to 1.00) on ID

hypothesis class generalization, and around 0.8 to 0.9 accuracy on OOD hypothesis

class generalization. Furthermore, we show that the learned ICL-HCG ability gen-

eralizes to hypothesis classes of various sizes. As depicted in Figs. 3.6a and 3.6b,

the trained Transformers achieve near 1.00 accuracy for |H| ∈ {2, . . . , 12} on ID
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Figure 3.6: Multiple runs on ID and OOD hypothesis class size generalizations.
(Different runs imply training and testing with different random seeds.) Transform-
ers trained on hypothesis classes with sizes |H| ∈ {7, 8, 9} successfully generalize
to hypothesis classes with sizes |H| ∈ {2, 3, . . . , 13, 14} under ID hypothesis class
size generalization. In contrast, the same trained Transformer exhibits poorer per-
formance on OOD hypothesis class size generalization. In the figure, IS stands for
“in-size,” indicating the hypothesis class sizes included in the training, while OOS
stands for “out-of-size,” indicating the sizes that are not included in the training.
Refer to Appendix B.3.1, Fig. B.3 for training accuracy curves.

hypothesis class size generalization, while exhibiting moderately lower accuracy on

OOD hypothesis class size generalization. Both Figs. 3.5 and 3.6 indicate that gen-

eralization on OOD hypotheses is more challenging compared to ID hypotheses.

3.3.3 Model Architecture Comparisons

We compare Transformer with other model architectures, including Mamba [34],

LSTM [41], and GRU [16]. We investigate whether each model can effectively fit
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the training dataset and generalize to the four types of unseen hypothesis classes.
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Figure 3.7: Various models on ID and OOD hypothesis class generalizations.
Transformer and Mamba succeed on both ID and OOD hypothesis class general-
ization, whereas LSTM and GRU fail. Mamba exhibits slightly higher accuracy
than Transformer on OOD generalization. Refer to Appendix B.3.2 and Fig. B.4 for
training curves.

Finding 2: While both Mamba and Transformer excel on the four generalization

tasks, LSTM and GRU fail to handle the ICL-HCG tasks. Mamba outperforms Trans-

former on OOD hypothesis class generalization, whereas Transformer outperforms

Mamba on ID hypothesis class size generalization.

We evaluate ID and OOD hypothesis class generalization across model architec-

tures. Within the hyperparameter search space in Appendix B.4.2, Fig. 3.7 shows

that Transformer and Mamba both generalize well on ID and OOD hypothesis

class generalizations, with higher accuracy on ID hypotheses (1.00 accuracy) than

OOD (around 0.8 to 0.9 accuracy). In contrast, LSTM and GRU fail to fit the task,

achieving approximately 0.125 accuracy, equivalent to random guessing over eight
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hypotheses. Furthermore, Fig. 3.8 shows that Mamba outperforms Transformer on

OOD hypothesis class size generalization, whereas Transformer excels on ID hy-

pothesis class size generalization, suggesting a potential advantage of Transformer

on length generalization, and Mamba on generalization of OOD hypotheses.

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 2 (OOS) |H| = 3 (OOS)

Transformer

Mamba

LSTM

GRU

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 4 (OOS) |H| = 5 (OOS) |H| = 6 (OOS)

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 7 (IS) |H| = 8 (IS) |H| = 9 (IS)

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 10 (OOS)

0 256 512 768
Epoch

|H| = 11 (OOS)

0 256 512 768
Epoch

|H| = 12 (OOS)

(a) Testing curves of ID hypothesis class
size generalization.

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 2 (OOS) |H| = 3 (OOS)

Transformer

Mamba

LSTM

GRU

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 4 (OOS) |H| = 5 (OOS) |H| = 6 (OOS)

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
) |H| = 7 (IS) |H| = 8 (IS) |H| = 9 (IS)

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00
A

cc
on
z

(O
pt

-T
) |H| = 10 (OOS)

0 256 512 768
Epoch

|H| = 11 (OOS)

0 256 512 768
Epoch

|H| = 12 (OOS)

(b) Testing curves of OOD hypothesis class
size generalization.

Figure 3.8: Various models on ID and OOD hypothesis class size generalizations.
In both settings, Transformers and Mamba exhibit strong generalization, whereas
LSTM and GRU fail to do so. For hypothesis class sizes |H| ∈ {7, 8, 9}, Mamba
achieves accuracy comparable to Transformer on ID hypothesis class generalization,
and surpasses Transformer on OOD hypothesis class generalization. However,
Transformers show similar or higher accuracy than Mamba on ID hypothesis class
size generalization, suggesting a potential advantage in length generalization. Refer
to Appendix B.3.2, Fig. B.5 for training accuracy curves.

3.3.4 Effect of Training Hypothesis Class Count

We evaluate how the number of training hypothesis classes affects ID and OOD

hypothesis class generalization abilities.
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Figure 3.9: Effect of training hypothesis class count. Transformer and Mamba
trained on ICL-HCG tasks generalize to new hypothesis classes with only 4 to 16
training hypothesis classes. Refer to Appendix B.3.3, Fig. B.6 for training accuracy
and more details.

Finding 3: Mamba is more sample efficient than Transformer on ICL-HCG tasks,

and achieves near-perfect generalization with few pretraining hypothesis classes.

In Fig. 3.9a, we evaluate Mamba, Transformer, GRU, and LSTM. With only 22 and

24 training hypothesis classes, Mamba and Transformer achieve near-perfect (1.00

accuracy) ID hypothesis class generalization, while LSTM and GRU fail to fit the

ICL-HCG tasks. In Fig. 3.9b, Mamba nearly achieves perfect OOD hypothesis class

generalization with as few as 22 training classes, whereas Transformer’s accuracy

improves gradually with more training classes.

3.3.5 Effect of Imbalanced In-Context Samples

This section investigates how an imbalanced sample distribution of in-context

samples in the context query affects the training procedure. Specifically, we consider
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the following distribution over X :

norm
(

1√
D

, . . . ,
1√
D

, 1,
√

D, . . . ,
√

D
)

,

where the first half of the terms are 1√
D , the middle term (if |X | is odd) is 1, the

second half consists of
√

D, and D4 represents the disparity of the distribution over

X , i.e., D = maxx∈X P (x)
minx∈X P (x) .

Finding 4: In-context sample imbalance lags the convergence of training.

We analyzed the impact of imbalance on the training process in Fig. 3.10 by

varying D values, showing that greater imbalance slows convergence. On average

over four runs, training converges in about 384 epochs for D = 1 but takes around

700 epochs for D= 4.
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Figure 3.10: The effect of sample imbalance. Sample imbalance leads to lower
convergence speed.

4The notation D is distinguished from token “D” by color and dataset D by format.
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3.3.6 The Benefit of Hypothesis Prefix

In this section, we demonstrate how the hypothesis prefix influences the accuracy of

ICL. We compare ICL accuracy on y with hypothesis prefix and without hypothesis

prefix, under the setting of ID hypothesis class generalization.

Finding 5: Incorporating hypothesis prefix as instruction significantly boost the

accuracy of ICL.

As shown in Fig. 3.11, the hypothesis prefix significantly enhances the training

and testing accuracy on y of ICL. Using position 3 as an example, predictions

with three (x, y) pairs as demonstrations achieve approximately 0.95 accuracy with

instruction but only around 0.8 without, highlighting the effectiveness of instruction.

Figure 3.11: The effect of instruction. Under ID hypothesis class generalization,
providing an instruction (hypothesis prefix) significantly boosts ICL performance,
especially when the y token appears early (indicating only a few demonstration
examples precede it).
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3.3.7 The Effect of Pretraining Hypothesis Diversity

In this section, we investigate the impact of hypothesis diversity combined with

instruction (hypothesis prefix) on ICL accuracy. We conduct experiments under

OOD hypothesis class generalization with an input space size of |X | = 6, leading

to a hypothesis universe Huni of 2|X | = 64 hypotheses. Huni is split into HID with

48 hypotheses and HOOD with 16. For training, we sample M train ∈ {8, 16, 24, 32}

hypotheses fromHID to examine the effect of training hypothesis diversity, while

testing uses all hypotheses inHID.

Finding 6: Increasing the diversity of pretraining hypotheses significantly boosts

the performance of ICL when instructions are provided.

As illustrated in Fig. 3.12, under OOD hypothesis class generalization, the Trans-

former trained with instructions achieves similar ICL accuracy to a standard ICL

approach when pretraining hypothesis diversity is low, but significantly outper-

forms it when pretraining hypothesis diversity is high. Using position 10 as an

example, with instruction, increasing M train from 8 to 32 raises accuracy from 0.80

to approximately 0.99. Without instruction, the same increase in diversity improves

accuracy only from 0.80 to 0.90. Notably, the testing ICL samples are derived from

unseen hypotheses, indicating that incorporating instructions can enhance ICL

performance for new hypotheses.
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Figure 3.12: The effect of pretraining hypothesis diversity. Under hypothesis
generalization, increasing the diversity of pretraining hypotheses significantly
boosts the performance of ICL when instructions are provided. However, without
instructions, this effect is limited.

3.4 Discussion

Building on the ICL-HCG framework, we conduct diverse experiments focusing

on generalization. While Bayesian inference [118] offers insights into ICL, prior

work [91] has shown that Transformers can generalize beyond Bayesian inference

with sufficient pretraining task diversity. However, the mechanisms underlying

such OOD generalization remain unclear. Our work provides a framework for

exploring OOD generalization beyond Bayesian inference, where no test samples

appear in the training set due to disjoint hypothesis classes.
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Furthermore, in Sec. 3.3.3, we demonstrate that Transformer and Mamba ex-

hibit distinct strengths: Transformer excels on length generalization, while Mamba

performs better on OOD hypothesis generalization. In Sec. 3.3.7, we show that

instruction enhances the benefits of pretraining hypothesis diversity. These findings

highlight two key factors influencing OOD generalization: (i) model architecture

and (ii) data structure. Future work will further explore these phenomena, fo-

cusing on understanding the underlying mechanisms of OOD generalization in

Transformer and Mamba.

3.5 Extension with Preliminary Results: Can

Transformers Do In-Context Blind Tree Search?

As discussed in the previous sections, we extend the basic setting of synthetic and

controllable datasets, e.g., a sequence of (x, y) pairs, to a more complicated and

realistic setting with instructions. A natural question arises: can we further extend

this framework to model more complex scenarios involving sequential decision-

making and feedback? In this section, inspired by the recent development of

reasoning models such as OpenAI o1 [46] and DeepSeek-R1 [21], we take a step in

this direction by introducing our preliminary exploration of synthetic environments

designed for interactive tasks. Specifically, we construct a synthetic and controllable

environment, where a Transformer is required to perform “in-context blind tree

search” by sequentially taking actions and receiving an estimated expected reward,

i.e.., a rollout value. Under this setting, “in-context” means that past rewards
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and actions are fed into the Transformer as the context, “blind” means that the

Transformer does not know the environment before interaction, and “tree search”

means that the search space has a tree structure. This setting differs from traditional

ICL, as the model must repeatedly interact with the environment, rather than

making a single prediction based on the given input. Our preliminary results show

that the Transformer trained under our synthetic and controllable framework can

potentially perform behavior cloning to imitate the behavior of MCTS with varying

UCT exploration constants.

3.5.1 Introduction

Various Emergent Abilities of LLMs LLMs have demonstrated various emergent

abilities including ICL [11] and CoT [116], which have been studied by researchers

these years. Recently, LLMs such as DeepSeek-R1 [36] suggest that their reason-

ing or problem-solving process has tree structures. In the process, LLMs propose

several plans for their next action, then take actions on some of those plans, and

further backtrack when necessary to investigate other plans. Besides, when LLMs

function with tools, such as the scenario of the Search and Deep Research modes of

ChatGPT-4o [45], they interact iteratively with external environments, leveraging

feedback to guide multi-step reasoning or problem-solving processes. These phe-

nomena indicate that LLMs may implicitly perform a search with an underlying

tree structure, i.e., they are performing a tree search.
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The Need for Synthetic and Controllable Datasets As LLMs continue to grow,

more and more advanced and complicated synthetic and controllable datasets are

designed to isolate and examine those emergent abilities of LLMs, such as ICL and

CoT. However, there remains a notable gap: no existing synthetic and controllable

dataset captures the setting of blind tree search, where the environment is unknown

to the agent, and the agent must interact with the environment to explore the search

space with an underlying tree structure and identify high-reward trajectories of

actions. This setting captures two key features of LLMs’ reasoning and interaction

with environments:

• Blindness: The agent does not have all the information about the environment,

and has to interact with the environment and rely on the feedback from the

environment to guide the search process. The blindness mimics the unknown

environments LLMs often face, such as external websites or API functions.

• Tree-Structured Search Space: The search space has a tree structure. For each

iteration during the search, the agent chooses to explore a new leaf node in the

tree. This tree structure mimics the potential search space, in which real-world

LLMs perform the step-by-step reasoning and backtracking process.

Prior related works [35, 55, 103, 77] focus either on known environments or bandit-

style settings, diverging from the key features central to this problem setting. This

motivates the following research question:

Can we construct a synthetic and controllable dataset with tree-structured

search spaces and evaluate whether a Transformer can search effectively?
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Our Framework and Finding To address this question, we propose a new syn-

thetic and controllable dataset for blind tree search. Specifically, we design synthetic

environments with underlying tree-structured search spaces. The Transformer then

navigates this environment by expanding one node in the search tree for each itera-

tion, receiving rollout feedback after each expansion. After I iterations, the search

process is evaluated by how well those high-reward states in the environment are

discovered. We train a Transformer model from scratch with the supervision of

search trajectories generated by MCTS of a specific UCT exploration constant, and

then we use the trained Transformer to perform search. We find that the trained

Transformer achieves similar performance to the corresponding MCTS with the

specific UCT exploration constant.

3.5.2 Problem Formulation

We consider an environment that has a graph structure. We use the following

notations to represent the graph G, as well as operations and information on it:

• S: the set of all states in the graph G;

• AS
G(s): all the adjacent states to state s in the graph G;

• r(s): reward on the state s. A number of rewards are scattered on the graph,

otherwise 0;

• R(s, d): the rollout value, an estimation of the future reward one will get from

state s, calculated based on averaging repeated simulations. Each simulation

starts from s with budget d following a random policy. The budget d means
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how many steps one can move from state s, and the random policy means

that at any state, we uniformly randomly choose the next state from its ad-

jacent states. Whenever a rollout simulation arrives at a non-zero reward or

consumes d steps, the simulation ends and returns the reached reward.

We further consider the search problem with an underlying tree-structured

search space constructed based on the abovementioned environment. The agent

is given a limited budget of I expansions. For each expansion, the agent chooses

an action and arrives at a new state. The agent initializes the search tree with the

root node u0 corresponding to the start state s(u0) ∈ S on the graph G. The agent

also receives initially revealed actions A = AU→S
G (u0), where AU→S

G (u) = {au→s|s ∈

AS
G(s(u))} representing all actions of moving from s(u) to an adjacent state s. For

each iteration i = 1, . . . , I :

• Select an action auj→sk
∈ A following policy π used by the agent;

• Let node ui correspond to state sk, s(ui) = sk; (Note: ui contains not only

the information about s(ui), but all the information along the trace from root

node u0 to ui, including all actions.)

• Expand the search tree with edge uj → ui, e.g., ui is the child node of uj ;

• Obtain the rollout value R(s(ui), D − d(ui)) of node ui, where D constraints

the maximum depth of the search tree and d(ui) is the depth of the node ui;

• Remove action auj→sk
from A and append new actions AU→S

G (ui) into A if

r(s(ui)) = 0 and d(s(ui)) < D.
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Remark 4. We convert the graph G into a tree-structured search space, and the agent, the

search algorithm, has a limited budget to construct the search tree via exploring only I nodes

in the search space. In the extreme case of G, if G is a non-acyclic directed graph, G could

be identical to the tree-structured search space.

Evaluation To evaluate the performance of a search algorithm at iteration I on a

graph G, we compare the predicted distances from the start node to all rewards

with the corresponding optimal distances computed by breadth-first search (BFS).

Specifically, for each discovered non-zero reward r located on the graph G, we

compute the relative distance error as: predicted_distance−optimal_distance
optimal_distance . A lower error

indicates a better discovery of the reward.

To aggregate the results of multiple rewards, we apply an exponential penalty

to each reward using relative distance error and compute the weighted sum:

Performance =
∑

r r × exp
(

optimal_distance−predicted_distance
optimal_distance

)
∑

r r
,

where higher rewards contribute more to the final performance score. If a reward

is not discovered, its predicted distance is set as infinite, and the corresponding

term contributes zero to the performance. A high value of this metric indicates that

the search algorithm finds high rewards with shorter distances.

3.5.3 Experiments
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Figure 3.13: A maze example

with size 6× 6.

Maze Problem We consider a maze as a realization

of the graph G. See Fig. 3.13 for an example. Follow-

ing our problem definition, we have a root node cor-

responding to the start position [5, 5] colored green,

and the available action is “[5, 5] left−→ [4, 5],” all the

actions moving from the current location to an ad-

jacent location. At each iteration, a search algorithm

selects an action from the set of available actions, reaches a state, receives a rollout

value, removes the selected action from the set of available actions, and obtains

new actions based on the reached state.

In our experiments, we use mazes of size 8× 8. A start position, three rewards

(1.0, 0.5, and 0.2), and walls are further uniformly randomly positioned while

ensuring that all rewards are reachable from the start position. The walls are

generated with an overall probability of 0.5. We perform two simulations with

a maximum of 16 steps following a random policy, and use their average as the

rollout value.

MCTS As shown in Fig. 3.14, we compare the performance of MCTS methods

with varying UCT exploration constant C, as well as two baselines: “Random

Leaf” and “Random Trace.” “Random Leaf” indicates that, for each expansion, we

uniformly randomly select one action from the set of all possible actions. “Random

Trace” indicates that for each expansion, we start from the root node and iteratively

uniformly randomly select a child node until we reach a possible action.

We observe that MCTS methods with small UCT exploration constants (C =
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Figure 3.14: Comparison on MCTS with varied C values.

0.003, 0.01, 0.03) achieve the best performance, consistently outperforming both

the purely exploitative strategy (C = 0) and MCTS with larger exploration con-

stants (C = 0.3, 1.0). This highlights the importance of balancing exploration and

exploitation in the search process. In addition, “Random Leaf” and “Random

Trace” perform significantly worse than MCTS, highlighting the importance of the

guidance from rollouts.

Transformer Consider a trajectory generated by MCTS:

u0, AU→S
G (u0), a0, r0, u1, AU→S

G (u1), a1, r1, u2, . . .

where u is the node in the search tree, AU→S
G is realized by four directions (“left,”

“right,” “up,” and “down” in the maze environment), a is the chosen action, and r is

the rollout value. All nodes and actions are discrete; we can directly tokenize them

into distinct integers. Rollout values are continuous; therefore, we quantize them
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Figure 3.15: Comparison on different C values. We train Transformers on trajecto-
ries generated by MCTS with different UCT exploration constant C values. During
the training process, Transformers learn from the MCTS to perform search, and
C = 0.1 achieves the best performance similar to MCTS.

to distinct integers. We train Transformers with eight layers, eight attention heads,

and 1024 hidden dimensions on those tokenized trajectories generated by MCTS on

8192 different training mazes, and then evaluate their performance on 1024 different

testing mazes. As shown in Fig. 3.15, Transformers not only learn to perform search

from the MCTS trajectories but also distinguish different C values, indicating the

trained Transformers potentially learn to control the trade-off between exploration

and exploitation from their teacher, MCTS.
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3.6 Conclusion

In this chapter, we identify a gap between synthetic and real-world ICL, the overlook-

ing of instruction in synthetic ICL. To bridge the gap, we introduce a novel synthetic

and controllable data framework, namely ICL-HCG, that explicitly integrates a

hypothesis class as the instruction. Through a series of diverse experiments, we

show that ICL with instructions outperforms one without instructions, demonstrat-

ing the important role of the instruction. In addition, we show that incorporating

instructions for pretraining increases the generalizability of the pretrained model

compared to one without instructions. While ICL-HCG extends the synthetic and

controllable dataset with instructions, we consider a more complicated setup, in-

context blind tree search. This setup mimics the backtracking in reasoning and

the interaction with environments observed in recent advanced LLMs. Through

designing a new synthetic and controllable data framework for in-context blind tree

search, we show that the Transformer can potentially learn the trade-off between

exploration and exploitation from the search algorithm, MCTS. These findings

show that the development of synthetic and controllable datasets could provide

us with a platform to systematically study more complicated LLM phenomena in

addition to ICL.
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Chapter 4

Contribution and Future Work

4.1 Contribution

This thesis identifies two missing pieces in the literature on using synthetic and

controllable data sets to understand ICL. By proposing and studying new synthetic

and controllable datasets, this thesis brings the following contributions:

• Modeling Dual Modes of ICL, Explaining the Early Ascent Phenomenon,

and Predicting Bounded Efficacy We propose a novel synthetic and con-

trollable dataset, which has an underlying probabilistic model to generate

synthetic pretraining data. Via studying our proposed model, we identify

two operating modes in ICL: task retrieval and task learning. Leveraging

the two operating modes, we provide the first mathematical explanation for

the early ascent phenomenon and predict the bounded efficacy phenomenon.

Further, as preliminary results of the extension inspired by the above work,
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we propose a new prompt design method named coded prompts to improve

the performance of LLMs via prompting multiple test samples together.

• Bridging the Gap of Instruction between Synthetic and Real-World ICL

We develop a new synthetic and controllable data framework, namely In-

Context Learning with Hypothesis-Class Guidance (ICL-HCG). This framework

integrates task instructions into synthetic data generation, enabling controlled

experiments on ICL with instructions. As preliminary results of the extension

inspired by the above work, we explore in-context blind tree search, where a

Transformer model is trained to perform tree search leveraging feedback in an

unknown environment. We show that the Transformer model can potentially

be trained to mimic the behavior of MCTS with varying UCT constants.

Figure 4.1: Works in this thesis and future directions.

In summary, this thesis constructs and studies new synthetic and controllable

datasets to explain dual operating modes of ICL, enabling our understanding of
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early ascent and bounded efficacy, and to bridge the gap of instruction between

synthetic and real-world ICL. The proposed frameworks and extensions with pre-

liminary results lay the ground for future research, aiming at further enhancing

the theoretical understanding and empirical applications of ICL. We visualize the

studies conducted in this thesis and the broader future directions in Fig. 4.1.

4.2 Future Work

In addition to the contributions and preliminary extensions presented in this thesis,

there are still many open problems related to either ICL or synthetic and controllable

datasets. Potential projects of several future directions are organized as follows:

4.2.1 Task and Length Generalizations

Understanding why and how a pretrained Transformer generalizes across different

tasks and sequence lengths remains a big question:

• Decoding the Mechanisms of Task and Length Generalizations By design-

ing various synthetic and controllable datasets for pretraining Transformers,

future work could further look into the details of the pretrained model, such

as attention heads [125] or position embeddings [42, 33], to decode the mech-

anisms of task and length generalization.

• Learning Optimal Teaching Sets Another research question related to our

work ICL-HCG, is whether Transformers can learn to identify optimal teaching

sets, a minimal collection of examples that distinguishes a task from a set of
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tasks. Similar to ICL-HCG, one can examine the generalization ability of the

Transformer on different sets of tasks.

4.2.2 Understanding the Mechanism of ICL within Transformers

Recent works [112, 1, 27, 40] suggest that Transformers implement gradient descent

to perform ICL. Further investigations could improve this understanding:

• Implementing Stochastic Gradient Descent within Transformers While

Transformers are known to implement gradient descent to perform ICL under

certain conditions, an open question is whether they can implement stochastic

gradient descent (SGD) [40], particularly under settings where SGD performs

better than gradient descent. Building synthetic and controllable datasets to

characterize when and how Transformers choose to implement GD or SGD

would help us to better understand the underlying mechanism of ICL.

• Improving the Generalization of ICL via Gradient-Descent Regularization

It is interesting to examine whether applying gradient-descent regularization

during training, e.g., forcing the Transformer to perform gradient descent

using in-context samples, can further strengthen the generalization ability of

ICL, since such regularization might encourage more stable and transferable

mechanisms of ICL.

4.2.3 Improving Fine-Tuning and Reasoning through ICL

We can potentially improve various applications of LLMs with ICL.
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• Enhance Parameter-Efficient Fine-Tuning (PEFT) [63] with ICL Samples

Leveraging in-context examples during PEFT may boost its performance, since

in-context examples provide a high initial accuracy for PEFT. This method

may lead to an improvement to existing PEFT methods.

• Bootstrapping Reasoning with ICL Considering a framework aiming at itera-

tively improving the reasoning labels of samples. For each iteration, we run in-

ference on an LLM with the sequences of format (x1, r1, y1, x2, r2, y2, x3, r3, y3, x4)

and the LLM outputs r4 and y4 (r stands for reason). We can filter high-quality

generated reasons based on the correctness of y4. Those high-quality reasons

can be further used to prompt the model again to improve the prediction

accuracy of ICL with reasoning.
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Appendix A

For Chapter 2

A.1 Notations

This section collects all notations used in the main paper.

Notations introduced in Sec. 2.2:

• F : a next-token predictor.

• F̂ : a pretrained next-token predictor.

• F∗: a Bayes-optimal next-token predictor that attains Bayes risk minimization.

• Fk: a next-token predictor for k in-context examples.

• F∗
k : a Bayes-optimal next-token predictor that attains Bayes risk minimization

for k in-context examples.

• x and y: input and label for a task, e.g., x and y of a linear regression task

y = x⊤w.
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• k: the number of in-context examples.

• K: the max number of examples in a sequence.

• Sk: a sequence of k in-context examples, [x1, y1, . . . , xk, yk].

• SK : a sequence of K in-context examples, [x1, y1, . . . , xK , yK ].

• Sk ⊕ x(k+1): Sk ⊕ x(k+1) = [x1, y1, . . . , xk, yk, xk+1], which is a sequence of k in-

context examples appended with xk+1.

• µ and w: the parameters that jointly specify a task. µ specifies the distribution

of x, and w specifies the function mapping x to y.

• Dprior and Dµ,w: Dprior = Dµ,w, and they represent the task prior distribution

where each task is specified by parameters µ and w. The task prior is also

named pretraining prior, pretraining task prior, pretraining prior distribution,

pretraining task prior distribution, or simply prior.

• Dx(µ): the conditional distribution of x conditioned on µ of the task (µ, w).

• Dx,y(µ, w): the joint distribution of (x, y) in the task (µ, w).

• Dy|x(w): y distribution conditioned on the input x and parameter w of the task

(µ, w).

• P (µ, w): the task probability of (µ, w) in the task prior Dprior.

• P (x|µ): the probability of x in Dx(µ).

• P (y|x, w): the probability of y in Dy|x(w).
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• L(F): the risk of F on samples generated from the pretraining data generative

model 1.

• M : the number of mixture components in a Gaussian mixture prior.

• N (x; µ, Σ): the probability of x in the multivariate normal distribution with

mean µ and covariance matrix Σ.

• m, α, and β: the indices of mixture components in a Gaussian mixture prior.

• Tm: the mthe mixture component in a Gaussian mixture prior.

• πm: the mixture weight of the mth mixture component in a Gaussian mixture

prior.

• µm and wm: (µm, wm) is the center of the mth mixture component.

• µ∗ and w∗: (µ∗, w∗) is the in-context task, i.e., in-context examples are drawn

from this task without label noises.

• σµ and σw: the task noises, i.e., the noise scales of µ and w.

• σx and σy: the sample noises, i.e., the noise scales of x and y of pretraining

samples.

• τx: the sample noise, i.e., the noise scale of x of in-context examples.

• d: the dimension of x.

• r: the max ratio of two mixture weights of two mixture components.

Notations introduced in Sec. 2.3:
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• Dpost: The posterior distribution of the pretraining prior Dprior after observing

Sk ⊕ x(k+1).

• ∥ · ∥: the L2 norm.

• ∥x∥2: for any vector x, ∥x∥2 = x⊤x.

• ∥x∥2
A: for any vector x and matrix A, ∥x∥2

A = x⊤Ax.

• P (µ, w|Sk⊕x(k+1)): the probability of task (µ, w) in the posterior after observing

Sk ⊕ x(k+1).

• T̃m: the mth mixture component in the Gaussian mixture posterior.

• π̃m: the mixture weight of the mth mixture component in the Gaussian mixture

posterior.

• µ̃m and w̃m: (µ̃m, w̃m) is the center of the mth mixture component in the Gaussian

mixture posterior.

• P (µ, w|T̃m): the probability of task (µ, w) in the mth mixture component of

posterior.

• δµ and δw: the ratios of squared task noises over squared sample noises. δµ = σ2
µ

σ2
x

,

and δw = σ2
w

σ2
y

.

• Σ̄µ: Σ̄µ = I .

• Σ̄w: Σ̄w =
∑k

i=1 xix
⊤
i

k
.

• µ̄: µ̄ =
∑k+1

i=1 xi

k+1 .

• w̄: w̄ =
∑k

i=1 xiyi

k
.
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• w̃: the mean of w in the task posterior, i.e., the predicted function by Bayes-

optimal next-token predictor. F∗(Sk⊕x(k+1)) = ⟨xk+1, w̃⟩ =
〈

xk+1,
∑M

m=1 π̃mw̃m

〉
.

• cµ
m and cw

m: parts of the re-weighting coefficient of Component Re-weighting.

• Ψµ(α, β) and Ψw(α, β): functions to help analyze the phenomenon of Component

Re-weighting.

• r(α, β): the ratio of the mixture weight π̃α of T̃α over the mixture weight π̃β of T̃β .

• λd(A): the dth largest eigenvalue of matrix A. In this paper A ∈ Rd×d, thus λd(A)

represents the smallest eigenvalue of matrix A.

• λ1(A): the 1st, the largest eigenvalue of matrix A.

• y∗
k+1: the label of learning the function w∗. y∗

k+1 = ⟨xk+1, w∗⟩.

Notations introduced in Sec. 2.4:

• The L2 loss of ICL learning to learn the function w∗. L∗
k = (F(Sk ⊕ x(k+1)) −

y∗
k+1)2 = (F(Sk ⊕ x(k+1))− ⟨xk+1, w∗⟩)2.

Notations introduced in Sec. 2.5:

• d2
µ: ∀β ̸= α, ∥µβ − µ∗∥2 − ∥µα − µ∗∥2 ≥ d2

µ, the µ-margin of any other µβ over

µα.

• d2
w: ∀β ̸= α, ∥wβ −w∗∥2 − ∥wα −w∗∥2 ≥ d2

w, the w-margin of any other wβ over

wα.

• u2
w: ∀β ̸= α, τ 2

x∥wβ −w∗∥2− (1 + τ 2
x)∥wα−w∗∥2 ≥ τ 2

xu2
w, the weighted w-margin

of any other wβ over wα.
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Figure A.1: Visualization of the tetrahedron setting. The figure shows the pretrain-
ing prior centers and the in-context task. For β ∈ {1, 2, 3, 4}, (µβ, wβ) is a mixture
component center in the prior. (µα, wα) for α = 1 (numbers are noted in the center
of circles) is the center of the target task for ICL with biased labels, while (µ∗, w∗)
is the in-context task. The dotted purple lines highlight the distance of 1 from the
origin (0, 0, 0) to any point denoted by µ or w.

• yα
k+1: the label of retrieving the function wα. yα

k+1 = ⟨xk+1, wα⟩.

• The L2 loss of ICL learning to retrieve the function wα of the pretraining prior

center α. Lα
k = (F(Sk ⊕ x(k+1))− yα

k+1)2 = (F(Sk ⊕ x(k+1))− ⟨xk+1, wα⟩)2.

A.2 Prior Examples

This section outlines our configurations of prior settings in numerical computations

and preliminary Transformer experiments, focusing on the geometrical arrange-

ment of the centers in the priors. Specifically, we detail the configurations where
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the centers form shapes of 3-dimensional regular polyhedra in Sec. A.2.1, extend to

configurations in d-dimensional spaces in Sec. A.2.2, and discuss a unique setup

related to the early ascent phenomenon in Sec. A.2.3.

A.2.1 Regular Polyhedrons

Taking into account the centers of the mixture components from the pretraining

prior, which manifest as distinct points forming the vertices of various shapes,

we examine 3-dimensional regular polyhedrons. These include tetrahedron (4

vertices/centers), octahedron (6 vertices/centers), hexahedron (8 vertices/centers),

icosahedron (12 vertices/centers), and dodecahedron (20 vertices/centers), listed

with increasing density of the centers on a sphere.

The configuration of a regular polyhedron with M centers is established in

accordance with the parameters outlined in Assumption 2, as detailed below:

• Dimension d = 3, the number of mixture components equals to M ;

• The centers of mixture components form a regular polyhedron with M vertices;

• All components’ mixture weights are the same, πm = 1/M , and µm = wm, for all

m ∈ [M ];

• For noises of x and y, we have σx = σy = 1, and τx = 1;

• For noises of µ and w, we have σµ = σw = 0.25 if not specified;

• For the in-context task, µ∗ = 2µ1+µ2
∥2µ1+µ2∥ and w∗ = 2w1+w2

∥2w1+w2∥ if not specified, where

µ2 is one of the the closest centers to µ1.
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We mainly use the tetrahedron setting in the paper. Therefore, we further

visualize the setting and note down the parameters. The 3D visualization of mixture

component centers in the prior and the in-context task are shown in Fig. A.1. The

parameters are noted as follows:

• Dimension d = 3, number of mixture components M = 4;

• The centers of topics form a tetrahedron as shown in Fig. A.1. µ1 = w1 =

[0, 0,−1]⊤, µ2 = w2 = [
√

8
9 , 0, 1

3 ]⊤, µ3 = w3 = [−
√

2
9 , +

√
2
3 , 1

3 ]⊤, and µ4 = w4 =

[−
√

2
9 ,−

√
2
3 , 1

3 ]⊤;

• All components’ mixture weights are the same, πm = 1/4, and µm = wm, for all

m ∈ {1, 2, 3, 4};

• For noise of x and y, we have σx = σy = 1, and τx = 1;

• For noises of µ and w, we have σµ = σw = 0.25 if not specified;

• For in-context task, we have µ∗ = 2µ1+µ2+0.2µ3
∥2µ1+µ2+0.2µ3∥ and w∗ = 2w1+w2+0.2w3

∥2w1+w2+0.2w3∥ . We

slightly shift the in-context task (µ∗, w∗) towards (µ3, w3) for visualization pur-

poses, to make m = 3 and m = 4 produce slightly different curves.

A.2.2 d-Dimensional Examples

We consider d-dimensional examples with d centers for d ∈ {2, 4, 8, 16, 32}. A

d-dimensional example with d vertices is parametered as follows:

• Dimension equals to d, number of mixture component M = d;



97

• For all m ∈ [M ], µm = em and µm,i =


1 if i = m

0 if i ̸= m

, i.e., µm is the mth vector in

the standard basis of Rm, characterized by having all elements equal to 0 except

for the mth element, which is 1.

• All components’ mixture weights are the same, πm = 1/d, and µm = wm, for all

m ∈ [M ];

• For noise of x and y, we have σx = σy = 1, and τx = 1;

• For noises of µ and w, we have σµ = σw = 0.25;

• For the in-context task, we have µ∗ = 2µ1+µ2
∥2µ1+µ2∥ and w∗ = 2w1+w2

∥2w1+w2∥ .

A.2.3 Early Ascent Examples

Table A.1 outlines the prior configuration used to produce the early ascent phe-

nomenon, where the in-context task is designed with a distribution of x close to a

misleading task. The full results are shown in Fig. A.2.

A.3 Coarse Upper Bound for ICL Risk

The following theorem shows a coarse upper bound of the ICL risk parallel to

Theorem 3:
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Table A.1: Prior settings for early ascent. The pretraining task prior comprises
two components for one dimension and three for two or more dimensions. ICL
aims to predict following the in-context function w∗, equivalent to prior center 2’s
function w2 (w∗ = w2). The in-context task is characterized by having a closer x
distribution to the task of prior center 1 but a closer x→ y mapping to the prior
center 2. The parameters for all cases are set to σµ = σw = 0.05, σx = τx = 1, and
σy = 2. Refer to Fig. A.2b for visualization of the prior centers under dimension
d ∈ {1, 2, 3}.

Case Component
/Task

Mixture
Weight µ w

d = 1

Component 1 1/2 µ1 = [+1] w1 = [−1]
Component 2 1/2 µ2 = [−1] w2 = [+1]
Component 3 / / /

In-context Task / µ∗ = [+1] w∗ = [+1]

d = 2

Component 1 1/3 µ1 = [+1, +1] w1 = [−1,−1]
Component 2 1/3 µ2 = [−1,−1] w2 = [+1, +1]
Component 3 1/3 µ3 = [+1,−1] w3 = [−1, +1]

In-context Task / µ∗ = [+1, +1] w∗ = [+1, +1]

d ≥ 2

Component 1 1/3 µ1 = [+1] + [+1]× (d− 1) w1 = [−1] + [−1]× (d− 1)
Component 2 1/3 µ2 = [−1] + [−1]× (d− 1) w2 = [+1] + [+1]× (d− 1)
Component 3 1/3 µ3 = [+1] + [−1]× (d− 1) w3 = [−1] + [+1]× (d− 1)

In-context Task / µ∗ = [+1]× d w∗ = [+1]× d

Theorem 7 (Coarse Upper Bound for ICL Risk). Consider a next-token predictor

attaining the optimal pretraining risk. As k →∞, the ICL risk is upper bounded by:

ESk⊕x(k+1) [L∗
k] <

4(1 + dτ 2
x)

τ 4
xδw

2k2 + O(kδ− 5
2 ),

where L∗
k = (F(Sk ⊕ x(k+1)) − y∗

k+1)2 = (F(Sk ⊕ x(k+1)) − ⟨xk+1, w∗⟩)2 and δ is an

arbitrarily small positive constant. See Appendix A.12 for proof details. The upper bound

decreases as the square of the inverse of k. Notice there is no noise for y labels of in-context

examples under our setting, which leads to a faster decay rate than standard 1/k for ridge

regression [109].

The notations δw and k are colored for easier observation.
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We further compare the risk ESk⊕x(k+1) [L∗
k] and the risk under ridge regression

with L2 regularization parameter equal to 10−6, where the same k samples without

label noises are used as in-context examples for ICL and training samples for ridge

regression. Fig. A.3 shows the experiment results. Under certain settings for the

task prior Dµ,w, when the task prior has low task variances, ICL performs better

than ridge regression with a fixed regularization parameter under small k.

A.4 Transformer Performance in Approximating

Bayesian Inference

We examine if a Transformer network pretrained on samples generated from our

pretraining data generative model matches the performance of Bayesian inference.

We consider three factors of the task prior in our experiment: prior task noises, number

of components, and feature dimension. For scalar y, we transform it to a d-dimensional

vector [y, 0, . . . , 0]. Thus, Sk ⊕ x(k+1) forms a (2k + 1)× d matrix, comprising xk+1

and k pairs of (xi, yi).

Experiment Setting. We conduct experiments based on the module GPT2Model

from the package Transformers supported by HuggingFace1. We use a 10-layer,

8-head Transformer decoder with 1024-dimensional feedforward layers, and the

input dimension is set to d, equal to the dimension of x. We train the model over

three epochs, each consisting of 10,000 batches, with every batch containing 256
1https://huggingface.co/
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samples. We use AdamW [67] as the optimizer with weight decay as 0.00001 and

set the learning rate to 0.00001.

Experiment Results. Fig. A.4, A.5, and A.6 show the experimental results, where

F̂ denotes the prediction of the Transformer network, F∗ denotes the prediction

of Bayesian inference, and y∗
k+1 = ⟨xk+1, w∗⟩ is the label of learning the in-context

function. In Fig. A.4, we consider the tetrahedron setting (see Apendix A.2.1 for

setting details) under varied task noises (δµ = δw ∈ {1/256, 1/64, 1/16, 1/4, 1}). In

Fig. A.5, we consider settings of regular shapes (see Appendix A.2.1 for setting

details) with different numbers of vertices/components (M ∈ {4, 6, 8, 12, 20}).

In Fig. A.6, we consider settings with varied dimensions (see Appendix A.2.2

for setting details, d ∈ {2, 4, 8, 16, 32}). We observe that the trained Transformer

network can approximate the Bayes-optimal predictor under varied settings, and

the larger the number of dimensions and the number of mixture components, the

harder it is for the Transformer network to approximate Bayesian prediction.

A.5 Additional Information for Bounded Efficacy in

GPT-4

A.5.1 Experimental Setting

Table A.2 introduces the experiment setting of GPT-4, including the system message,

the prompt, the in-context task, the “biased +” task, and the “addition (+)” task.

Designating the “biased +” task as the in-context task, i.e., ci = ai + bi + 1, we
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Table A.2: Setup of bounded efficacy. Experiment setting to reveal the bounded
efficacy phenomenon of biased-label ICL in GPT-4.

Setting Desciption
LLM GPT-4

System Message You are a mathematician. Consider the following
math problem and follow the exact instruction.

Prompt

You are given examples. Each example has two
integers as input and one integer as output. Please
provide an answer for the last problems in
the math exercise:
a1(?)b1=c1
...
ak(?)bk=c2
ak+1(?)bk+1=
Provide your answer directly.

In-Context Task ai and bi are uniformly sampled from [10, 99], and
ci = ai + bi + 1.

Goal of Learning the
“biased +”

Task with True Labels

Aiming to learn the “biased +” task, a(?)b=
(a+b+1), with in-context examples following the
same “biased +” task, a(?)b=(a+b+1).

Goal of Retrieving the
“addition (+)”

Task with Biased Labels

Aiming to retrieve the “addition (+)” task, a(?)b=
(a+b). However, the in-context examples are
provided with a slightly different task “biased +”,
a(?)b=(a+b+1).

measure the performances on two goals, including learning the “biased +” task

and retrieving the “addition (+)” task.

A.5.2 Additional Results

This section collects four pairs of prompts and predictions for k = 0, 2, 8 in Ta-

bles A.3, A.4, and A.5. The results show that ICL with biased labels will initially

retrieve a commonsense pretraining task due to task retrieval, and finally learn the
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Table A.3: Zero in-context example (k = 0). Prediction is colored red if it is correct
for task retrieval (a(?)b = (a + b)), and colored blue if it is correct for task learning
(a(?)b = (a + b + 1)). “...” denotes the hidden part of the prompt. Please refer to
Table A.2 for the whole prompt.

Prompt
...
51(?)36=
...

...
27(?)15=
...

...
76(?)82=
...

...
55(?)15=
...

Results

Without knowing the
operation or rule that
connects the two
input integers to
the output integer in
the examples, it’s
impossible to provide
a correct answer.
Please provide the
examples or the rule.

Sorry, but your
questionis not
clear. Could
you please
provide more
information
about the
operation
between the
two numbers?

Your question seems to
be missing some
information. Could you
please provide the
examples you mentioned?
They are necessary to
understand the relationship
between the two input
integers and the output
integer.

70

Table A.4: Two in-context examples (k = 2). Prediction is colored red if it is correct
for task retrieval (a(?)b = (a + b)), and colored blue if it is correct for task learning
(a(?)b = (a + b + 1)). “...” denotes the hidden part of the prompt. Please refer to
Table A.2 for the whole prompt.

Prompt

...
73(?)80=154
59(?)22=82
54(?)97=
...

...
48(?)73=122
78(?)80=159
21(?)33=
...

...
21(?)28=50
69(?)29=99
47(?)10=
...

...
94(?)43=138
98(?)70=169
96(?)41=
...

Results 151 54 57 187

in-context task because of task learning.
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Table A.5: Eight in-context examples (k = 8). Prediction is colored red if it is
correct for task retrieval (a(?)b = (a + b)), and colored blue if it is correct for task
learning (a(?)b = (a + b + 1)). “...” denotes the hidden part of the prompt. Please
refer to Table A.2 for the whole prompt.

Prompt

...
37(?)70=108
41(?)18=60
19(?)12=32
82(?)67=150
42(?)13=56
26(?)41=68
80(?)39=120
58(?)23=82
40(?)90=
...

...
60(?)76=137
69(?)26=96
72(?)85=158
39(?)10=50
50(?)47=98
19(?)63=83
45(?)95=141
69(?)41=111
81(?)36=
...

...
66(?)40=107
46(?)81=128
63(?)31=95
41(?)24=66
70(?)43=114
89(?)84=174
76(?)82=159
46(?)28=75
49(?)46=
...

...
68(?)88=157
34(?)18=53
70(?)70=141
13(?)35=49
52(?)50=103
72(?)32=105
98(?)82=181
55(?)51=107
50(?)31=
...

Results 130 118 96 82

A.6 Bounded Efficacy in Zero-shot ICL

This section introduces the experiment setting of Fig. 2.6. We start by introduc-

ing the experiment results in Fig. A.7 copied and pasted from the work of Min

et al. [73]. While our theory shows the bounded efficacy phenomenon for ICL

with non-informative labels (Lemma 6), Fig. A.7 seems to imply a conflict phe-

nomenon. Thus, we further extend the number of in-context examples in Fig. A.7

left. The classification task adopts five datasets including (i) glue-mrpc [23], (ii)

glue-rte [20], (iii) tweet_eval-hate [5], (iv) sick [71], and (v) poem-sentiment [99].

We use the GitHub code2 released by Min et al. [73] to generate the same data and

evaluate LLMs with a larger context length capacity aiming at a larger number of
2https://github.com/Alrope123/rethinking-demonstrations
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in-context examples. We selected Mistral 7B (32768), Mixtral 8×7B (32768), Llama2

13B (4096), Llama2 70B (4096), and GPT-4 (8192) for our experiments, with the

integers in parentheses indicating the maximum context length for each model. We

perform inference on large models with 8 H100 with the package vllm3.

A.7 The Derivation of Posterior

This section provides detailed derivations for Lemma 1. We begin by showing the

posterior is potentially still a Gaussian mixture in Sec. A.7.1. Then, in Sec. A.7.2, we

show how Eq. A.1 is proportion to Eq. A.2, which is precisely a Gaussian mixture.

A.7.1 Prior to Posterior

We start by showing the posterior is potentially still a Gaussian mixture. For fixed

Sk ⊕ x(k+1):

P (µ, w|Sk ⊕ x(k+1))

∝ P (µ, w|Sk ⊕ x(k+1))P (Sk ⊕ x(k+1))

= P (µ, w, Sk ⊕ x(k+1))

= P (µ, w)P (Sk ⊕ x(k+1)|µ, w)

=
(

M∑
m=1

πmP (µ, w|Tm)
)

P (Sk ⊕ x(k+1)|µ, w)

=
M∑

m=1
πmP (µ, w|Tm)P (Sk ⊕ x(k+1)|µ, w) (A.1)

3https://docs.vllm.ai/en/latest/
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∝
M∑

m=1
π̃mP (µ, w|T̃m). (A.2)

We give the derivation from Eq. A.1 to Eq. A.2 in the next section.

A.7.2 Closed-Form Solution from Eq. A.1 to Eq. A.2

We analyze each component (indicated by a specific m) in Eq. A.1. Given fixed

Sk ⊕ x(k+1), for all m ∈ [M ] and all (µ, w), we have:

log(P (µ, w|Tm)P (Sk ⊕ x(k+1)|µ, w))

= −∥µm − µ∥2

2σ2
µ

− ∥wm −w∥2

2σ2
w

−
∑k+1

i=1 ∥µ− xi∥2

2σ2
x

−
∑k

i=1 ∥x⊤
i w − yi∥2

2σ2
y

+ log
(

(2π)−d/2

σd
µ

)
+ log

(
(2π)−d/2

σd
w

)
+ (k + 1) log

(
(2π)−d/2

σd
x

)
+ k log

(
(2π)−1/2

σy

)

(Let C3 = log
(

(2π)−d/2

σd
µ

)
+ log

(
(2π)−d/2

σd
w

)

+ (k + 1) log
(

(2π)−d/2

σd
x

)
+ k log

(
(2π)−1/2

σy

)
.)

= C3 −
∥µm − µ∥2

2σ2
µ

− ∥wm −w∥2

2σ2
w

−
∑k+1

i=1 ∥µ− xi∥2

2σ2
x

−
∑k

i=1 ∥x⊤
i w − yi∥2

2σ2
y

= C3 − (∥µm − µ∥2

2σ2
µ

+
∑k+1

i=1 ∥µ− xi∥2

2σ2
x

)− (∥wm −w∥2

2σ2
w

+
∑k

i=1 ∥x⊤
i w − yi∥2

2σ2
y

)

(Let δµ =
σ2

µ

σ2
x

and δw = σ2
w

σ2
y

.)

= C3 −
1

2σ2
µ

(
(∥µm∥2 − 2µ⊤

mµ + ∥µ∥2) + δµ

(
(k + 1)∥µ∥2 − 2µ⊤

k+1∑
i=1

xi +
k+1∑
i=1
∥xi∥2

))

− 1
2σ2

µ

(
(∥wm∥2 − 2w⊤

mw + ∥w∥2) + δw

(
k∑

i=1
w⊤xix

⊤
i w − 2w⊤

k∑
i=1

xiyi +
k∑

i=1
y2

i

))

= C3 −
1

2σ2
µ

(
∥µm∥2 + (1 + (k + 1)δµ)∥µ∥2 − 2µ

(
µm + δµ

k+1∑
i=1

xi

)
+ δµ

k+1∑
i=1
∥xi∥2

)
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− 1
2σ2

w

(
∥wm∥2 + w⊤

(
I + δw

k∑
i=1

xix
⊤
i

)
w − 2w

(
wm + δw

k∑
i=1

xiyi

)
+ δw

k∑
i=1

y2
i

)

(Let C4 = C3 −
δµ

2σ2
µ

k+1∑
i=1
∥xi∥2 − δw

2σ2
w

k∑
i=1

y2
i .)

= C4 −
1

2σ2
µ

(
∥µm∥2 + (1 + (k + 1)δµ)∥µ∥2 − 2µ

(
µm + δµ

k+1∑
i=1

xi

))

− 1
2σ2

w

(
∥wm∥2 + w⊤

(
I + δw

k∑
i=1

xix
⊤
i

)
w − 2w

(
wm + δw

k∑
i=1

xiyi

))

(Let Σ̄µ = I and Σ̄w =
∑k

i=1 xix
⊤
i

k
.)

= C4 −
1

2σ2
µ

(
∥µm∥2 + ∥µ∥2

I+(k+1)δµΣ̄µ
− 2µ⊤

(
µm + δµ

k+1∑
i=1

xi

))

− 1
2σ2

w

(
∥wm∥2 + ∥w∥2

I+kδwΣ̄w
− 2w⊤

(
wm + δw

k∑
i=1

xiyi

))

(Let µ̄ =
k+1∑
i=1

xi and w̄ =
∑k

i=1 xiyi

k
.)

= C4 −
1

2σ2
µ

(∥µm∥2 + ∥µ∥2
I+(k+1)δµΣ̄µ

− 2µ⊤(µm + (k + 1)δµµ̄))

− 1
2σ2

w

(∥wm∥2 + ∥w∥2
I+kδwΣ̄w

− 2w⊤(wm + kδww̄))

(Let ∆µ = (k + 1)δµ and ∆w = kδw.)

= C4 −
1

2σ2
µ

(∥µm∥2 + ∥µ∥2
I+∆µΣ̄µ

− 2µ⊤(µm + ∆µµ̄))

− 1
2σ2

w

(∥wm∥2 + ∥w∥2
I+∆wΣ̄w

− 2w⊤(wm + ∆ww̄))

= C4 −
(

∥µm∥2+
(

∥µ∥2
I+∆µΣ̄µ

−2µ⊤(µm+∆µµ̄)+∥µm+∆µµ̄∥2
(I+∆µΣ̄µ)−1

)
−∥µm+∆µµ̄∥2

(I+∆µΣ̄µ)−1

)
/2σ2

µ

−
(

∥wm∥2+
(

∥w∥2
I+∆wΣ̄w

−2w⊤(wm+∆ww̄)+∥wm+∆ww̄∥2
(I+∆wΣ̄w)−1

)
−∥wm+∆ww̄∥2

(I+∆wΣ̄w)−1

)
/2σ2

w

= C4− 1
2σ2

µ

((
∥µm∥2 − ∥µm + ∆µµ̄∥2

(I+∆µΣ̄µ)−1

)
+ ∥µ − (I + ∆µΣ̄µ)−1(µm + ∆µµ̄)∥2

I+∆µΣ̄µ

)
− 1

2σ2
w

((
∥wm∥2 − ∥wm + ∆ww̄∥2

(I+∆wΣ̄w)−1
)

+ ∥w − (I + ∆wΣ̄w)−1(wm + ∆ww̄)∥2
I+∆wΣ̄w

)
.
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Notice C4 is independent to m, µ, and w, thus we have:

P (µ, w|Tm)P (Sk ⊕ x(k+1)|µ, w)

∝ exp

(
− 1

2σ2
µ

((
∥µm∥2 − ∥µm + ∆µµ̄∥2

(I+∆µΣ̄µ)−1

)
+ ∥µ − (I + ∆µΣ̄µ)−1(µm + ∆µµ̄)∥2

I+∆µΣ̄µ

))

· exp

(
− 1

2σ2
w

((
∥wm∥2 − ∥wm + ∆ww̄∥2

(I+∆wΣ̄w)−1
)

+ ∥w − (I + ∆wΣ̄w)−1(wm + ∆ww̄)∥2
I+∆wΣ̄w

))

∝ exp

(
−

∥µm∥2 − ∥µm + (k + 1)δµµ̄∥2
(I+(k+1)δµΣ̄µ)−1

2σ2
µ

)
︸ ︷︷ ︸

c
µ
m

exp

(
−

∥wm∥2 − ∥wm + kδww̄∥2
(I+kδwΣ̄w)−1

2σ2
w

)
︸ ︷︷ ︸

cw
m

· N (µ|(I + (k + 1)δµΣ̄µ)−1(µm + (k + 1)δµµ̄), σ2
µ(I + (k + 1)δµΣ̄µ)−1)

· N (w|(I + kδwΣ̄w)−1(wm + kδww̄), σ2
w(I + kδwΣ̄w)−1).

By defining P (µ, w|T̃ ) = N (µ|(I + (k + 1)δµΣ̄µ)−1(µm + (k + 1)δµµ̄), σ2
µ(I + (k +

1)δµΣ̄µ)−1) ·N (w|(I +kδwΣ̄w)−1(wm +kδww̄), σ2
w(I +kδwΣ̄w)−1) and π̃m = πmcµ

mcw
m.

We have:

πmP (µ, w|Tm)P (Sk ⊕ x(k+1)|µ, w) ∝ π̃mP (µ, w|T̃m).

Therefore,

M∑
m=1

πmP (µ, w|Tm)P (Sk ⊕ x(k+1)|µ, w) ∝
M∑

m=1
π̃mP (µ, w|T̃m).
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A.8 Detailed Analysis of Component Shifting and

Re-weighting

A.8.1 Analysis of Component Re-weighting

This section analyzes the CR effect on π̃β as k increases. We focus on whether π̃α

of T̃α surpasses π̃β of any other T̃β with β ̸= α, where α is the index of the closest

prior center to the in-context task as described in Assumption 3. We assess this via

the ratio r(α, β) of π̃α to π̃β :

r(α, β) = π̃α

π̃β

= παC0c
µ
αcw

α

πβC0c
µ
βcw

β

= πα

πβ

exp(Ψµ(α, β) + Ψw(α, β)), (A.3)

where we define two functions Ψµ(α, β) = log(cµ
α/cµ

β ) and Ψw(α, β) = log(cw
α /cw

β ) to

facilitate the analyses of how r(α, β) changes with increasing k.

Analysis of Ψµ(α, β). We further simplify the function Ψµ(α, β) as follows:

Ψµ(α, β) = (
k+1∑
i=1
∥µβ − xi∥2 −

k+1∑
i=1
∥µα − xi∥2)/(2σ2

x(1 + (k + 1)δµ)). (A.4)

(See Appendix A.8.3 for derivation.) Since xi ∼ N (µ∗, τ 2
xI), choosing µ∗ closer to

µα tends to make Ψµ(α, β) positive and increase faster with increasing k. However,

as k approaches infinity, Ψµ(α, β) stabilizes rather than increasing infinitely, i.e.,

limk→∞ Ψµ(α, β) = (∥µβ−µ∗∥2−∥µα−µ∗∥2)/(2σ2
µ). The leftmost column of Fig. A.9

shows the numerical computation of Ψµ(α, β) with varied task noises under the

tetrahedron setting (see Appendix A.2.1 for setting details). The smaller the value

of δµ (= σ2
µ

σ2
x

) is, the easier for Ψµ(α, β) to increase as k increases.
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Meanwhile, we also have:

lim
σµ→0

Ψµ(α, β) = (
k+1∑
i=1
∥µβ − xi∥2 −

k+1∑
i=1
∥µα − xi∥2)/(2σ2

x) (A.5)

Analysis of Ψw(α, β). We further simplify the function Ψw(α, β) as follows:

Ψw(α, β) = (∥wβ −w∗∥2
I−(I+kδwΣ̄w)−1 − ∥wα −w∗∥2

I−(I+kδwΣ̄w)−1)/(2σ2
w). (A.6)

(See Appendix A.8.3 for derivation.) Since kδwΣ̄w (= δw
∑k

i=1 xix
⊤
i , see definition

of Σ̄w in Lemma 1) is semi-positive definite, thus choosing w∗ closer to wα tends

to make Ψw(α, β) positive and increase faster as k increases. However, as k ap-

proaches infinity, limk→∞ kδwΣ̄w = limk→∞ kδw

∑k

i=1 xix
⊤
i

k
= kδw(µ∗µ∗⊤ +τ 2

xI). Thus,

limk→∞ I − (I + kδwΣ̄w)−1 = I and Ψw(α, β) stabilizes rather than increasing in-

finitely, i.e., limk→∞ Ψw(α, β) = (∥wβ − w∗∥2 − ∥wα − w∗∥2)/(2σ2
w). The topmost

row of Fig. A.9 shows the numerical computation of Ψw(α, β) with varied task

noises under the tetrahedron setting (see Appendix A.2.1 for setting details). The

smaller the value of δw (= σ2
w

σ2
y

) is, the easier for Ψw(α, β) to increase as k increases.

However, one should note that ∥wβ − w∗∥2 ≥ ∥wα − w∗∥2 does not necessarily

imply ∥wβ −w∗∥2
I−(I+kδwΣ̄w)−1 ≥ ∥wα −w∗∥2

I−(I+kδwΣ̄w)−1 .

Meanwhile, we also have:

lim
σw→0

Ψw(α, β) = (∥wβ −w∗∥2
kδwΣ̄w

− ∥wα −w∗∥2
kδwΣ̄w

)/(2σ2
w)

= (∥µβ − xi∥2
kΣ̄w
− ∥µα − xi∥2

kΣ̄w
)/(2σ2

y)

= (
k∑

i=1
∥yβ

i − y∗
i ∥2 −

k∑
i=1
∥yα

i − y∗
i ∥2)/(2σ2

y), (A.7)

where yβ
i = ⟨xi, wβ⟩, yα

i = ⟨xi, wα⟩, and y∗
i = ⟨xi, w∗⟩.
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Therefore, combine Eqs. A.5 and A.7 and we have:

lim
σµ,σw→0

Ψµ(α, β) + Ψw(α, β)

= ∥µβ − xk+1∥2 − ∥µα − xk+1∥2

2σ2
x

+
k∑

i=1
(∥µβ − xi∥2 − ∥µα − xi∥2

2σ2
x

(A.8)

+ ∥y
β
i − y∗

i ∥2 − ∥yα
i − y∗

i ∥2

2σ2
y

)

Numerical Computations of Component Re-weighting. We have seen how noises

σµ and σw of the task prior affect the values of Ψµ and Ψw with increasing k. We

further show the numerical computation of π̃β in the center of Fig. A.9. The figure

shows that the smaller δµ and δw are, the larger Ψµ(α, β) and Ψw(α, β) will be with

increasing k, and the easier for the mixture component T̃α to dominates in the

posterior with an increasing number of in-context examples.

A.8.2 Analysis of Component Shifting

The Component Shifting effect in Lemma 1 involves shifting the variables µ̃m and

w̃m:

µ̃m = (I + (k + 1)δµΣ̄µ)−1(µm + (k + 1)δµµ̄), (A.9)

w̃m = (I + kδwΣ̄w)−1(wm + kδww̄). (A.10)

The following analyses examine these two variables with increasing k.
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Analysis of µ̃m. We provide the derivation of µ̃m in Eq. A.9 (see Appendix A.8.4

for details):

µ̃m = (µm + kδµµ̄)/(1 + (k + 1)δµ). (A.11)

Thus, when k increases, µ̃m moves close to the value of
∑k

i=1 xi

k
and limk→∞ µ̃m = µ∗.

We also show the numerical computation of the distance between shifted µ̃m and

µ∗ in the first row of Fig. A.10.

Analysis of w̃m. We provide the derivation of w̃m in Eq. A.10 (see Appendix A.8.4

for details):

w̃m = (I + kδwΣ̄w)−1(wm −w∗) + w∗. (A.12)

Notice when k →∞, kδwΣ̄w = kδw

∑k

i=1 xix
⊤
i

k
→ kδw(τ 2

xI+w∗w∗⊤), thus λd(kδwΣ̄w)→

∞, λ1((I + kδwΣ̄w)−1) → 0, limk→∞(I + kδwΣ̄w)−1(wm − w∗) ≤ limk→∞ λ1((I +

kδwΣ̄w)−1) · ∥wm −w∗∥ = 0 and limk→∞ w̃m = w∗, where λd(A) indicates the mini-

mum eigenvalue of A. We also show the numerical computed distance between

w̃m and w∗ in the second row of Fig. A.10.

A.8.3 Derivation Collection of Ψµ(α, β) and Ψw(α, β)

This section collects derivations for Ψµ(α, β) and Ψw(α, β). The derivation of

Ψµ(α, β) is collected in Sec A.8.3 and the derivation of Ψw(α, β) is collected in

Sec A.8.3.
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Derivation of Ψµ(α, β)

This section collects the derivation of Ψµ(α, β) in Eq. A.4 of Sec. A.8.1:

Ψµ(α, β)

= log(cµ
α/cµ

β )

= log


exp

(
−

∥µβ∥2−∥µβ+(k+1)δµµ̄∥2
(I+(k+1)δµΣ̄µ)−1

2σ2
µ

)

exp
(
−

∥µα∥2−∥µα+(k+1)δµµ̄∥2
(I+(k+1)δµΣ̄µ)−1

2σ2
µ

)


= (1 + (k + 1)δµ)∥µβ∥2 − ∥µβ + δµ
∑k+1

i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ)

− (1 + (k + 1)δµ)∥µα∥2 − ∥µα + δµ
∑k+1

i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ)

= −∥µβ + δµ
∑k+1

i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ) −

−∥µα + δµ
∑k+1

i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ)

=
−∥µβ∥2 − 2µ⊤

β (δµ
∑k+1

i=1 xi)− ∥δµ
∑k+1

i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ)

− −∥µα∥2 − 2µ⊤
α (δµ

∑k+1
i=1 xi)− ∥δµ

∑k+1
i=1 xi∥2

2σ2
µ(1 + (k + 1)δµ)

=
(k + 1)δµ∥µβ∥2 − 2µ⊤

β (δµ
∑k+1

i=1 xi) + δµ
∑k+1

i=1 ∥xi∥2

2σ2
µ(1 + (k + 1)δµ)

− (k + 1)δµ∥µα∥2 − 2µ⊤
α (δµ

∑k+1
i=1 xi) + δµ

∑k+1
i=1 ∥xi∥2

2σ2
µ(1 + (k + 1)δµ)

=
∑k+1

i=1 δµ∥µβ − xi∥2

2σ2
µ(1 + (k + 1)δµ) −

∑k+1
i=1 δµ∥µα − xi∥2

2σ2
µ(1 + (k + 1)δµ)

=
∑k+1

i=1 ∥µβ − xi∥2 −∑k+1
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ) .
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Derivation of Ψw(α, β)

This section collects the derivation of Ψw(α, β) in Eq. A.6 of Sec. A.8.1:

Ψw(α, β)

= log(cw
α /cw

β )

= log


exp

(
−

∥wα∥2−∥wα+kδww̄∥2
(I+kδwΣ̄w)−1

2σ2
w

)
exp

(
−

∥wβ∥2−∥wβ+kδww̄∥2
(I+kδwΣ̄w)−1

2σ2
w

)


=
∥wβ∥2 − ∥wβ + kδww̄∥2

(I+kδwΣ̄w)−1

2σ2
w

−
∥wα∥2 − ∥wα + kδww̄∥2

(I+kδwΣ̄w)−1

2σ2
w

(Note kδww̄ = δw

k∑
i=1

xiyi = δw

k∑
i=1

xix
⊤
i w∗ = kδwΣ̄ww∗.)

=
∥wβ∥2 − ∥wβ + kδwΣ̄ww∗∥2

(I+kδwΣ̄w)−1

2σ2
w

−
∥wα∥ − ∥wα + kδwΣ̄ww∗∥2

(I+kδwΣ̄w)−1

2σ2
w

=
∥wβ∥2 − ∥(wβ −w∗) + (I + kδwΣ̄w)w∗∥2

(I+kδwΣ̄w)−1

2σ2
w

−
∥wα∥2 − ∥(wα −w∗) + (I + kδwΣ̄w)w∗∥2

(I+kδwΣ̄w)−1

2σ2
w

=
∥wβ∥2 − ∥wβ −w∗∥2

(I+kδwΣ̄w)−1 − 2(wβ −w∗)⊤w∗

2σ2
w

−
∥wα∥2 − ∥wα −w∗∥2

(I+kδwΣ̄w)−1 − 2(wα −w∗)⊤w∗

2σ2
w

=
∥wβ −w∗∥2 − ∥wβ −w∗∥2

(I+kδwΣ̄w)−1

2σ2
w

−
∥wα −w∗∥2 − ∥wα −w∗∥2

(I+kδwΣ̄w)−1

2σ2
w

=
∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 − ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

.
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A.8.4 Derivation Collection of µ̃m and w̃m

This section collects derivations for µ̃m and w̃m. The derivation of µ̃m is collected

in Appendix A.8.4, and the derivation of w̃m is collected in Appendix A.8.4.

Derivation of µ̃m

This section collects the derivation of µ̃m in Eq. A.11 of Sec. A.8.1:

µ̃m = (I + (k + 1)δµΣ̄µ)−1(µm + (k + 1)δµµ̄)

= (I + (k + 1)δµI)−1(µm + δµ

k+1∑
i=1

xi)

= µm + δµ
∑k+1

i=1 xi

1 + (k + 1)δµ

.

Derivation of w̃m

This section collects the derivation of w̃m in Eq. A.12 of Sec. A.8.1:

w̃m = (I + kδwΣ̄w)−1(wm + kδww̄)

(Recall kδww̄ = δw

k∑
i=1

xiyi = δw

k∑
i=1

xix
⊤
i w∗ = kδwΣ̄ww∗.)

= (I + kδwΣ̄w)−1(wm + kδwΣ̄ww∗)

= (I + kδwΣ̄w)−1(wm −w∗ + (I + kδwΣ̄w)w∗)

= (I + kδwΣ̄w)−1(wm −w∗) + w∗. (A.13)
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A.9 Additional Experiments for Early Ascent

A.9.1 Early Ascent and Bounded Efficacy under Noisy Labels

We further examine phenomena of early ascent and bounded efficacy with noisy

labels under varied noise levels. The results show that these two phenomena are

robust to label noises to some extend.

A.9.2 Early Ascent under Non-Linear Regression and Discrete

Token Prediction

This section uses Fig. A.13 to show the existence of the early ascent phenomenon on

non-linear regression and discrete token prediction with our designed distributions

of pretraining and in-context samples. Fig. A.13a shows that the early ascent phe-

nomenon exists when a 2-layer neural network with Tanh Activation function serves

as the non-linear function, and Fig. A.13b shows that the early ascent phenomenon

exists when the dataset consists of sequences of tokens with discrete values rather

than sequences of vectors with continuous values. For the details of experiments

including our designed distributions of pretraining and in-context samples, please

refer to Sec. A.9.2 for the experiment with non-linear regression and Sec. A.9.2 for

the experiment with discrete token prediction.

Experiment Design for Non-Linear Regression

The following assumption shows the data generation model to generate a non-linear

sequence [x1, y1, . . . , xK , yK ], where xi is a vector and yi is a scalar. The non-linear
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function mapping x to y is highlighted in red in the assumption.

Assumption 7 (Pretraining Data Generative Model for Non-linear Regression).

(a) sample a task from the task distribution:

(µ, W , v) ∼ Dprior, P (µ, W , v) =
M∑

m=1
πmP (µ, W , v|Tm),

where Tm represents the mth mixture component, i.e., P (µ, W , v|Tm) = N (µ; µm, σ2
µI) ·

1√
(2π)d2 σd2

W

exp(∥W −Wm∥2
F

2 ) · N (v; vm, σ2
vI), and πm is the mixture weight. N (x; µ, Σ)

denotes the probability of x in the multivariate normal distribution with mean µ and covari-

ance matrix Σ, ∥ · ∥F indicates the Frobenius norm, ∑M
m=1 πm = 1, 0 < πm < 1, (µm, wm)

is the center of the mixture component Tm, and all components share the same covariance

matrix controlled by σµ, σW , and σv;

(b) input variable distribution: within a sequence, ∀i ∈ [K], xi ∼ Dx(µ), P (x|µ) =

N (x|µ, σ2
xI);

(c) label distribution: within a sequence, ∀i ∈ [K], yi|xi ∼ Dy|xi
(W , v), P (yi|xi, W , v) =

N (yi|⟨tanh(W xi), v⟩, σ2
y), where tanh() is a Tanh Activation function;

(d) x, µ, µm, v, vm ∈ Rd, and W , Wm ∈ Rd×d.

For experimental setting of Fig. A.13a, we set d = 2, σµ = 1, σW = σv = 0.5, σx =

σy = 1, M = 2, π1 = 0.1, π2 = 0.9, µ1 = [1, 0]⊤, µ2 = [0, 1]⊤, W1 =

1 0

0 0

 , W2 =

0 0

0 1

, and v1 = [1, 0]⊤, v2 = [0, 1]⊤. In-context samples follows task (µ∗, W ∗, v∗),

where µ∗ = µ1, W ∗ = W2, v∗ = v2, and σy = 1. Notice that although we add label

noise to in-context samples, when evaluating the prediction, we calculate error/loss

based on the clean label.
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Experiment Design for Discrete Token Prediction

The following assumption shows the data generation model to generate a non-linear

sequence [x1, y1, . . . , xK , yK ], where xi and yi are both integers (discrete tokens).

Assumption 8 (Pretraining Data Generative Model for Discrete Token Prediction).

(a) sample a task from the task distribution: (µ, w) ∼ Dprior, µ ∈ [M ], w ∈ [M ], P (µ, w) =∑M
m=1 πmP (µ, w|Tm), where Tm represents the mth mixture component, i.e., P (µ, w|Tm) =

1[w=wm]((1− (M − 1)σµ)1[µ=µm] + σµ1[µ ̸=µm]), and πm is the mixture weight.

(b) input variable distribution: within a sequence, ∀i ∈ [K], xi ∼ Dx(µ), P (xi|µ) =

(1− (M − 1)σx)1[x=µ] + σx1[x ̸=µ];

(c) label distribution: within a sequence, ∀i ∈ [K], yi|xi ∼ Dy|xi
(w), P (yi|xi, w) =

(1− (M − 1)σy)1[yi=xi+w mod M ] + σy1[yi ̸=xi+w mod M ].

For experimental setting of Fig. A.13b, we set M = 6,π1 = 0.04, π3 = 0.481, π5 =

0.479, π2 = π4 = π6 = 0, σµ = 0.05, σx = 0.04, σy = 0.13, µ1 = w1 = 1, µ3 = w3 =

3, µ5 = w5 = 5. In-context samples follows task (µ∗, w∗), where µ∗ = µ1, w∗ = w3,

and σy = 0.13. Notice that although we add label noise to in-context samples, when

evaluating the prediction, we calculate error/loss based on the clean label.

A.10 Mathematical Derivation for Early Ascent

We show that the early ascent phenomenon occurs under a specific setting in

Sec. A.10.1. Then, we give formal theory with proof to show when early ascent

happens in Sec. A.10.2.
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A.10.1 A Specific Setting of Early Ascent

To have a cleaner mathematical understanding of this phenomenon, this section

uses the setting of d = 1, the first row, in Table A.1 to show the mathematical

logic. (Some parameter settings are described in Table A.1’s caption.) Following

Theorem 3, the upper bound of ICL risk is as follows:

ESk⊕x(k+1) [L∗
k]

<
2∑

β=1
∥wβ −w∗∥2ESk⊕x(k+1) [π̃β∥xk+1∥2λ1(A)2]

= ∥w1 −w∗∥2ESk⊕x(k+1) [π̃1∥xk+1∥2λ1(A)2]

+ ∥w2 −w∗∥2ESk⊕x(k+1) [π̃2∥xk+1∥2λ1(A)2]

(Notice w2 = w∗, ∥w1 −w∗∥2 = 22 = 4.)

= 4ESk⊕x(k+1) [π̃1∥xk+1∥2λ1(A)2]

(Notice π̃1 + π̃2 = 1.)

= 4ESk⊕x(k+1)

[
π̃1

π̃1 + π̃2
∥xk+1∥2λ1(A)2

]
(Recall π̃1

π̃2
= r(1, 2) as Eq. A.3.)

= 4ESk⊕x(k+1)

[
r(1, 2)

1 + r(1, 2)∥xk+1∥2λ1(A)2
]

.

Noticing δµ = 0.052

12 and δw = 0.052

22 are very small, when k is small, we have kδw ≈ 0

and λ1(A) = (I + δw
∑k

i=1 xix
⊤
i )−1 ≈ I , thus ESk⊕x(k+1)

[
r(1,2)

1+r(1,2)∥xk+1∥2λ1(A)2
]
≈

ESk⊕x(k+1)

[
r(1,2)

1+r(1,2)∥xk+1∥2
]

and a larger r(1, 2) means a larger upper bound. In the

following, we will examine whether the increase of k leads to the increase of r(1, 2).
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Following Eq. A.3:

r(1, 2) = 1/2
1/2 exp(Ψµ(1, 2) + Ψw(1, 2))

= exp(Ψµ(1, 2) + Ψw(1, 2)).

We first analyze Ψµ(1, 2), following Eq. A.4:

E[Ψµ(1, 2)] = E
[∑k+1

i=1 ∥µ2 − xi∥2 −∑k+1
i=1 ∥µ1 − xi∥2

2σ2
x(1 + (k + 1)δµ)

]

(Since δµ ≈ 0, thus when k is small, we have:)

≈ E
[∑k+1

i=1 ∥µ2 − xi∥2 −∑k+1
i=1 ∥µ1 − xi∥2

2σ2
x

]

= k + 1
2σ2

x

E
[
∥µ2 − x1∥2 − ∥µ1 − x1∥2

]
= k + 1

2σ2
x

(E[∥µ2 − x1∥2]− E[∥µ1 − x1∥2])

= k + 1
2σ2

x

(E[∥µ2 − µ∗∥2] + τ 2
x)− (E[∥µ1 − µ∗∥2] + τ 2

x)

(µ∗ is the same as µ1, but different from µ2.)

= k + 1
2σ2

x

(E[∥µ2 − µ∗∥2]− 0)

= k + 1
2× 12 × 22

= 2(k + 1).

We then analyze Ψw(1, 2), following Eq. A.6:

E[Ψw(1, 2)] = E

−∥w1 −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w


(Since δw ≈ 0, thus when k is small, we have:)

≈ −E
[

(w1 −w∗)⊤kδwΣ̄w(w1 −w∗)
2σ2

w

]
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(Notice the feature dimension d = 1, Σ̄w =
∑k

i=1 ∥xi∥2

k
.)

≈ −E
[
∥w1 −w∗∥2kδw

∑k
i=1 ∥xi∥2

2σ2
w

]

= −E
[

2∑k
i=1 ∥xi∥2

σ2
y

]

= −2k

σ2
y

E
[
∥x1∥2

]
= −2k

σ2
y

(∥µ∗∥2 + τ 2
x)

= −2k

22 × (1 + 1) = −k.

−4 −2 0 2 4
k

0.00

0.25

0.50

0.75

1.00

f
(k

)

f (k) =exp(k + 2)/(1+exp(k + 2))

Figure A.14: Illustration

of the function exp(k +

2)/(1 + exp(k + 2)).

Therefore, when k is small, r(1, 2) = Ψµ(1, 2) +

Ψw(1, 2) ≈ exp(k + 2), and the upper bound is approx-

imately equal to:

4ESk⊕x(k+1)

[
exp(k + 2)

1 + exp(k + 2)∥xk+1∥2
]

,

which increases as the number of in-context examples

increases.

A.10.2 Theorem of Early Ascent

Theorem 4 (Early Ascent). AssumeEx1

[
(F∗(x1)− ⟨w∗, x1⟩)2

]
< Ex1 [⟨x1, wα −w∗⟩2],

where α = arg min
m

∥µm−µ∗∥2

2σ2
x

+ ∥(wm−w∗)⊤µ∗∥2+dτ2
x∥wm−w∗∥2

2σ2
y

. Then, when δµ and δw are

small enough, we have the early ascent phenomenon on the risk:

∃k ≥ 1 s.t. Ex1

[
(F∗(x1)− ⟨w∗, x1⟩)2

]
< ESk⊕x(k+1)

[(
F∗(Sk ⊕ x(k+1))− ⟨w∗, xk+1⟩

)2
]

.
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Proof. We examine the following case, when σµ and σw are small enough, and k is

also big enough to retrieve a task, i.e., making a center dominate:

lim
k→∞

lim
(σµ,σw)→(0,0)

ESk⊕x(k+1)

[(
F∗(Sk ⊕ x(k+1))− ⟨w∗, xk+1⟩

)2
]

= lim
k→∞

lim
(σµ,σw)→(0,0)

ESk⊕x(k+1)

[〈∑M

m=1 π̃mA(wm −w∗), xk+1

〉2
]

= lim
k→∞

lim
(σµ,σw)→(0,0)

ESk⊕x(k+1)

[〈∑M

m=1 π̃m(wm −w∗), xk+1

〉2
]

= lim
k→∞

lim
(σµ,σw)→(0,0)

ESk⊕x(k+1)

[〈∑M

m=1 πm exp(Ψµ(m, 1) + Ψw(m, 1))(wm − w∗)∑M

m=1 πm exp(Ψµ(m, 1) + Ψw(m, 1))
, xk+1

〉2]
(Following Eq. A.8, we have lim

(σµ,σw)→(0,0)
Ψµ(m, 1) + Ψw(m, 1) =

∥µm − xk+1∥2 − ∥µ1 − xk+1∥2

2σ2
x

+
k∑

i=1

(
∥µm − xi∥2 − ∥µ1 − xi∥2

2σ2
x

+ ∥ym
i − y∗

i ∥2 − ∥y1
i − y∗

i ∥2

2σ2
y

)
)

= lim
k→∞

ESk⊕x(k+1)

〈
∑M

m=1 πm exp
(

∥µm−xk+1∥2

2σ2
x

+
∑k

i=1( ∥µm−xi∥2

2σ2
x

+ ∥ym
i −y∗

i ∥2

2σ2
y

)
)

(wm − w∗)∑M

m=1 πm exp
(

∥µm−xk+1∥2

2σ2
x

+
∑k

i=1( ∥µm−xi∥2

2σ2
x

+ ∥ym
i

−y∗
i

∥2

2σ2
y

)
) , xk+1

〉2
= ESk⊕x(k+1) [⟨wα −w∗, xk+1⟩2]

= Ex1 [⟨wα −w∗, x1⟩2],

where α = arg min
m

∥µm−µ∗∥2

2σ2
x

+ ∥(wm−w∗)⊤µ∗∥2+dτ2
x∥wm−w∗∥2

2σ2
y

.

A.11 Proof Tools

This section introduces the inequalities used in our proofs for Theorems 3 (fine-

grained upper bound for ICL risk), 5 (upper bound for ICL with biased labels), 7

(coarse upper bound for ICL risk) and Lemma 6 ((informal) upper bound for

zero-shot ICL):
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A.11.1 Gaussian Tail Bound

If Zi ∼ N (0, 1), then for t > 0 we have:

P

(∑k
i=1 Zi

k
> t

)
≤ exp

(
−kt2

2

)
,

P

(∑k
i=1 Zi

k
< −t

)
≤ exp

(
−kt2

2

)
.

A.11.2 Chi-squared Tail Bound

If X ∼ χ(k), i.e., X = ∑k
i=1 Z2

i where Zi ∼ N (0, 1) then [10]:

P
(

X

k
− 1 > 2

√
t1 + 2t1

)
≤ exp

(
−kt2

1

)
,

P
(

X

k
− 1 < −2

√
t1

)
≤ exp

(
−kt2

1

)
.

As a looser but symmetric bound, for any t > 0, we have:

P
(

X

k
− 1 > t

)
≤ exp

(
−kt2

8

)
,

P
(

X

k
− 1 < −t

)
≤ exp

(
−kt2

8

)
.

A.11.3 Norm Tail Bound

If ϵi ∼ N (0, τ 2
xI), ϵi ∈ Rd, I ∈ Rd×d, then for t > 0 we have:

P

∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥ >

√
τ 2

xd

k
(1 + t)

 ≤ exp
(
−kt2

8

)
,

where ∥ · ∥ indicates the L2 norm.
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Proof. ∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥
2

=
d∑

j=1

(∑k
i=1 ϵi,j

k

)2

= τ 2
x

k

d∑
j=1

(∑k
i=1 ϵi,j

τx

√
k

)2

(Notice ϵi,j ∼ N (0, τ 2
x) and let Zj =

∑k
i=1 ϵi,j

τx

√
k
∼ N (0, 1).)

= τ 2
xd

k

∑d
i=1 Z2

i

d
.

Therefore, by applying Appendix A.11.2 we have:

P

(
τ 2

xd

k

∑d
i=1 Z2

i

d
>

τ 2
xd

k
(1 + t)

)
≤ exp

(
−kt2

8

)
.

A.11.4 Eigenvalue Concentration Bound

Lemma 8. If ∀i, xi ∼ N (µ, τ 2
xI), ∥µ∥ = 1, A =

∑k

i=1 xix
⊤
i

k
, and ϵi = xi − µ, we have

∀t > 0:

P

(
L ≤ λd(A) ≤ λ1(A) ≤ U and

∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥ < τx

√
γ(1 + t)

)
> 1− 3 exp

(
−kt2

8

)
,

where L = τ 2
x(1− t

2 − γ)2 − 2τxγ
√

1 + t, U = 1 + τ 2
x(1 + t

2 + γ)2 + 2τxγ
√

1 + t, λi(A)

is the ith biggest eigenvalue of the matrix A and γ =
√

d
k
.

We begin with decomposing A to three components:

A =
∑k

i=1 xix
⊤
i

k
=
∑k

i=1(µ + ϵi)(µ + ϵi)⊤

k
= µµ⊤ +

∑k
i=1 ϵiϵ

⊤
i

k
+
∑k

i=1(µϵ⊤
i + ϵiµ

⊤)
k

,
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then consider the eigenvalue bound of each of them.

For the first component µµ⊤, we have:

0 ≤ λd(µµ⊤) < λ1(µµ⊤) ≤ 1.

Then, we analyze the second component
∑k

i=1 ϵiϵ
⊤
i

k
. Following Vershynin [111,

Theorem 4.6.1, p. 97], we have for any 1−
√

d
k

> s > 0:

P

(1− s−

√
d

k

)2
≤ 1

τ2
x

λd

(∑k
i=1 ϵiϵ

⊤
i

k

)
<

1
τ2

x

λ1

(∑k
i=1 ϵiϵ

⊤
i

k

)
≤
(

1 + s +

√
d

k

)2


> 1− 2 exp
(
−ks2

2

)
.

Finally, we examine the third component
∑k

i=1(µϵ⊤
i +ϵiµ

⊤)
k

. We have for all ∥a∥ = 1:∥∥∥∥∥a⊤
∑k

i=1(µϵ⊤
i + ϵiµ

⊤)
k

a

∥∥∥∥∥ = 2
∥∥∥∥∥a⊤

∑k
i=1 ϵi

k
µ⊤a

∥∥∥∥∥ ≤ 2
∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥
(Notice by Norm Tail Bound in Appendix A.11.3, we have:

P

∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥ >

√
τ 2

xd

k
(1 + t)

 ≤ exp
(
−kt2

8

)
.)

=⇒ P

(∥∥∥∥a⊤
∑k

i=1(µϵ⊤
i + ϵiµ

⊤)
k

a

∥∥∥∥ ≤ 2
∥∥∥∥∑k

i=1 ϵi

k

∥∥∥∥ ≤ 2

√
τ2

xd

k
(1 + t)

)
> 1 − exp

(
−kt2

8

)

=⇒ P

(
−2τx

√
d

k
(1 + t) ≤ λd

(∑k

i=1(µϵ⊤
i + ϵiµ

⊤)
k

)
≤ λ1

(∑k

i=1(µϵ⊤
i + ϵiµ

⊤)
k

)
≤ 2τx

√
d

k
(1 + t)

)

> 1− exp
(
−kt2

8

)
.

Let γ =
√

d
k
, s = t/2, and summarize three components by union bound, we

have:

P

(
τ2

x

(
1− t

2 − γ

)2
− 2τxγ

√
1 + t ≤ λd(A) ≤ λ1(A) ≤ 1 + τ2

x

(
1 + t

2 + γ

)2
+ 2τxγ

√
1 + t

)

> 1− 3 exp
(
−kt2

8

)
.
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As a summary, we have:

P

(
L ≤ λd(A) ≤ λ1(A) ≤ U and

∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥ < τx

√
γ(1 + t)

)
> 1− 3 exp

(
−kt2

8

)
,

where γ =
√

d
k
, L = τ 2

x(1− t
2−γ)2−2τxγ

√
1 + t, U = 1+τ 2

x

(
1 + t

2 + γ
)2

+2τxγ
√

1 + t,

and λi(A) is the ith biggest eigenvalue of the matrix A.

A.12 ICL to Learn the In-Context Function

This section introduces the proof of Theorem 7 (coarse upper bound for ICL risk)

and Theorem 3 (finegrained upper bound for ICL risk). The upper bound of

Theorem 3 is derived at Eq. A.14.

Proof. Assuming we are using in-context examples following Assumption 3, i.e.,

xi ∼ N (µ∗, τ 2
xI), yi = ⟨xi, w∗⟩, ∥µ∗∥ = ∥w∗∥ = 1, and we aim to have the prediction

of Sk ⊕ x(k+1) to be ⟨xk+1, w∗⟩, i.e., to learn the function (w∗) of the in-context task

(µ∗, w∗). Let L∗
k indicate the squared loss (F∗(Sk ⊕ x(k+1)) − ⟨xk+1, w∗⟩)2, where

F∗(Sk ⊕ x(k+1)) is the prediction of Sk ⊕ x(k+1) by the Bayes-optimal next-token

predictor F∗ under Assumption 2 for pretraining data generation. We derive the

upper bound of the expected squared loss as follows:

ESk⊕x(k+1) [L∗
k]

= ESk⊕x(k+1)

[(
F∗(Sk ⊕ x(k+1))− ⟨w∗, xk+1⟩

)2
]

(By Corollary 2.)

= ESk⊕x(k+1)

[(∑M

m=1 π̃m⟨w̃m, xk+1⟩ − ⟨w∗, xk+1⟩
)2
]
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= ESk⊕x(k+1)

[(〈∑M

m=1 π̃m(w̃m −w∗), xk+1

〉)2
]

(See Eq. A.13 for the derivation of w̃m.)

= ESk⊕x(k+1)

[(〈∑M

m=1 π̃m((I + kδwΣ̄w)−1(wm −w∗) + w∗ −w∗), xk+1

〉)2
]

(Let A = (I + kδwΣ̄w)−1, and notice A is symmetric positive definite.)

= ESk⊕x(k+1)

[〈∑M

m=1 π̃mA(wm −w∗), xk+1

〉2
]

(Notice
(∑M

β=1 π̃βaβ

)2
≤
∑M

β=1 π̃βa2
β , since E[a]2 ≤ E[a2].)

≤ ESk⊕x(k+1)

[∑M

m=1 π̃m⟨A(wm −w∗), xk+1⟩2
]

=
∑M

m=1 ESk⊕x(k+1)

[
π̃m((wm −w∗)⊤Axk+1)2

]
≤
∑M

m=1 ESk⊕x(k+1)

[
π̃m∥wm −w∗∥2λ1(A)2∥xk+1∥2

]
=
∑M

m=1 ∥wm −w∗∥2ESk⊕x(k+1)

[
π̃m∥xk+1∥2λ1(A)2

]
(A.14)

≤ 4ESk⊕x(k+1)

[∑M

m=1 π̃m∥xk+1∥2λ1(A)2
]

= 4ESk⊕x(k+1)

[
∥xk+1∥2λ1(A)2

]
(Notice A is a random matrix only depends on x1, x2, . . . , xk, but not xk+1.)

= 4Exk+1

[
∥xk+1∥2

]
ESk

[
λ2

1(A)
]

= 4(1 + dτ 2
x)ESk

[
λ2

1(A)
]

.

We further simplify ESk
[λ2

1(A)] using Lemma 8:

ESk⊕x(k+1) [L∗
k]

≤ 4(1 + dτ 2
x)ESk

[
λ2

1(A)
]
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≤ 4(1 + dτ 2
x)ESk


 1

1 + kδwλd(
∑k

i=1 xix⊤
i

k
)


2

(By applying Lemma 8 to
∑k

i=1 xix
⊤
i

k
.)

≤ 4(1 + dτ 2
x)ESk

[( 1
1 + kδwL

)2]

≤ 4(1 + dτ 2
x)
( 1

1 + kδw(τ 2
x(1− t

2 − γ)2 − 2τxγ
√

1 + t)

)2

+ 3 exp
(
−kt2

8

) .

Let t = kδ− 1
2 , where 1

2 > δ > 0 and δ is arbitrary small. We have:

ESk⊕x(k+1) [L∗
k] <

4(1 + dτ 2
x)

τ 4
xδ2

wk2 + O(kδ− 5
2 ).

We further validate our analysis with numerical computations in Fig. A.15, in-

cluding the trend of π̃m for m ∈ [M ], λj

(
δw

∑k

i=1 xix
⊤
i

k

)
for j ∈ [d], λj

(
I + δw

∑k
i=1 xix

⊤
i

)
for j ∈ [d], 1/∥w̃−w∗∥, 1/E[F∗(Sk⊕x(k+1))−y∗

k+1], and 1/E[(F∗(Sk⊕x(k+1))−y∗
k+1)2]

as k increases.

A.12.1 Case When In-context Input Variable Spans in Subspace

In this section, we refine Eq. A.14 for the finegrained bound in Theorem 3. Specifi-

cally, we refine the following inequality for case when in-context input variable xi

only spans in the subspace of Rd, resulting in λ1(A) = 1 constantly as mentioend

in Theorem 3:

∑M

m=1 ESk⊕x(k+1)

[
π̃m((wm −w∗)⊤Axk+1)2

]
≤
∑M

m=1 ESk⊕x(k+1)

[
π̃m∥wm −w∗∥2λ1(A)2∥xk+1∥2

]
,
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where A = (I +∑k
i=1 xix

⊤
i )−1 is derived in Lemma 1. Violating Assumption 3(a), in

this section we consider the case that xi ∼ N (µ, diag(1, . . . , 1︸ ︷︷ ︸
d′

, 0, . . . , 0)), where µ =

[p, 0, . . . , 0︸ ︷︷ ︸
d′−1

, q, 0, . . . , 0]⊤. (If µ does not follows the format [p, 0, . . . , 0︸ ︷︷ ︸
d′−1

, q, 0, . . . , 0]⊤,

we can always rotate the coordinates so µ has this format.) Therefore, we have

matrix A (after rotation) with the following format:

A =



Id′×d′ +∑k
i=1 xi,1:d′x⊤

i,1:d′ 0d′×(d−d′)

0(d−d′)×d′ I(d−d′)×(d−d′)


−1

, if q = 0

I(d′+1)×(d′+1) +∑k
i=1 xi,1:(d′+1)x

⊤
i,1:(d′+1) 0(d′+1)×(d−d′−1)

0(d−d′−1)×(d′+1) I(d−d′−1)×(d−d′−1)


−1

, if q > 0

where xi,1:d′ = [xi,1, xi,2, . . . , xi,d′ ]⊤, Ia×a indicates an identity matrix with shape a

by a, and 0a×b indicates a zero matrix with shape a by b. Finally, we can revise the

upper bound for the case when xi only spans in a subspace of Rd using the new

format of A as follows:

When q = 0, we have:

∑M

m=1 ESk⊕x(k+1)

[
π̃m((wm −w∗)⊤Axk+1)2

]
≤
∑M

m=1 ESk⊕x(k+1) [π̃m((wm −w∗)⊤
1:d′A1:d′,1:d′xk+1,1:d′

+ (wm −w∗)⊤
(d′+1):dI(d−d′)×(d−d′)xk+1,(d′+1):d)2]

≤
∑M

m=1 ESk⊕x(k+1) [π̃m(∥(wm −w∗)1:d′∥2λ1(A1:d′,1:d′)2∥xk+1,1:d′∥2

+ ∥(wm −w∗)(d′+1):d∥2∥xk+1,(d′+1):d∥2)],

(Notice ∥xk+1,(d′+1):d∥2 = 0)

=
∑M

m=1 ESk⊕x(k+1)

[
π̃m∥(wm −w∗)1:d′∥2λ1(A1:d′,1:d′)2∥xk+1,1:d′∥2

]
,
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When q > 0, we skip the analysis since the analysis for q > 0 is the same as the

analysis for q = 0. The only difference is that d′ for q > 0 is one bigger than d′ for

q = 0.

A.13 ICL with Biased Labels to Retrieve A Task

This section details the proof of Theorem 5, with Fig.A.16 serving as a visual

guide. The non-asymptotic bound for the bounded efficacy phenomenon and the

asymptotic bound share the same foundational elements in the proof. However,

they are different in handling the components marked in pink. Fig. A.16 is thus

provided to offer a clearer understanding of its overall framework and assist readers

in navigating through the proof. In the following sections, Sec. A.13.1 introduces the

non-asymptotic bound revealing the bounded efficacy phenomenon, and Sec. A.13.2

introduces the asymptotic bound.

A.13.1 Non-Asymptotic Bound for the Bounded Efficacy

Phenomenon

This section proves the non-asymptotic bound in Theorem 5: Consider a next-token

predictor attaining the optimal pretraining risk. When δµ and δw are sufficiently

small, there exists a particular interval (refer to Sec.A.13.1 for the interval) for k

such that ICL risk with biased labels is upper bounded by:

ESk
[Lα

k ] < C3 exp
(
−k

(
d2

µ

8σ2
x

+ u2
wτ 2

x

8σ2
y

))
+ 48(1 + dτ 2

x) exp
−k

1
2

8


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+ ∥wα −w∗∥2(1 + dτ 2
x) min{1, 4k2δw

2(1 + τ 2
x)2}.

whereLα
k = (F(Sk⊕x(k+1))−yα

k+1)2 = (F(Sk⊕x(k+1))−⟨xk+1, wα⟩)2 C3 is a constant

depending on the prior setting, τx, and (µ∗, w∗). With small k, the first and second

terms dominate and exponential decay. With large k, the third term dominates and

increases. Thus, the upper bound reveals a bounded efficacy phenomenon.

Proof. Assuming we are using in-context examples following Assumptions 3 and 4,

i.e., xi ∼ N (µ∗, τ 2
xI), yi = ⟨xi, w∗⟩, ∥µ∗∥ = ∥w∗∥ = 1, and we aim to retrieve the

function wα of the prior center (µα, wα) which is close to the in-context task. Let

Lα
k indicate the squared risk (F∗(Sk ⊕ x(k+1))− ⟨xk+1, wα⟩)2, where F∗(Sk ⊕ x(k+1))

is the prediction of Sk ⊕ x(k+1) by the Bayes-optimal next-token predictor F∗. In

order to have an upper bound on the risk, we consider xi ∼ N (µ∗, τ 2
xI) in two cases:

(1) C: L < λd

(∑k

i=1 xix
⊤
i

k

)
≤ λ1

(∑k

i=1 xix
⊤
i

k

)
< U and

∥∥∥∥∑k

i=1 ϵi

k

∥∥∥∥ < τx

√
γ(1 + t) (see

Lemma 8 for t, γ, L and U) and (2) ¬C: at least one of the previous inequalities

does not hold. Following Lemma 8, the probability of ¬C is bounded by: P (¬C) ≤

3 exp(−kt2

8 )).

We start our upper bound analysis on the expected squared risk by splitting the

risk into three parts:

ESk⊕x(k+1) [Lα
k ]

= ESk⊕x(k+1)

[
(F∗(Sk ⊕ x(k+1))− ⟨wα, xk+1⟩)2

]
(By Corollary 2.)

= ESk⊕x(k+1)

[(∑M

β=1 π̃β⟨w̃β, xk+1⟩ − ⟨wα, xk+1⟩
)2
]
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(Notice
∑M

β=1 π̃β = 1.)

= ESk⊕x(k+1)

[(∑M

β=1 π̃β (⟨w̃β, xk+1⟩ − ⟨wα, xk+1⟩)
)2
]

(Notice
(∑M

β=1 π̃βaβ

)2
≤
∑M

β=1 π̃βa2
β , since E[a]2 ≤ E[a2].)

≤ ESk⊕x(k+1)

[∑M

β=1 π̃β(⟨w̃β, xk+1⟩ − ⟨wα, xk+1⟩)2
]

= ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
]

= P (C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C]

+ P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣¬C

]
= P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C] (Part A)

+ P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C] (Part B)

+ P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣¬C

]
. (Part C)

We will analyze three parts one by one in the following three sections respectively.

Bounded Efficacy - Part A

Proof. We firstly analyze the term P (C)ESk⊕x(k+1) [∑β ̸=α π̃β⟨w̃β −wα, xk+1⟩2|C], Part

A:

P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C]

< P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥w̃β −wα∥2∥xk+1∥2
∣∣∣∣C]

(See Eq. A.13 for the derivation of w̃β.)

= P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥(I + kδwΣ̄w)−1(wβ −w∗) + w∗ −wα∥2∥xk+1∥2
∣∣∣∣C]
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(Let A = (I + kδwΣ̄w)−1, and λ1(A) is the largest eigenvalue of matrix A.)

= P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥A(wβ −w∗) + w∗ −wα∥2∥xk+1∥2
∣∣∣∣C]

≤ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β(∥A(wβ −w∗)∥+ ∥w∗ −wα∥)2∥xk+1∥2
∣∣∣∣C]

(Notice ∥wβ −w∗∥ ≤ 2.)

≤ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2(2λ1(A) + ∥w∗ −wα∥)2
∣∣∣∣C]

(Notice A = (I + kδwΣ̄w)−1 and conditioned on C we have:

L < λd(Σ̄w) < λ1(Σ̄w) < U.)

≤ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣∣C] ( 2

1 + kδwL + ∥w∗ −wα∥
)2

(Notice ∥w∗ −wα∥ ≤ 2.)

≤ 16P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β

π̃α

∥xk+1∥2
∣∣∣∣C] .

(By applying Eqs. A.3, A.4, A.6, and Assumption 2(e) on π̃β

π̃α

:)

< 16P (C)ESk⊕x(k+1)

∑
β ̸=α

r exp
(
−∑k+1

i=1 ∥µβ − xi∥2 +∑k+1
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)

· exp
(−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

)
∥xk+1∥2

∣∣∣∣∣∣C


(In the first exponential term, by splitting
∑k+1

i=1 to
∑k

i=1 and i = k + 1 :)

< 16P (C)ESk⊕x(k+1)

∑
β ̸=α

r exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
︸ ︷︷ ︸

Part A-1

· exp
(−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

)
︸ ︷︷ ︸

Part A-2
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· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

︸ ︷︷ ︸
Part A-3

∣∣∣∣∣∣C


(Note that x1, . . . , xk are dependent on C but xk+1 is not.

Thus, we split them for further analysis.)

In the following, we separately analyze the three terms, Part A-1, Part A-2, and

Part A-3. The high-level idea is that, as k increases, due to the concentration of Part

A-1 and Part A-2, they can be upper bounded by a function of k. Then, regarding

Part A-1 and Part A-2 as constant values (their upper bounds), the expectation of

Part A-3 can be upper bounded.

Part A-1. We first deal with Part A-1. When conditioned on case C, we have:∑k
i=1(−∥µβ − xi∥2 + ∥µα − xi∥2)

1 + (k + 1)δµ

(Let xi = µ∗ + ϵi)

= k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 +

∑k

i=1 2⟨µβ−µα,ϵi⟩
k

1 + (k + 1)δµ

= k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 +

〈
2(µβ − µα),

∑k

i=1 ϵi

k

〉
1 + (k + 1)δµ

≤ k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 2∥µβ − µα∥

∥∥∥∥∑k

i=1 ϵi

k

∥∥∥∥
1 + (k + 1)δµ

(Recall we have ∀β ∈ [M ], ∥µβ − µα∥ ≤ 2, and in case C we have:∥∥∥∥∥
∑k

i=1 ϵi

k

∥∥∥∥∥ < τxγ
√

1 + t.)

< k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ

.
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Let t = k− 1
4 . Recall in Assumption 4, we have ∀β ̸= α, ∥µβ−µ∗∥2−∥µα−µ∗∥2 ≥ d2

µ.

If δµ ≪ 1 s.t. Iµ = {k|(k +1)δµ ≤ 1 and d2
µ

2 > 4τxγ
√

1 + k− 1
4} ≠ ∅, then when k ∈ Iµ

we have:

k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ
< k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + d2

µ

2
2 = −k

d2
µ

4 .

Part A-2. We then deal with Part A-2. When conditioned on case C, we have:

− ∥wβ −w∗∥2
I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2

I−(I+kδwΣ̄w)−1

(λ1(A) and λd(A) indicate the largest and smallest eigenvalues of the matrix A.)

< −∥wβ −w∗∥2λd(I − (I + kδwΣ̄w)−1) + ∥wα −w∗∥2λ1(I − (I + kδwΣ̄w)−1)

(Recall in case C we have: L < λd(Σ̄w) < λ1(Σ̄w) < U.)

< −∥wβ −w∗∥2
(

1− 1
1 + kδwL

)
+ ∥wα −w∗∥2

(
1− 1

1 + kδwU

)
= −∥wβ −w∗∥2 kδwL

1 + kδwL + ∥wα −w∗∥2 kδwU
1 + kδwU

< −∥wβ −w∗∥2 kδwL
1 + kδwτ 2

x

+ ∥wα −w∗∥2 kδwU
1 + kδwτ 2

x

Let t = k− 1
4 . If δw ≪ 1 s.t. Iw = {k|kδwτ 2

x ≤ 1 and L∥wβ −w∗∥2 −U∥wα −w∗∥2 >

τ2
xu2

w

2 } ≠ ∅, (note limk→∞ L∥wβ − w∗∥2 − U∥wα − w∗∥2 = τ 2
x∥wβ − w∗∥2 − (1 +

τ 2
x)∥wα −w∗∥2 ≥ τ 2

xu2
w) then when k ∈ Iw, we have:

−∥wβ −w∗∥2 kδwL
1 + kδwτ 2

x

+ ∥wα −w∗∥2 kδwU
1 + kδwτ 2

x

< −τ 2
xu2

w

2
kδw

1 + kδwτ 2
x

< −kδw
τ 2

xu2
w

4 .

Part A-3. We finally deal with Part A-3. Part A-3 is independent to case C, and we

have:

P (C)ESk⊕x(k+1)

[
exp

(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

∣∣∣∣∣C
]
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< ESk⊕x(k+1)

[
exp

(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

]

(Let xk+1 = µ∗ + ϵ.)

= ESk⊕x(k+1)

[
exp

(
−∥µβ − µ∗ − ϵ∥2 + ∥µα − µ∗ − ϵ∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

]

= ESk⊕x(k+1)

[
exp

(
−∥µβ − µ∗∥2 + ∥µα − µ∗∥2 + ⟨2(µβ − µα), ϵ⟩

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

]

(Let − ∥µβ − µ∗∥2 + ∥µα − µ∗∥2 = −D, 2σ2
x(1 + (k + 1)δµ) = E, b = 2(µβ − µα).)

= ESk⊕x(k+1)

[
exp

(
−D + b⊤ϵ

E

)
∥xk+1∥2

]

(Notice ∥xk+1∥2 = ∥µ∗ + ϵ∥2 ≤ 2∥µ∗∥2 + 2∥ϵ∥2.)

≤ ESk⊕x(k+1)

[
exp

(
−D + b⊤ϵ

E

)
(2∥µ∗∥2 + 2∥ϵ∥2)

]

(Notice ∥µ∗ + ϵ∥2 = 1.)

= 2
ESk⊕x(k+1)

[
exp

(
−D + b⊤ϵ

E

)]
+ ESk⊕x(k+1)

[
exp

(
−D + b⊤ϵ

E

)
∥ϵ∥2

]
= 2

 exp
(

τ 2
x∥b∥2

2E2 − D

E

)
+ ESk⊕x(k+1)

[
exp

(
−D + b⊤ϵ

E

)
∥ϵ∥2

]
= 2

 exp
(

τ 2
x∥b∥2

2E2 − D

E

)
+ τ 2

x

(
1 + τ 2

x∥b∥2

E2

)
exp

(
τ 2

x∥b∥2

2E2 − D

E

)

+ (d− 1)τ 2
x exp

(
τ 2

x∥b∥2

2E2 − D

E

)
= 2

1 + τ 2
x

(
d + τ 2

x∥b∥2

E2

) exp
(

τ 2
x∥b∥2

2E2 − D

E

)

= Ck=0.
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Summary of Part A. Thus, summarizing Part A-1, Part A-2, and Part A-3, we have:

P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C]

< 16P (C)ESk⊕x(k+1)

∑
β ̸=α

r exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
︸ ︷︷ ︸

Part A-1

· exp
(−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

)
︸ ︷︷ ︸

Part A-2

· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

︸ ︷︷ ︸
Part A-3

∣∣∣∣∣∣C


< 16r(M − 1)Ck=0 exp
(
−

d2
µk

8σ2
x

)
exp

(
−u2

wτ 2
xk

8σ2
y

)

= 16r(M − 1)Ck=0 exp
(
−k(

d2
µ

8σ2
x

+ u2
wτ 2

x

8σ2
y

)
)

Bounded Efficacy - Part B

Proof. We then deal with the second term P (C)ESk⊕x(k+1) [π̃α⟨w̃β − wα, xk+1⟩2|C],

Part B:

P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C]

≤ P (C)ESk⊕x(k+1) [π̃α∥w̃α −wα∥2∥xk+1∥2|C]

(See Eq. A.13 for the derivation of w̃α.)

= P (C)ESk⊕x(k+1) [π̃α∥(I + kδwΣ̄w)−1(wα −w∗) + w∗ −wα∥2∥xk+1∥2|C]

= P (C)ESk⊕x(k+1) [π̃α∥(I − (I + kδwΣ̄w)−1)(w∗ −wα)∥2∥xk+1∥2|C]
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(Let λ1(A) be the maximal eigenvalue of the matrix A.)

≤ ∥wα −w∗∥2P (C)ESk⊕x(k+1) [π̃αλ2
1(I − (I + kδwΣ̄w)−1)∥xk+1∥2|C]

(Recall that conditioned on C we have L < λd(Σ̄w) < λ1(Σ̄w) < U.)

< ∥wα −w∗∥2P (C)ESk⊕x(k+1)

π̃α

(
1− 1

1 + kδwU

)2
∥xk+1∥2

∣∣∣∣∣∣C


= ∥wα −w∗∥2P (C)ESk⊕x(k+1) [π̃α∥xk+1∥2|C]
(

1− 1
1 + kδwU

)2

< ∥wα −w∗∥2Exk+1

[
∥xk+1∥2

] (
1− 1

1 + kδwU

)2

= ∥wα −w∗∥2(1 + dτ 2
x)
(

1− 1
1 + kδwU

)2

= ∥wα −w∗∥2(1 + dτ 2
x)
(

kδwU
1 + kδwU

)2

.

Let t = k− 1
4 . if δw ≪ 1 s.t. IU = {k|U < 2(1 + τ 2

x)} ≠ ∅, then when k ∈ IU we have:

∥wα −w∗∥2(1 + dτ 2
x)
(

kδwU
1 + kδwU

)2

< ∥wα −w∗∥2(1 + dτ 2
x) min{1, 4k2δ2

w(1 + τ 2
x)2}.

Bounded Efficacy - Part C

Proof. Finally, for the third term P (¬C)ESK
[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2|¬C], Part C:

P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣¬C

]
≤ P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β∥w̃β −wα∥2∥xk+1∥2
∣∣∣∣¬C

]
(See Eq. A.13 for the derivation of w̃β.)

= P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β∥(I + kδwΣ̄w)−1(wβ −w∗) + w∗ −wα∥2∥xk+1∥2
∣∣∣∣¬C

]
< P (¬C)ESk⊕x(k+1)

[∑M

β=1
π̃β(2∥(I + kδwΣ̄w)−1(wβ − w∗)∥2 + 2∥w∗ − wα∥2)∥xk+1∥2

∣∣∣¬C
]
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< P (¬C)ESk⊕x(k+1)

[∑M

β=1
π̃β

(
2∥wβ − w∗∥2λ2

1
(
(I + kδwΣ̄w)−1)+ 2∥w∗ − wα∥2) ∥xk+1∥2

∣∣∣¬C
]

< P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β(2 · 4 · 1 + 2 · 4)∥xk+1∥2
∣∣∣∣¬C

]
= 16P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β∥xk+1∥2
∣∣∣∣¬C

]
< 16P (¬C)Exk+1 [∥xk+1∥2|¬C]

(Notice C is defined on {x1, . . . , xk})

< 16P (¬C)Exk+1 [∥xk+1∥2]

< 16(1 + dτ 2
x)P (¬C)

(Let t = k− 1
4 .)

< 48(1 + dτ 2
x) exp

−k
1
2

8

 .

Bounded Efficacy - Summary

Proof. Summarizing Part A, Part B, and Part C, we have:

ESk⊕x(k+1) [Lα
k ]

< 16r(M − 1)Ck=0 exp
(
−

d2
µk

8σ2
x

)
exp

(
−u2

wτ 2
xk

8σ2
y

)

+ ∥wα −w∗∥2(1 + dτ 2
x) min{1, 4k2δ2

w(1 + τ 2
x)2}+ 48(1 + dτ 2

x) exp
−k

1
2

8


= C3 exp

(
−k

(
d2

µ

8σ2
x

+ u2
wτ 2

x

8σ2
y

))
+ 48(1 + dτ 2

x) exp
−k

1
2

8


+ ∥wα −w∗∥2(1 + dτ 2

x) min{1, 4k2δ2
w(1 + τ 2

x)2}.
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The Particular Interval

The particular interval for the non-asymptotic bound is the union of Iµ, Iw, and IU:

k ≤ min{ 1
δµ

− 1,
1

δwτ 2
x

}

4τxγ
√

1 + k− 1
4 ) <

d2
µ

2
L∥wβ −w∗∥2 −U∥wα −w∗∥2 > τ 2

xu2
w/2

U < 2(1 + τ 2
x).

A.13.2 Asymptotic Bound

This section proves the non-asymptotic bound in Theorem 5: Consider a next-token

predictor attaining the optimal pretraining risk. As k →∞, ICL risk with biased

labels is upper bounded by:

ESk
[Lα

k ] < ∥wα −w∗∥2(1 + dτ 2
x) + C1

k
exp

(
C2k

− 1
2
)

+ O(k−2),

where Lα
k = (F(Sk ⊕ x(k+1))− yα

k+1)2 = (F(Sk ⊕ x(k+1))− ⟨xk+1, wα⟩)2, and C1 and

C2 are constants depending on the prior setting, τx, and (µ∗, w∗).

The proof of the asymptotic bound is heavily overlapped with the proof of the

non-asymptotic bound. We will hide the overlapped derivations with “(. . .)”.

Proof. Assuming we are using in-context examples following Assumptions 3 and 4,

i.e., xi ∼ N (µ∗, τ 2
xI), yi = ⟨xi, w∗⟩, ∥µ∗∥ = ∥w∗∥ = 1, and we aim to retrieve the

function wα of the prior center (µα, wα) which is close to the in-context task. Let

Lα
k indicate the squared risk (F∗(Sk ⊕ x(k+1))− ⟨xk+1, wα⟩)2, where F∗(Sk ⊕ x(k+1))
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is the prediction of Sk ⊕ x(k+1) by the Bayes-optimal next-token predictor F∗. In

order to have an upper bound on the risk, we consider xi ∼ N (µ∗, τ 2
xI) in two cases:

(1) C: L < λd

(∑k

i=1 xix
⊤
i

k

)
≤ λ1

(∑k

i=1 xix
⊤
i

k

)
< U and

∥∥∥∥∑k

i=1 ϵi

k

∥∥∥∥ < τx

√
γ(1 + t) (see

Lemma 8 for t, γ, L and U) and (2) ¬C: at least one of the previous inequalities

does not hold. Following Lemma 8, the probability of ¬C is bounded by: P (¬C) ≤

3 exp(−kt2

8 )).

We start our upper bound analysis on the expected squared risk by splitting the

risk into three parts:

ESk⊕x(k+1) [Lα
k ]

(. . .)

= P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C] (Part A′)

+ P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C] (Part B′)

+ P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣¬C

]
. (Part C ′)

We will analyze three parts one by one in the following three sections respectively.

Asymptotic Bound - Part A′

Proof. We firstly analyze the term P (C)ESk⊕x(k+1) [∑β ̸=α π̃β⟨w̃β −wα, xk+1⟩2|C], Part

A′:

P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣C]

(. . .)
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< P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣∣C] ( 2

1 + kδwL + ∥w∗ −wα∥
)2

(Notice ∥w∗ −wα∥ ≤ 2.)

≤ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β

π̃α

∥xk+1∥2
∣∣∣∣C]

(
4

(1 + kδwL)2 + 8
1 + kδwL

)
(A.15)

+ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣∣C] ∥w∗ −wα∥2. (A.16)

Line A.16 will be merged with Part B′ and analyzed in Sec. A.13.2. The current sec-

tion will analyze line A.15. We start by analyzing P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β

π̃α
∥xk+1∥2

∣∣∣C].
By Eqs. A.3, A.4, A.6, and Assumption 2(e) on π̃β

π̃α
, we have:

P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β

π̃α

∥xk+1∥2
∣∣∣∣C]

(. . .)

< P (C)ESk⊕x(k+1)

∑
β ̸=α

r exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
︸ ︷︷ ︸

Part A′-1

· exp
(−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

)
︸ ︷︷ ︸

Part A′-2

· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

︸ ︷︷ ︸
Part A′-3

∣∣∣∣∣∣C


(Note that x1, . . . , xk are dependent on C but xk+1 is not. Thus, we split them.)

In the following, we separately analyze the three terms, Part A′-1, Part A′-2, and

Part A′-3. The high-level idea is that, as k increases, due to the concentration of Part

A′-1 and Part A′-2, they can be upper bounded by a function of k. Then, regarding

Part A′-1 and Part A′-2 as constant values (their upper bounds), the expectation of
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Part A′-3 can be upper bounded.

Part A′-1. We first deal with Part A-1. When conditioned on case C, we have:∑k
i=1(−∥µβ − xi∥2 + ∥µα − xi∥2)

1 + (k + 1)δµ

(. . .)

< k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ

.

With Assumption 4, we have d2
µ ≤ ∥µβ − µ∗∥2 − ∥µα − µ∗∥2. With Lemma 8, we

have γ =
√

d
k
. Let t = kδ− 1

2 and 0 < δ < 1
2 , we have:

k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ

= −
d2

µ

δµ

+ 4τx

√
d

δµ

k− 1
2 + O(k−1).

Part A′-2. We then deal with Part A′-2. When conditioned on case C, we have:

− ∥wβ −w∗∥2
I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2

I−(I+kδwΣ̄w)−1

(. . .)

< −∥wβ −w∗∥2
(

1− 1
1 + kδwL

)
+ ∥wα −w∗∥2

(
1− 1

1 + kδwU

)
= −(∥wβ −w∗∥2 − ∥wα −w∗∥2) +

(
∥wβ −w∗∥2

1 + kδwL − ∥wα −w∗∥2

1 + kδwU

)
.

With Assumption 4, we have d2
w ≤ ∥wβ −w∗∥2 − ∥wα −w∗∥2. Lemma 8 gives the

definitions of L and U. Let t = kδ− 1
2 and 0 < δ < 1

2 , we have:

= −d2
w +

(
∥wβ −w∗∥2

kδwτ 2
x

− ∥wα −w∗∥2

kδw(1 + τ 2
x)

)
+ O(k−2)

< −d2
w + ∥wβ −w∗∥2

kδwτ 2
x

+ O(k−2)
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< −d2
w + 4

δwτ 2
x

k−1 + O(k−2).

Part A′-3. We finally deal with Part A′-3. Part A′-3 is independent to case C, and

we have:

P (C)ESk⊕x(k+1)

[
exp

(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

∣∣∣∣∣C
]

(. . . )

= Ck=0.

Summary of Part A′. Thus, summarizing Part A′-1, Part A′-2, and Part A′-3, we

have:

P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β

π̃α

∥xk+1∥2
∣∣∣∣∣C
](

4
(1 + kδwL)2 + 8

1 + kδwL

)

< P (C)ESk⊕x(k+1)

∑
β ̸=α

r exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
︸ ︷︷ ︸

Part A′-1

· exp
(−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w

)
︸ ︷︷ ︸

Part A′-2

· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

︸ ︷︷ ︸
Part A′-3

∣∣∣∣∣∣C


·
(

4
(1 + kδwL)2 + 8

1 + kδwL

)

(Notice lim
k→∞

L = lim
k→∞

τ 2
x

(
1− t

2 − γ
)2
− 2τxγ

√
1 + t = τ 2

x .)

< r
∑
β ̸=α

exp

− d2
µ

δµ
+ 4τx

√
d

δµ
k− 1

2 + O(k−1)
2σ2

x

 exp

(
−d2

w + 4
δwτ2

x
k−1 + O(k−2)

2σ2
w

)
Ck=0

( 8
kδwτ2

x
+ O(k−2)

)
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= r(M − 1)Ck=0 exp

(
−d2

µ + 4τx

√
dk− 1

2 + O(k−1)
2σ2

µ

)
exp

(
−d2

w + 4
δwτ2

x
k−1 + O(k−2)

2σ2
w

)( 8
kδwτ2

x
+ O(k−2)

)
= 8r(M − 1)Ck=0

kδwτ2
x

exp

(
−d2

µ + 4τx

√
dk− 1

2 + O(k−1)
2σ2

µ

)
exp

(
−d2

w + 4
δwτ2

x
k−1 + O(k−2)

2σ2
w

)
+ O(k−2)

= 8r(M − 1)Ck=0

kδwτ 2
x

exp
−d2

µ + 4τx

√
dk− 1

2

2σ2
µ

 exp
(
−d2

w

2σ2
w

)
+ O(k−2)

Asymptotic Bound - Part B′

Proof. We then deal with the second term P (C)ESk⊕x(k+1) [π̃α⟨w̃β − wα, xk+1⟩2|C],

Part B′:

P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C]

(. . .)

< ∥wα −w∗∥2P (C)ESk⊕x(k+1) [π̃α∥xk+1∥2|C]
(

1− 1
1 + kδwU

)2
.

We add the line A.16 in Sec. A.13.2 back:

P (C)ESk⊕x(k+1) [π̃α(⟨w̃α − wα, xk+1⟩)2|C] + P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣C] ∥w∗ − wα∥2︸ ︷︷ ︸

line A.16 in Sec. A.13.2

< ∥wα −w∗∥2P (C)ESk⊕x(k+1) [π̃α∥xk+1∥2|C]
(

1− 1
1 + kδwU

)2

+ P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣∣C] ∥w∗ −wα∥2

≤ ∥wα −w∗∥2P (C)ESk⊕x(k+1) [π̃α∥xk+1∥2|C]

+ ∥wα −w∗∥2P (C)ESk⊕x(k+1)

[∑
β ̸=α

π̃β∥xk+1∥2
∣∣∣∣C]

(Notice
∑M

β=1 π̃β = 1)

= ∥wα −w∗∥2P (C)ESk⊕x(k+1) [∥xk+1∥2|C]
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< ∥wα −w∗∥2Exk+1

[
∥xk+1∥2

]
= ∥wα −w∗∥2(1 + dτ 2

x)

Asymptotic Bound - Part C ′

Proof. Finally for the third term P (¬C)ESK
[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2|¬C], Part C ′:

P (¬C)ESk⊕x(k+1)

[∑M

β=1 π̃β⟨w̃β −wα, xk+1⟩2
∣∣∣∣¬C

]
(. . .)

< 16(1 + dτ 2
x)P (¬C)

(Let t = kδ− 1
2 .)

< 48(1 + dτ 2
x) exp

(
−k2δ

8

)
.

Asymptotic Bound - Summary

Proof. Summarizing Part A′, Part B′, and Part C ′, we have:

ESk⊕x(k+1) [Lα
k ]

<
8r(M − 1)Ck=0

kδwτ 2
x

exp
−d2

µ + 4τx

√
dk− 1

2

2σ2
µ

 exp
(
−d2

w

2σ2
w

)
+ O(k−2)

+ ∥wα −w∗∥2(1 + dτ 2
x) + 48(1 + dτ 2

x) exp
(
−k2δ

8

)

= ∥wα −w∗∥2(1 + dτ 2
x) + 8r(M − 1)Ck=0

kδwτ 2
x

exp
−d2

µ + 4τx

√
dk− 1

2

2σ2
µ

 exp
(
−d2

w

2σ2
w

)
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+ O(k−2)

= ∥wα −w∗∥2(1 + dτ 2
x) + C1

k
exp(C2k

− 1
2 ) + O(k−2)

A.14 Proof of Lemma 6

In this subsection, we introduce the proof of Lemma 6. We first give the full version

of the lemma:

Lemma 6 (Upper Bound for Zero-Shot ICL). Assume a next-token predictor attains

the optimal pretraining risk, and Assumption 2 has only two components α and β, with

centers (µα, wα) = (−µβ,−wβ). When performing ICL with xi ∼ N (µ∗|τ 2
xI), assume

∥µ∗∥ = 1, and yi = 0, i.e., yi has the same preference to prior component α as β. When

δµ and δw are sufficiently small, there is a particular interval for k that ICL risk is upper

bounded by:

ESk
[Lα

k ] < C4 exp
(
−

d2
µk

8σ2
x

)
+ 12(1 + dτ2

x) exp
(
−k

1
2

8

)
+ (1 + dτ2

x) min{1, k2δw
2(1 + τ2

x)2},

where Lα
k = (F(Sk⊕x(k+1))−yα

k+1)2 = (F(Sk⊕x(k+1))−⟨xk+1, wα⟩)2, C4 is a constant

depending on the prior, τx, and (µ∗, w∗). When k is small, the first and second terms

dominate and exponential decay. When k is large, the third term dominates and increases.

Proof. The proof techniques are similar to the proof techniques used in Sec. A.13.1.

Assuming we are using in-context examples following xi ∼ N (µ∗, τ 2
xI), ∥µ∗∥ =

1, yi = 0, i.e., w∗ = 0, and we aim to retrieve the function wα of the prior center



147

(µα, wα) which is close to the in-context task. Let Lα
k indicate the squared loss

(F∗(Sk⊕x(k+1))−⟨xk+1, wα⟩)2, whereF∗(Sk⊕x(k+1)) is the prediction of Sk⊕x(k+1)

by the Bayes-optimal next-token predictor F∗. In order to have an upper bound

on the loss, we consider xi ∼ N (µ∗, τ 2
xI) in two cases: (1) C: L < λd

(∑k

i=1 xix
⊤
i

k

)
≤

λ1

(∑k

i=1 xix
⊤
i

k

)
< U and

∥∥∥∥∑k

i=1 ϵi

k

∥∥∥∥ < τx

√
γ(1 + t) (see Lemma 8 for t, γ, L and U)

and (2) ¬C: at least one of the previous inequalities does not hold. Following

Lemma 8, the probability of ¬C is bounded by: P (¬C) ≤ 3 exp(−kt2

8 )).

Similar to Sec. A.13.1, we split the expected squared loss into three parts:

ESk⊕x(k+1) [Lα
k ]

< P (C)ESk⊕x(k+1) [π̃β⟨w̃β −wα, xk+1⟩2|C] (Part A′′)

+ P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C] (Part B′′)

+ P (¬C)ESk⊕x(k+1)

[∑
κ∈{α,β}

π̃κ⟨w̃κ −wα, xk+1⟩2|¬C
]

. (Part C ′′)

A.14.1 Proof of Lemma 6: Part A′′

Proof. We first analyze the term P (C)ESk⊕x(k+1) [π̃β⟨w̃β−wα, xk+1⟩2|C], Part A′′. Sim-

ilar to Sec. A.13.1, we have:

P (C)ESk⊕x(k+1) [π̃β⟨w̃β −wα, xk+1⟩2|C]

< P (C)ESk⊕x(k+1) [
π̃β

π̃α

⟨w̃β −wα, xk+1⟩2|C] ·
( 2

1 + kδwL + ∥w∗ −wα∥
)2

< P (C)ESk⊕x(k+1)

r exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
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· exp
−∥wβ −w∗∥2

I−(I+kδwΣ̄w)−1 + ∥wα −w∗∥2
I−(I+kδwΣ̄w)−1

2σ2
w


· exp

(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

∣∣∣∣∣∣C
 · ( 2

1 + kδwL + ∥w∗ −wα∥
)2

(Notice w∗ = 0, wβ = −wα.)

= rP (C)ESk⊕x(k+1)

 exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)

· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

∣∣∣∣∣∣C
 · 32

= 9rP (C)ESk⊕x(k+1)

 exp
(
−∑k

i=1 ∥µβ − xi∥2 +∑k
i=1 ∥µα − xi∥2

2σ2
x(1 + (k + 1)δµ)

)
︸ ︷︷ ︸

A′′-1

· exp
(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

︸ ︷︷ ︸
A′′-3

∣∣∣∣∣∣C
.

Same to Sec. A.13.1, when conditioned on case C, for Part A′′-1 we have:
∑k

i=1(−∥µβ − xi∥2 + ∥µα − xi∥2)
1 + (k + 1)δµ

< k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ

.

Let t = k− 1
4 . Recall in Assumption 4, we have ∀β ̸= α, ∥µβ−µ∗∥2−∥µα−µ∗∥2 ≥ d2

µ.

If δµ ≪ 1 s.t. Iµ = {k|(k +1)δµ ≤ 1 and d2
µ

2 > 4τxγ
√

1 + k− 1
4} ≠ ∅, then when k ∈ Iµ

we have:

k
∥µα − µ∗∥2 − ∥µβ − µ∗∥2 + 4τxγ

√
1 + t

1 + (k + 1)δµ

< −
d2

µ

4 .

Same to Sec. A.13.1, when conditioned on case C, for Part A′′-3 we have:

P (C)ESk⊕x(k+1)

[
exp

(
−∥µβ − xk+1∥2 + ∥µα − xk+1∥2

2σ2
x(1 + (k + 1)δµ)

)
∥xk+1∥2

∣∣∣∣∣C
]

= Ck=0.
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As a summary of the above analysis, we have:

P (C)ESk⊕x(k+1) [π̃β⟨w̃β −wα, xk+1⟩2|C] < 9rCk=0 exp
(
−

d2
µk

8σ2
x

)
.

A.14.2 Proof of Lemma 6: Part B′′

Proof. We then deal with the second term P (C)ESk⊕x(k+1) [π̃α(⟨w̃α −wα, xk+1⟩)2|C],

Part B′′. The analysis is exactly the same as Sec. A.13.1, and we have:

P (C)ESk⊕x(k+1) [π̃α⟨w̃α −wα, xk+1⟩2|C] < ∥wα −w∗∥2(1 + dτ 2
x)
(

kδwU
1 + kδwU

)2

.

Let t = k− 1
4 . if δw ≪ 1 s.t. IU = {k|U < 2(1 + τ 2

x)} ≠ ∅, then when k ∈ IU we have:

∥wα −w∗∥2(1 + dτ 2
x)
(

kδwU
1 + kδwU

)2

< ∥wα −w∗∥2(1 + dτ 2
x) min{1, 4k2δ2

w(1 + τ 2
x)2}.

A.14.3 Proof of Lemma 6: Part C ′′

Proof. Finally, for the third term P (¬C)ESk⊕x(k+1) [∑κ∈{α,β} π̃κ⟨w̃κ −wα, xk+1⟩2|¬C],

Part C ′′. Similar to Sec. A.13.1, we have:

P (¬C)ESk⊕x(k+1)

[∑
κ∈{α,β}

π̃κ(⟨w̃κ −wα, xk+1⟩)2
∣∣∣∣¬C

]
< P (¬C)ESk⊕x(k+1)

[∑
κ∈{α,β}

π̃κ

(
2∥(I + kδwΣ̄w)−1(wκ − w∗)∥2 + 2∥w∗ − wα∥2) ∥xk+1∥2

∣∣∣∣¬C
]

(Recall w∗ = 0.)

< P (¬C)ESk⊕x(k+1)

[∑
κ∈{α,β}

π̃κ(2 · 1 · 1 + 2 · 1)∥xk+1∥2
∣∣∣∣¬C

]
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= 4P (¬C)ESk⊕x(k+1)

[∑
κ∈{α,β}

π̃κ∥xk+1∥2
∣∣∣∣¬C

]
< 4P (¬C)Exk+1 [∥xk+1∥2|¬C]

(Notice C is defined on {x1, . . . , xk}.)

< 4P (¬C)Exk+1 [∥xk+1∥2]

< 4(1 + dτ 2
x)P (¬C)

(Let t = k− 1
4 .)

< 12(1 + dτ 2
x) exp

−k
1
2

8

 .

A.14.4 Proof of Lemma 6: Summary

Proof. Summarizing Part A′′, Part B′′, and Part C ′′, we have:

ESk⊕x(k+1) [Lα
k ]

< 9rCk=0 exp
(
−

d2
µk

8σ2
x

)
+ ∥wα −w∗∥2(1 + dτ 2

x) min{1, 4k2δ2
w(1 + τ 2

x)2}

+ 12(1 + dτ 2
x) exp

−k
1
2

8


= 9rCk=0 exp

(
−

d2
µk

8σ2
x

)
+ (1 + dτ 2

x) min{1, 4k2δ2
w(1 + τ 2

x)2}+ 12(1 + dτ 2
x) exp

−k
1
2

8


= C4 exp

(
−

d2
µk

8σ2
x

)
+ 12(1 + dτ 2

x) exp
−k

1
2

8

+ (1 + dτ 2
x) min{1, 4k2δ2

w(1 + τ 2
x)2}.
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A.14.5 The Particular Interval

The particular interval for the risk bound revealing bounded efficacy is the union

of Iµ and IU:

k ≤ 1
δµ

− 1

4τxγ
√

1 + k− 1
4 ) <

d2
µ

2
U < 2(1 + τ 2

x).

A.15 Toy Example for Component Shifting and

Component Re-weighting

We study how in-context examples affect the prediction of ICL by a pretrained

Bayes-optimal next-token predictor and how the pretraining distribution affects

this phenomenon. Assume the next-token predictor f is initially pretrained on

a dataset distribution to produce the minimum risk minimizer f ∗, and then the

pretrained f ∗ is used to predict the next token y of the token x. Instead of direct

inference via f ∗(x), we consider inference with additional k in-context examples

{xi}k
i=1 via the format f ∗([x1, . . . , xk, x]). We aim to theoretically examine the effect

of in-context examples {xi}k
i=1 on the prediction f ∗([x1, . . . , xk, x]). While the formal

problem setting may involve verbose math, this demo section illustrates the basic

phenomenon for better delivering our work.

The following demo subsections are organized as follows. We first introduce

the problem setting in Sec. A.15.1. We then connect ICL with Bayesian inference in
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Sec. A.15.2. Further, we introduce the assumptions for the pretraining dataset in

Sec. A.15.3. Finally, we derive a closed-form posterior and introduce two phenom-

ena, “Component Shifting” and “Component Re-weighting” in Sec. A.15.4.

A.15.1 Toy Example: Pretraing Data Generative Modela

ICL involves two important components: the pretraining dataset, and the next-token

predictor supporting varied input lengths. We assume the next-token predictor f :

∪k∈{0,...,K−1}Rk×1 → R1×1 can fit the pretraining distribution exactly with enough

data and expressivity. To generate a training sample, we first sample a task µ from

underlying task distributionDµ, and then we generate tokens of the sequence from a

distribution Dx(µ) based on the task µ. The sample generation process is described

as follows:

Assumption 9 (Demo: Pretraining Data Generative Model). Given a task prior

distribution Dµ, and a conditioned x sampler Dx(µ) conditioned on task µ, the process of

generating a sequence SK = [x1, x2, . . . , xK ] with length K follows:

(a) Sample a task µ from the task prior: µ ∼ Dµ, and the probability of µ is indicated by

P (µ);

(b) Sample K samples, each denoted by xi, from the chosen task: For i ∈ {1, 2, . . . , K},

xi ∼ Dx(µ), and the probability of xi = x is indicated by P (x|µ);

(c) Define a Sequence Sk: For capital K, SK = [x1, . . . , xK ]; and for lowercase k, the

sequence of the first k demonstrations of SK is indicated by Sk = [x1, . . . , xk], e.g., S2 =

[x1, x2].
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The generation process is related to real-world scenarios via two points: (i) For

sampling step 9(a), the LM is trained on varied tasks; (ii) For sampling step 9(b),

when one person/agent produces texts for one task, the generated text could be

noisy. For instance, given a task such as describing a football game, one person has

multiple ways to describe it.

A.15.2 Toy Example: Bayes-Optimal Next-Token Predictor

Now we consider training f(·) using sample SK generated via the above generation

process 9:

L(f) = E
SK

[
1
K

K−1∑
k=0

(f(Sk)− xk+1)2
]

= E
µ∼Dµ

 E
xi∼D(µ),

i∈{1,...,K}

[
1
K

K−1∑
k=0

(f(Sk)− xk+1)2
∣∣∣∣∣µ
] .

f can be viewed as K separate models f0, . . . , fK−1, where fk takes a sequence of k

tokens as input. Therefore, when the model f has enough expressivity, the opti-

mization problem f ∗ = argminf L(f) could be regarded as K different optimization

problems:

f ∗
k = argmin

fk

E
SK

[(f(Sk)− xk+1)2],∀k ∈ {0, . . . , K − 1}.

Thus, the solution f ∗
k for each k is a minimum mean square error (MMSE) estima-

tor [110, page 63], and the prediction of f ∗(Sk) satisfies:

f ∗(Sk) = E
SK

[xk+1|Sk] = E
µ∼Dµ

[ E
xi∼D(µ),

i∈{1,...,K}

[xk+1|µ, Sk]|Sk] = E
µ∼Dµ

[ E
xk+1∼D(µ)

[xk+1|µ]|Sk].

(A.17)

The prediction f ∗(Sk) is the expectation of E
xk+1∼D(µ)

[xk+1|µ] on the task posterior

observing Sk.



154

A.15.3 Toy Example: Gaussian Assumptions on Pretraining Data

Generative Model

In Sec. A.15.2, we connect ICL with Bayesian inference, and in Eq. A.17, we observe

that the prediction f ∗(Sk) depends on the posterior. We are interested in how the in-

context examples affect the prediction and the posterior. We make assumptions on

the pretraining dataset to have a closed-form expression of the posterior facilitating

further analyses:

Assumption 10 (Demo: Gaussian Assumptions for Generative Model for Pretrain-

ing Data).

(a) Task distribution: µ ∼ Dµ, P (µ) = ∑M
m=1 πmP (µ|Tm), where Tm is the mth mixture

component of the Gaussian mixture, i.e., P (µ|Tm) = N (µ|µm, σ2), and πm is the corre-

sponding mixture weight. ∑M
m=1 πm = 1, 0 < πm < 1, µm is the center of the mixture

component Tm, and all components share the same covariance matrix controlled by σ;

(b) Token distribution: x ∼ Dx(µ), P (x|µ) = N (x|µm, τ 2).

A.15.4 Toy Example: Posterior Analysis

With Assumption 10, we derive the closed-form expression of the posterior as

follows:

P (µ|Sk) ∝
M∑

m=1
π̃mN (µ|µ̃m, σ̃2). (A.18)

(π̃m = πm exp


k
(

µm −
∑k

i=1 xi

k

)2

2(τ 2 + kσ2)

 , µ̃m = τ 2µm + σ2∑k
i=1 xi

τ 2 + kσ2 , σ̃2 = τ 2σ2

τ 2 + kσ2 )
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See Sec. A.15.5 for proof details. From Eq. A.18, we observe two factors when

comparing the posterior with the prior in Assumption 10: (i) Component Shifting:

after observing Sk = [x1, x2, . . . , xk], the center of each mixture component is shifted

to τ2µm+σ2
∑k

i=1 xi

τ2+kσ2 ; (ii) Component Re-weighting: the mixture weight πm of each

mixture component is re-weighted by multiplying exp


k

(
µm−

∑k

i=1 xi

k

)2

2(τ2+kσ2)

 (which

needs to be further normalized so that re-weighted mixture weights sum to 1).

Fig. A.17 illustrates the phenomena of Component Shifting and Component Re-

weighting by observing in-context examples.

A.15.5 Proof of Posterior Derivation in Toy Example

In this section, we give a detailed derivation of the posterior in Eq. A.18 of Sec. A.15.4:

P (µ|Sk) ∝ P (µ, Sk)

= P (Sk|µ)P (µ)

= (Πk
i=1P (xi|µ))P (µ)

=
M∑

m=1
πmN (µ|µm, σ2)(Πk

i=1N (xi|µ, τ 2)).

We then show N (µ|µm, σ2)(Πk
i=1N (xi|µ, τ 2)) is proportional to a Gaussian distribu-

tion:

log
(
N (µ|µm, σ2) · Πk

i=1N (xi|µ, τ 2)
)

=
(

log
(

1√
2πσ

)
− (µ− µm)2

2σ2

)
+

k∑
i=1

(
log

(
1√
2πτ

)
− (xi − µ)2

2τ 2

)

(Let C10 = log
(

1√
2πσ

)
+ k log

(
1√
2πτ

)
)
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= C10 −
(µ− µm)2

2σ2 −
k∑

i=1

(xi − µ)2

2τ 2

= C10 −
1

2τ 2σ2

(
τ 2(µ− µm)2 + σ2

k∑
i=1

(xi − µ)2
)

(Abbreviate
k∑

i=1
as

∑
for simplicity.)

= C10 −
1

2τ 2σ2

(
µ2(τ 2 + kσ2)− 2µ

(
τ 2µm + σ2∑xi

)
+
(
τ 2µ2

m + σ2∑x2
i

))

= C10 −
τ 2 + kσ2

2τ 2σ2

(µ− τ 2µm + σ2∑xi

τ 2 + kσ2

)2

+ τ 2µ2
m + σ2∑x2

i

τ 2 + kσ2 −
(

τ 2µm + σ2∑xi

τ 2 + kσ2

)2


= C10 −
τ 2 + kσ2

2τ 2σ2

(µ− τ 2µm + σ2∑xi

τ 2 + kσ2

)2

+ (τ 2µ2
m + σ2∑x2

i )(τ 2 + kσ2)− (τ 2µm + σ2∑xi)2

(τ 2 + kσ2)2


= C10 −

τ 2 + kσ2

2τ 2σ2

(µ− τ 2µm + σ2∑xi

τ 2 + kσ2

)2

+ kσ2τ 2µ2
m + σ2∑x2

i (τ 2 + kσ2)− 2µmτ 2σ2∑xi − (σ2∑xi)2

(τ 2 + kσ2)2


(Let C11 = C10 −

τ 2 + kσ2

2τ 2σ2 · σ
2∑x2

i (τ 2 + kσ2)− (σ2∑xi)2 − τ 2σ2(∑xi)2/k

(τ 2 + kσ2)2 .)

= C11 −
τ 2 + kσ2

2τ 2σ2

(µ− τ 2µm + σ2∑xi

τ 2 + kσ2

)2

+ kσ2τ 2µ2
m − 2µmτ 2σ2∑xi + τ 2σ2(∑xi)2/k

(τ 2 + kσ2)2


= C11 −

τ 2 + kσ2

2τ 2σ2

(µ− τ 2µm + σ2∑xi

τ 2 + kσ2

)2

+ kτ 2σ2

(τ 2 + kσ2)2 ·
(

µm −
∑

xi

k

)2




157

= C11 −
k
(

µm −
∑k

i=1 xi

k

)2

2(τ 2 + kσ2) −

(
µ− τ2µm+σ2

∑k

i=1 xi

τ2+kσ2

)2

2 · τ2σ2

τ2+kσ2

.

Notice C11 is independent to m,∀m ∈ [M ] and µ. Therefore, we have:

πm · N (µ|µm, σ2) · Πk
i=1N (xi|µ, τ 2) ∝ π̃m · N (µ|µ̃m, σ̃2),

where π̃m = πm exp

−
k

(
µm−

∑k

i=1 xi

k

)2

2(τ2+kσ2)

 , µ̃m = τ2µm+σ2
∑k

i=1 xi

τ2+kσ2 , and σ̃2 = τ2σ2

τ2+kσ2 .

Thus:

P (µ|Sk) ∝
M∑

m=1
πmN (µ|µm, σ2)(Πk

i=1N (xi|µ, τ 2))

∝ π̃mN (µ|µ̃m, σ̃2).
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Figure A.2: The early ascent phenomenon. Fig. A.2a displays the trends of expected
losses, upper bounds, and mixture weights, while Fig. A.2b presents the trend of
the expectation of w̃. We can see that the task retrieval mode is dominant up to
k = 32, and component 1’s mixture weight increases (E[w̃] approaches w1). Since
this misleading component 1 is far from the target component 2, the risk starts
increasing. At larger k values, the risk starts decreasing (E[w̃] approaches w2) via
task learning.
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Figure A.3: In-context learning vs ridge regression. R∗ indicates the prediction
by ridge regression, F∗ indicates the prediction by ICL with a Bayes-optimal next-
token predictor, and y∗

k+1 = ⟨xk+1, w∗⟩. Let the k samples draw from a task (µ∗, w∗),
which is drawn from the pretraining prior distribution. The dimension d of x equals
6. We observe that ICL performs better than ridge regression when k is small, and
ridge regression performs better than ICL when k ≥ d. Especially, when the task
prior distribution has high task variance (big δµ and δw values), ICL and ridge
regression have very similar performance.
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Figure A.4: Prior task noises. The figure shows the experiment results under varied
noise levels. δµ and δw indicate the noise levels of the pretraining task prior. F∗

indicates the prediction of Bayesian inference while F̂ indicates the prediction of
the trained Transformer network. The results show that the trained Transformer
network’s performance can approach the performance of Bayesian inference.
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Figure A.5: Number of components. The figure shows the experiment results
under varied component densities. M indicates the number of mixture components
corresponding to different 3D regular polyhedrons described in Appendix A.2.1,
and δµ = δw = 1

16 . F∗ indicates the prediction of Bayesian inference while F̂ indi-
cates the prediction of the trained Transformer network. The higher the component
density is, the harder it is for the Transformer network to approach Bayesian infer-
ence.
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Figure A.6: Experiments on varying feature dimensions. The figure shows the
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number of mixture components (see Appendix A.2.2 for setting details), and δµ =
δw = 1

16 . F∗ indicates the prediction of Bayesian inference while F̂ indicates the
prediction of the trained Transformer network. The higher the feature dimension
is, the harder it is for the Transformer network to approach Bayesian inference.

Figure A.7: Ablations on varying numbers of examples in the demonstrations
(k). Models that are the best under 13B in each task category (Channel MetaICL
and Direct GPT-J, respectively) are used.
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Figure A.9: Numerical analysis on component re-weighting. The trends of Ψµ,
Ψw, and πm for CR with increasing k under varying task noise parameters.
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Figure A.10: The trend of Component Shifting. Numerical computations of ∥µ̃m−
µ∗∥, ∥w̃m −w∗∥ for Component Shifting (CS).
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(d) Noise level τy = 1.0.

Figure A.11: Early ascent under varied label noises. Results show that the early
ascent phenomenon maintains for noise level τy ∈ [0, 1.0]. Label noise level σy = 1.0
is used for pretraining.
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Figure A.12: Bounded efficacy under varied label noises. Results show that the
bounded efficacy phenomenon maintains for noise level τy ∈ [0, 0.1]. Label noise
level σy = 1.0 is used for pretraining.
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Figure A.13: Early ascent on non-linear regression and discrete token prediction.
F̂ indicates the prediction by a pretrained Transformer model and F∗ indicates the
prediction by numerical computation following a Bayes optimal predictor. While
we cannot derive the optimal predictor under non-linear regression, we can derive
the optimal predictor under discrete token prediction.
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Figure A.15: The numerical computation of the task learning. The second and
third rows show the eigenvalues of the matrices δw
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The fourth row shows the distance between the predicted w̃ and w∗ has a reciprocal
decreasing rate with respect to k. The fifth and sixth rows indicate the expected
squared loss follows a quadratic decreasing rate with respect to k.
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Figure A.16: Proof roadmap of ICL with biased labels, Theorem. 5.
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Appendix B

For Chapter 3

B.1 Pseudo Algorithm for ICL-HCG

We summarize our meta framework for ICL-HCG in Algorithm 1.

B.2 Implementation Detail of Hypothesis Prefix and

Context Query

Hypothesis prefix Given a hypothesis classH and its hypothesis table, the cor-

respongding hypothesis prefix with hypothesis prefix’s content length L is con-

structed as shown in Fig. B.1. The token “P” serves as the padding token to separate

hypotheses, the token “;” serves as the separation token to separate (x, y) pairs, the

token “N” serves as the empty token to fill a blank hypothesis, and the token “>”

is used to connect (x, y) pairs of the hypothesis to a randomly assigned hypothesis
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Algorithm 1 Meta-Learning Framework for ICL-HCG

1: Inputs: a set of inputsX , a training set of hypothesis classes S train = {Htrain
i }N train

i=1 ,
a testing set of hypothesis classes S test = {Htest

i }N test
i=1 , batch size B, hypothesis

prefix size L, and context query size K
2: for training epoch do
3: sample {Hi}B

i=1
i.i.d.∼ Uniform(S train)

4: for each hypothesis classH ∈ {Hi}B
i=1 do

5: generate h, SK following i.i.d. Generation
6: // Construct sequence based onH, h, and SK

7: construct hypothesis prefix, context query, and hypothesis index z based on
H, h, SK

8: s← concatenate(hypothesis prefix, context query, z)
9: // Cross-entropy loss for next token prediction

10: L ← −∑|s|
t=2 log P (st | s<t)

11: end for
12: update model parameters using L of the batch
13: end for
14: for testing epoch do
15: sample {Hi}B

i=1
i.i.d.∼ Uniform(S test)

16: for each hypothesis classH ∈ {Hi}B
i=1 do

17: generate h, SK via:
18: either following i.i.d. Generation
19: or following Opt-T Generation
20: construct sequence s based onH, h, and SK

21: evaluate the prediction accuracy on y, z, etc
22: end for
23: end for
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𝓗 = {ℎ4, ℎ6, ℎ7}

𝒂𝟏 𝒂𝟐 𝒂𝟑

ℎ4 0 1 1

ℎ6 1 0 1

ℎ7 1 1 0

[P, P, 𝑎1, 0, ; , 𝑎2, 1, ; , 𝑎3, 1, >, B,
  P, P, 𝑎1, 1, ; , 𝑎2, 0, ; , 𝑎3, 1, >, C,
  P, P, N, N, N, N, N, N, N, N, >, D,
  P, P, 𝑎1, 1, ; , 𝑎2, 1, ; , 𝑎3, 0, >, A]

[P, P, P, P,
  𝑎1, 1, ; , 𝑎2, 0, >] 

Transformer

C

hypothesis table hypothesis prefix

hypothesis class

context query

𝑆𝐾 = 𝑥2, 0, 𝑥1, 1
ICL sequence

10

Figure B.1: The framework. We convert hypothesis classH and ICL sequence SK

into sequences of tokens, concatenate them and input to Transformer. Then we
examine whether Transformer can predict correct y and z values.

index z1. In the illustrated example in Fig. B.1, the randomly assigned indexes

z’s are sampled from M = 4 hypothesis index tokens {“A”,“B”,“C”,“D”} without

replacement2.

Context query Given an ICL sequence SK with K pairs of (x, y), the context query

of size K is constructed to represent the ICL sequence and trigger the prediction

of the hypothesis index with padding token “P”, separation token token “;”, and

query token “>” as shown in Fig. B.1.
1We use variable z to represent the hypothesis index.
2A set of L hypothesis index tokens are created serve as the pool from which the hypothesis

indexes are randomly sampled without replacement.
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B.3 Additional Details of Experiments

B.3.1 Four Types of Generalization

We share more training and testing curves in Fig. B.2 to provide additional results

to Fig. 3.5, and in Fig. B.3 to provide additional results to Fig. 3.6.

0.25

0.26

0.27

0.28

0.29

C
ro

ss
E

nt
ro

py
L

os
s

on
s

Training Curves on ID Hypotheses

1st run
2nd run
3rd run
4th run

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
)

Testing Curves on ID Hypotheses

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(O
pt

-T
)

Testing Curves on OOD Hypotheses

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(i
.i.

d.
)

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(i
.i.

d.
)

0 256 512 768
Epoch

0.00

0.25

0.50

0.75

1.00

A
cc

on
z

(i
.i.

d.
)

Figure B.2: Multiple runs for ID and OOD hypothesis class generalizations.

B.3.2 Compare with Other Model Architectures

We share more training and testing curves in Figs. B.4 and B.5 to provide additional

results to Figs. 3.7 and 3.8, respectively.

B.3.3 Effect of Training Class Count

We share more training and testing curves in Fig. B.6 to provide additional results

to Fig. 3.9.
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B.4 Experimental Setup

Each experiment is repeated four times, with the mean calculated across runs.

The shadow region’s boundary is defined by the minimum and maximum values

observed across the four runs.

B.4.1 Learning Rate Scheduler

We set the training procedure with 768 total epochs, each epoch containing 1024

batches. The learning rate (lr) is first warmed up linearly from an LR/64 at epoch

e = 1 to a peak value LR at epoch e = 64, following:

lr(e) = LR · e

64 , 1 ≤ e ≤ 64.

After epoch 64, the learning rate undergoes a quadratic decay over the remaining

704 epochs, given by

lr(e) = LR ·
√

64
e

, 64 ≤ e ≤ 768.

B.4.2 Hyperparameter Search

We list the hyperparameter searching spaces used for Transformer, LSTM, GRU,

and Mamba. The best hyperparameter is searched using ID hypothesis class gener-

alization with ∥X∥ = 5, ∥H∥ = 8, and then used for all other settings.



172

Table B.1: Hyperparameter search spaces for different model architectures. The
optimal hyperparameters are bolded if multiple possibilities are provided.

Model Architecture #layers #hidden dimensions #learning rate #weight decay #batch size
Transformer 2,8 128 0.00010, 0.00020, 0.00050, 0.00100 0.0005 16
Mamba 2,8 128 0.00010, 0.00020, 0.00050, 0.00100 0.0005 16
GRU 2,8 128 0.00020, 0.00050, 0.00100, 0.00200 0.0005 16
LSTM 2,8 128 0.00020, 0.00050, 0.00100, 0.00200 0.0005 16

B.4.3 Setup for Generating Training and Testing Hypothesis

Classes

We list the experimental setup for each experiments in the following Table B.2. When

conducting experiments to evaluate accuracy on y, we modified the experimental

setup following Table B.3.

Table B.2: Experimental setups of different generalizations. The expression
min{512, #possible} indicates that when the number of possible hypothesis classes
is fewer than 512, we evaluate all possible hypothesis classes for testing; other-
wise, we limit the selection to at most 512 hypothesis classes. For example, if
|HOOD| = 16 and |H| = 2, the total number of possible hypothesis classes is given
by:

(
|HOOD|

|H|

)
=
(

16
2

)
= 16×15

2 = 120. Since 120 < 512, we evaluate all 120 hypothesis
classes for testing in this scenario.

Generalization Setup ID Hypothesis
Class Generalization

OOD Hypothesis
Class Generalization

ID Hypothesis
Class Size Generalization

OOD Hypothesis
Class Size Generalization

size of input space (|X |) 5 5 5 5
size of label space (|Y|) 2 2 2 2
size of context query (K) 5 5 5 5
size of training hypothesis class (|Htrain|) 8 8 7,8,9 7,8,9
size of testing hypothesis class (|Htest|) 8 8 2, . . . ,14 2, . . . ,14
size of hypothesis prefix (L) 8 8 16 16
#all hypotheses (|Huni|) 32 32 32 32
#hypotheses in ID pool (|HID|) 16 16 16 16
#hypotheses in OOD pool (|HOOD|) 16 16 16 16
#training hypothesis classes 12358 12358 4096 4096
#testing hypothesis classes 512 512 min{512, #possible} min{512, #possible}
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Table B.3: Additional setups. Numbers that differ from those in Table B.2 are
highlighted in bold for clarity.

Section Sec. 3.3.6 Sec. 3.3.7
size of input space (|X |) 4 6
size of label space (|Y|) 2 2
size of context query (K) 12 12
size of training hypothesis class (|Htrain|) 4 8
size of testing hypothesis class (|Htest|) 4 8
size of hypothesis prefix (L) 4 8
#all hypotheses (|Huni|) 16 64
#hypotheses in ID pool (|HID|) 16 8,16,24,32,48
#hypotheses in OOD pool (|HOOD|) 0 16
#training hypothesis classes 1308 min{12358, #possible}
#testing hypothesis classes 512 512
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Figure B.3: Multiple runs for ID and OOD hypothesis class size generalizations.
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Figure B.4: Various models on ID and OOD hypothesis class generalizations.
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Figure B.5: Various models on ID and OOD hypothesis class generalizations.
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Figure B.6: Effect of training hypothesis class count on ID and OOD hypothesis
class generalization.
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