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abstract

Over recent years, deep learning models have achieved remarkable success in vi-
sual recognition. However, many of these vision models build on fully-supervised
learning and rely on labor-intensive, task-specific annotations that limit their scal-
ability across many categories and tasks. These fully-supervised models thus fall
short in open-world visual understanding and are inadequate for numerous real-life
applications. To bridge the gaps, my research addresses learning from paired visual
and text data, readily available in great abundance over the Internet, in order to
build models generalizable to open-world visual concepts across diverse vision tasks.
With visual-text pairs as only training data, my work demonstrates, for the first time,
that a broad spectrum of visual knowledge can be learned, encompassing object
concepts, object relationships, scene components, and action procedures. Further,
the learned knowledge can support a variety of vision tasks, ranging from zero-shot
object detection, to open-set scene graph generation, to controllable and grounded
image captioning, and to zero-shot action classification and forecasting.
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1 introduction

Driven by large-scale, manually-annotated data, deep learning models achieved un-
precedented success in visual recognition. However, many existing vision models
build on fully-supervised learning and require labor-intensive, task-specific annota-
tions that are difficult to scale to many categories and tasks. For example, the COCO
dataset Lin et al. (2014) — a commonly used object detection dataset, costs more
than 70 thousand hours for humans to annotate only 80 object categories, including
bounding boxes (e.g., object locations in images) and their categorical labels (e.g.,
“cat”, “bus”). It is difficult to scale up these annotations to thousands of object cat-
egories or cover other types of visual concepts (e.g., object relationships, human
actions). Meanwhile, fully-supervised learning is limited to the predefined categories
in training data, and thus the fully-supervised object detectors trained on the COCO
dataset can merely identify those 80 categories. Hence, the fully-supervised methods
fall short in addressing open-world visual understanding where the models should be
generalizable to broad visual concepts that may not appear during training, thereby
being inadequate for real-life applications that require models to understand broad
visual concepts, such as household robots and self-driving cars.

The paradigm of fully-supervised learning also significantly differs from human
learning ability. Consider the example in Figure 1.1. While “okapi” could be a novel
concept to most people, when described as an animal with giraffes’ heads and zebras’
legs, we can effortlessly recognize this new visual concept of okapi in the images.
Humans can learn visual concepts from the text that describe the visual appearance of
these concepts. What if vision models can learn visual concepts from the textual descriptions?

Millions of visual data and their text descriptions over the Internet present a unique
opportunity to address this question. For example, the images paired with Alt-text
and the videos paired with audio-transcribed narrations can be readily harvested
from the web Sharma et al. (2018); Radford et al. (2021); Jia et al. (2021); Miech
et al. (2019). The text descriptions in these visual-text data naturally provide rich
associations with various aspects of visual concepts. For instance, the objects in
images (e.g., “boy”, “kite”) are represented by the nouns in text descriptions, and
the human actions in videos (e.g., “add butter”) are described by the verbs in video
narrations. Moreover, free-form text descriptions in large quantities cover diverse
visual concepts (e.g., thousands of objects commonly appearing in daily life). Learning
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Okapi, known as the “zebra giraffe”, looks like 
a cross between a giraffe and a zebra. It has 
white-and-black striped legs as zebras. But its 
head is similar to giraffes.

Figure 1.1: Textual descriptions vividly depict the appearance of visual concepts and
humans are able to learn new visual concepts from these descriptions.

these concepts from text descriptions can enable the capability of open-vocabulary
recognition. Therefore, these abundant visual-text pairs point towards a promising
solution to open-world visual understanding, hereby addressing the limitation posed
by fully-supervised learning approaches.

Learning from vision-language pairs has long been a topic of interest. While
early work primarily harnesses the image-tags pairs Divvala et al. (2014); Joulin et al.
(2016), there has been a noticeable attention shift towards learning from visual-text
pairs Radford et al. (2021); Miech et al. (2020). With prior works as a reference and
foundation, my work addresses the learning of visual knowledge from the visual-text
pairs. My work demonstrates, for the first time, that a broad spectrum of visual
knowledge can be learned from the consistent source of training data, namely the
web-curated visual-text pairs. The learned visual knowledge allows the tackling
of a variety of vision problems, such as object detection, scene graph generation,
caption generation, and procedural activity understanding. Specifically, my work
explores (1) learning to recognize the object concepts in image regions, so as to enable
open-vocabulary object detection; (2) learning to discern the relationships among
image objects and to generate graphical representations for images; (3) learning to
identify the salient scene components so that multiple image captioning capabilities
are unified in a single model; (4) learning to reason about action steps and their
temporal ordering in videos, going beyond static images.

1.1 Thesis Statement
Vision models, learning from web-curated visual-text pairs, can generalize to diverse
visual concepts across a broad spectrum of vision tasks. This paradigm facilitates
open-world visual understanding, without the need for exhaustive annotations typi-
cally used by fully-supervised methods.
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“A little boy is flying a kite near a bike.”

Visual-Text Pairs from Web

“let’s crack eggs”, …, “now add butter.”, …

Image-
Text

Video-
Text

Object Concept Object Relationship

on

cruise

kite

fly

river

boy

near

Scene Component

crack eggs add butter cook eggs
Action Procedure

put eggs on plates

Visual Knowledge Learned from Language

...
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cruise

kite

fly

river
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boy

kite

river
cruise

Figure 1.2: Learning visual knowledge from language supervision. The visual-text
pairs collected from the web (left) can be used as the only training data to learn a
diverse range of visual knowledge (right), including object concepts (e.g., boy) Zhong
et al. (2022), object relationships (e.g., fly) Zhong et al. (2021), scene components
(e.g., salient sub-graphs) Zhong et al. (2020), and action procedures (e.g., ordered
action steps) Zhong et al. (2023).

1.2 Overview
My research goal is to build AI models that learn visual knowledge from language.
However, a major obstacle to learning visual knowledge from visual data and their
paired text descriptions lies in the absence of fine-grained alignment between vision
and language. For example, image captions often provide a coarse description of
the image content, making it unclear which specific image regions correspond to the
entities mentioned in the caption. Likewise, videos and their narrations often exhibit
loose temporal alignment. Narrators typically discuss future steps before executing
them, and sometimes the narrated steps are omitted in the corresponding videos.
Such imprecise alignment poses challenges in learning action steps and their temporal
ordering. The lack of fine-grained alignment between visual entities and text spans
makes it challenging to acquire visual knowledge that is intrinsically linked to the
corresponding visual appearance.

To address this challenge, I have worked on methods to establish the fine-grained
alignment between vision and language, for learning object concepts Zhong et al.
(2022), object relationships Zhong et al. (2021), scene components Zhong et al. (2020),
and action procedures Zhong et al. (2023). Figure 1.2 provides an illustrative example.
The accompanying text description allows the models to learn a broad spectrum of
visual knowledge, such as object concepts (e.g., “boy”, “kite”), their relationships
in images (e.g., “flying” between “boy” and “kite”), scene components (e.g., salient
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sub-graphs), and the ordered actions to perform a task (e.g., steps to make scrambled
eggs). Overall, my work demonstrates that a vast range of visual knowledge can be
learned from human language using the same source of training data (i.e., visual-
text pairs from the web), without the requirement of label-intensive, task-specific
annotation. Moreover, for each aspect of visual knowledge, the models are capable of
identifying all concepts that ever appeared in the text, thereby achieving open-world
visual understanding. More broadly, my research also addresses the problems of
grounding image regions to human-annotated scene graphs Shi et al. (2021a) and to
phrases in sentences Li et al. (2022), and the problem of building recognition models
that can be interpreted by language-described visual attributes Yan et al. (2023).

My prior work relevant to this dissertation can be organized into four main aspects:
learning object concept (Chapter 3), learning object relationship (Chapter 4), learning
scene component (Chapter 5), and learning action procedure (Chapter 6). I present
a brief introduction of each chapter in this section.

Learning object concept

Chapter 3 addresses open-vocabulary object detection — a fundamental vision prob-
lem. I propose a novel method RegionCLIP to learn region-level visual representations
from image-text pairs. The learned representations enable object detection with an
open vocabulary of object concepts, by matching the representation of each region to
the representation of text templates filled by any object concept. RegionCLIP demon-
strates new state-of-the-art results on open-vocabulary object detection and presents
strong results on zero-shot inference for object detection.

Learning object relationship

Moving beyond individual object concepts, Chapter 4 considers the detection of the
relationships between objects, organized into a graphical abstraction — known as im-
age scene graph Krishna et al. (2017); Xu et al. (2017); Zellers et al. (2018), consisting
of localized and categorized objects (nodes) and the relationships between objects
(edges). Image scene graph serves as an important representation for many vision
tasks including action recognition Ji et al. (2020), 3D scene understanding Armeni
et al. (2019); Wald et al. (2020), image generation and editing Johnson et al. (2018);
Dhamo et al. (2020), and vision-language tasks (e.g.image captioning Yang et al.
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(2019); Yao et al. (2018); Zhong et al. (2020) and visual question answering Shi et al.
(2019); Teney et al. (2017); Hudson and Manning (2019))

In Chapter 4, I present the first method to learn object relationships from image-
text pairs without using manual annotations, so that the trained model can take an
image as input and output a scene graph. Our method trained by only image-text
pairs can even outperform the latest method trained by human-annotated scene
graphs. These results suggest that our method can generate scene graph with high
quality by learning from image-text pairs.

Learning scene component

Built on image scene graph, Chapter 4 addresses the problem of discovering and
describing meaningful scene components of an image, so as to generate diverse text
descriptions that are grounded into and controlled by local image regions, unifying
previous works on diverse Wang et al. (2017); Deshpande et al. (2019), grounded Sel-
varaju et al. (2019); Zhou et al. (2019) and controllable image captioning Lu et al.
(2018); Cornia et al. (2019).

In Chapter 5, I propose a novel image captioning method that takes an image as
input, and generates diverse and controllable captions, with the nouns in captions
grounded to the image regions. The key idea is to leverage the scene graph generated
for each image, to identify the meaningful sub-graphs (scene components) within
scene graph, and to decode each sub-graph into a sentence description. The design of
selecting scene components achieves state-of-the-art results on several image caption-
ing benchmarks simultaneously, including diversity, grounding and controllability.

Learning action procedure

The visual world in real life is essentially dynamic and can be recorded in videos. For
example, instructional videos from the Internet (e.g., YouTube) capture individual
actions and the procedures to perform tasks (e.g., cooking, device installation) Miech
et al. (2019); Tang et al. (2019b).

In Chapter 6, I propose a video-and-language pretraining framework for learning
procedure-aware video representation from millions of instructional videos and their
narrations, without the need for human annotations. Our method jointly learns a
video encoder that captures concepts of action steps, as well as a diffusion model



6

that reasons about the temporal dependencies among steps. The resulting video
representations establish new state-of-the-art results on both step classification and
forecasting tasks across the major benchmarks. Importantly, our model supports
zero-shot inference and is capable of generating diverse step predictions.

1.3 Contributions
The contributions of this dissertation are summarized as follows:

• To learn object concepts, I proposed a novel method RegionCLIP which learns
region-level visual representations from text descriptions. Without the need
of exhaustive human annotation for object concepts, the learned representa-
tions support open-vocabulary object detection with many object concepts and
demonstrate new state-of-the-art results.

• I showed that for the first time, object relationships, organized as image scene
graphs, can be learned from image-text pairs. Our method does not require
human-annotated scene graphs for training, while achieving superior results
than those trained by annotated scene graphs.

• I introduced the first image captioning method that unifies multiple capabilities
in a single model, including accurate, diverse, grounded and controllable cap-
tioning. The key is to learn scene components from image-text pairs by selecting
the sub-graphs from the input scene graph.

• I present a novel video-language pretraining method that learns video rep-
resentations from millions of instructional videos and their narrations. For
the first time, our method captures the action ordering and its variations from
unannotated videos, without the help of human annotation. Beyond new state-
of-the-art results on major benchmarks, the resulting video representations
additionally enable new capabilities, including zero-shot step forecasting and
diverse step predictions.
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2 background

In this chapter, I review the related work of my dissertation, including the parts below:

• Learning Visual Knowledge from Language: This section provides an overview
of previous work of leveraging language descriptions for visual learning, cover-
ing multiple domains. They are further elaborated in the following sections.

• Visual Representation Learning: Related to Chapter 3 of learning object con-
cepts, this section provides a survey of visual representation learning for images
and image regions.

• Zero-shot and Open-vocabulary Object Detection: Related to Chapter 3 of
learning object concepts, this section introduces the latest work of object detec-
tion. These methods seek to detect novel object categories that have not been
seen during training.

• Scene Graph Generation: Related to Chapter 4 of learning object relationships,
this section shows the previous methods that were built for learning visual rela-
tionships, with various levels of annotation requirements, including: localized
scene graphs and unlocalized scene graphs.

• Image Captioning: Related to Chapter 5 of learning scene components, this
section reviews the previous work that was designed for each individual task
within image captioning, including: caption quality, caption grounding, caption
diversity and controllability.

• Video Representation Learning: Related to Chapter 6 of learning action proce-
dures, this section summarizes the related work that learns video representa-
tions from instructional videos for understanding procedural activities.

• Diffusion Models: This section presents previous work on the diffusion models.
It is used to model the procedure variations in Chapter 6.

2.1 Learning Visual Knowledge from Language
The availability of image-text pairs and video-text pairs on the Internet has spurred
a surge of interest in learning from these visual-text pairs. Early work focused on
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learning from image-hashtag pairs for visual representation learning Chen and Gupta
(2015); Joulin et al. (2016) and for recognizing objects, scenes, and actions Chen et al.
(2013); Divvala et al. (2014); Farhadi et al. (2009); Lampert et al. (2009). More recent
work has shifted attention to learning from images/videos and their sentence de-
scriptions. For example, visual-sentence pairs were used (1) for visual representation
learning, via image-text matching Radford et al. (2021), video-text matching Miech
et al. (2020), image captioning Desai and Johnson (2021), or image-conditioned lan-
guage modeling Sariyildiz et al. (2020), and (2) for visual-textual joint representation
learning, using context prediction tasks Chen et al. (2020b); Li et al. (2020b); Tan
and Bansal (2019); Lu et al. (2019); Sun et al. (2019); Zhu and Yang (2020); Zellers
et al. (2021). Image descriptions were also exploited for object recognition Wang et al.
(2009), object detection Ye et al. (2019); Jerbi et al. (2020); Yang et al. (2018b); Zareian
et al. (2021), and the task of image captioning Hossain et al. (2019); Karpathy and
Fei-Fei (2015); Vinyals et al. (2015); Donahue et al. (2015); Xu et al. (2015).

My dissertation lies in the same area of learning visual knowledge from image/video-
text pairs and seeks to learn object concepts, object relationships, scene components,
and action procedures. Inspired by the recent success of learning image-level rep-
resentation via image-text matching pretraining Radford et al. (2021), my work in
Chapter 3 extends this matching idea to learn region-level visual representation and
thus enables open-vocabulary object detection for many object concepts. Beyond indi-
vidual object concepts, my work in Chapter 4 for the first time, learns to detect scene
graphs for the input images, with image-text pairs as only training data. Further,
by learning scene components from image-text pairs, my work in Chapter 5 is the
first image captioning method that enables multiple essential abilities at the same time,
including diverse, controllable and grounded captioning. Going beyond static images,
my work in Chapter 6 focuses on learning procedure-aware video representations
from instructional videos and their narrations and enables zero-shot inference for
both step classification and step forecasting.

2.2 Visual Representation Learning

Representation learning for images

Early work on visual representation learning focused on training image classification
models using labor-intensive human annotations Krizhevsky et al. (2012); Simonyan
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and Zisserman (2015); Szegedy et al. (2015); He et al. (2016); Dosovitskiy et al. (2021).
The learned features can be transferred to recognition tasks Girshick et al. (2014),
and the classifier can be used to label images for semi-supervised learning Pham
et al. (2021); Xie et al. (2020); Yalniz et al. (2019). To reduce the annotation burden,
self-supervised learning He et al. (2020); Chen et al. (2020a); Grill et al. (2020); Caron
et al. (2020) has received considerable attention recently. The representation learned
by self-supervised methods is limited to the vision modality and can not be directly
interpreted by natural language.

The most relevant work in this direction is learning visual representations from
natural language, such as image tags Hironobu et al. (1999); Barnard et al. (2003);
Divvala et al. (2014); Chen and Gupta (2015); Joulin et al. (2016) and text descrip-
tions Wang et al. (2009); He and Peng (2017); Sariyildiz et al. (2020); Desai and
Johnson (2021); Zhong et al. (2021). Leveraging millions of image-text pairs collected
from the Internet, recent methods in vision-language pretraining Radford et al. (2021);
Jia et al. (2021) learned to match images with text descriptions and demonstrated
impressive performance on zero-shot inference and transfer learning for image classi-
fication. However, these methods focus on global representation tailored for image
classification. In Chapter 3, I propose to learn visual representation for local image
regions so as to enable zero-shot inference and transfer learning for region-based
reasoning (e.g., object detection).

Representation learning for image regions

Many region-based reasoning tasks, such as object detection Ren et al. (2015a); Red-
mon et al. (2016); Tian et al. (2019); Carion et al. (2020), rely on dense human
annotations Everingham et al. (2010); Lin et al. (2014); Krishna et al. (2017); Gupta
et al. (2019). Recently, semi-supervised learning was explored Xu et al. (2021b); Zoph
et al. (2020); Sohn et al. (2020), where pretrained detectors are used to create pseudo
labels of image regions. Beyond object labels, region representation learning benefits
from additional labels of object attributes Krishna et al. (2017); Anderson et al. (2018);
Zhang et al. (2021), showing noticeable improvement on vision-language tasks Yu
et al. (2021); Chen et al. (2020b); Li et al. (2020b); Tan and Bansal (2019); Zhou et al.
(2020); Lu et al. (2019). However, these methods heavily rely on manual annotations
and are limited to predefined categories. As a partial remedy, self-supervised learning
was extended to region representations Ramanathan et al. (2021); Hénaff et al. (2021).
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In Chapter 3, inspired by CLIP Radford et al. (2021) yet distinct from prior work, I
propose to learn region representation via vision-language pretraining. The learned
representations enable the recognition of many visual concepts within image regions.

2.3 Zero-shot and Open-vocabulary Object Detection

Zero-shot Object Detection

Zero-shot object detection aims at detecting novel object classes that are not seen
during detector training Bansal et al. (2018); Rahman et al. (2020b); Zareian et al.
(2021); Gu et al. (2021); Zhu et al. (2020); Rahman et al. (2020a). Bansal et al. Bansal
et al. (2018) learned to match the visual features of cropped image regions to word
embeddings Pennington et al. (2014) using max-margin loss. Rahman et al. Rahman
et al. (2020a) proposed polarity loss to model background category and to cluster
categories with similar semantics. Zhu et al. Zhu et al. (2020) explored improving
localization performance for novel categories by synthesizing visual features with a
generative model. These zero-shot object detectors usually rely on the semantic space
of pretrained word embeddings Pennington et al. (2014).

Open-vocabulary Object Detection

Recently, Zareian et al. Zareian et al. (2021) proposed OVR for open-vocabulary object
detection, where a visual encoder is first pretrained on image-text pairs to learn object
concepts and then transferred to zero-shot object detection setting. Another close
work is ViLD Gu et al. (2021) that focuses on learning object detectors by distilling
visual features from a pretrained CLIP model Radford et al. (2021), yet still requires
object labels and boxes for training.

In Chapter 3, I present my work that learns object concepts from textual descrip-
tions. Similar to OVR and ViLD, our object detector also leverages the visual-semantic
space learned from vision-language pretraining. Different from OVR, I propose to
learn region region representations from our “pseudo” region-text pairs given by a
pretrained CLIP model. Our method is thus not restricted to existing text descriptions
of an image. Unlike ViLD, my work addresses the problem of region representation
learning, and focuses on pretraining from region-text pairs. As a result, the learned
representations support zero-shot inference, while ViLD can not.
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2.4 Scene Graph Generation

Fully Supervised Scene Graph Generation

An image scene graph represents localized object instances as nodes and their rela-
tionships as edges on the graph. Scene graph generation (SGG) aims to extract this
graphical representation from an input image. A related problem is visual relation-
ship detection (VRD) Yu et al. (2017); Lu et al. (2016); Zhang et al. (2017a); Dai et al.
(2017b) that also localizes objects and recognizes their relationships yet without the
notation of a graph.

Thanks to the development of large-scale densely annotated datasets of image
scene graphs, such as Visual Genome (VG) dataset Krishna et al. (2017), a large
array of methods have been proposed for scene graph generation. Several different
models have been explored, including iterative message passing Xu et al. (2017); Li
et al. (2017), recurrent network Zellers et al. (2018), tree structure encoding Tang
et al. (2019a); Wang et al. (2020), graph convolution and pruning Li et al. (2018b);
Yang et al. (2018a), casual reasoning Chen et al. (2019a); Tang et al. (2020a) and
contrastive learning Zhang et al. (2019). A major drawback of these approaches is
the requirement of human-annotated, localized scene graphs with categorical labels
and locations of all nodes and edges. In Chapter 4, I introduce my work that seeks to
address this drawback by learning scene graphs from only image-sentence pairs.

Weakly-supervised Scene Graph Generation

Several recent works have explored weakly supervised settings for VRD Peyre et al.
(2017); Baldassarre et al. (2020); Zhang et al. (2017b) and SGG Zhang et al. (2017b);
Zareian et al. (2020); Shi et al. (2021b). Most of them addressed the task of VRD and
seeks to learn from unlocalized subject-predicate-object (SPO) triplets. For example,
Peyre et al.Peyre et al. (2017) proposed to assign image-level labels to pairs of detected
objects via discriminative clustering. Baldassarre et al.Baldassarre et al. (2020) first
predicted visual predicates given the detected objects, and then retrieved the subjects
and objects using backward explanation techniques. Zhang et al.Zhang et al. (2017b)
designed a fully convolutional network to jointly learn object detection and predicate
prediction from image-level labels, using object proposals as model inputs. They
reported results on both VRD and SGG.
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The most relevant work is from Zareian et al.Zareian et al. (2020). They proposed
to learn from unlocalized scene graphs for SGG, and developed a message passing
mechanism to update features of detected objects and to gradually refine labels of
objects and predicates. A recent work Shi et al. (2021b) presented a simple baseline for
weakly supervised SGG using first-order graph matching. Similar to these approaches,
my work presented in Chapter 4 explores learning using less labels for SGG. Unlike
previous approaches, my method leverages image captions — a different type of labels
that are easier to obtain than unlocalized SPO triplets or scene graphs. A concurrent
work from Ye et al.Ye and Kovashka (2021) also explored learning scene graph from
image-sentence pairs. They proposed to use visual grounding to iteratively match
the detected image regions and the text entities parsed from captions. Unlike their
method, my work in Chapter 4 leverages an object detector to create the pseudo labels
for SPO triplets, leading to significantly better empirical results. My work is thus
among the first methods to learn scene graphs from only image-sentence pairs.

2.5 Image Captioning

Conventional Image Captioning

Major progress has been made in image captioning Hossain et al. (2019). An encoder-
decoder model is often considered, where Convolutional Neural Networks (CNNs)
are used to extract global image features, and Recurrent Neural Networks (RNNs)
are used to decode the features into sentences Karpathy and Fei-Fei (2015); Vinyals
et al. (2015); Donahue et al. (2015); Xu et al. (2015); You et al. (2016); Lu et al. (2017);
Rennie et al. (2017); Liu et al. (2018). Object information has recently been shown
important for captioning Yin and Ordonez (2017); Wang et al. (2018). Object features
from an object detector can be combined with encoder-decoder models to generate
high quality captions Anderson et al. (2018).

Several recent works have explored objects and their relationships, encoded in the
form of scene graphs, for image captioning Yao et al. (2018); Yang et al. (2019). The
most relevant work is Yao et al. (2018). Their GCN-LSTM model used a graph convo-
lutional network (GCN) Kipf and Welling (2016) to integrate semantic information
in a scene graph. And a sentence is further decoded using features aggregated over
the full scene graph. Similar to Yao et al. (2018), my work in Chapter 5 also uses a
GCN for an input scene graph. However, my work learns to select sub-graphs within
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the scene graph, and to decode sentences from top-ranked sub-graphs instead of
the full scene graph. This design is capable of producing diverse and controllable
sentences that are previously infeasible Yao et al. (2018); Yang et al. (2019).

Grounded Captioning

A major challenge of image captioning is that recent deep models might not focus
on the same image regions as a human would when generating each word, leading
to undesirable behaviors, e.g., object hallucination Rohrbach et al. (2018); Das et al.
(2017). Several recent work Xu et al. (2015); Anderson et al. (2018); Selvaraju et al.
(2019); Zhou et al. (2019); Ma et al. (2019); Johnson et al. (2016); Yang et al. (2017)
has been developed to address the problem of grounded captioning—the generation
of captions and the alignment between the generated words and image regions. My
work presented in Chapter 5 follows the weakly supervised setting for grounded
captioning, where we assume that only the image-sentence pairs are known. The key
innovation is to select a sub-graph from an image scene graph for sentence generation,
thus constraining the grounding within the sub-graph.

There is other relevant work on generating text descriptions of local image regions,
also known as dense captioning Johnson et al. (2016); Yang et al. (2017); Kim et al.
(2019). Both my work in Chapter 5 and dense captioning methods can create localized
captions. The key difference is that my method aims to generate sentence descriptions
of scene components that spans multiple image regions, while dense captioning
methods focused on generating phrase descriptions for individual regions Johnson
et al. (2016); Yang et al. (2017) or pairs of local regions Kim et al. (2019).

Diverse and Controllable Captioning

The generation of diverse and controllable image descriptions has also received consid-
erable attention. Several approaches have been proposed for diverse captioning Shetty
et al. (2017); Li et al. (2018a); Dai et al. (2017a); Vijayakumar et al. (2018); Wang
et al. (2017); Deshpande et al. (2019); Aneja et al. (2019). Wang et al. Wang et al.
(2017) proposed a variational auto-encoder that can decode multiple diverse sen-
tences from samples drawn from a latent space of image features. This idea was
further extended by Aneja et al. (2019), where every word has its own latent space.
Moreover, Deshpande et al. Deshpande et al. (2019) proposed to generate various
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sentences controlled by part-of-speech tags. There is a few recent work on controllable
captioning. Lu et al. Lu et al. (2018) proposed to fill a generated sentence template
with the concepts from an object detector. Cornia et al. Cornia et al. (2019) used
grounding annotations to select object regions and these regions were further used to
predict corresponding textual chunks for diverse and controllable captioning. Similar
to Cornia et al. (2019), my work introduced in Chapter 5 addresses diversity and
controllability within the same model. Different from Cornia et al. (2019), my work
is trained using only image-sentence pairs and can provide additional capacity of
caption grounding.

Graph Partitioning

My work in Chapter 5 explores the decomposition of scene graphs into sub-graphs
for generating accurate, diverse, and controllable captions. Similar graph partitioning
problem has been previously considered in vision for image segmentation Jianbo Shi
and Malik (2000); Felzenszwalb and Huttenlocher (2004) and visual tracking Tang
et al. (2015); Song et al. (2019), but has not been explored for image captioning.

2.6 Video Representation Learning

Learning Video Representation from Instructional Videos

The success of vision-and-language pre-training has fueled a new line of research
that seeks to learn concepts of individual steps from instructional videos and their
narrations Malmaud et al. (2015); Xu et al. (2020); Shen et al. (2021); Han et al.
(2022). For example, Miech et al. Miech et al. (2020) propose MIL-NCE to learn video
representations from instructional videos Miech et al. (2019) and their narrations
extracted using ASR.

The most relevant work is DistantSup Lin et al. (2022), where they propose using
distant supervision from a textual knowledge base (wikiHow) Koupaee and Wang
(2018) to denoise text narrations from ASR. Specifically, DistantSup leverages a pre-
trained language model Song et al. (2020) to link step descriptions from wikiHow to
text narrations from video ASR results, and thus to create training labels for individual
steps in videos. Different from Lin et al. (2022), the method I proposed in Chapter 6
models the temporal ordering of steps in procedural activities, and thus moves beyond
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representations of single steps to support temporal reasoning in videos. Further, our
method learns from videos and narrations only, with the help of a pre-trained image-
language model Radford et al. (2021) yet without using a textual knowledge base
like wikiHow Koupaee and Wang (2018).

Video-and-Language Pre-Training

A relevant topic is video-and-language pre-training, aiming at learning video repre-
sentation from videos and their paired natural language descriptions Ghadiyaram
et al. (2019); Xu et al. (2021a); Bain et al. (2021); Lei et al. (2021); Yang et al. (2021);
Sun et al. (2019); Zhu and Yang (2020); Li et al. (2020a); Luo et al. (2020); Zellers
et al. (2021); Fu et al. (2021); Wang et al. (2022), often generated from ASR outputs.
Despite the latest development in ASR, automatically-transcribed speech from videos
can be rather noisy and lacks precise temporal alignment with the visual content.
Several recent works seek to address this challenge. VideoCLIP Xu et al. (2021a) starts
from the pre-trained MIL-NCE model and further improves the model by retrieval
augmented training with overlapped video-text pairs. Bain et al. Bain et al. (2021)
collect a less noisy dataset of video alt-text pairs and geared the model to match
these pairs. My work in Chapter 6 shares the key idea of learning from video and
text data as prior work, and seeks to leverage external knowledge from a pre-trained
image-language model Radford et al. (2021).

Another relevant work is MERLOT Zellers et al. (2021). While both MERLOT and
my work seek to learn video representation, our method differs from MERLOT in
two folds. Our method models the sequence order of video clips for understanding
procedural activities. MERLOT learns binary relative order between two given video
frames for multi-modal reasoning and does not directly support action forecasting.
Both methods consider a masked prediction task, yet MERLOT predicts the most likely
text embeddings, while our method estimates the distribution of video representations
using a deep probabilistic model.

Understanding Procedural Activities

Reasoning about procedural activities, including their action steps and the temporal
ordering of these steps, has been a central problem in activity recognition. While
early works model temporal ordering with stochastic grammars Pei et al. (2011);
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Gupta et al. (2009); Ryoo and Aggarwal (2006); Ivanov and Bobick (2000); Brand
et al. (1997); Nevatia et al. (2003), more recent works consider supervised learning
to localize steps and predict their ordering by learning from videos with human
annotated action steps Kuehne et al. (2014); Zhou et al. (2018b); Elhamifar and Naing
(2019); Zhukov et al. (2019); Tang et al. (2019b); Chang et al. (2020); Damen et al.
(2021). To alleviate the burden of costly video annotations, several works propose
various forms of weakly supervised settings, with assumptions that the ordered list
of steps is given without their temporal boundaries Bojanowski et al. (2014, 2015);
Zhukov et al. (2019); Zhao et al. (2022), or that the key steps and their ordering
remain fixed across all videos Sener et al. (2015); Alayrac et al. (2016); Goel and
Brunskill (2019); Kukleva et al. (2019); Elhamifar and Huynh (2020).

Most of prior methods focus on the tasks of step classification and localization Bo-
janowski et al. (2014, 2015); Zhukov et al. (2019); Sener et al. (2015); Alayrac et al.
(2016); Kukleva et al. (2019); Elhamifar and Naing (2019); Elhamifar and Huynh
(2020). Others have considered the tasks of step forecasting Sener and Yao (2019), step
verification Qian et al. (2022) and procedure planning Zhao et al. (2022). In Chapter 6,
I introduce my work that also seeks to understand procedural activities. Different
from these approaches, our method focuses on learning video representation from
videos and their narrations without using human annotations. The resulting video
representation can be leveraged for step classification and step forecasting.

2.7 Diffusion Models
Diffusion models Sohl-Dickstein et al. (2015); Song and Ermon (2020) provide a
powerful approach to characterize the probability density of high dimensional signals,
and have recently demonstrated impressive results on generating high fidelity visual
data, such as images Nichol et al. (2022); Ramesh et al. (2022); Saharia et al. (2022);
Rombach et al. (2022), videos Ho et al. (2022), and human body motion Tevet et al.
(2023). My work in Chapter 6 adapts the diffusion process to model the temporal
ordering of steps in procedural videos. In doing so, our method not only facilities the
learning of expressive video representations for individual steps, but also enables the
anticipation of future action steps.
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3 learning object concept

The recent advances in vision-language representation learning has created remark-
able models like CLIP Radford et al. (2021), ALIGN Jia et al. (2021) and Florence Yuan
et al. (2021). Such models are trained using hundreds of millions of image-text pairs
by matching images to their captions, achieving impressive results of recognizing
a large set of concepts without manual labels, and capable of transferring to many
visual recognition tasks. Following their success on image classification, a natural
question is whether these models can be used to reason about image regions, e.g., for
tasks like object detection.

To answer this question, we construct a simple R-CNN style Girshick et al. (2014)
object detector using a pretrained CLIP model, similar to adapting a convolutional
network pretrained on ImageNet. This detector crops candidate object regions from
an input image, and applies the CLIP model for detection by matching visual features
of cropped regions to text embeddings of object categories. Fig. 3.1(a-b) shows the
results on LVIS dataset Gupta et al. (2019). When using object proposals Ren et al.
(2015a) as the input regions, scores from CLIP often fail to capture the localization
quality (Fig. 3.1a). Even with ground-truth object boxes, classification accuracy using
CLIP drops significantly from 60% on ImageNet to 19% on LVIS, with a similar number
of classes (Fig. 3.1b). There is thus a major performance degradation when applying
a pretrained CLIP model for object detection. How can we empower a vision-language
pretrained model to reason about image regions?

We believe the main gap lies in the training of these vision-language models. Many
existing vision-language models, including CLIP, are trained to match an image with
its image-level text description. The training is unaware of the alignment between
local image regions and text tokens. Thus, the models are unable to precisely ground
a textual concept to an image region. Further, cropping local image regions and
matching them to text tokens largely ignore the surrounding visual context that is
critical for object recognition, not to mention the high computational cost, e.g.a few
seconds per image on a modern GPU.

In this chapter, we explore learning region representations via vision-language pre-
training and the learned representations support object detection with many object
concepts. Our key idea is to explicitly align image regions and text tokens during
pretraining. However, two key challenges arise. First, the fine-grained alignment
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Figure 3.1: (a). A pretrained CLIP model Radford et al. (2021) failed to capture
localization quality. (b). A major drop on accuracy when using the same pretrained
CLIP to classify image regions. (c). Our key idea is learning to match image regions
and their text descriptions.

between image regions and text tokens is not available in image-text pairs and ex-
pensive to annotate. Second, the text description of an image is often incomplete,
i.e.many image regions are not described by the text.

To address these challenges, we propose to bootstrap from a pretrained vision-
language model (e.g., CLIP) to align image regions and text tokens, and to fill in
the missing region descriptions, as illustrated in Fig. 3.1c. Specifically, our method
starts with a pool of object concepts parsed from text corpus, and synthesizes region
descriptions by filling these concepts into pre-defined templates. Given an input image
and its candidate regions from either object proposals or dense sliding windows, a
pretrained CLIP model is used to align the region descriptions and the image regions,
creating “pseudo” labels for region-text alignment. Further, we combine “pseudo”
region-text pairs and ground-truth image-text pairs to pretrain our vision-language
model via contrastive learning and knowledge distillation. Although the “pseudo”
region-text pairs are noisy, they still provide useful information for learning region
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representations, and thus help to bridge the gap in object detection, as validated by
our experiments.

This chapter is organized as follows. In Section 3.1, I summarize our contributions.
In Section 3.2 and Section 3.3, I present our method and key experiments, respectively.
Finally, I conclude the chapter in Section 3.4.

3.1 Contributions
The contributions of this chapter are summarized into three folds:

• We propose a novel vision-language pretraining method for learning visual
region representations. The learned representations support image region
recognition with many object concepts.

• A key technical innovation that facilitates our pretraining is a scalable approach
using text prompts to align the object descriptions with image regions, without
relying on human annotations nor limited to the text paired with an image.

• Our pretrained model presents new state-of-the-art results results when trans-
ferred to open-vocabulary object detection, and demonstrates promising capa-
bility on zero-shot inference for object detection.

This work was a collaboration with Jianwei Yang, Pengchuan Zhang, Chunyuan Li,
Noel Codella, Liunian Li, Luowei Zhou, Xiyang Dai, Lu Yuan, Yin Li, and Jianfeng Gao.
The work has been accepted by CVPR 2022 with title as “RegionCLIP: Region-based
Language-Image Pretraining” Zhong et al. (2022).

3.2 Method
Our goal is to learn a regional visual-semantic space that covers rich object concepts so
that it can be used for open-vocabulary object detection. Consider a text description
t that describes the content of region r in an image I. In the visual-semantic space,
the visual region representation V(I, r) extracted from r should be matched to text
representation L(t). V is a visual encoder that takes image I and a region location
r, and outputs a visual representation for this region. L is a language encoder that
converts a text description in natural language to a semantic representation.
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Disentanglement of recognition and localization. There are two key components for
region-based reasoning: localization and recognition. Inspired by Singh et al. (2018),
we disentangle these two components, use existing region localizers, and consider a
recognition problem. Our focus is thus learning visual-semantic space to recognize
image regions without human annotations.
Model overview. As shown in Fig. 3.2, we denote Vt and L as visual and language
encoders pretrained to match images to their descriptions, such as CLIP. Our goal
is to train a visual encoder V so that it can encode image regions and match them
to region descriptions encoded by language encoder L. To address the challenge of
missing region descriptions, as shown at the bottom of Fig. 3.2, we construct a pool of
object concepts, create the region descriptions by filling concepts into prompts, and
leverage a teacher encoder Vt to align these text descriptions with the image regions
proposed by an image region localizer. Given the created region-text pairs, our visual
encoder V learns to match these pairs via contrastive learning and concept distillation.
Once pretrained, our model supports zero-shot inference for region recognition, and
can be transferred to train object detector when the human annotation is available.
We now describe region-level visual and semantic representations, and the alignment
between image regions and text descriptions.

Visual and Semantic Region Representation

Visual region representation. Image regions can be proposed by either off-the-shelf
object localizers (e.g., RPN Ren et al. (2015a)) or dense sliding windows . By default,
we use RPN pretrained on human-annotated object bounding boxes without object
labels. We use RPN to propose image regions and obtain N image regions, denoted
as {ri}i=1,...,N.

Given the proposed regions, the visual representation vi of region ri is extracted
from our visual encoder V with a feature pooling method, such as RoIAlign He et al.
(2017). RoIAlign pools regional visual features from the feature map of a full image
by using interpolation. We note that our visual encoder V is initialized by the teacher
Vt so that it can have a good starting point in visual-semantic space.
Semantic region representation. A single image usually contains rich semantics,
covering one or more objects from thousands of categories. It is costly to annotate
all these categories in the large-scale image-text datasets. To this end, we first build
a large pool of concepts to exhaustively cover regional concepts. As shown at the
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Figure 3.2: Method overview. We propose to learn visual representations for image
regions via vision-language pretraining. Panel 1: With contrastive learning, CLIP is
able to match images and their descriptions. Panel 2: Initialized by pretrained CLIP,
our visual encoder learns visual region representations from the created region-text
pairs. Specifically, as shown in the bottom row, we first create texts by filling the
prompts with object concepts which are parsed from image descriptions, then use
pretrained CLIP to align these texts and image regions proposed by RPN. Panel 3:
When human annotation for image regions is available, we transfer our visual encoder
for object detection.

bottom of Fig. 3.2, we create a pool of object concepts which are parsed from text
corpus (e.g., the image descriptions collected from the Internet), by using off-the-shelf
language parsers Jiayuan and Seito (2018); Schuster et al. (2015).

Given the concept pool, the semantic representations for regions are created by
two steps: (1) a short sentence for each concept is created by filling it to prompt
templates (e.g., prompts of CLIP Radford et al. (2021)), e.g., the “kite” concept is
converted to “A photo of a kite”; (2) the resulting text descriptions are further encoded
into semantic representations by using the pretrained language encoder L. Finally,
all regional concepts are represented by their semantic embeddings {lj}j=1,...,C and C

denotes the size of concept pool.
While our region descriptions are built on existing image descriptions, our method

is not constrained by the particular text descriptions that pair with images. Impor-
tantly, using a powerful language encoder L trained with hundreds of millions of text
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descriptions containing tens of thousands of words allows us to easily customize and
scale up our concept pool. Such a capacity is deemed difficult to achieve using human
annotations. In addition, the disentanglement of visual recognition and localization
makes our method flexible to adopt different ways of extracting candidate regions.

Visual-Semantic Alignment for Regions

Alignment of region-text pairs. We leverage a teacher visual encoder Vt to connect
image regions and our created texts (represented as semantic embeddings). Again,
visual representation vt

i of region ri is extracted from teacher encoder Vt by pooling
features from a local image region with RoIAlign. A matching score S(v, l) between
vt
i and each concept embedding lj is then computed by

S(v, l) = vT · l
||v|| · ||l|| . (3.1)

The object concept with highest matching score, denoted as lm, is selected and linked
to region ri. Finally, we obtain a pseudo label for each region, forming the pairs of
{vi, lm}.
Our pretraining scheme. Our pretraining leverages both created region-text pairs
and the existing image-text pairs. Given the aligned region-text pairs ({vi, lm}), we
design a contrastive and a distillation loss based on the regions across different images
to pretrain our visual encoder. Inspired by Oord et al. (2018), the contrastive loss is
computed as

Lcntrst =
1
N

∑
i

− log(p(vi, lm)), (3.2)

where p(vi, lm) is given by

p(vi, lm) =
exp(S(vi, lm)/τ)

exp(S(vi, lm)/τ) +
∑

k∈Nri
exp(S(vi, lk)/τ).

(3.3)

Here τ is a predefined temperature, and Nri represents a set of negative textual
samples for region ri, i.e., the object concepts that are not matched to region ri but
matched to other regions in the batch.

Since positive pairs in the contrastive loss are inevitably “noisy”, we also consider
knowledge distillation for image regions. Knowledge distillation learns from a soft
target and helps to handle the noise in those pseudo region-text pairs. This distillation
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loss is defined as
Ldist =

1
N

∑
i

LKL(qt
i , qi), (3.4)

where LKL is the KL divergence loss; both qt
i and qi are probabilities over all object con-

cepts. qt
i is a soft target from teacher model computed as softmax(S(vt

i , l1)/τ, ...,S(vt
i , lC)/τ).

qi is similarly computed from our student model.
Given image-text pairs collected from the Internet, our region-level contrastive

loss Lcntrst can naturally extend to image-level contrastive loss Lcntrst−img. It can
be considered as a special case where (1) the visual representation is extracted for a
single global box that covers the whole image, (2) the corresponding text from the
Internet describes the full image, and (3) negative samples are the text descriptions
associated with other images. Finally, our overall loss function is given by

L = Lcntrst + Ldist + Lcntrst−img. (3.5)

Zero-shot inference. Once pretrained, our visual encoder can be directly applied to
region reasoning tasks. For example, given region proposals from RPN, region repre-
sentations extracted from our visual encoder can be used to match the embeddings
of target object concepts, and thus recognize the concepts within local image regions,
thereby enabling zero-shot inference for object detection.

Transfer Learning for Object Detection

Our pretraining leverages region-text alignment created by the teacher model. Such
alignment does not require human efforts, yet is not very accurate. When strong
supervision for image regions is available (e.g., the human-annotated detection labels),
our visual encoder can be further fine-tuned by replacing the region descriptions
with human annotations, as shown in Panel 3 of Fig. 3.2.

Specifically, we transfer our pretrained visual encoder to object detectors by ini-
tializing their visual backbones. To detect image objects, same as our pretraining,
we use off-the-shelf RPN to localize object regions and recognize these regions by
matching their visual region representation with the semantic embeddings of target
object classes (e.g., the object classes in detection dataset).
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3.3 Key Experiments
Our main results are reported on transfer learning of our model for open-vocabulary
object detection. Further, we evaluate our model on fully supervised object detection,
as well as the zero-shot inference for object detection.
Datasets. For pretraining, we consider Conceptual Caption dataset (CC3M) Sharma
et al. (2018) with 3 millions of image-text pairs from the web. We also use a smaller
dataset COCO Caption (COCO Cap) Chen et al. (2015) when conducting ablation
studies. COCO Cap contains 118k images, each associated with 5 human annotated
captions. The parser from Jiayuan and Seito (2018) is adopted to extract triplets from
captions in COCO Cap/CC3M dataset. Object concepts whose frequency are lower
than 100 are discarded, leading to 4764/6790 concepts on COCO Cap/CC3M.

For transfer learning of open-vocabulary object detection, we train detectors
with base categories of COCO detection dataset Lin et al. (2014) and LVIS dataset
(v1) Gupta et al. (2019), respectively. On COCO, We follow the data split of Bansal
et al. (2018) with 48 base categories and 17 novel categories which are subsets of
COCO object classes. We use the processed data from Zareian et al. (2021) with
107,761 training images and 4,836 test images. On LVIS, following Gu et al. (2021),
we use the training/validation images for training/evaluation and adopt the category
split with 866 base categories (common and frequent) and 337 novel categories (rare).
Evaluation protocol and metrics. We evaluate object detection performance on
COCO and LVIS for both transfer learning and zero-shot inference. The standard
object detection metrics are used, including Average Precision (AP) and AP50 (AP at
an intersection over union of 0.5).
Implementation details. During pretraining, the default student model and teacher
model were ResNet50 He et al. (2016) from pretrained CLIP. RPN used in pretraining
was trained with the base categories of LVIS dataset. Our default model was pre-
trained on CC3M dataset with the concepts parsed from COCO Cap. SGD was used
with the batch size 96, initial learning rate 0.002, maximum iteration of 600k, and 100
regions per image. The temperature τ was 0.01.

For transfer learning of object detection, our detectors were developed on Detec-
tron2 Wu et al. (2019) using Faster RCNN Ren et al. (2015a) (ResNet50-C4). RPN
used in transfer learning was trained by the base categories of target dataset (e.g.,
the transfer learning on COCO used the RPN trained on COCO). SGD was used
with batch size 16, initial learning rate 0.002, and 1x schedule. Moreover, we applied
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class-wise weighted cross-entropy loss. (1) For base categories, we used focal scaling
with the weight for a base category as (1−pb)γ, where pb is probability after softmax
for this base category and γ = 0.5/0.0 on COCO/LVIS. Empirically, focal scaling helps
to alleviate the forgetting of previously learned object concepts in pretraining, and
thus is beneficial for novel categories. (2) For background category, we used a fixed
all-zero embedding and a predefined weight (0.2/0.8 on COCO/LVIS) to background
regions following Zareian et al. (2021).

For zero-shot inference of object detection, RPN was the same as pretraining stage
and NMS threshold was set to 0.9. Inspired by Singh et al. (2018); Zhou et al. (2021),
we fused RPN objectness scores and category confidence scores by geometry mean.
Empirically, fusing RPN scores significantly improves zero-shot results.

Transfer to Open-Vocabulary Object Detection

Setup. We evaluate our models on two benchmarks for open-vocabulary object
detection, including COCO and LVIS. On COCO, we report AP50 and follow the
evaluation settings in Zareian et al. (2021): (1) only predicting and evaluating novel
categories (Novel), (2) only predicting and evaluating base categories (Base), (3) a
generalized setting that predicts and evaluates all categories (Generalized). On LVIS,
we follow the benchmark of Gu et al. (2021) where the rare objects are defined as novel
categories. We report AP for novel categories (APr), base categories (APc, APf) and
all categories (mAP), respectively. The detectors are trained by base categories and
evaluated on base and novel categories (e.g., 48/866 base categories and 17/337 novel
categories on COCO/LVIS). To compare with ViLD Gu et al. (2021), all experiments
on LVIS additionally consider mask annotation.
Baselines. We consider several strong baselines:

• Zero-shot object detectors (SB Bansal et al. (2018), DELO Zhu et al. (2020),
PL Rahman et al. (2020a)): Zero-shot object detection is the closest area to open-
vocabulary object detection. These detectors usually rely on the pretrained
word embeddings of object classes for generalization to novel categories.

• Open-vocabulary object detectors (OVR Zareian et al. (2021), ViLD Gu et al.
(2021)): These detectors leverage pretrained vision-language models that have
learned a large vocabulary from image-text pairs. OVR is our close competitor
in the sense that we both pretrain visual encoders and use them as the detector
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initialization. ViLD is a recent work that focuses on detector training by distilling
visual features of a pretrained CLIP. ViLD specially uses data augmentation of
large-scale jittering (LSJ) Ghiasi et al. (2021) with 16x training time.

• Fully supervised detectors: On COCO, we include the supervised baseline from
OVR which is a Faster RCNN Ren et al. (2015a) trained by the base categories
with 1x schedule. On LVIS, we include the supervised baseline from ViLD
which is a Mask RCNN He et al. (2017) trained by base and novel categories
with special data augmentation as ViLD. We additionally report a Mask RCNN
trained in standard 1x schedule from Detectron2 Wu et al. (2019).

• Our detector variants: We consider initializing our detector with different visual
encoders, including CLIP and our model pretrained on COCO Cap.

Results. In Table 3.1 and Table 3.2, we show the detection results on COCO and LVIS
datasets, respectively.

On COCO dataset, initialized by our pretrained backbone, our detector signifi-
cantly outperforms previous method OVR Zareian et al. (2021) on all metrics (e.g.,
31.4 vs. 22.8 on novel categories). Compared with the CLIP backbone from which
we start our region-based pretraining, our model brings a remarkable gain across all
metrics, particularly +17.2 AP50 on novel categories. When compared with ViLD, a
recent SoTA method with sophisticated training strategy, our model is still compa-
rable on Base and All, while substantially better on Novel (e.g., 31.4 vs. 27.6) which
is the main focus in open-vocabulary detection. On LVIS dataset, with comparable
backbone size (RN50x4-C4 of ours: 83.4M, RN152-FPN of ViLD: 84.1M), our detec-
tor outperforms ViLD by a large margin (e.g., +2.2 APr and +3.6 mAP). Note that
these superior detection results on COCO and LVIS are achieved by using a single
pretrained backbone, with standard data augmentation and 1x training schedule.
These results suggest that our region-based vision-language pretraining has learned
better alignment between image regions and object concepts, and thus facilitates
open-vocabulary object detection.

Zero-shot Inference for Object Detection

Moving forward, we explore directly using RegionCLIP for zero-shot detection with-
out any object annotations.
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Visual Encoder Pretraining Detector Training COCO
Novel
(17)

Base
(48)

Generalized (17+48)
Method Dataset Backbone Method Backbone Novel Base All
Cls-ResNet He et al. (2016) ImageNet RN50 FR-CNN Ren et al. (2015a) RN50-C4 - 54.5 - - -
Cls-IncRN Szegedy et al. (2017) ImageNet IncRNv2 SB Bansal et al. (2018) IncRNv2 0.70 29.7 0.31 29.2 24.9
Cls-DarkNet Redmon et al. (2016) ImageNet DarkNet19 DELO Zhu et al. (2020) DarkNet19 7.60 14.0 3.41 13.8 13.0
Cls-ResNet He et al. (2016) ImageNet RN50 PL Rahman et al. (2020a) RN50-FPN 10.0 36.8 4.12 35.9 27.9
OVR Zareian et al. (2021) COCO Cap RN50 OVR Zareian et al. (2021) RN50-C4 27.5 46.8 22.8 46.0 39.9
OVR Zareian et al. (2021) CC3M RN50 OVR Zareian et al. (2021) RN50-C4 16.7 43.0 - - 34.3
CLIP Radford et al. (2021) CLIP400M ViT-B/32 ViLD* Gu et al. (2021) RN50-FPN - - 27.6 59.5 51.3
CLIP Radford et al. (2021) CLIP400M RN50 Ours RN50-C4 22.5 53.1 14.2 52.8 42.7
Ours COCO Cap RN50 Ours RN50-C4 30.8 55.2 26.8 54.8 47.5
Ours CC3M RN50 Ours RN50-C4 35.2 57.6 31.4 57.1 50.4
Ours CC3M RN50x4 Ours RN50x4-C4 43.3 61.9 39.3 61.6 55.7

Table 3.1: Open-vocabulary object detection results on COCO dataset. Initialized
by our pretrained visual encoder, our detector outperforms previous works on all
metrics by a remarkable margin, and outperforms the recent work ViLD* on novel
categories. ViLD* trains the detector with data augmentation of large-scale jittering
(LSJ) Ghiasi et al. (2021) and a much longer training schedule (16x). Notations: Cls
denotes the image classification pretraining on ImageNet Deng et al. (2009), RN50
means ResNet50, IncRNv2 is Inception-ResNet-V2.

Visual Encoder Pretraining Detector Training LVIS
Method Dataset Backbone Method Backbone Training Strategy Supervision APr APc APf mAP
- - - Mask RCNN He et al. (2017) RN50-FPN 16x+LSJ Ghiasi et al. (2021) Base+Novel 13.0 26.7 37.4 28.5
Cls-ResNet He et al. (2016) ImageNet RN50 Mask RCNN He et al. (2017) RN50-C4 1x+Standard Base+Novel 11.9 22.0 29.7 23.3
CLIP Radford et al. (2021) CLIP400M ViT-B/32 ViLD* Gu et al. (2021) RN50-FPN 16x+LSJ Ghiasi et al. (2021) Base 16.7 26.5 34.2 27.8
Ours CC3M RN50 Ours RN50-C4 1x+Standard Base 17.1 27.4 34.0 28.2
CLIP Radford et al. (2021) CLIP400M ViT-B/32 ViLD* Gu et al. (2021) RN152-FPN 16x+LSJ Ghiasi et al. (2021) Base 19.8 27.1 34.5 28.7
Ours CC3M RN50x4 Ours RN50x4-C4 1x+Standard Base 22.0 32.1 36.9 32.3

Table 3.2: Open-vocabulary object detection results on LVIS dataset. Without sophis-
ticated training strategy, our detector still outperforms ViLD* on most metrics. Using
same training strategy, our open-vocabulary detector beats the fully-supervised Mask
RCNN for all metrics.

Setup. The pretrained vision-language models are directly used to recognize image
regions. We use the same evaluation datasets and metrics as the experiments in
transfer learning (All AP50 for COCO, mAP for LVIS) 1 . We consider two settings: (1)
Ground-truth (GT) bounding boxes are used as region proposals. This oracle setting
aims at evaluating the recognition performance by eliminating the localization error;
(2) The region proposals come from RPN used in pretraining. The performance is
thus impacted by both the quality of localization and accuracy of recognition.
Baselines. We consider two baselines: (1) OVR Zareian et al. (2021) pretrains a visual
backbone on image-text pairs of COCO Cap which has close object concepts as COCO
detection dataset. We evaluate the pretrained model provided in their code base. (2)

1The breakdown metrics (e.g., Novel and Base) are omitted in zero-shot inference since no detection
annotations are used.
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Visual Encoder Pretraining Region
Proposals

COCO LVIS
Method Dataset Backbone All mAP
OVR Zareian et al. (2021) COCO Cap RN50 GT 44.5 -
CLIP Radford et al. (2021) CLIP400M RN50 GT 58.3 42.2
Ours CC3M RN50 GT 61.4 44.4
Ours CC3M RN50x4 GT 65.5 50.7
OVR Zareian et al. (2021) COCO Cap RN50 RPN 19.6 -
CLIP Radford et al. (2021) CLIP400M RN50 RPN 25.5 9.2
Ours CC3M RN50 RPN 26.8 9.6
Ours CC3M RN50x4 RPN 29.6 11.3

Table 3.3: Zero-shot inference with ground-truth (GT) boxes or RPN boxes on COCO
and LVIS datasets. All models use RoIAlign to extract visual representation of pro-
posed regions. Our pretrained models beat baselines by a clear margin across datasets.

CLIP Radford et al. (2021) is pretrained on 400M image-text pairs. Both OVR and
CLIP consider image-text pairs for pretraining, same as our RegionCLIP.
Results. Table 3.3 summarizes the results. With GT boxes, our pretrained model
outperforms CLIP baseline by a clear margin across datasets (e.g., 61.4 vs. 58.3 All
AP50 on COCO, 44.4 vs. 42.2 mAP on LVIS). When compared with OVR, our model
demonstrates a much larger margin (e.g., 61.4 vs. 44.5 All AP50 on COCO), not to
mention that OVR is pretrained on the same dataset as evaluation. When using RPN
proposals, our model still clearly outperforms CLIP and OVR (e.g., 26.8 vs. 19.6 &
25.5 on COCO, 9.6 vs. 9.2 on LVIS). Note that using GT boxes better characterizes the
recognition performance of a pretrained model than using RPN, since RPN injects
additional localization errors. These results suggest that our pretraining with region-
text alignment improves the recognition of image regions. With RN50x4 architecture
as the backbones of teacher and student models, the zero-shot inference performance
is further improved across datasets and settings (e.g., +6.3 mAP on LVIS with GT,
+2.8 All AP50 on COCO with RPN).
Visualization. Fig. 3.3 visualizes the results of zero-shot inference with GT boxes
on COCO dataset. Our model predicts more reasonable object categories than CLIP
(e.g., the blue regions in 1st and 2nd columns are correctly predicted as “umbrella”
and “person” by our model). These results suggest that our proposed region-based
vision-language pretraining can help to recognize image regions precisely.
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surfboard 16%
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umbrella 88%
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keyboard 96%
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person 51%

keyboard 94%

mouse 92%
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laptop 8%
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laptop 22%
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Figure 3.3: Visualization of zero-shot inference on COCO dataset with ground-truth
boxes. Without finetuning, the pretrained models (top: CLIP, bottom: Ours) are
directly used to recognize image regions into the categories in COCO.

3.4 Conclusion
In this chapter, we proposed RegionCLIP — a novel region-based vision-language
pretraining method that learns to match image regions and their descriptions. The key
innovation is a scalable approach to associate region-text pairs without using human
annotation. By learning from such region-level alignment, the pretrained model
in my work established new state of the art when transferred to open-vocabulary
object detection on COCO and LVIS datasets. Moreover, the same pretrained model
demonstrated promising results on zero-shot inference for object detection. We
believe my work provides a solid step towards region representation learning, and
we hope that my work can shed light on vision-language pretraining.
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4 learning object relationship

Chapter 3 demonstrated my work of learning object concepts from image-text pairs.
In this chapter, we ask a further question: can models learn to detect object relationships
beyond individual object concepts from image-text pairs? Fig. 4.1 illustrates an example of
such relationships (“man drive boat”). We focus on learning scene graph generation
(SGG) from the training data of image-text pairs, as shown in Fig. 4.1. A scene graph
is a symbolic and graphical representation of an image, with each graph node as a
localized object and each edge as a relationship (e.g., a predicate) between a pair of
objects. During training, we use image-text pairs as the training data, without any
human-annotated scene graphs. During inference, our model takes an image and its
detected objects as inputs and outputs a scene graph.

Most previous scene graph methods Xu et al. (2017); Li et al. (2017); Zellers et al.
(2018); Li et al. (2018b); Yang et al. (2018a); Chen et al. (2019a); Tang et al. (2019a,
2020a); Zhang et al. (2019) follow a fully supervised approach, relying on human
annotations of object bounding boxes, object categories and their relationships. These
annotations are very costly and difficult to scale. Recently, Zareian et al. Zareian et al.
(2020) considered weakly supervised learning of scene graphs from image-level labels
of unlocalized scene graphs. Nonetheless, learning scene graphs from images and
their text descriptions remains unexplored. Table 4.1 shows the comparison between
our language supervised setting and previous settings (fully or weakly supervised).
Our setting provides a new opportunity of learning structured visual knowledge
from natural language supervision.

In this chapter, we propose the first method that learns object relationships from
image-text pairs so that the trained model can output a scene graph for the input
image. A major challenge of learning scene graphs from image-sentence pairs is the
missing link between many candidate image regions and a few concepts (e.g.nouns
and predicates) parsed from an image caption. To this end, we propose to leverage off-
the-shelf object detectors, capable of identifying and localizing object instances from
hundreds of common categories. Our key idea is that the object labels of detected
image regions can be further matched to sentence concepts, and thus provide “pseudo”
triplet labels (subject-predicate-object) for learning scene graphs, thereby bridging
the gap between region-concept pairs. Our hypothesis is that these “pseudo” labels,
coupled with a large-scale dataset, can be used for training a deep model to detect
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Supervision from 
Natural Language

Our Model

“A man wearing a blue shirt is 
driving a boat on the river.”

Image-Text Pair

driveman

boat

wear

shirt
Inference

Detected Objects:
person, shirt, bench, ship

Image + Object Detector

Figure 4.1: Our setting: Our goal is learning to generate localized scene graphs from
image-text pairs. Once trained, our model takes an image and its detected objects as
inputs and outputs the image scene graph.

Scene Graph
Generation

Settings

Required Annotation during Training
Image

Description
Object&Predicate
Category Labels

Object
Boxes

Fully Supervised Xu et al. (2017) ✓ ✓
Weakly Supervised Zareian et al. (2020) ✓

Language Supervised (ours) ✓

Table 4.1: Our language supervised setting vs. fully and weakly supervised settings.
Our method learns from only image-text pairs to generate localized image scene
graphs, without using human-annotated scene graphs (object location, object &
predicate category labels).

scene graph of an input image.
Specifically, we develop a Transformer-based model for learning to generate scene

graphs supervised by image-sentence pairs, inspired by the recent success of vision-
language pretraining Chen et al. (2020b); Li et al. (2020b); Zhou et al. (2020); Lu et al.
(2020); Su et al. (2020); Tan and Bansal (2019); Lu et al. (2019). Our model takes
inputs of visual features from a pair of detected object regions, text embeddings of
their predicted categorical labels, and contextual features from other object regions,
all provided by an off-the-shelf detector Ren et al. (2015a). Our model then learns
to recognize the visual relationship between the input object pair, represented as a
localized subject-predicate-object (SPO) triplet. A scene graph can thus be generated
by enumerating all pairs from a small set of detected objects. During training, our
model learns from only image-sentence pairs using “pseudo” labels produced by
matching the detected object labels to the parsed sentence concepts. During inference,
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our model generates a scene graph given an input image with its detection results.
This chapter is organized as follows. In Section 4.1, I summarize our contributions.

In Section 4.2 and Section 4.3, I present our method and key experiments, respectively.
Finally, I conclude the chapter in Section 4.4.

4.1 Contributions
The contributions of this chapter are summarized into four folds:

• We propose one of the first methods of learning to generate scene graphs from
image-text pairs.

• The key innovation is using off-the-shelf object detector and language parser
to create pseudo triplet labels (subject-predicate-object), by matching image
regions to text tokens.

• Our model trained by image-text pairs produces high-quality scene graphs,
outperforming the latest model trained by human-annotated scene graphs.

• We further present the first results for open-set scene graph generation. The
promising results suggest that structured visual representation with open-set
concepts can be learned from natural language.

This work was a collaboration with Jing Shi, Jianwei Yang, Chenliang Xu, and Yin
Li. The work has been published by ICCV 2021 with title as “Learning to Generate
Scene Graph from Natural Language Supervision” Zhong et al. (2021).

4.2 Method
With a large collection of paired images {I} and captions {S}, our goal is learning
to detect an image scene graph G = (V ,E) from an input image I. G is a directed
graph with nodes V and edges E. Each node vi ∈ V denotes a localized object in I,
represented by its bounding box bi and object label oi within a vocabulary Cg

o. Each
edge eij ∈ E denotes a predicate (e.g.“drive”) from a vocabulary Cg

p pointing from
node vi to node vj. Tij = (vi, eij, vj) defines a triplet of subject-predict-object (SPO).
Scene graph generation is thus a challenging problem of structured output prediction.
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Similar to previous SGG methods Xu et al. (2017); Zhang et al. (2017a); Tang
et al. (2019a); Zellers et al. (2018); Zareian et al. (2020), we assume a set of object
regions R = {rn} provided by an detector. Each region rn = (b̄n, ōn) consists of a
bounding box b̄n and a predicted object category ōn from a vocabulary Cd

o given
by the detector. rn thus defines a candidate node of the target scene graph G. It is
worth noting that the vocabulary of the detector Cd

o is different from the vocabulary
of the scene graph Cg

o (i.e.Cd
o ̸= Cg

o). With object regions R = {rn}, SGG is reduced
to classify rn into object categories (Cg

o ∪ {background}), and infer the predicate
label (Cg

p ∪ {background}) between each subject-object region pair (rk, rl). A main
innovation of our model is to learn from only image-text pairs for SGG, without the
need of ground-truth object labels nor their relationships.
Learning from Language Supervision. Our key idea is to extract SPO triplets from
an image caption, and match these triplets to object categories of image regions
given by the detector, thereby creating “pseudo” labels for these regions and their
relationships. Specifically, we adopt a language parser Jiayuan and Seito (2018);
Schuster et al. (2015) to extract a set of triplets {T ′} from the caption S. We further
link object region pairs {rk, rl} in the image I provided by the detector to the parsed
sentence triplets T ′. This is done by using WordNet Miller (1995) to match detected
object categories ōk and ōl from every region pair to the subject and object in each
T ′, respectively. If matched, the sentence triplet T ′ will define a “pseudo” label for
the region pair (rk, rl) (subject, object) and their relationship ekl (predicate). These
“pseudo” labels can then be used to train our model.
Model overview. Our model, inspired by recent work in vision-language pretrain-
ing Chen et al. (2020b); Li et al. (2020b); Zhou et al. (2020); Lu et al. (2020); Su et al.
(2020); Tan and Bansal (2019); Lu et al. (2019), seeks to label the SPO triplet given a
pair of regions. Specifically, we design a Transformer-based model with its inputs as
a region pair (rk, rl) and the contextual features from other regions {rn}− {rk, rl}. Our
model then predicts the category labels (ok, ekl,ol) of a SPO triplet Tkl for the input
region pair (rk, rl). During training, our model is supervised by the “pseudo” labels
T ′ parsed from caption S. During inference, our model takes inputs of the image I

and its detection results R = {rn}, labels every region pair (rk, rl), and aggregates the
SPO triplets into a full scene graph. Fig. 4.2 illustrates our model.
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“A man is driving a boat”

Language Parser

<“man”, “drive”, “boat”>
Language Supervision

Vision-Language Transformer

person ...[MASK] ship
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Figure 4.2: Overview of our proposed model for language supervised scene graph
generation. Given an image, an object detector is first applied with the detected
objects as the inputs to our model. Our model further embeds the detected region
features and textual object categories (e.g., the tags of a pair of subject-object, the
MASK representing the predicate) into token embeddings, followed by a multi-layer
Transformer encoder. Finally, our model predicts the labels of the subject region, the
object region and the predicate.

Triplet Transformer

Our proposed Triplet Transformer is a triplet labeling model based on an input region
pair and its contextual features. Specifically, for each region rn = (b̄n, ōn), we denote
its visual, positional, and textual features as xr

n, xp
n, and xo

n, respectively. xr
n is the

visual feature (ROI) pooled from the region b̄n. xp
n is a feature encoding the position

of the bounding box, i.e., a 7-D vector with the normalized top/left/bottom/right
coordinates, width, height and area for the region box b̄n. xo

n is the word embedding
of the region object label ōn. Given an input region pair (rk, rl) and all other detected
regions, our model builds a composition function f = g ◦ h to predict the labels
(ok, ekl,ol) of a SPO triplet, given by

ok, ekl,ol = g ◦ h

 xo
k, xo

l ;︸ ︷︷ ︸
Textual Embedder

xr
k, xr

l , xp
k , xp

l ;
Contextual Features︷ ︸︸ ︷
{xr

u, xp
u}u ̸=k,l︸ ︷︷ ︸

Visual Embedder


where u indexes all regions except rk and rl.

Our model thus consists of: (1) a visual embedder that encodes visual and posi-
tional region features; (2) a textual embedder that embeds textual region features
(from object labels); (3) a multi-layer Transformer h that conducts message passing
among the input visual and textual embeddings; and (4) classification heads g that
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predict the labels of a triplet. We now present details for each component.
Visual Embedder. Our visual embedder transforms visual and positional features
(xr

n and xp
n) of region rn into an embedding vn, where n indexes all region features

including k (subject), l (object) and u (context). This is given by

vn = LN(LN(Wrxr
n) + LN(Wpxp

n) + et
n), (4.1)

where Wr and Wp are trainable weights that project the features into the same di-
mension d. et

n ∈ Rd is the type embedding of a region (subject vs. object vs. context).
LN denotes Layer Normalization Ba et al. (2016).
Textual Embedder. Our textual embedder accepts two inputs: (1) the word embed-
dings xo

k and xo
l of region labels for subject and object region, respectively; and (2) the

word embedding of a special word “MASK”, denoted as xo
p, representing the missing

predicate. The embedder encodes the input word embedding and the positional
embedding into a textual embedding tm, given by

tm = LN(Wexo
m + ep

m), (4.2)

where m indexes k (subject), p (predicate) or l (object). ep
m ∈ Rd is the positional

embedding Devlin et al. (2019) of the current token. We represents the trainable
weights projecting the word embedding into the dimension of d.
Transformer Encoder. The visual and textual embeddings (vn and tm) are further
fed into a multi-layer Transformer encoder Vaswani et al. (2017a). This encoder
uses multi-head self-attention, coupled with multilayer perceptron (MLP) and layer
normalization, to output a contextualized embedding (v̂n ∈ Rd or t̂m ∈ Rd) for
each input vn or tm. This Transformer encoder can be considered as conducting
message passing across all input tokens. Among all the outputs, the embeddings
corresponding to the subject, predicate, object tokens will be further used for triplet
label prediction, as shown in Fig. 3.2. For a region pair (rk, rl), the embeddings
v̂k / t̂k correspond to the visual / textual feature of the subject region (i.e.the first
input region), the predicate embedding t̂p is from the special word “MASK”, and the
embeddings v̂l / t̂l represent the visual / textual feature of the object region (i.e.the
second input region).
Classification Heads. Our model further fuses the encoder outputs, and predicts
labels of a SPO triplet (subject-predicate-object) for the input region pair (rk, rl). The
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feature fusion is given by

s = v̂k + Wvxo
k, o = v̂l + Wvxo

l ,

p = t̂p + Wtst̂k + Wtot̂l + Wvsv̂k + Wvov̂l,
(4.3)

where Wv, Wts, Wto, Wvs, Wvo are learnable weights. The outputs s ∈ Rd, o ∈ Rd,
p ∈ Rd are further used to classify subject, predicate, and object labels, respectively.
This is done using a two-layer MLP followed by softmax.

Learning from Language Supervision

Our key innovation is the use of image captions as the only supervisory signal for
training our model. This is done by constructing “pseudo” labels of triplets from
image captions. Concretely, we first parse a caption into a set of SPO triplets. Each
triplet is further matched to every pair of regions, by comparing subject and object
tokens in the sentence triplet to the predicted categories of a region pair. Our model is
then trained on the matched pairs of regions to predict their corresponding sentence
triplets. We point out that our approach of learning from image-sentence pairs can
be easily adapted by different SGG models.
Closed-Set vs. Open-Set. In this paper, we primarily consider a closed-set setting —
the vocabulary of the subject, predicate, and object during evaluation is known in
prior. In this setting, our learning is focused on the concepts of interest and our model
only considers sentence triplets within the vocabulary. Nonetheless, our method does
support the open-set setting, where there are no limits on the vocabulary. In this case,
our model learns from all frequently appearing subject, predicate, and object tokens
in the captions. Additional matching step is needed at inference time to identify
concepts in the target vocabulary. We will explore this setting in our experiment.
Triplet Parsing and Filtering. We use an off-the-shelf rule-based language parser Ji-
ayuan and Seito (2018) based on Schuster et al.Schuster et al. (2015) to parse the
triplets in the image captions. After parsing, the triplets with the lemmatized words
for subject, predicate and object are obtained. We further perform an optional filter-
ing step on the initial collection of triplets. For the closed-set setting, we only keep
concepts that can be matched to the categories in the target vocabulary. Two concepts
are matched if (1) there is overlapping between their synsets, lemmas or hypernyms
in WordNet Miller (1995) (e.g.“tortoise” → “animal”), or (2) if their root forms can
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be matched (e.g.“baseball player” → “player”).
Pseudo Label Assignment. With the filtered triplets, our next step is to match
sentence triplets to pairs of regions provided by the object detector. This is done
by a greedy matching between every triplet from the caption and each region pair
from the image. Specifically, we match the corresponding subject and object tokens
between a triplet and a region pair, again using a token’s synsets, the synsets’ lemmas
and hypernyms in WordNet Miller (1995) and its root form. If multiple triplets are
matched to the same region pair, we randomly select one of them. We also filter out
region pairs that does not overlap and far away from each other, following Zellers
et al. (2018), as these pairs are less likely to contain a relationship. Once matched,
the triplet is considered as the pseudo label of the region pair for training our model.
Model Training. Our model is trained by predicting the pseudo labels of the region
pairs. We apply a multi-class cross-entropy loss for the subject, predicate, and object,
respectively. Our final loss function is given by

L = λsLs + λpLp + λoLo (4.4)

where Ls, Lp, and Lo is the loss for subject, predicate, and object respectively. And
λs, λp, and λo are their corresponding loss weights. We set λs = λo = 0.5 and λp = 1
following previous work Zellers et al. (2018); Zareian et al. (2020).
Weighted Loss. One challenge for learning is the domain gap between (a) image-
sentence pairs used for training and (b) images and their target scene graphs during
inference. For example, the distributions of concepts might be quite different in
image-sentence pairs vs. image scene graphs. In the closed-set setting, we might
have an estimated frequency of the concepts on scene graphs. In this case, we apply
a weighted loss during training, where the weight for each category is set to the
ratio between the frequency of the token in image-sentence pairs and the estimated
frequency of the matched tokens in scene graphs. If a category is not matched to
any target category, no loss weight will be applied. This weighted loss function
only requires an estimated frequency of concepts on the target dataset, and can be
considered as a simple approach for domain adaption.
Model Inference. Once trained, our model takes a region pair and its contextual
features, and predicts a SPO triplet. To obtain a scene graph, we enumerate all possible
region pairs and feed them into our model. The predicted probabilities are further
averaged for each region and thus each region is predicted to single category. In the
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open-set setting, an additional matching step is needed to infer the probability of
target categories based on the predicted categories from image-sentence pairs. In this
case, we apply the same matching step in our label assignment step.
Extension to Weakly and Fully Supervised Settings. Our model can be easily ex-
tended to weakly and fully supervised settings. In weakly supervised setting, we re-
place triplets parsed from captions with those from unlocalized scene graphs Zareian
et al. (2020), and follow the same label assignment of our setting. For fully supervised
setting, we simply replace our pseudo labels with ground-truth scene graph labels.

4.3 Key Experiments
In this section, I present our experiments and results. We start with our main results
on learning SGG from image-sentence pairs. Further, we explore open-set SGG.
Datasets. To evaluate our model, we used the standard split Xu et al. (2017) of
Visual Genome (VG) Krishna et al. (2017) (150 objects, 50 predicates, 75K/32K
images for train/test). VG comes with human-annotated image captions and localized
scene graphs, and is a widely used benchmark for SGG. For training, we considered
image captions from VG, COCO Caption (COCO) Chen et al. (2015), and Conceptual
Caption (CC) Sharma et al. (2018). COCO contains 123K images with each labeled
by 5 human-annotated captions. We selected 106k images in COCO for training by
filtering out images that exist in the test set of VG. CC contains 3.3M image-caption
pairs automatically collected from alt-text enabled images on the web. For the closed-
set setting where the target categories are known, we matched the parsed tokens
from each dataset to target categories, and kept 148-52, 143-56, 148-64 object-predicate
categories for VG, COCO and CC, respectively, leading to 673K/75K (triplets/images)
on VG, 154K/64K on COCO, and 159K/145K on CC.
Evaluation Protocol and Metrics. For the majority of our experiments, we evalu-
ate Scene Graph Detection (SGDet) following the protocol from Xu et al. (2017).
SGDet captures both the localization and classification performance using metrics
of Recall@K (R@K) Lu et al. (2016); Xu et al. (2017) and mean Recall@K (mR@K)
Chen et al. (2019b); Tang et al. (2019a). R@K computes the recall between the top K
predicted triplets and ground-truth ones. A predicted triplet is considered as correct
only when all requirements are met: (1) the predicted triplet labels match one of the
ground-truth triplet, (2) the detected subject-object regions match the ground-truth
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subject-object regions with an IoU ⩾ 0.5, respectively. mR@K averages R@K across
all predicate categories. We also included Scene Graph Classification (SGCls) and
Predicate Classification (PredCls) in our experiment on fully SGG. Importantly, all
experiments were conducted with graph constraint that limits each subject-object
pair to have only one predicate prediction.
Implementation Details. We used a Faster R-CNN Ren et al. (2015a) detector pre-
trained on OpenImages Kuznetsova et al. (2020), capable of detecting 601 object
categories. We kept the top 36 objects per image and extracted the 1536-D region
features from the detector. The object tags were represented by the 300-D GloVe
embeddings Pennington et al. (2014). We adopted the Transformer implementation
from UNITER Chen et al. (2020b) with 2 self-attention layers, 12 attention heads in
each layer and hidden size d = 768. SGD optimizer was used in training with the
image batch of 32, 16 sampled triplets per image, and the initial learning rate of 0.0032.
We used the benchmark provided by Tang et al. (2020a) for evaluation.

Language Supervised Scene Graph Generation

Now I present our main results on learning to generate scene graphs with image-
sentence pairs as only training data.
Setup and Baselines. We consider several baselines and variants of our model. A
key feature of our model is the ability to learn from only image-sentence pairs.

• VSPNet Zareian et al. (2020) is designed for weakly supervised SGG and learns
from unlocalized scene graph. As our close competitor, VSPNet takes the inputs
of object proposals from the same OpenImage detector used by our model.

• VSPNet† further augments VSPNet with object box predictions from the detec-
tor. VSPNet† thus has the same input image regions as our model.

• Ours+Weak is our model trained using unlocalized scene graphs, same as the
setting of VSPNet.

• Ours+MotifNet combines our pseudo label assignment with a supervised SGG
model (MotifNet Zellers et al. (2018)). This model is thus trained using only
image-sentence pairs.

• Ours+Full is our model trained with full supervision and using ground-truth
scene graph labels. This should be considered as an upper bound of our model.
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Figure 4.3: Main results: A comparison of results from our method and the state-of-
the-art (SoTA) method VSPNet with varying levels of supervision.

Method Training Setting SGDet
Supervision Level Source #Triplets #Images R@50 R@100

Ours+Full Localized Scene Graph Full Visual Genome 406K 58K 13.8 15.3
VSPNet Zareian et al. (2020)

Unlocalized Scene Graph Weak Visual Genome 406K 58K
4.7 5.4

VSPNet† 6.7 7.4
Ours+Weak 10.0 11.5

Ours+MotifNet Image Description Weaker CC + COCO 313K 210K 5.6 6.7
Ours 5.9 7.0

Table 4.2: Results of language supervised SGG. Different from all previous approaches,
our model can learn from image-sentence pairs for SGG. With only image-sentence
pairs as the supervisory signal, our model outperforms VSPNet — a latest method of
weakly supervised SGG trained using human-annotated, unlocalized scene graphs.

Results. Fig. 4.3 presents our main results. Our model, trained by only image-text
pairs, significantly outperforms the state-of-the-art method VSPNet by a relative
margin of 30%, despite that VSPNet is trained using human-annotated unlocalized
scene graphs. With the same supervision as VSPNet, our model achieves a relative
gain of 112% in recall. These results provide first convincing evidence that high-
quality scene graphs can be learned from only image-text pairs.

Table 4.2 shows additional detailed comparison. With image description (CC +
COCO) as only supervision, our models (Ours/Ours+MotifNet) significantly outper-
form VSPNet trained using unlocalized scene graphs (7.0/6.7 vs. 5.4 R@100), despite
that image-sentence pairs are much weaker supervisory signals. Our Transformer-
based model also beats Ours+MotifNet, and performs on par with the improved
version of VSPNet (VSPNet†) (7.0 vs. 7.4 R@100). When trained using unlocalized
scene graphs, our model (Ours+Weak) again outperforms VSPNet variants by a
large margin (11.5 vs. 5.4/7.4 R@100). These results suggest that our model can learn
from only image-sentence pairs to detect scene graph in an image with high quality.
Finally, there is a noticeable gap between Ours and Ours+Weak (7.0 vs. 11.5 R@100),
and between Ours+Weak and Ours+Full (11.5 vs. 15.3 R@100), suggesting ample
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(a). Trained by Localized Scene Graphs (b). Trained by Unlocalized Scene Graphs (c). Trained by Image Descriptions

Figure 4.4: Qualitative results of our models on VG test set for SGG. All models take
the same detected regions and predict the scene graph labels. In each row, we show
3 identical images and the corresponding scene graphs generated from the models
trained by different levels of supervision. The visualized relationships are picked
from the top 30 predicted triplets.

room for future work.
Fig. 4.4 further visualizes the output scene graphs from our models, including

Ours+Full (left), Ours+Weak (middle) and Ours (right) in Table 4.2. Our model
trained by image-sentence pairs produces scene graphs with a comparable quality as
those trained using strong supervision (e.g.“man-on-motorcycle” and “man-wearing-
helmet” in the 1st row). Further, our models trained using scene graphs tend to
predict a different set of predicate when compared to our model trained using image-
sentence pairs. This is best illustrated in the 3rd row of Fig. 4.4 (“on” vs. “has”).
We conjecture that this is caused by different distributions of predicates in scene
graph and in image captions. Finally, it is worth noting that similar to many previous
approaches, our models fall short when common sense reasoning is needed. This
is shown in the 4th row of Fig. 4.4, where our models predict two man wearing the
same jacket or shirt.
Comparison to LSWS Ye and Kovashka (2021). In addition, we compare our results
to a concurrent work of LSWS Ye and Kovashka (2021). LSWS also learns to generate
scene graph from image-sentence pairs using iterative visual grounding. Table 4.3
summarizes the comparison. When trained with the same level of supervision and the
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Method Training Setting SGDet
Supervision Source R@50 R@100

LSWSYe and Kovashka (2021) Unlocalized Scene Graph Visual Genome 7.3 8.7
Ours 10.0 11.5

LSWSYe and Kovashka (2021)

Image Description

Visual Genome 3.9 4.0
Ours Visual Genome 9.2 10.3

LSWSYe and Kovashka (2021) COCO 3.3 3.7
Ours COCO 5.8 6.7

Table 4.3: Comparison to the concurrent work of LSWS Ye and Kovashka (2021).

same dataset, our models constantly outperform LSWS by a large margin. For example,
when trained using image-sentence pairs on COCO, our method achieves 5.8 R@50
and 6.7 R@100 vs. 3.3 R@50, and 3.7 R@100 from LSWS — a relative gain of at least
75%. When trained with unlocalized scene graph as the setting in VSPNet Zareian
et al. (2020), our model also outperforms LSWS by a noticeable margin (+2.7 R@50
and +2.8 R@100).

Open-set Scene Graph Generation

Moving forward, we consider a challenging open-set setting for SGG, where the
categories of target concepts (objects and predicates) are unknown during training.
We believe this is the first result for open-set SGG.
Setup. In this experiment, our model is trained on COCO Caption and evaluated
on VG. During training, we parsed concept categories from captions, remove the
low-frequency categories, and formed a vocabulary of 4273 objects and 677 predicates.
This vocabulary was then used to train our model. At inference time, we first generated
scene graphs using our vocabulary, and then matched the detected categories in our
vocabulary to target concepts on VG (150 objects and 50 predicates) for evaluation.
Results. Table 4.4 compares the results of our models trained in closed-set and open-
set settings using the same COCO caption dataset. The model trained in open-set
setting has slightly better recall (4.8 vs. 4.5 R@100). Our open-set results are also
comparable to VSPNet (supervised by unlocalized scene graphs on VG in a closed-set
setting). We hypothesis that the open-set setting allows the model to learn from
more concepts and thus benefits SGG. To verify this hypothesis, we plot the output
scene graph from our models trained on closed-set and open-set settings in Fig. 4.5.
Compared to our closed-set model, our open-set model detects more concepts outside
VG (e.g.“swinge”, “mouse”, “keyboard”). Our results suggest an exciting avenue of
large-scale training of open-set SGG using image captioning dataset such as CC.
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Model #Objects #Predicates #Triplets #Images SGDet
R@50 R@100

Ours 143 56 154K 64K 3.8 4.5
Ours 4273 677 758K 105K 4.1 4.8

Table 4.4: Results of open-set SGG. Evaluation is performed on VG with the vocabulary
and model learned from COCO.
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Figure 4.5: Qualitative results of our models (trained in open-set and closed-set
settings) on VG test set for SGG.

4.4 Conclusion
In this chapter, we proposed one of the first methods of learning to generate scene
graphs from image-text pairs. Our key idea is to use off-the-shelf object detectors,
so as to match detected object tags to parsed tokens from captions, thus creating
“pseudo” labels for training. Further, we designed a Transformer-based model and
demonstrated strong results across different levels of supervision. Our model learned
from only image-text pairs, outperformed a state-of-the-art weakly supervised model
trained by human-annotated unlocalized scene graphs. More importantly, we pre-
sented the first result for open-set scene graph generation. We hope our work points to
exciting avenues of learning structured visual representation from natural language.
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5 learning scene component

Chapter 4 demonstrated my work of learning object relationships from image-text
pairs, thereby generating scene graphs for input images. A natural question is: how
can symbolic representation like scene graph help other vision tasks? In this chapter, we
explore the benefits of leveraging scene graph structure for image captioning.

It is an old saying that “A picture is worth a thousand words”. Complex and
sometimes multiple ideas can be conveyed by a single image. Consider the example
in Fig. 5.1. The image can be described by “A boy is flying a kite” when pointing to the
boy and the kite, or depicted as “A ship is sailing on the river” when attending to the
boat and the river. Instead, when presented with regions of the bike and the street, the
description can be “A bike parked on the street”. Humans demonstrate remarkable
ability to summarize multiple ideas associated with different scene components in
the same image. More interestingly, we can easily explain our descriptions by linking
sentence tokens back to image regions.

Despite recent progress in image captioning, most of current approaches are op-
timized for caption quality. These methods tend to produce generic sentences that
are minorly reworded from those in the training set, and to “look” at regions that are
irrelevant to the output sentence Das et al. (2017); Rohrbach et al. (2018). Several
recent efforts seek to address these issues, leading to models designed for individual
tasks including diverse Wang et al. (2017); Deshpande et al. (2019), grounded Sel-
varaju et al. (2019); Zhou et al. (2019) and controllable captioning Lu et al. (2018);
Cornia et al. (2019). However, no previous method exists that can address diver-
sity, grounding, and controllability at the same time in a single model — abilities
seemingly effortless for we humans.

In this chapter, we seek to bridge the gap between captioning models and humans,
and enable multiple capabilities of image captioning within single model. To this
end, we propose to revisit an image representation that can better link image regions
to sentence descriptions—scene graph. The key idea is that such a graph can be
decomposed into a set of sub-graphs, with each sub-graph as a candidate scene
component that might be described by a unique sentence. Our goal is thus to design
a model that can identify meaningful sub-graphs and decode their corresponding
descriptions. A major advantage of this design is that diversity and controllability
are naturally enabled by selecting multiple distinct sub-graphs to decode and by
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(a) A young boy is flying 
a kite.

(b) A cruise ship is 
sailing on the river.

(c) A bike is parked on 
the street.

Figure 5.1: An example image with multiple scene components with each described
by a distinct caption. How can we design a model that can learn to identify and describe
different components of an input image?

specifying a set of sub-graphs for sentence generation.
Specifically, our method takes a scene graph extracted from an image as input. This

graph consists of nodes as objects (nouns) and edges as the relations between pairs
of objects (predicates). Each node or edge comes with its text and visual features.
Our method first constructs a set of overlapping sub-graphs from the full graph.
We develop a graph neural network that learns to select meaningful sub-graphs
best described by one of the human annotated sentences. Each of the selected sub-
graphs is further decoded into its corresponding sentence. This decoding process
incorporates an attention mechanism on the sub-graph nodes when generating each
token. Our model thus supports backtracking of generated sentence tokens into scene
graph nodes and its image regions. Consequently, our method provides the first
comprehensive model for generating accurate, diverse, and controllable captions that
are grounded into image regions.

This chapter is organized as follows. In Section 5.1, I summarize our contributions.
In Section 5.2 and Section 5.3, I present our method and key experiments, respectively.
Finally, I conclude the chapter in Section 5.4.

5.1 Contributions
The contributions of this chapter are summarized into three folds:

• We propose the first comprehensive image captioning method that enables
accurate, diverse, grounded and controllable captioning at the same time.
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• The key innovation of our method is learning to identify important scene com-
ponents by selecting sub-graphs from an input scene graph, and to decode each
component into a sentence description.

• Our model establishes new state-of-the-art results in diverse captioning, grounded
captioning and controllable captioning, and compares favourably to the latest
methods optimized for caption quality.

This work was a collaboration with Liwei Wang, Jianshu Chen, Dong Yu, and Yin
Li. The work has been published by ECCV 2020 with title as “Comprehensive Image
Captioning via Scene Graph Decomposition” Zhong et al. (2020).

5.2 Method
Given an input image I, we assume an image scene graph G = (V ,E) can be extracted
from I, where V represents the set of nodes corresponding to the detected objects
(nouns) in I, and E represents the set of edges corresponding to the relationships
between pairs of objects (predicates). Our goal is to generate a set of sentences
C = {Cj} to describe different components of I using the scene graph G. To this end,
we propose to make use of the sub-graphs {Gs

i = (Vs
i ,Es

i)} from G, where Vs
i ⊆ V

and Es
i ⊆ E. Our method seeks to model the joint probability P(Sij = (G,Gs

i ,Cj)|I),
where P(Sij|I) = 1 indicates that the sub-graph Gs

i can be used to decode the sentence
Cj. Otherwise, P(Sij|I) = 0. We further assume that P(Sij|I) can be decomposed into
three parts, given by

P(Sij|I) = P(G|I)P(Gs
i |G, I)P(Cj|G

s
i ,G, I). (5.1)

Intuitively, P(G|I) extracts scene graph G from an input image I. P(Gs
i |G, I) de-

composes the full graph G into a diverse set of sub-graphs {Gs
i } and selects important

sub-graphs for sentence generation. Finally, P(Cj|G
s
i ,G, I) decodes a selected sub-

graph Gs
i into its corresponding sentence Cj, and also associates the tokens in Cj to

the nodes Vs
i of the sub-graph Gs

i (the image regions in I). Fig. 5.2 illustrates the
details of our method.
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Figure 5.2: Overview of our method. Our method takes a scene graph extracted from
an input image, and decomposes the graph into a set of sub-graphs. We design a
sub-graph proposal network (sGPN) that learns to identify meaningful sub-graphs,
which are further decoded by an attention-based LSTM for generating sentences and
grounding sentence tokens into sub-graph nodes (image regions). By leveraging
sub-graphs, our method for the first time unifies accurate, diverse, grounded, and
controllable image captioning in a single model.

Scene Graph Detection and Decomposition

Our method first extracts scene graph G from image I (P(G|I)) using MotifNet Zellers
et al. (2018). MotifNet builds LSTMs on top of object detector outputs Ren et al.
(2015b) and produces a scene graph G = (V ,E) with nodes V for common objects
(nouns) and edges E for relationship between pairs of objects (predicates), such as
“holding”,“behind” or “made of”. Note that G is a directed graph, i.e., an edge must
start from a subject noun or end at an object noun. Therefore, the graph G is defined
by a collection of subject-predicate-object triplets, e.g., kid playing ball.

We further samples sub-graphs {Gs
i } from the scene graph G by using neighbor

sampling Klusowski and Wu (2018). Specifically, we randomly select a set of seed
nodes {Si} on the graph. The immediate neighbors of the seed nodes with the edges
in-between define a sampled sub-graph. Formally, the sets of sub-graph nodes and
edges are Vs

i = Si ∪ {N(v)|v ∈ Si} and Es
i = {(v,u)|v ∈ Si,u ∈ N(v)} respectively,

where N(v) denotes the immediate neighbors of node v. Identical sub-graphs are
removed to obtain the final set of sub-graphs {Gs

i = (Vs
i ,Es

i)}, which covers potential
scene components in the input image I.
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Sub-graph Proposal Network

Our next step is to identify meaningful sub-graphs that are likely to capture major
scene components in the image (P(Gs

i |G, I)). Specifically, our model first combines
visual and text features on the scene graph G, followed by an integration of contex-
tual information within G using a graph convolutional network, and finally a score
function learned to rank sub-graphs Gs

i .
Scene Graph Representation. Given a directed scene graph G = (V ,E), we augment
its nodes and edges with visual and text features. For a node v ∈ V , we use both its
visual feature extracted from image regions and the word embedding of its noun
label. We denote the visual features as xv

v ∈ Rdv and text features as xe
v ∈ Rde . For

an edge e ∈ E, we only use the embedding of its predicate label denoted as xe
e ∈ Rde .

Subscripts are used to distinguish node (v) and edge (e) features and superscripts
to denote the feature type, i.e., visual features or text embedding. Visual and text
features are further fused by projecting them into a common sub-space. This is done
separately for node and edge features by

xf
v = ReLU(W1

fxv
v + W2

fxe
v), xf

e = W3
fxe

e, (5.2)

where W1
f ∈ Rdf×dv , W2

f ∈ Rdf×de and W3
f ∈ Rdf×de are learned projections.

Graph Convolutional Network (GCN). After feature fusion and projection, we
further model the context between objects and their relationships using a GCN. The
GCN aggregates information from the neighborhood within the graph and updates
node and edge features. With an proper ordering of the nodes and edges, we denote
the feature matrix for nodes and edges as Xf

v = [xf
v] ∈ Rdf×|V | and Xf

e = [xf
e] ∈ Rdf×|E|,

respectively. The update rule of a single graph convolution is thus given by

X̂f
v = Xf

v + ReLU(WpsXf
eAps) + ReLU(WpoXf

eApo),

X̂f
e = Xf

e + ReLU(WspXf
vAsp) + ReLU(WopXf

vAop),
(5.3)

where Wps, Wpo, Wsp, Wop ∈ Rdf×df are learnable parameters that link subject or
object features (nouns) with predicate features. For example, Wps connects between
predicate features and subject features. Aps, Apo ∈ R|E|×|V | are the normalized
adjacency matrix (defined by G) between predicates and subjects, and between
predicates and objects, respectively. For instance, a non-zero element in Aps suggests
a link between a predicate and a subject on the scene graph G. Similarly, Asp, Aop ∈
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R|V |×|E| are the normalized adjacency matrix between subjects and predicates, and
between objects and predicates.

Our GCN stacks several graph convolutions, and produces an output scene graph
with updated node and edge features. We only keep the final node features (Xu

v =

[xu
v ], v ∈ V) for subsequent sub-graph ranking, as the predicate information has been

integrated using GCN.
Sub-graph Score Function. With the updated scene graph and the set of sampled
sub-graphs, our model learns a score function to select meaningful sub-graphs for
generating sentence descriptions. For each sub-graph, we index its node features as
Xs

i = [xu
v ], v ∈ Vs

i and construct a score function

si = σ(f(Φ(Xs
i ))), (5.4)

where Φ(·) is a sub-graph readout function Xu et al. (2019) that concatenates the
max-pooled and mean-pooled node features on the sub-graph. f(·) is a score function
realized by a two-layer multilayer perceptron (MLP). And σ(·) is a sigmoid function
that normalizes the output score into the range of [0, 1].
Learning the Score Function. The key challenge of learning the score function f is the
training labels. Our goal is to rank the sampled sub-graphs and select the best ones to
generate captions. Thus, we propose to use ground-truth captions provided by human
annotators to guide the learning. A sub-graph with most of the nodes matched to one
of the ground-truth sentences should be selected. To this end, we recast the learning
of the score function f as training a binary classifier to distinguish between “good”
(positive) and “bad” (negative) sub-graphs. Importantly, we design a matching score
between a ground-truth sentence and a sampled sub-graph to generate the target
binary labels, so as to train our binary classifier.

Specifically, given a sentence Cj and a scene graph G, we extract a reference sub-
graph on G by finding the nodes on the graph G that also appears in the sentence
Cj and including their immediate neighbor nodes. This is done by extracting nouns
from the sentence Cj using a part-of-speech tag parser Bird and Loper (2004), and
matching the nouns to the nodes on G using LCH score Leacock et al. (1998) derived
from WordNet Miller (1995). This matching process is given by M(Cj,G). We further
compute the node Intersection over Union (IoU) score between the reference sub-
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graph M(Cj,G) and each of the sampled sub-graph Gs
I by

IoU(Gs
i ,Cj) =

|Gs
i ∩M(Cj,G)|

|Gs
i ∪M(Cj,G)|

, (5.5)

where ∩ and ∪ are the intersection and union operation over sets of sub-graph nodes,
respectively. The node IoU provides a matching score between the reference sentence
Cj and the sub-graph Gs

i and is used to determine our training labels. We only
consider a sub-graph as positive for training if its IoU with any of the target sentences
is higher than a pre-defined threshold (0.75).
Training Strategy. A major issue in training is that we have many negative sub-graphs
and only a few positive ones. To address this issue, a mini-batch of sub-graphs is
randomly sampled to train our sGPN, where positive to negative ratio is kept as 1:1. If
a ground-truth sentence does not match any positive sub-graph, we use the reference
sub-graph from M(Cj,G) as its positive sub-graph.

Decoding Sentences from Sub-graphs

Our final step is to generate a target sentence using features from any selected single
sub-graph (P(Cj|G

s
i ,G, I)). We modify the attention-based LSTM Anderson et al.

(2018) for sub-graph decoding, as shown in Fig. 3.2 (top right). Specifically, the
model couples an attention LSTM and a language LSTM. The attention LSTM assigns
each sub-graph node an importance score, further used by the language LSTM to
generate the tokens. Specifically, at each time step t, the attention LSTM is given by
hA
t = LSTMAtt([hL

t−1, et, xs
i ]), where hL

t−1 is the hidden state of the language LSTM
at time t − 1. et is the word embedding of the input token at time t and xs

i is the
sub-graph feature. Instead of averaging all region features as Anderson et al. (2018);
Yao et al. (2018), our model uses the input sub-graph feature, given by xs

i = g(Φ(Xs
i )),

where g(·) is a two-layer MLP, Φ(·) is the same graph readout unit in Eq. 5.4.
Based on hidden states hA

t and the node features Xs
i = [xu

v ] in the sub-graph, an
attention weight av,t at time t for node v is computed by av,t = wT

atanh(Wvxu
v +

WhhA
t ) with learnable weights Wv, Wh and wa. A softmax function is further used to

normalize at into fft defined on all sub-graph nodes at time t. We use fft to backtrack
image regions associated with a decoded token for caption grounding. Finally, the
hidden state of the attention LSTM hA

t and the attention re-weighted sub-graph
feature Vt =

∑
v αv,txu

v are used as the input of the language LSTM—a standard
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LSTM that decodes the next word.

Training and Inference

We summarize the training and inference schemes of our model.
Loss Functions. Our sub-graph captioning model has three parts: P(G|I), P(Gs

i |G, I),
P(Cj|G

s
i ,G, I), where the scene graph generation (P(G|I)) is trained independently on

Visual Genome Krishna et al. (2017). For training, we combine two loss functions for
P(Gs

i |G, I) and P(Cj|G
s
i ,G, I). Concretely, we use a binary cross-entropy loss for the

sub-graph proposal network (P(Gs
i |G, I)), and a multi-way cross-entropy loss for the

attention-based LSTM model to decode the sentences (P(Cj|G
s
i ,G, I)). The coefficient

between the two losses is set to 1.
Inference. During inference, our model extracts the scene graph, samples sub-graphs
and evaluates their sGPN scores. Greedy Non-Maximal Suppression (NMS) is further
used to filter out sub-graphs that largely overlap with others, and to keep sub-graphs
with high sGPN scores. The overlapping between two sub-graphs is defined by the
IoU of their nodes. We find that using NMS during testing helps to remove redundant
captions and to promote diversity.

After NMS, top-ranked sub-graphs are decoded using an attention-based LSTM.
As shown in Luo and Shakhnarovich (2020), an optional top-K sampling Fan et al.
(2018); Radford et al. (2019) can be applied during the decoding to further improve
caption diversity. We disable top-K sampling for our experiments unless otherwise
noticed. The final output is thus a set of sentences with each from a single sub-graph.
By choosing which sub-graphs to decode, our model can control caption contents.
Finally, we use attention weights in the LSTM to ground decoded tokens to sub-graph
nodes (image regions).

5.3 Key Experiments
In this section, I describe the implementation details and present results. Our model is
evaluated across several captioning tasks, including accurate and diverse captioning,
grounded captioning, and controllable captioning.
Implementation Details. We used Faster R-CNN Ren et al. (2015b) with ResNet-
101 He et al. (2016) from Anderson et al. (2018) as our object detector. Based on
detection results, Motif-Net Zellers et al. (2018) was trained on Visual Genome Kr-
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ishna et al. (2017) with 1600/20 object/predicate classes. For each image, we applied
the detector and kept 36 objects and 64 triplets in scene graph. We sampled 1000
sub-graphs per image and removed duplicate ones, leading to an average of 255/274
sub-graphs per image for MS-COCO Chen et al. (2015)/Flickr30K Plummer et al.
(2015). We used 2048D visual features for image regions and 300D GloVe Pennington
et al. (2014) embeddings for node and edge labels. These features were projected
into 1024D, followed by a GCN with depth of 2 for feature transform and an attention
LSTM (similar to Anderson et al. (2018)) for sentence decoding. For training, we used
Adam Kingma and Ba (2015) with initial learning rate of 0.0005 and a mini-batch of
64 images and 256 sub-graphs. Beam search was used in decoding with beam size 2,
unless otherwise noted.

Accurate and Diverse Image Captioning

Dataset and Metric. We follow the evaluation protocol from Vijayakumar et al. (2018);
Wang et al. (2017); Deshpande et al. (2019); Aneja et al. (2019) and report both
accuracy and diversity results using the M-RNN split Mao et al. (2015) of MS-COCO
Caption dataset Chen et al. (2015). Specifically, this split has 118,287/4,000/1,000
images for train/val/test set, with 5 human labeled captions per image. We train
the model on the train set and report the results on the val set. For accuracy, we
report top-1 accuracy out of the top 20/100 output captions, using BLEU Papineni
et al. (2002), CIDEr Vedantam et al. (2015), ROUGE-L Lin (2004), METEOR Banerjee
and Lavie (2005) and SPICE Anderson et al. (2016). For diversity, we evaluate the
percentage of distinct captions from 20/100 sampled output captions and report the
scores for novel sentences, mutual overlap (mBLEU-4), and 1/2-gram diversity of the
best 5 sampled captions using a ranking function.
Baselines. We consider several latest methods designed for diverse and accurate cap-
tioning as our baselines, including Div-BS Vijayakumar et al. (2018), AG-CVAE Wang
et al. (2017), POS Deshpande et al. (2019), POS+Joint Deshpande et al. (2019) and
Seq-CVAE Aneja et al. (2019). We compare our results of Sub-GC to these baselines
in Table 5.1. In addition, we include the results of our model with top-K sampling
(Sub-GC-S), as well as human performance for references of diversity.
Diversity Results. For the majority of the diversity metrics, our model Sub-GC
outperforms previous methods (+8% for novel sentences and +29%/20% for 1/2-
gram with 20 samples), except the most recent Seq-CVAE. Upon a close inspection of
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Method #
Diversity Top-1 Accuracy

Distinct
Caption (↑)

#novel
(Best 5) (↑)

mBLEU-4
(Best 5) (↓)

1-gram
(Best 5) (↑)

2-gram
(Best 5) (↑) B1 B2 B3 B4 C R M S

Div-BS Vijayakumar et al. (2018)

20

100% 3106 81.3 0.20 0.26 72.9 56.2 42.4 32.0 103.2 53.6 25.5 18.4
AG-CVAE Wang et al. (2017) 69.8% 3189 66.6 0.24 0.34 71.6 54.4 40.2 29.9 96.3 51.8 23.7 17.3
POS Deshpande et al. (2019) 96.3% 3394 63.9 0.24 0.35 74.4 57.0 41.9 30.6 101.4 53.1 25.2 18.8

POS+Joint Deshpande et al. (2019) 77.9% 3409 66.2 0.23 0.33 73.7 56.3 41.5 30.5 102.0 53.1 25.1 18.5
Sub-GC 71.1% 3679 67.2 0.31 0.42 77.2 60.9 46.2 34.6 114.4 56.1 26.9 20.0

Seq-CVAE Aneja et al. (2019) 20 94.0% 4266 52.0 0.25 0.54 73.1 55.4 40.2 28.9 100.0 52.1 24.5 17.5
Sub-GC-S 96.2% 4153 36.4 0.39 0.57 75.2 57.6 42.7 31.4 107.3 54.1 26.1 19.3

Div-BS Vijayakumar et al. (2018)

100

100% 3421 82.4 0.20 0.25 73.4 56.9 43.0 32.5 103.4 53.8 25.5 18.7
AG-CVAE Wang et al. (2017) 47.4% 3069 70.6 0.23 0.32 73.2 55.9 41.7 31.1 100.1 52.8 24.5 17.9
POS Deshpande et al. (2019) 91.5% 3446 67.3 0.23 0.33 73.7 56.7 42.1 31.1 103.6 53.0 25.3 18.8

POS+Joint Deshpande et al. (2019) 58.1% 3427 70.3 0.22 0.31 73.9 56.9 42.5 31.6 104.5 53.2 25.5 18.8
Sub-GC 65.8% 3647 69.0 0.31 0.41 77.2 60.9 46.2 34.6 114.4 56.1 26.9 20.0

Seq-CVAE Aneja et al. (2019) 100 84.2% 4215 64.0 0.33 0.48 74.3 56.8 41.9 30.8 104.1 53.1 24.8 17.8
Sub-GC-S 94.6% 4128 37.3 0.39 0.57 75.2 57.6 42.7 31.4 107.3 54.1 26.1 19.3
Human 5 99.8% - 51.0 0.34 0.48 - - - - - - - -

Table 5.1: Diversity and top-1 accuracy results on COCO Caption dataset (M-RNN
split Mao et al. (2015)). Best-5 refers to the top-5 sentences selected by a ranking
function. Note that Sub-GC and Sub-GC-S have same top-1 accuracy in terms of
sample-20 and sample-100, since we have a sGPN score per sub-graph and global
sorting is applied over all sampled sub-graphs. Our models outperform previous
methods on both top-1 accuracy and diversity for the majority of the metrics.

Seq-CVAE model, we hypothesis that Seq-CVAE benefits from sampling tokens at each
time step. It is thus meaningful to compare our model using top-K sampling (Sub-GC-
S) with Seq-CVAE. Sub-GC-S outperforms Seq-CVAE in most metrics (+18%/19% for
1/2-gram with 100 samples) and remains comparable for the metric of novel sentences
(within 3% difference).
Accuracy Results. We notice that the results of our sub-graph captioning models
remain the same with increased number of samples. This is because our outputs
follow a fixed rank from sGPN scores. Our Sub-GC outperforms all previous methods
by a significant margin. Sub-GC achieves +2.6/2.1 in B4 and +11.2/9.9 in CIDEr
when using 20/100 samples in comparison to previous best results. Moreover, while
achieving best diversity scores, our model with top-K sampling (Sub-GC-S) also
outperforms previous methods in most accuracy metrics (+0.8/0.9 in B1 and +4.1/2.8
in CIDEr when using 20/100 samples) despite its decreased accuracy from Sub-GC.
Comparison to Accuracy Optimized Captioning models. We conduct further exper-
iments to compare the top ranked sentence from ou Sub-GC against the results of
latest captioning models optimized for accuracy, including Up-Down Anderson et al.
(2018), GCN-LSTM Yao et al. (2018) and SGAE Yang et al. (2019). All these previous
models can only generate a single sentence, while our method (Sub-GC) can generate
a set of diverse captions. As a reference, we consider a variant of our model (Full-GC)
that uses a full scene graph instead of sub-graphs to decode sentences. Moreover, we
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Method B1 B4 C R M S
Up-Down Anderson et al. (2018) 77.2 36.2 113.5 56.4 27.0 20.3

GCN-LSTM Yao et al. (2018) 77.3 36.8 116.3 57.0 27.9 20.9
SGAE Yang et al. (2019) 77.6 36.9 116.7 57.2 27.7 20.9

Full-GC 76.7 36.9 114.8 56.8 27.9 20.8
Sub-GC 76.8 36.2 115.3 56.6 27.7 20.7

Sub-GC-oracle 90.7 59.3 166.7 71.5 40.1 30.1

Table 5.2: Comparison to accuracy optimized models on COCO caption dataset using
Karpathy split Karpathy and Fei-Fei (2015). Our Sub-GC compares favorably to the
latest methods that were designed to only output a single high-quality caption.

include an upper bound of our model (Sub-GC-oracle) by assuming that we have
an oracle ranking function, i.e., always selecting the maximum scored sentence for
each metric. All results are reported on Karpathy split Karpathy and Fei-Fei (2015)
without using reinforcement learning for score optimization Rennie et al. (2017).

Our results are shown in Table 5.2. Our Sub-GC achieves comparable results
(within 1-2 points in B4/CIDEr) to latest methods (Up-Down, GCN-LSTM and
SGAE). We find that the results of our sub-graph captioning model is slightly worse
than those models using the full scene graph, e.g., Full-GC, GCN-LSTM and SGAE.
We argue that this minor performance gap does not diminish our contribution, as
our model offers new capacity for generating diverse, controllable and grounded
captions. Notably, our best case (Sub-GC-oracle) outperforms all other methods for
all metrics by a very large margin (+22.4 in B4 and +50.0 in CIDEr). These results
suggest that at least one high-quality caption exists among the sentences decoded
from the sub-graphs. It is thus possible to generate highly accurate captions if there
is a way to select this “good” sub-graph.

Grounded Image Captioning

Moreover, we evaluate our model for grounded captioning. We describe the dataset
and metric, introduce our setup and baselines, and discuss our results.
Dataset and Metric. We use Flickr30k Entities Plummer et al. (2015) for grounded
captioning. Flickr30k Entities has 31K images, with 5 captions for each image. The
dataset also includes 275k annotated bounding boxes associated with the phrases
in corresponding captions. We use the data split from Karpathy and Fei-Fei (2015).
To evaluate the grounding performance, we follow the protocol in GVD Zhou et al.
(2019). We report both F1all and F1loc. F1all considers a region prediction as correct
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Method Grounding Evaluation Caption Evaluation
F1 all F1 loc B1 B4 C M S

GVD Zhou et al. (2019) 3.88 11.70 69.2 26.9 60.1 22.1 16.1
Up-Down Anderson et al. (2018) 4.14 12.30 69.4 27.3 56.6 21.7 16.0

Cyclical Ma et al. (2019) 4.98 13.53 69.9 27.4 61.4 22.3 16.6
Full-GC 4.90 13.08 69.8 29.1 63.5 22.7 17.0
Sub-GC 5.98 16.53 70.7 28.5 61.9 22.3 16.4

GVD (Sup.) Zhou et al. (2019) 7.55 22.20 69.9 27.3 62.3 22.5 16.5

Table 5.3: Grounded captioning results on Flickr30K Entities Plummer et al. (2015).
Our method (Sub-GC) outperforms previous weakly supervised methods.

A man in a orange hat and brown pants is 
jumping off a rock.

A man in a suit is walking down the street.

A man is jumping off a rock in a rocky area.A bus is parked in front of a building.

A man in a white shirt and green 
shorts is walking in front of a building.

A woman is walking through a building.

A man is playing a accordion
in front of a building.

People walking down a street
in a city.

A young couple walking down the street. A woman is walking in a large building. A man jumps off a rock into the ocean.A man in a grey shirt is 
walking down the street.

Figure 5.3: Sample results of our Sub-GC on Flickr30k Entities test set. Each column
shows three captions with their region groundings decoded from different sub-graphs
for an input image. The first two rows are successful cases and the last row is the failure
case. These sentences can describe different parts of the images. Each generated noun
and its grounding bounding box are highlighted in the same color.

if the object word is correctly predicted and the box is correctly localized. On the other
hand F1loc only accounts for localization quality. Moreover, we report the standard
BLEU Papineni et al. (2002), CIDEr Vedantam et al. (2015), METEOR Banerjee and
Lavie (2005) and SPICE Anderson et al. (2016) scores for caption quality.
Experiment Setup and Baselines. For this experiment, we only evaluate the top-
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ranked sentence and its grounding from our model. We select the node on the
sub-graph with maximum attention weight when decoding a noun word, and use
its bounding box as the grounded region. Our results are compared to a strong
set of baselines designed for weakly supervised grounded captioning, including
weakly supervised GVD Zhou et al. (2019), Up-Down Anderson et al. (2018) and
a concurrent work Cyclical Ma et al. (2019). We also include reference results from
fully supervised GVD Zhou et al. (2019) that requires ground-truth matching pairs
for training, and our Full-GC that decode a sentence from a full graph.
Results. Our results are presented in Table 5.3. Among all weakly supervised meth-
ods, our model achieves the best F1 scores for caption grounding. Specifically, our
sub-graph captioning model (Sub-GC) outperforms previous best results by +1.0 for
F1all and +3.0 for F1loc, leading to a relative improvement of 20% and 22% for F1all

and F1loc, respectively. Our results also have the highest captioning quality (+1.1 in
B4 and +0.5 in CIDEr). We conjecture that constraining the attention to the nodes
of a sub-graph helps to improve the grounding. Fig. 5.3 shows sample results of
grounded captions. Not surprisingly, the supervised GVD outperforms our Sub-GC.
Supervised GVD can be considered as an upper bound for all other methods, as it
uses grounding annotations for training. Comparing to our Full-GC, our Sub-GC is
worse on captioning quality (-0.6 in B4 and -1.6 in CIDEr) yet has significant better
performance for grounding (+1.1 in F1all and +3.5 in F1loc).

Controllable Image Captioning

Finally, we report results on controllable image captioning. Again, we describe our
experiments and present the results.
Dataset and Metric. Same as grounding, we consider Flickr30k Entities Plummer
et al. (2015) for controllable image captioning and use the data split Karpathy and
Fei-Fei (2015). We follow evaluation protocol developed in Cornia et al. (2019).
Specifically, the protocol assumes that an image and a set of regions are given as input,
and evaluates a decoded sentence against one or more target ground-truth sentences.
These ground-truth sentences are selected from captions by matching the sentences
tokens to object regions in the image. Standard captioning metrics are considered
(BLEU Papineni et al. (2002), CIDEr Vedantam et al. (2015), ROUGE-L Lin (2004),
METEOR Banerjee and Lavie (2005) and SPICE Anderson et al. (2016)), yet the
ground-truth is different from conventional image captioning. Further, IoU of nouns
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Method B1 B4 C R M S IoU
NBT Lu et al. (2018) (Sup.) - 8.6 53.8 31.9 13.5 17.8 49.9

SCT Cornia et al. (2019) (Sup.) 33.1 9.9 67.3 35.3 14.9 22.2 52.7
Sub-GC 33.6 9.3 57.8 32.5 14.2 18.8 50.6

Sub-GC (Sup.) 36.2 11.2 73.7 35.5 15.9 22.2 54.1

Table 5.4: Controllable captioning results on Flickr30K Entities Plummer et al. (2015).
With weak supervision, our Sub-GC compares favorably to previous methods. With
strong supervision, our Sub-GC (Sup.) achieves the best results.

between the predicted and the target sentence is reported as Cornia et al. (2019).
Experiment Setup and Baselines. We consider (1) our Sub-GC trained with only
image-sentence pairs; and (2) a supervised Sub-GC trained with ground-truth pairs
of region sets and sentences as Cornia et al. (2019). Both models follow the same infer-
ence scheme, where input controlled set of regions are converted into best matching
sub-graphs for sentence decoding. However, supervised Sub-GC uses these matching
during training. We compare our results to recent methods developed for controllable
captioning, including NBT Lu et al. (2018) and SCT Cornia et al. (2019). NBT and SCT
are trained with matching pairs of region sets and sentences same as our supervised
Sub-GC. Results are reported without using reinforcement learning.
Results. The results are shown in Table 5.4. Our models demonstrate strong control-
lability of the output sentences. Specifically, our supervised Sub-GC outperforms
previous supervised methods (NBT and SCT) by a significant margin. Comparing to
previous best SCT, our results are +1.3 in B4, +6.4 in CIDEr and +1.4 in IoU. Interest-
ingly, our vanilla model has comparable performance to previous methods, even if it
is trained with only image sentence pairs. These results provide further supports to
our design of using sub-graphs for image captioning.

5.4 Conclusion
In this chapter, we proposed a novel image captioning model by exploring sub-graphs
of image scene graph. Our key idea is to select important sub-graphs and only decode
a single target sentence from a selected sub-graph. We demonstrated that our model
can generate accurate, diverse, grounded and controllable captions. Our method thus
offers the first comprehensive model for image captioning. Moreover, our results
established new state-of-the-art in diverse captioning, grounded captioning and
controllable captioning, and compared favourably to latest method for caption quality.
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We hope our work can provide insights into the design of explainable and controllable
models for vision and language tasks.
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6 learning action procedure

In chapter 3, chapter 4, and chapter 5, I introduced my work on learning visual
knowledge for static images by using image-text pairs as training data. However, the
visual world by its nature is dynamic, full of actions and can be recorded in videos.
In this chapter, I extend the key idea of language-guided visual learning to video
understanding. More specifically, we propose a method to learn action procedures
from video-narration pairs for procedural activity understanding.

Many of our daily activities (e.g., cooking or crafting) are highly structured, com-
prising a set of action steps conducted in a certain ordering. Yet how these activities
are performed varies among individuals. Consider the example of making scrambled
eggs as shown in Fig. 6.1. While most people tend to whisk eggs in a bowl, melt butter
in a pan, and cook eggs under medium heat, expert chefs have recommended to crack
eggs into the pan, add butter, and stir them under high heat. Imagine a vision model
that can account for the individual variations and reason about the temporal ordering
of action steps in a video, so as to infer prior missing steps, recognize the current
step, and forecast a future step. Such a model will be immensely useful for a wide
range of applications including augmented reality, virtual personal assistants, and
human-robot interaction.

Understanding complex procedural activities has been a long-standing challenge
in the vision community Pei et al. (2011); Gupta et al. (2009); Ryoo and Aggarwal
(2006); Ivanov and Bobick (2000); Brand et al. (1997); Nevatia et al. (2003). While
many prior approaches learn from annotated videos following a fully supervised
setting Kuehne et al. (2014); Zhou et al. (2018b); Elhamifar and Naing (2019), this
paradigm is difficult to scale to a plethora of activities and their variants among
individuals. A promising solution is offered by the exciting advances in vision-and-
language pre-training, where models learn from visual data (images or videos) and
their paired text data (captions or narrations) Radford et al. (2021); Li et al. (2021);
Sun et al. (2019); Zhu and Yang (2020) in order to recognize a variety of concepts. This
idea has recently been explored to analyze instructional videos Miech et al. (2020);
Lin et al. (2022), yet existing methods are limited to recognizing single action steps
in procedural activities.

In this chapter, we present a first step towards modeling the temporal ordering
of action steps in procedural activities by learning from instructional videos and
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Figure 6.1: Top: During training, our model learns from procedural videos and
step descriptions to understand individual steps and capture temporal ordering and
variations among steps. Bottom: Once trained, our model supports zero-shot step
classification and forecasting, yielding multiple credible predictions.

their narrations. Our key innovation lies in the joint learning of a video represen-
tation aiming to encode individual step concepts, and a deep probabilistic model
designed to capture temporal dependencies and variations among steps. The video
representation, instantiated as a Transformer network, is learned by matching a video
clip to its corresponding narration. The probabilistic model, built on a diffusion
process, is tasked to predict the distribution of the video representation for a missing
step, given steps in its vicinity. With the help of a pre-trained image-and-language
model Radford et al. (2021), our model is trained using only videos and their nar-
rations from automatic speech recognition (ASR), and thus does not require any
manual annotations.

Once learned, our model celebrates two unique benefits thanks to our model
design and training framework. First, our model supports zero-shot inference given
an input video, including the recognition of single steps and forecasting of future
steps, and can be further fine-tuned on downstream tasks. Second, our model allows
sampling multiple video representations when predicting a missing action step, with each
presenting a possibly different hypothesis of the step ordering. Instead of predicting
a single representation with the highest probability, sampling from a probabilistic
model provides access to additional high-probability solutions that might be beneficial
to prediction tasks with high ambiguity or requiring user interactions.

This chapter is organized as follows. In Section 6.1, I summarize our contributions.
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In Section 6.2 and Section 6.3, I present our method and key experiments, respectively.
Finally, I conclude the chapter in Section 6.4.

6.1 Contributions
The contributions of this chapter are summarized into three folds:

• Our work presents the first model that leverages video-and-language pre-
training to capture the temporal ordering of action steps in procedural activities.

• Our key technical innovation lies in the design of a deep probabilistic model
using a diffusion process, in tandem with video-and-language representation
learning.

• The result is a model and a training framework that establish new state-of-the-art
results on both step classification and forecasting tasks across the major bench-
marks. Besides, our model is capable of generating diverse step predictions and
supports zero-shot inference.

This work was a collaboration with Licheng Yu, Yang Bai, Shangwen Li, Xueting
Yan and Yin Li. The work has been accepted by CVPR 2023 with title as “Learning
Procedure-aware Video Representation from Instructional Videos and Their Narra-
tions“ Zhong et al. (2023).

6.2 Method
We consider the problem of learning video representation for understanding pro-
cedural activities from instructional videos and their narrations. An input video is
represented as a sequence of N clips {v1, v2, ..., vN}. Each vi captures a potential action
step in the input video, and the time step i records the temporal ordering of these
clips. The video clips {vi} can be either segmented by using the timestamps of ASR
outputs (as we consider during training), or densely sampled from a video following
their temporal ordering (as we use during inference). During learning, we further
assume that an ordered set of sentences {s1, s2, ..., sN} is associated with the video clips
{v1, v2, ..., vN}, with each si describing the action step in video clip vi. These sentences
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Figure 6.2: Overview of our approach. Left panel: Our model consists of (1) a
video encoder that takes a video clip and encodes it into a video embedding; (2) a
transformer-based denoising model that samples noises from Gaussian distribution
and generates video embedddings conditioned on the embeddings of adjacent video
clips. Right panel: We leverage trained image-language model CLIP to create pseudo
labels for individual video clips (a). After training, our model supports step classifi-
cation given an input video clip (b), and step forecasting given a video that records
previous steps (c). Note that diverse embeddings can be generated by sampling
various Gaussian noises.

{si} can be the output text from ASR, or given by matching the video clips to a text
corpus using an external vision language model Radford et al. (2021).
Procedural-aware Video Representation. Our goal is to learn video representation
that encodes both action step concepts and their temporal dependencies across a
range of procedural activities. Our representation consists of (a) a video encoder
f that extracts a representation xi from an input clip vi (i.e., xi = f(vi)); and (b) a
probabilistic model that characterizes the conditional probability p(xj = f(vj)|{xi =

f(vi)}i ̸=j) ∀j. This design is highly flexible and supports a number of procedural
reasoning tasks. f offers video representation suitable to classify individual step in a
clip. p(xj|{xi}i ̸=j) models the temporal dependencies among steps, and can be used
to predict the video representation of missing steps and further infer their labels.
Model Overview. To learn our representation, we leverage a pre-trained text encoder
g that remains fixed during learning, and extend the idea of masked token modeling,
populated in natural language processing Kenton and Toutanova (2019). For each
input video and its narrations at training time, we randomly sample a clip vj from
{v1, v2, ..., vN} and mask it out. We then train our model to predict the distribution of
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xj = f(vj) from {xi = f(vi)}i ̸=j (i.e., p(xj|{xi}i ̸=j)), align the expectation of the predicted
distribution E(xj) with the corresponding text embedding yj = g(sj), and match all
other video representations {xi = f(vi)}i ̸=j to their text embeddings {yi = g(si)}i ̸=j.

Despite the conceptual similarity, our learning is fundamentally different from
masked token prediction. Our method seeks to characterize the distribution of xj

instead of predicting the most likely xj, resulting in a more principled approach to
capture the temporal dependencies among steps, as well as the new capability of
sampling multiple high-probability solutions for xj. Our method is illustrated in
Fig. 6.2. In what follows, we lay out the formulation of our model, and describe its
training and inference schemes.

Modeling Action Steps and Their Ordering

Formally, given an input video with its clips {v1, v2, ..., vN} and their narrations {s1, s2, ..., sN},
our method assumes a factorization of p(Y = {yi}|X = {xi}) with video representation
xi = f(vi) (learnable) and text embedding yi = f(si) (pre-trained and fixed).

p(Y|X) = p(yj|xj) · p(xj|{xi}i ̸=j) ·
∏
i

p(yi|xi) ∀j. (6.1)

p(yi|xi) measures the alignment between a video representation xi and a text em-
bedding yi. p(xj|{xi}i ̸=j) characterizes the distribution of a video representation for a
missing step given the representations of all other steps, thereby modeling the tem-
poral ordering of steps. Note that our model is not limited to single step prediction
and can be readily extended to predict multiple missing steps.
Matching Image and Text Representations. Our model matches the video represen-
tation xi and text embedding yi in a learned vector space, such that the alignment
between them can be measured by cosine similarity. We will later instantiate this
definition into a more tractable form for learning. Yet it suffices to notice that p(yj|xj)

does not involve additional learnable parameters given xi and yi.
Modeling Step Ordering with Diffusion Process. The key challenge lies in the
modeling of p(xj|{xi}i ̸=j), as the video representation xi is at least of a few hun-
dred dimensions. To this end, we propose to model p(xj|{xi}i ̸=j) using a diffusion
process Sohl-Dickstein et al. (2015); Song and Ermon (2020) conditioned on ob-
served video representations {xi}i ̸=j. Here we briefly describe diffusion process in
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the context of our model, and refer the readers to recent surveys for more technical
details Croitoru et al. (2022); Yang et al. (2022).

Specifically, we assume a diffusion process that gradually adds noise to the input
xj over t ∈ [0, 1, ..., T ] steps.

p(x1:T
j |x0) =

T∏
t=1

p(xt
j |xt−1

j ),

p(xt
j |xt−1

j ) = N(
√
αtxt−1

j , (1 − αt)I).

(6.2)

where αt are constant hyper-parameters. The reverse diffusion (denoising) process
is parameterized with

p(x0:T
j |{xi}i ̸=j) = p(xT

j |{xi}i ̸=j)

T∏
t=1

pθ(xt−1
j |xt

j , {xi}i ̸=j). (6.3)

With sufficiently large T , p(xT
j |{xi}i ̸=j) ∼ N(0, I), i.e.a standard Gaussian noise that is

independent of {xi}i ̸=j. The denoising process is approximated by pθ(xt−1
j |xt

j , {xi}i ̸=j)

using a neural network with parameters θ such that

pθ(xt−1
j |xt

j , {xi}i ̸=j) = N(µθ(xt
j , {xi}i ̸=j),Σθ(xt

j , {xi}i ̸=j)) (6.4)

In practice, we follow Ho et al. Ho et al. (2020) and Tevet et al. Tevet et al. (2023) to
directly predict x0

j by using a denoising model h. With slight abuse of the symbols,
we denote

x̂0
j = h(xt

j , {xi}i ̸=j, t). (6.5)

h is realized using a Transformer network with the embedding of step t as part of its
inputs. Once learned, one can sample from N(0, I) and apply h through the denoising
process to predict xj based on {xi}i ̸=j.

Learning from Videos and Their Narrations

Our training approximately maximizes the likelihood of Eq. 6.1 given a set of training
videos and their narrations.
Pseudo Labels from CLIP. It is straightforward to directly align video representations
to the embeddings of their corresponding ASR text. Doing so, however, faces the
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challenges of low-quality ASR text and imprecise alignment between video and
ASR sentences. To address these challenges, we propose to create pseudo labels by
leveraging a pre-trained image-language model (e.g., CLIP Radford et al. (2021)).

Specifically, we first create a pool of step descriptions in the form of verb phrases
(e.g., “add water”, “wear gloves”) parsed from ASR sentences Shen et al. (2021), with
their embeddings as {y1:K}. Then a trained CLIP model is applied to link each video
clip with verb phrases, by matching the averaged visual features across frames with
the language embeddings of verb phrases. The resulting matching scores are used as
our training target.

Our pseudo labeling instantiates the matching p(yi|xi) between video representa-
tion and text embedding using

p(yi|xi) = softmax
(

xT
i yi

τ∥xi∥|yi∥

)
, (6.6)

where yi is selected from pool of verb phrases, i.e.yi ∈ {y1:K}, and τ is the pre-defined
temperature. The matching problem thus is converted into a “classification” problem,
making the training feasible.
Learning Objective and Training Loss. Our training minimizes an evidence upper
bound of the negative log likelihood − log p(Y|X) in Eq. 6.1. Our objective function
constitutes three loss terms:

L = LXE + LMSE + LMC. (6.7)

The first term LXE seeks to match observed video representation {xi} to their text
embeddings {yi}, given by

LXE =
1

N− 1
∑
i

H (p ′
i,p(yi|xi)) , (6.8)

where H(·, ·) is the cross entropy, and p ′
i are soft targets given by CLIP matching

scores. p(yi|xi) defined in Eq. 6.6 measures the similarity between xi and yi.
The second term LMSE comes from the Kullback–Leibler (KL) divergence within

our diffusion model, and is computed as

LMSE = Ex0
j∼p(x0

j |{xi}i ̸=j), t∼[1,T ]
[
∥x0

j − x̂0
j∥2

2
]

. (6.9)
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Note that unlike a standard diffusion model, our model directly predicts x̂0
j . This

term is applied at each step t.
The third term LMC is derived from matching the predicted video representation

x̂0
j to its text embedding yj.

LMC = Ex0
j∼p(x0

j |{xi}i ̸=j), t∼[1,T ]
[
H
(
p ′
j,p(yj|x̂0

j)
)]

, (6.10)

wherep ′
j are again soft targets given by CLIP model, and x̂0

j is denoised from a sampled
noise. During training, we adopt Monte Carlo estimation for Ep

[
− log p(yj|x̂0

j)
]
, by

minimizing − log p(yj|x̂0
j) for each sampled x̂0

j . We attach this term at each step t.
A critical design choice lies in p(yj|x̂0

j). p(yj|x̂0
j) is simplified into a score function

between a video representation and a finite set of text embeddings (defined using
verb phrases). This allows us to reach our loss terms without worrying about global
normalization constant as commonly encountered in energy-based models. Indeed,
H(p ′

j,p(yj|x̂0
j)) can be interpreted as providing guidance by matching video to text

embeddings. This term thus resembles the key idea of classifier guidance, which has
shown to be helpful for learning diffusion models Dhariwal and Nichol (2021).

Model Inference

Once trained, our model offers a procedure-aware representation with two key com-
ponents. First, the video encoder f(·) serves as a feature extractor for any input
video clips. Second, the diffusion model, represented as its denoising model h(·),
captures the temporal dependencies among steps. Our representation naturally sup-
ports a number of tasks. Here we demonstrate how our model can be used for step
classification and step forecasting.
Step Classification. An input video clip v can be encoded using f(·). The video
representation x = f(v) can be directly compared to the text embeddings Radford
et al. (2021), so as to support zero-shot step classification. Alternative, an additional
classifier can be attached on top of f and further fine-tuned to recognize the action
step in input clip.
Step Forecasting. A future video clip feature xj can be sampled from the diffusion
model by drawing from a Gaussian distribution and denoising using h(·). The pre-
dicted xj can be further classified into action steps. This prediction can be done using
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again Monte Carlo estimation given by

Exj∼p(xj|{xi}i ̸=j) [p(yj|xj)] . (6.11)

Specifically, a noise xT is first sampled from Gaussian distribution and our denoising
model gradually denoises it. At each step t, the denoising model h takes a noisy
xt
j , predicts clip feature x̂0

j , and diffuses it to xt−1
j based on the sampled noise xT

j , as
demonstrated in Eq. 6.2. After T iterations, the predicted clip feature at t = 0 is used
to match text embeddings. By sampling noises for multiple times, we can estimate
the most likely yj.

However, sampling can be costly. In practice, to obtain top-1 prediction for missing
steps, we adopt approximate inference, where the sampled noise is replaced with a
fixed zero vector, corresponding to peak in the Gaussian distribution. Our empirical
results validate that approximate inference achieves a very close performance as the
expectation over multiple sampled noises.

6.3 Key Experiments
In this section, we first introduce datasets, evaluation protocols and implementation
details. Then we demonstrate our results on step forecasting and step classification
benchmarks. Finally, we show our qualitative results.
Datasets. For pre-training, we consider HowTo100M dataset Miech et al. (2019) with
130K hours of YouTube tutorial videos. The videos cover various daily tasks, such as
foods, housework, vehicles, and so on. We use a language parser Shen et al. (2021)
to extract the verb phrases from ASR sentences of these videos and keep 9,871 most
frequent verb phrases. For fine-tuning, we train our model on COIN dataset Tang
et al. (2019b, 2020b) and EPIC-Kitchens-100 dataset Damen et al. (2021), respectively.
COIN has 476 hours of YouTube videos covering 180 tasks, such as dishes, vehicles,
and housework. Human annotators summarize 778 unique steps in total (e.g., “stir
the egg”), and annotate the temporal boundary and the category of each step in all
videos. EPIC-Kitchens-100 dataset Damen et al. (2021) has 100 hours of egocentric
videos, capturing daily activities in kitchen. Each action in the videos is annotated
with an action label and a noun label. There are 97/300 unique actions/nouns in total.
We use the human annotations in COIN and EPIC-Kitchens-100 for model evaluation.
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Evaluation Protocols. Our evaluation considers zero-shot and fine-tuning settings
for step classification and step forecasting on COIN and EPIC-Kitchens-100 datasets.
Zero-shot setting indicates that no human annotation is used during pre-training.
The pre-trained model is directly tested on the evaluation dataset. Fine-tuning setting
further fine-tunes the pre-trained model using human annotations of action steps.
For a fair comparison, we follow the same fine-tuning schemes as previous work in
respective benchmarks.
Implementation Details. We adopted TimeSformer Bertasius et al. (2021) as our
video encoder, and used the Transformer Vaswani et al. (2017b) from CLIP’s text
encoder as denoising model. We set the maximum step T to 4, maximum length
of video sequence as 9, and the number of Transformer layers as 4. We used a
trained CLIP model (ViT-B/16) to create pseudo labels and encode step descriptions.
Following DistantSup Lin et al. (2022), for pre-training we used SGD for 5 epochs and
then AdamW Loshchilov and Hutter (2018) for 25 epochs with 128 videos in a batch.
For fine-tuning, we used AdamW for 15 epochs with batch size of 64. Temperature τ

was set to 0.02.

Step Forecasting

Setup. We follow the benchmark in DistantSup Lin et al. (2022) to evaluate step
forecasting on COIN, where top-1 accuracy is reported. Given a video with previous
steps, the model anticipates the category of next single step (e.g., “stir the egg”). This
task thus requires explicit modeling of the temporal ordering among steps. We only
fine-tune the diffusion model while keeping the video encoder frozen.
Results. Table 6.1 compares results of our method with a series of baselines. The clos-
est competitor is DistantSup Lin et al. (2022) in L5, which learns from ASR text and
an external textual knowledge base Koupaee and Wang (2018) using the same video
backbone (TimeSformer Bertasius et al. (2021)). We also include other baselines re-
ported in DistantSup, e.g., SlowFast Feichtenhofer et al. (2019), TimeSformer Bertasius
et al. (2021), and S3D Xie et al. (2018) from L1 to L4, where models are supervised
using human-annotated action labels or video ASR text. Our model significantly
outperforms all baselines by at least 7.4% for the fine-tuning setting (e.g., 46.8% in L8
vs. 39.4% in L5). Further, we consider a strong baseline for the zero-shot setting by
re-purposing CLIP model Radford et al. (2021) to match the input video with the
descriptions of all step candidates. Comparing L7 and L8, our model outperforms
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Model Pretraining Top-1 Acc. (%)
Supervision Dataset Zero-shot Fine-tuning

1 SlowFast Feichtenhofer et al. (2019) Supervised: action labels Kinetics – 25.6
2 TimeSformer Bertasius et al. (2021) Supervised: action labels Kinetics – 34.7
3 S3D Xie et al. (2018) Unsupervised: ASR w. MIL-NCE Miech et al. (2020) HT100M – 28.1
4 TimeSformer Bertasius et al. (2021) Unsupervised: ASR w. MIL-NCE Miech et al. (2020) HT100M – 34.0
5 DistantSup Lin et al. (2022) Unsupervised: ASR + wikiHow HT100M – 39.4
6 Random Guess – – 0.1 –
7 CLIP Radford et al. (2021) Unsupervised: captions CLIP400M 9.4 –
8 Ours Unsupervised: ASR HT100M 11.3 46.8
9 Ours (oracle-5) Unsupervised: ASR HT100M 14.7 51.8

Table 6.1: Step forecasting on COIN dataset. We compare to a set of strong baselines
and a oracle protocol built on our method.

this variant of CLIP by a clear margin (11.3% vs. 9.4%).
A unique property of our model is its ability to output multiple, potentially

different predictions. We further evaluate the upper bound of our results by assuming
an oracle ranking function that always selects the correction prediction from 5 outputs
sampled from our model (Ours (oracle-5)). This oracle further improves the top-1
accuracy from 11.3% to 14.7% in L9, suggesting that our model is able to produce
diverse predictions for step forecasting.

Step Classification

Setup. Besides step ordering, we also evaluate step classification on COIN and
EPIC-Kitchens-100 datasets, where a model is tasked to classify a trimmed video
clip into one of the step categories. For COIN, we follow DistantSup Lin et al. (2022)
to only fine-tune the additional linear layer on top of the pre-trained video encoder.
For EPIC-Kitchens-100, we fully fine-tune the video encoder, following Kondratyuk
et al. (2021); Arnab et al. (2021); Lin et al. (2022). We report the accuracy of step
classification on COIN, and that of verb, noun, and action on EPIC-Kitchens-100.
Results. Table. 6.2 summarizes the results on COIN. We consider baselines as in
DistantSup from L1 to L8 (e.g., SlowFast Feichtenhofer et al. (2019), VideoCLIP Xu
et al. (2021a)), where models are trained using either action labels or video ASR
text. To support zero-shot inference, we re-implement a model variant (DistantSup†)
described in Lin et al. (2022). This model is pre-trained to match video embeddings
with language embeddings and thus supports recognizing arbitrary step descriptions
in L9. We also report the results of CLIP Radford et al. (2021), which creates the
pseudo labels for our pre-training in L10. As shown, our model consistently outper-
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Model Pretraining Top-1 Acc. (%)
Supervision Dataset Zero-shot Fine-tuning

1 TSN (RGB+Flow) Tang et al. (2019b) Supervised: action labels Kinetics – 36.5*
2 S3D Xie et al. (2018) Unsupervised: ASR w. MIL-NCE Miech et al. (2020) HT100M – 37.5*
3 SlowFast Feichtenhofer et al. (2019) Supervised: action labels Kinetics – 32.9
4 TimeSformer Bertasius et al. (2021) Supervised: action labels Kinetics – 48.3
5 ClipBERT Lei et al. (2021) Supervised: captions COCO+VG – 30.8
6 VideoCLIP Xu et al. (2021a) Unsupervised: ASR HT100M – 39.4
7 TimeSformer Bertasius et al. (2021) Unsupervised: ASR w. MIL-NCE Miech et al. (2020) HT100M – 46.5
8 DistantSup Lin et al. (2022) Unsupervised: ASR + wikiHow HT100M – 54.1
9 DistantSup† Lin et al. (2022) Unsupervised: ASR + wikiHow HT100M 10.2 46.6
10 CLIP Radford et al. (2021) Unsupervised: captions CLIP400M 14.8 45.9
11 Ours Unsupervised: ASR HT100M 16.6 56.9

Table 6.2: Step classification on COIN dataset. DistantSup† is re-implemented based
on their official code base. It is a variant reported in their paper that pre-trains the
model to match language embeddings. * indicates the model is fully fine-tuned.

Model Pretraining Supervision Pretraining Dataset Action (%) Verb (%) Noun (%)
1 TSN Wang et al. (2016) – – 33.2 60.2 46.0
2 TRN Zhou et al. (2018a) – – 35.3 65.9 45.4
3 TBN Kazakos et al. (2019) – – 36.7 66.0 47.2
4 MoViNet Kondratyuk et al. (2021) – – 47.7 72.2 57.3
5 TSM Lin et al. (2019) Supervised: action labels Kinetics 38.3 67.9 49.0
6 SlowFast Feichtenhofer et al. (2019) Supervised: action labels Kinetics 38.5 65.6 50.0
7 ViViT-L Arnab et al. (2021) Supervised: action labels Kinetics 44.0 66.4 56.8
8 TimeSformer Bertasius et al. (2021) Supervised: action labels Kinetics 42.3 66.6 54.4
9 DistantSup Lin et al. (2022) Unsupervised: ASR + wikiHow HT100M 44.4 67.1 58.1
10 Ours Unsupervised: ASR HT100M 47.7 69.5 60.3

Table 6.3: Step classification on EPIC-Kitchens-100 dataset with fine-tuning setting.
Our method outperforms the close competitors (TimeSformer, DistantSup), with
results on par with even stronger backbone models (MoViNet).

forms all the other methods by a clear margin under different settings. For example,
ours outperforms CLIP by 1.8% in zero-shot setting (16.6% in L11 vs. 14.8% in L10),
and outperforms DistantSup by 2.8% (56.9% in L11 vs. 54.1% in L8) in fine-tuning.

Table. 6.3 presents our results on EPIC-Kitchens-100. While TimeSformer Bertasius
et al. (2021) in L8 and DistantSup Lin et al. (2022) in L9 use the same video encoder
architecture as ours, our model in L10 achieves a clear gain over them, e.g., +3.3%/2.2%
for action/noun. The only exception is the lower accuracy (-2.7%) on verb when
compared with MoViNet (MoViNet-A6) in L4, a heavily optimized video backbone.

Predicting Diverse Future Steps

One of the defining characteristics of our model is that it allows us to sample multiple
predictions of video representation corresponding to a future step. This leads to an
interesting question about the diversity of the predictions, as partially evaluated in
our prior experiments. Here we present further demonstration of this capability by
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Diverse predictions and generated key frames for next stepModel input: videos

flatten the dough bake cookiesbake pizza

put the ingredients 
into the bowl

prepare seasonings 
and side dishes

pour some salt to 
the garlics

Figure 6.3: Visualization of zero-shot step forecasting and key frame generation.
Without using any human annotation during training, our trained model is directly
evaluated on COIN dataset Tang et al. (2020b). Given a video recording previous
steps (left), our model is capable of forecasting multiple reasonable predictions and
each predicted step is further used for key frame generation (right). We adopt stable
diffusion Rombach et al. (2022) for key frame generation, taking inputs as a text
description of step and a sampled frame from input video.

visualizing the step forecasting results, and more interestingly, using these results to
generate future video frames.

Fig. 6.3 presents the visualization for zero-shot step forecasting and key frame
generation. In this setting, our model is pre-trained without any human annotation
and is directly tested for step forecasting. We show multiple predictions sampled
from our diffusion model. Further, we demonstrate that the text description of
predicted step can be used to generate the key frames by leveraging the stable diffusion
model Rombach et al. (2022). To keep the generated images visually consistent with
the input video, we let stable diffusion model take one input video frame and the
description of predicted step as input and generate an image.

As shown in Fig. 6.3, our model can forecast multiple, reasonable next steps
(e.g., “flatten the dough”, “bake pizza”), based on which credible future frames are
generated. These results suggest that our model not only predicts meaningful video
representations of individual steps, but also captures the variations in step ordering.

6.4 Conclusion
In this chapter, we presented a model and a training frame work for learning procedure-
aware video representation from a large-scale dataset of instructional videos and
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their narrations, without the need for human annotations. The key strength of our
model lies in the joint learning of a video encoder capturing concepts of action steps,
as well as a diffusion model reasoning about the temporal dependencies among
steps. We demonstrated that our model achieves strong results on step classifica-
tion and forecasting in both zero-shot and fine-tuning settings and across COIN
and EPIC-Kitchens-100 datasets. We believe our work provides a solid step towards
understanding procedural activities. We hope that our work will shed light on the
broader problem of video-language pre-training.
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7 conclusions and future work

My previous research has extensively explored the methodology of acquiring diverse
visual knowledge through human language supervision, utilizing visual-text pairs as
the sole training data. This paradigm has proven effective in creating vision models
that exhibit generalizability in many visual concepts across a broad spectrum of vision
tasks, thus advancing the understanding of the open visual world. Building upon this
foundation, I am motivated to broaden the scope of my research toward multi-modal
understanding, with the ultimate goal as artificial general intelligence (AGI). This
broader research agenda shares the same spirit of learning visual knowledge from
human language. In this final chapter, I summarize the contributions and discuss my
future research agenda.

7.1 Conclusions
My dissertation, for the first time, demonstrates that learning from visual-text pairs
can build vision models that are generalizable to diverse visual concepts in broad
vision tasks, and capable of understanding the open visual world. By using the
visual-text pairs as the only training data, a spectrum of visual knowledge can be
learned, including object concepts, object relationships, scene components, and action
procedures. More importantly, open-vocabulary recognition is enabled for each
aspect of visual knowledge, without the need for exhaustive human annotations used
by fully-supervised methods. I revisit my key contributions as follows:

• My work on object concept learning demonstrated that fine-grained region-
token alignment can significantly improve the quality of region representation
during image-language pretraining, with image-text pairs as only training data.

• My work on object relationship learning for the first time, validated that high-
quality scene graphs can be learned from image-text pairs without the need for
human annotation.

• My work on scene component learning showed for the first time that multiple
captioning capabilities can be unified in a single model, by learning to select
salient sub-graphs from scene graphs.
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• My work on action procedure learning for the first time captured the action
ordering and its immense variations from unannotated videos and further im-
proved the learning of video representation during video-language pretraining.

My research also extended to the problems of grounding image regions to human-
annotated scene graphs Shi et al. (2021a) and to phrases in sentences Li et al. (2022),
and the problem of building interpretable visual recognition models explained by
language-described visual attributes Yan et al. (2023).

7.2 Future Work
Language supervision from large language models (LLMs). Recently, LLMs Raffel
et al. (2020); Chung et al. (2022); Kojima et al. (2022); Touvron et al. (2023) have
witnessed unprecedented advancements and have achieved human-level compre-
hension of text, such as multi-round conversations (e.g., ChatGPT). These models
leverage vast textual datasets, align responses with human values via reinforcement
learning, and showcase impressive zero-shot and few-shot reasoning capabilities.
Given the human-like proficiency of these chatbots, a natural question arises: Can
LLMs be employed to acquire a broader range of visual knowledge beyond visual-text pairs
from the web? Early open-source efforts have emerged, aiming to empower LLMs with
the ability to understand visual inputs through techniques like visual instruction
tuning (e.g., InstructBLIP Dai et al. (2023), miniGPT4 Zhu et al. (2023), LLaVA Liu
et al. (2023)). These methods typically collect instruction-answer pairs and gear
the pre-trained LLMs to generate answers, with inputs as instruction and an image.
However, these efforts heavily incline on how to generate human-like answers while
paying less attention to how to extract and understand rich information from images.
For instance, images are typically downsampled to a low resolution and encoded
into image features via a pre-trained image encoder, leading to an inevitable loss
of fine-grained visual details (e.g., how exactly each object looks like, how these
objects interact with each other in the scene). Hence, the open research question that
remains is how to exploit LLMs for visual-conditioned understanding, reasoning,
and planning, while comprehensively preserving the richness of visual information.
Language supervision from human-robot interaction. Moving beyond large lan-
guage models, learning visual knowledge from human-robot interaction offers a
paradigm that closely resembles how humans learn about the world. By gradually
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acquiring new concepts and correcting misconceptions through human instructions,
AI models can evolve and align themselves with human intelligence and values.
However, relying on newly-generated human instruction is currently impractical due
to the high cost associated with setting up human-robot interaction environments
and collecting data. The existing efforts in embodied AI focus on creating simulated
environments Savva et al. (2019); Wani et al. (2020); Weihs et al. (2021) where the
models are trained to navigate rooms and to localize target objects. They are still
far from the ability to interact with humans and the real daily-life environment, not
to mention achieving artificial general intelligence (AGI). Therefore, this research
direction holds significant importance and will be long-lasting in the field.

The benefits of visual symbolic representation. One of the fundamental distinctions
between visual and textual data lies in their respective information densities. Human
language has been created through a few thousand tokens that form textual data.
These textual data already exist as symbolic representations. On the other hand, visual
data consists of continuous signals that are subsequently converted into digital pixels.
A single image already includes millions of pixels. As a result, visual data is inherently
more complex than textual data, containing much richer information. An illustration
of this complexity is the difficulty faced by a layperson drawing a mimic picture solely
based on the text description. In light of the achievements of large language models
(LLMs), an intriguing question arises: can visual symbolic representation facilitate visual
understanding? Scene graphs Krishna et al. (2017); Xu et al. (2017), serving as abstract
and symbolic representations, can be seen as a tokenization process applied to the
visual world. In my previous work Zhong et al. (2020), I have demonstrated the
advantages of scene graphs in controllable and grounded captioning tasks. It is
worthwhile to further explore the potential benefits of visual symbolic representation
in advancing visual understanding and robot manipulation.
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