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Abstract 

     Nanostructures have attracted great interest in recent years as they display quite different 

characteristics from their bulk behavior. The applications of nanostructures, including thin films 

and photonic crystal slabs, are explored in the field of thermal emission, photon management and 

spectral sensing.   

     Infrared thermal emission from metals has important energy applications in 

thermophotovoltaics, radiative cooling, and lighting. Unfortunately, the emissivity of flat metal 

films is close to zero because the screening effect prevents metals' fluctuating currents from 

emitting to the far field. As a result, metal films are often used as reflecting mirrors instead of 

thermal emitters. Recently, nanostructured metals, such as metamaterials, have emerged as an 

interesting way to enhance and to spectrally control thermal emission based on plasmonic 

resonant effects. However, they require sophisticated lithography. Here, a completely different 

mechanism to achieve spectrally selective metallic emitters based on a tunneling effect is 
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proposed and experimentally demonstrated. This effect allows a simple flat metal film to achieve 

a near-unity emissivity with controlled spectral selectivity for efficient heat-to-light energy 

conversion. 

     Index-near-zero thin films can be used for effective photon management. They help to restrict 

the angle of acceptance, resulting in greatly enhanced light trapping limit. In addition, these 

materials also decrease the radiative recombination, leading to enhanced open circuit voltage and 

energy efficiency in direct bandgap solar cells. 

     A method of spectral sensing based on compressive sensing is shown to have the potential to 

achieve high resolution in a compact device size. The random bases used in compressive sensing 

are created by the optical response of a set of different nanophotonic structures, such as photonic 

crystal slabs. The complex interferences in these nanostructures offer diverse spectral features 

suitable for compressive sensing. 
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CHAPTER ONE 

INTRODUCTION 

 

1.1 Background 

     Devices with nanostructures have been developed over years to confine, control and guide 

light [1]. A key motivation for the development of nanostructure devices is that structures with 

reduced dimensions display quite different characteristics from their bulk behavior. Due to 

quantum effect, properties of nanoscale materials and devices, such as melting point [2], 

electrical conductivity [3], permeability [4], and optical behaviors [5], [6] are size-dependent. In 

other words, a nanostructure’s property of interest could be finely tuned by manipulating its size 

and structure. Another quantum mechanical phenomenon of the nanoscale is tunneling, where a 

particle or wave could tunnel through a classically forbidden potential barrier [7].  Tunneling is a 

fundamental technique used in the scanning tunneling microscope (STM), resonant-tunneling 

diode (RTD) and tunneling diode. In addition, nanostructures have far larger surface areas 

compared to large-scale materials with similar mass, which makes them ideal candidates for 

catalysts [8], [9] as reactivity could be greatly improved by enlarging contact area with 

surrounding reacting materials.  

     For the past three decades, efforts in nanotechnology development have led to a rich amount 

of nanostructure devices with delicately controlled size, shape and composition. Devices with 

nanostructures generally fall into two categories: The first category includes materials or devices 

with dimensionality in the form of nanoparticles, thin wires or films. Quantum dots (QDs), 
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which are nanoscale semiconductor particles, is a common example of in this category. With 

three-dimensional (3-D) quantum confinement and tunable optical properties, they have been 

actively investigated for the development of new generation of light emitting diodes (LEDs) 

[10] , diode lasers [11], solar cells [12] and transistors [13]. Thin films, consisting of fine layers 

of materials ranging from nanometers in thickness and micrometers in size, have a broad range 

of applications in coatings [14], magnetic recording media [15] and batteries. Especially, 

continuous metal thin films exhibit large transmission due to tunneling effect, which is counter-

intuitive when compared with their bulk counterparts. Tunneling effect in thin metal films has 

attracted much attention and is of value for applications as ultraviolet (UV) transparent 

conductive coating [16], transparent electrodes for solar cells [17] or photodetectors [18]. Other 

nanostructures such as nanotubes, nanochains, nanowires have all attracted great interests, and 

been widely applied in the fields like medicine, bioscience, chemistry, optics and electronics 

[19]–[22].   

     The second category comprises bulk devices with nanoscale structure. This category includes 

either bulk materials or devices with nanoscale structures limited to a thin surface region [23], or 

those which are assembled of nanoscale building blocks in three dimesons. Common examples in 

this category are glasses or gels, whose atomic structures vary in space continuously.  Photonic 

crystals (PCs) [24] form another important class. The most original prototype of PCs is a 

conventional one-dimensional (1-D) thin film stack with alternating materials with different 

thickness (Fig. 1.1(a)). Such structures are widely used in a variety of applications – from 

antireflection coatings to highly reflective mirrors. In the 1970s the generalization form of these 

structures with higher dimensions were proposed by Bykov [25] as a way to inhibit spontaneous 
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emission. Later in 1987 and 1991, two milestone papers from Yablonovitch [26] and John [27] 

further proposed to tailor the properties of photons in highly ordered materials with a 

periodically modulated dielectric constant, and later the term ‘photonic crystal’ is used to refer to 

such a structure.  

     The basic idea of PC structures is to mimic the way of how atomic crystals tailor the 

properties of electrons. Just like the case in electronics, where the periodicity of the atomic 

lattice leads to the formation of bandgaps and electronic states, certain modes or frequencies will 

be disallowed when electromagnetic wave propagates through a structure with periodically 

modulated dielectric constant. Take a 1-D PC as example. When light is incident on an 

alternating stack of different materials with quarter-wave thickness, each interface reflects some 

of the light. Certain wavelengths are not allowed to be transmitted due to constructive 

interference between the reflected fields. As a result, they are 100% reflected. This is the basis of 

Bragg reflector which is widely used as highly reflective mirrors in laser cavities or thin-film 

beam splitters. 2-D (Fig. 1.1(b)) and 3-D PCs (Fig. 1.1(c)) can be thought as the generalization 

form of the 1D case, where a full 2-D or 3-D bandgap appears when the 1-D Bragg reflection 

condition is satisfied simultaneously for all propagation directions in which the structure is 

periodic.  
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Fig. 1.1  Schematic of a (a) 1-D photonic structure. (b) 2-D photonic structure. (c) 3-D photonic 

structure. (d) PC slab. 

 

     With the presence of a bandgap, one can then confine or route light within the bandgap 

efficiently by introducing a point, or line defect to the regular lattice. This concept opens up the 

possibility of producing resonant cavities and waveguides in an integrated form, which attracted 

much attention soon after the first 2-D bandgap structures were proposed. However, in practice, 

2-D PCs which are invariant along the third dimension are impossible to achieve, resulting in 

out-of-plane loss. 3-D PCs are hard to fabricate due to the complex 3-D connectivity and strict 

alignment requirements. To enable easier fabrication, PC slab [24] has been proposed as an 

analogous to 2-D PCs. These are structures consists of a 2-D periodicity induced into a high-

index guiding layer so that the in-plane guided modes are completely confined by the slab, as the 
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one shown in Fig. 1.1(d). Such a structure preserves many desired features of true PCs and could 

be readily fabricated using a combination of existing nanofabrication techniques such as e-beam 

lithography, photo-lithography and dry etching.  

     With the great potential of nanostructures in tailoring photon property, it’s clear that it’s just 

beginning to come of age and many possibilities are waiting to be explored.  Over the past years, 

there has been a growing effort in the realization of a number of novel nanostructured devices 

ranging from laboratory proof-of-concept to commercialized products. In this dissertation, I 

further explore the applications of nanostructures, including thin films and photonic crystal slabs, 

in the field of thermal emission, solar cell and spectral sensing.   

 

1.2 Thesis Overview 

     This dissertation begins with the introduction to nanostructures and the motivation of my 

research. In chapter 2 I will introduce a spectrally selective thermal emitter based on flat metallic 

thin film. Infrared thermal emission from metals has important energy applications in 

thermophotovoltaics, radiative cooling, and lighting. Unfortunately, the emissivity of bulk metals 

is close to zero because of the screening effect prevents metals’ fluctuating currents from 

emitting to the far field. As a result, bulk metals are often used as reflecting mirrors instead of 

thermal emitters. On the other hand, nanoscale metal thin film could achieve a near-unity 

emissivity due to tunneling effect. Simulation results for a 1nm Silver film further proved that 

emissivity is enhanced over an extremely broad range of spectrum. To achieve spectral 

selectivity, a Fabry-Perot cavity is used so that the emitting wavelength and bandwidth can be 

tuned by the cavity length as well as metal film thickness. The performance of the designed 
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device is then tested in experiment and a near-unity emissivity at selected wavelengths was 

measured, which agreed well with simulation results.   

     Chapter 3 introduces the application of Index-Near-Zero (INZ) thin films in solar cell. To 

increase the efficiency of solar energy conversion, light trapping has been long advocated to 

increase the optical path length in solar absorbers. It’s well known that materials with high 

refractive index could create longer light-trapping paths and therefore stronger absorption. 

Alternatively, in this chapter a completely different way of realizing strong light-matter 

interactions with INZ thin films is introduced. As a result, both the photocurrent and open circuit 

voltage of the solar cell could be improved. To show INZ thin films could help to increase 

photocurrent with restricted angle of acceptance, the light trapping limit in such a scheme was 

derived by applying both statistical ray-optics and rigorous coupled mode theory. The former 

method is suitable for analyzing the model of traditional cells without nano-patterning while the 

latter one also applies for nanostructured cells. Both methods proved that the light trapping limit 

has been greatly improved, indicating a longer optical path length and thus stronger absorption. 

In addition, detailed balance analysis on a GaAs solar cell showed that the open circuit voltage in 

the proposed scheme could also be greatly enhanced, as a result of the decreased radiative 

recombination by INZ films.  

     In Chapter 4, a method of spectral sensing in nanophotonic structures is proposed 

theoretically, which is based on compressive sensing. A general mathematical description on the 

conventional methods for spectral sensing are reviewed first, followed by the details on obtaining 

spectral information based on compressive sensing. The random bases used in compressive 

sensing are created by the optical response of a set of different nanophotonic structures. The 
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proposed method is then tested in simulation for a specific case, where the nanophotonic 

structure consists of 400 different PC slabs. The performance of this structure is tested by 

recovering several random signals, including a broadband Lorentz signal with a sharp peak, a 

spectrum consists of 17 Lorentzian lines as well as 5 Gaussian lines. For all cases the original 

signals are recovered with high fidelity. The impact of correlation of the response functions and 

the noise tolerance is also discussed.  

     Following the theoretical proposal in Chapter 4, Chapter 5 experimentally demonstrates a 

CMOS-compatible on-chip spectrometer based on a PC slab. Specifically, we implement a two-

dimensional array of different PC structures, where the transmission spectrum of individual PC 

structure is different with each other over a target wavelength range by tuning the pattern shape, 

size, and lattice constant. This configuration allows each PC structure works as a unique spectral 

modulator so that the incoming signal is spectrally encoded into transmitted intensity when 

passing through the structure and collected by a detector underneath. The transmitted intensity 

distribution over all PC structures is the ‘fingerprint’ to uniquely identify the unknown spectrum 

using some computational reconstruction methods such as linear regression. It’s shown that the 

device could achieve 1-2 nm resolution with a total size of 210µm × 210µm. The performance of 

this device is further tested by measuring some random signals generated by a combination of 

LEDs and a white light source with a set of filters. Finally, the potential application of this 

device in hyperspectral sensing is experimentally demonstrated by obtaining the spectral 

information of the images of some characters on a paper.  
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CHAPTER TWO 

SPECTRALLY SELECTIVE THERMAL EMITTER  
BASED ON FLAT METALLIC FILMS  

 
2.1 Introduction 
 
     A blackbody radiates in a wide spectral range. Such broadband emission is often undesirable 

in many energy applications that rely on radiative heat as the primary mode of energy exchange. 

For example, in thermophotovoltaics, an ideal emitter should have a sharp cut-off in the near-

infrared spectral range [1]–[3]. In passive radiative cooling [4], the emitter should only radiate in 

wavelength range between 8 to 13 µm [5].  Driven by these energy applications, there has been a 

great amount of recent interests in spectrally selective thermal emitters [6]–[13].  

     There are two approaches to achieve the spectral selectivity. The first relies on the intrinsic 

dielectric property of materials. For example, SiC is used for thermal emission in the selected 

spectral range between 10 to 13µm [14] based on its phonon polaritons. Generally, this approach 

requires minimal amount of nanofabrication because the spectral selectivity is offered by the 

intrinsic properties of the material. The main drawback is the lack of spectral tunability and 

potential material incompatibility. The second approach is based on nanostructured materials 

[15], [16]. This approach offers greater flexibility in tuning the emission spectra because the 

spectral features are determined by the structure instead of any intrinsic dielectric properties. 

Metals are often the favorite choice of materials because they can be made to selectively emit at 

any wavelength from visible to THz. This capability is enabled by the fact that metals’ thermal 

emission mainly comes from free carriers instead of transitions in quantized energy levels. 
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However, due to the strong screening effect, a flat metal film has very low emissivity. To 

overcome such issue, recently metamaterial emitters have emerged as a very interesting solution 

based on the plasmonic resonances of metals. A variety of metallic structures have been 

demonstrated, including nanoparticles, gratings, and hyperbolic metamaterials [17]–[22], to 

name a few. Despite its great spectral tunability, using nanostructures to control emission 

imposes a significant barrier for practical applications because it often requires expensive 

lithography. It is therefore highly desirable to achieve spectrally selective emitters without 

nanostructure patterning. In this chapter, a new type of spectral selective emitter based on flat 

metallic films is reported. Instead of plasmonic resonance, it relies on the tunneling effect in 

extremely thin films. The tunneling effect enhances the emissivity of metal film over extremely 

broadband range. A simple Fabry-Perot cavity can be used to accomplish the spectral selectivity. 

This method allows the large-area low-cost fabrication of spectrally selective thermal emitter, 

which could be used in a variety of energy applications. 

 

2.2 Tunneling Effect in Extremely Thin Films 

     Metals have great potential to become efficient thermal emitters because of their high density 

of free charges. This potential is also reflected by the large value of the imaginary part of the 

dielectric constant, particularly in the infrared regime. However, the strong screening effect 

prevents the fluctuating currents inside the metal from radiating to the free space. As a result, flat 

metal films typically have a low emissivity below 5%. To illustrate such screening effect in 

simulations, Fig. 2.1(a) shows the emission by an electric-current point source, which can be 

considered as the building element of a thermal source. The point source emitting at a 
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wavelength of 10 µm is placed 0.5 nm below the air-silver interface, a distance much shorter 

than the skin depth ( ~ 10 nm for silver).  The simulation is performed by solving the Maxwell’s 

equations with a finite-element method. The dielectric constant of silver is taken from Ref [23]. 

One can see that despite being close to the surface, the point source radiates weakly. The bulk 

Ag material below the point current effectively prevents the far-field emission. Conventional 

approaches of enhancing the emission in metals exploit the plasmonic resonances in 

nanostructures, such as metamaterial emitters, which inevitably requires nano-patterning. This 

chapter explores a completely different mechanism based on the tunneling effect in flat and 

continuous ultra-thin metal films. To briefly illustrate the idea, Fig. 2.1(b) shows the same 

current source placed in the center of a 1-nm-thick silver film. Due to the thin thickness, the film 

does not have enough charges to screen the oscillating current. The emission is drastically 

enhanced in ultra-thin flat film, which can be directly visualized by comparing Fig. 2.1(a) and 

Fig. 2.1(b) where the same color map is used. Moreover, unlike the plasmonic resonant 

enhancement, the tunneling enhancement is a non-resonant effect, meaning that it has extremely 

broad spectral bandwidth.  
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Fig. 2.1 (a) Radiation by an electric-current point source placed 0.5 nm below the interface 

between air and a semi-infinite silver slab. (b) Radiation by an electric-current point source 

placed in the center of a 1-nm-thick silver film. (c) – (d) Electric field distributions of light 

incident normally upon a semi-infinite silver slab (c) and a 1-nm-thick silver film (d). (e) The 

strength of the electric field at the air-silver interface for silver films of different thickness. 
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     The enhanced emission can also be understood by considering the light absorption of ultra-

thin films because the absorption is the reciprocal process of thermal emission. The absorption 

by a material is linearly proportional to both the imaginary part of the dielectric constant 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 

and the intensity of electric field |𝐸𝐸|2 inside the material. Metals normally have very large 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

in the infrared spectral range. But the electric field inside metals is extremely weak when light 

shines on a thick metal slab. The electric field can be described as 𝐸𝐸 𝑒𝑒𝑒𝑒𝑒𝑒[2𝜋𝜋(− 𝑖𝑖 𝑛𝑛 − 𝑘𝑘)𝑒𝑒/𝜆𝜆], 

where n and k are the real and imaginary parts of the refractive index of the metal, respectively. 

Normally, k is much larger than n for infrared light. The amplitude |𝐸𝐸| ≈ 2|𝐸𝐸0|/𝑘𝑘, where 𝐸𝐸0 is 

the amplitude of the incident light. As an example, n = 7 and k = 73 for silver at the wavelength 

of 10µm, resulting in an amplitude |𝐸𝐸| that is only 2.7% of the incident field |𝐸𝐸0|. Fig. 2.1(c) 

shows the field distribution for a light normally incident upon a thick slab, where the field goes 

to nearly zero instantaneously in the metal. The resulting absorption and emissivity is extremely 

weak despite silver’s large 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 value. On the other hand, for ultra-thin films of a few nanometer 

thickness, metals are no longer good mirrors, which allow photons to tunnel through. The 

electric field strength inside the metal is significantly enhanced. In the infrared regime where the 

wavelength 𝜆𝜆~103 − 104 nm, the film thickness  𝑑𝑑/𝜆𝜆 ≪ 1 and the amplitude inside the film is 

comparable to the incident field. Fig. 2.1(d) shows the field distribution for light tunneling 

through a 1-nm-thick Ag film. The amplitude |𝐸𝐸| = 47%|𝐸𝐸0|. Fig. 2.1(e) shows the simulated 

values of |𝐸𝐸| for films of different thicknesses. The tunneling effect is most prominent when the 

thickness is below 10 nm. As the thickness increases, the tunneling becomes weaker and the 

amplitude of the field inside silver decreases. When the d is thick enough, e.g. thicker than a few 

tens of nm, it can be treated as a bulk metal and |𝐸𝐸| becomes a small constant independent of the 
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film thickness. Therefore, to obtain an enhanced electric field inside the metal, an ultra-thin film 

is desired where its absorption and thermal emission can be enhanced.  

 

 

Fig. 2.2 (a) Dotted line: the emissivity of the 1 nm silver film in the direction normal to the 

surface; dashed line: the emissivity of a bulk silver slab in the normal direction; Solid line: the 

angle-integrated emissivity of 1 nm silver film. (b) The emissivity as a function of the thickness 

of the ultra-thin silver film at the wavelengths of 5 µm (dashed), 10 µm (solid) and 20 µm 

(dotted). 

 

     Fig. 2.2(a) compares the spectra of the emissivity of a thick (dashed) and a 1-nm-thick 

(dotted) silver film in the direction normal to the surface. One can see that the emissivity of the 

thick film is always less than 1% in the infrared regime. In great contrast, the emissivity of the 1-

nm-thick film is up to 16%. More importantly, the emissivity is enhanced over an extremely 

broad range of spectrum because the tunneling effect does not rely on any optical resonance.  

     The enhancement due to the tunneling effect is not sensitive to the direction of the thermal 
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emission. To evaluate the total thermal emission in all angles, I calculated the angle-integrated 

emissivity defined by 

𝑒𝑒𝑇𝑇 = 1
2
∑ 1

𝜋𝜋 ∫ 𝑑𝑑𝑑𝑑 ∫ 𝑑𝑑𝑑𝑑2𝜋𝜋
0 𝑒𝑒(𝑑𝑑,𝑑𝑑) cos(𝑑𝑑) sin(𝑑𝑑)𝜋𝜋/2

0𝑠𝑠,𝑝𝑝                          (2.1) 

where 𝑒𝑒(𝑑𝑑,𝑑𝑑) is the angle-dependent emissivity. The summation is performed for the two 

polarization states s and p. The result for the 1-nm-thick film is shown by the solid line in Fig. 

2.2(a). It is almost the same as the emissivity in the normal direction, indicating excellent 

isotropic emission.  

     The tunneling effect leads to stronger fields in the metal when reducing the thickness of a 

film. However, the emissivity will not grow monotonically with a decreasing thickness because 

the thermal emission also scales with the volume of the materials. For example, for the 

wavelength of 10 µm, a maximum emissivity of 16.3% is achieved when the film is 0.6 nm 

thick.  Fig. 2.2(b) shows the dependence of emissivity on the thickness of the silver film for the 

wavelengths of 5 µm (dashed), 10 µm (solid) and 20 µm (dotted). They all reach peak emissivity 

at certain finite thicknesses.  

     Another interesting trend can be identified in Fig. 2.2(a) and Fig. 2.2(b): ultra-thin films emit 

more thermal energy in the longer wavelength range. This trend is somewhat counterintuitive, 

considering that silver slabs are considered as better mirrors and weaker emitters in the longer 

wavelength range. Here in ultra-thin films, the amplitude of the field inside metals is on the same 

scale for different wavelengths, owing to the tunneling effect. However, the imaginary part of the 

dielectric constant 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 increases when the wavelength increases, resulting in stronger thermal 

emission in the long wavelength range. 
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2.3 Thermal Emitter Design based on Flat Metallic Films 

     Figs. 2.1 and 2.2 show that the tunneling effect in ultra-thin films can enhance the emissivity 

over extremely broad spectral range. To achieve spectral selectivity, the simplest approach is to 

use a Fabry-Perot cavity as shown in Fig. 2.3(a). The cavity consists of three layers: a thick Ag 

layer as the bottom mirror, a Si layer as the transparent spacer, and an ultra-thin Ag film as the 

active thermal emitter. The resonance of this cavity further enhances the emissivity at the 

resonant frequency and suppresses the emissivity at off-resonant frequencies. The wavelength of 

the emission is primarily determined by the thickness of the spacer.  

     Fig. 2.3(b) shows the calculated emissivity for different Si spacer thicknesses. The thickness 

of the silver film is 2 nm. The emissivity is close to unity around the resonant wavelengths. The 

resonant wavelengths increase as the spacer thickness increases. Higher order cavity modes start 

to appear with a thicker spacer. As an example, to achieve a selective emitter at the wavelength 

of 10 µm, a Si spacer of 1.08 µm thick is chosen. For a 2-nm-thick top layer of silver, the peak 

emissivity reaches 98.2% (Fig. 2.3(c) dashed line). The bandwidth of the selective emitter can 

also be tuned. The bandwidth is primarily determined by the reflectivity of the top silver film and 

the length of the cavity. A thinner film leads to a weaker reflectivity and a broader bandwidth. A 

longer cavity leads to higher quality factor and thus narrower bandwidth. As an example, when 

reducing the thickness of the silver film from 2 nm to 1 nm, the emission bandwidth is 

significantly broadened (Fig. 2.3(c) solid line). The cavity also preserves the angular response of 

ultra-thin film very well. The emissivity for different emission angles at the wavelength of 10 

µm is plotted in Fig. 2.3(d), showing high emissivity for broad angular response and for both 

polarization states. 
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Fig 2.3 (a) The structure of the cavity. (b) The emissivity of the top layer 2 nm Silver in this 

cavity as a function of both wavelength and Si thickness. (c) The emissivity of the cavity as a 

function of wavelength. Dashed line: the emissivity of the cavity with 2 nm Ag on top and 1227 

nm Si in between; Solid line: the emissivity of the cavity with 1 nm Ag on top and 1077 nm Si in 

between. (d) The emissivity of the top layer 1 nm silver as a function of incident angle at λ = 10 

µm. Dashed (solid) line is for s (p) polarized light. 
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2.4 Experimental Demonstration  

     To experimentally demonstrate spectrally selective emitters based on ultra-thin flat films, a 

device is fabricated on a Si substrate with root-mean-square (RMS) roughness of < 0.02 nm. 

Silver films were deposited top of the substrate with a 1-nm-thick Ge film as the wetting layer 

using electronic beam evaporation. The deposition rate is set to 0.1A/s to control the thickness 

accurately. The slow deposition rate is important to minimize roughness growth. All films were 

deposited at room temperature with electron beam thermal evaporation with a typical base 

pressure of 5×10-7 Torr. A 100-nm-thick Ag mirror layer is followed by an 870-nm-thick 

amorphous silicon layer and finally a 3-nm-thick Ag film. Fig. 2.4(e) shows the photo of a 

fabricated sample.  

     This 3-nm-thick Ag film was also deposited on a control glass sample for spectroscopic 

ellipsometry characterization, which is used to confirm the thickness of the deposited Ag.  The 

thickness and optical constants of the film are fitted in the spectral region from 0.285 to 1 µm. 

The ellipsometry fit was obtained using Drude model and Tauc-Lorentz oscillator, which is used 

to describe the interband absorption in the UV spectral region. Fig. 2.4(a) shows the measured 

ratio  𝑡𝑡𝑡𝑡𝑛𝑛(𝛹𝛹) = | 𝑟𝑟𝑝𝑝
𝑟𝑟𝑠𝑠

| between the reflected amplitudes of s and p polarization lights. Excellent 

fitted curves are obtained for two different incident angles. The thickness was determined to be 3 

nm, agreeing perfectly with the pre-set deposited thickness. The fitted dielectric constants are 

shown in Fig. 2.4(b).  

     Sharp rise in curves shown in Fig. 2.4(a) in the short wavelength is a result of sharp transition 

of dielectric to metallic behavior, a good indicator of high quality silver film. Moreover, the lack 

of pronounced drop in the spectral feature shown in Fig. 2.4(a) provides evidences that the film 
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can be considered continuous.  There is also no hint of localized surface plasmon absorption 

feature in the visible region caused by islanding effect of Ag film. The continuity of the thin film 

is also supported by the atomic force microscopy (AFM) and scanning electron microscope 

(SEM) measurements shown by Fig. 2.4(c) and Fig. 2.4(d). The SEM image of the top surface 

indicates the excellent flatness of the surface of a continuous ultra-thin metal film. The RMS 

roughness measured in the AFM is 0.8 nm, much smaller than the film thickness of 3 nm.  

     For the characterization of the thermal emission, a heating stage (Linkam, TS1500) installed 

in a Fourier Transform Infrared spectroscopy (FTIR, Bruker Vertex 70) is used to accurately 

control the temperature of the sample. The sample is heated to 100 °C in the chamber filled with 

nitrogen. In order to calculate the emissivity, an area of the emitter is coated with carbon black 

[24] which has very high emissivity (i.e. ~0.9 of ideal blackbody emissivity) and is used as the 

normalization reference. As the black carbon is on the emitter directly, it is at the same 

temperature as the selective emitter. An FTIR microscope (Bruker, Hyperion 1000) is used to 

selectively characterize different regions of the sample with the area of 400 µm × 400 µm.  

     Fig. 2.4(f) shows the experimentally measured emissivity for a cavity with a 653 nm thick Si 

spacer. The emissivity has a peak value close to unity at the wavelength around 9 µm. The 

emission is suppressed away from the resonant frequency. The Fabry-Perot cavity works very 

well for the spectral selectivity. The simulation based on fitted dielectric constants is shown by 

dashed line in Fig. 2.4(f), which agrees very well the experiment. The emissivity also agrees very 

well with the measured absorption of the sample, which is indicated by the red solid line.  
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Fig. 2.4 (a) Spectroscopic ellipsometry parameter tan(ϕ) for a ultra-thin Ag film on a glass 

substrate. Measured values for incident angles of 60° and 70° are shown by the open-circle and 

star markers, respectively. The solid lines are the fitted value based on Drude model and Tauc-

Lorentz oscillator. (b) Fitted dielectric constants of the silver film. Blue and red curves represent 

the real and imaginary part of the dielectric constant, respectively. (c) – (e) SEM (c) image, AFM 

(d) image, and photography(e) of the sample. (f) Measured emissivity (black line) and absorption 

(red line) for the spectrally selective emitter. Dashed line is the simulated emissivity. (g) Tuning 
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the emission frequency by varying the length of the cavity. The measured emissivity (black 

solid), measured absorption (red solid) and the simulated emissivity for a cavity with a Si spacer 

that is 874 nm thick. The top layer is 3 nm thick silver. The inset shows the photograph of the 

fabricated sample. 

 

     Thus the wavelength of thermal emission is easily tuned by controlling the thickness of Si 

slab. For this purpose, another cavity with an 874-nm-thick Si spacer and a 3-nm-thick silver 

film is fabricated. The same characterization is performed. The results are shown in Fig. 2.4(g). 

The wavelength of the second order Fabry-Perot mode is around 4 µm. Indeed, enhanced thermal 

emission at this wavelength with an emissivity close to unity is observed. The measured 

absorption and simulated emissivity all agree very well with the measured emissivity.  

 

2.5 Conclusion 

     Large-area spectrally selective thermal emitters are a critical component in energy conversion 

applications. The existing methods based on metamaterial metallic structures are not suitable for 

low-cost large-area applications because of the expensive lithography processes. This chapter 

proposed and experimentally demonstrated a new emission mechanism based on the tunneling 

effect, which enables a flat metallic film to efficiently emit thermal energy at selected 

wavelengths. Without involving any nano-patterning, the tunneling-enabled emission offers an 

extremely simple and low-cost method to obtain large area spectrally-selective emitters.  
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CHAPTER THREE 

PHOTON MANAGEMENT  
WITH 

INDEX-NEAR-ZERO THIN FILM 
 

 
3.1 Introduction 
 

            The goal of photon management is to increase the efficiency of solar energy conversion 

through enhanced light-matter interactions. High-index materials have been long advocated for 

this purpose [1] because their high optical density of states (DOS) creates strong light-matter 

interactions [2]–[4].  Specifically, the technique of light trapping has been developed to exploit 

high-index materials to increase the optical path length in solar absorbers. Fig. 3.1(a) shows the 

classical setup of light trapping. An absorber with a refractive index n is placed on the top of a 

Lambertian mirror. When incident sunlight passes through the absorber and reaches the mirror, 

the reflection direction is randomized. Light rays with large reflection angles propagate for 

longer distances. They can even go through multiple reflections to accumulate optical paths that 

are much longer than the absorber thickness d. A longer path indicates stronger light absorption, 

which is desirable for solar cells. Yablonovitch developed a statistical ray optics theory and 

showed that the average path length 𝑙𝑙𝑒𝑒 is subject to the light-trapping limit [2] F  

𝐹𝐹 = 𝑙𝑙𝑒𝑒
𝑑𝑑
≤ 4𝑛𝑛2                                                              (3.1) 

It shows that a higher index material could create longer light-trapping paths and therefore 

stronger light absorption. High-index materials such as Si and GaAs, afford a much better light-

trapping performance than the low-index ones, such as polymers. The understanding of this 

light-trapping limit has significantly contributed to the development of high-efficiency solar cells 
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in the past decades. It has been generally believed that low-index materials are undesirable for 

photon management.  

 

 

Fig. 3.1 (a) Schematic of conventional light-trapping. The solar absorber (blue color in the 

middle) is placed on top of a perfect Lambertian mirror (gray at the bottom). (b) Schematic of 

ray-tracing theory. The INZ material is represented by the purple color on the top. Light rays are 

represented by white arrows.   

 

     In a stark contrast to this conventional wisdom, this chapter shows that an emerging optical 

material with ultra-low DOS could provide a completely different way of realizing strong light-

matter interactions. These materials, also named index-near-zero (INZ) materials [5]–[12] have 

refractive indices smaller than vacuum. Intriguing effects have been found in INZ materials such 

as cloaking [13], [14],bending with small curvature [15]–[17], and super scattering [18]. This 

chapter shows that INZ materials also exhibit exciting potentials to realize light-trapping 

performance far better than the conventional limit. Moreover, INZ materials can also improve 

the photovoltaic voltage owing to the suppression of radiative emission. Such voltage 

enhancement cannot be realized by conventional high-index materials. It allows single-junction 
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solar cells to achieve efficiencies greater than the Shockley-Queisser limit [19] under one sun.  

 

3.2 Light Absorption Enhancement with INZ Thin Film  

3.2.1 Light Trapping Limit Derived by Ray-Tracing Method 

     A ray-tracing theory is applied first to show the fundamental limit of light trapping in INZ 

materials. Fig. 3.1(b) shows a solar absorber with a cladding layer of INZ material. The absorber 

is made from conventional semiconductors. It is placed on a perfect Lambertian mirror. Perfect 

anti-reflection is used at all interfaces. The INZ material increases the light-trapping limit to:  

𝐹𝐹 ≤
4𝑛𝑛2

𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖2
                                                                    (3.2) 

where 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 is the index of the INZ material. With an index 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 ≪ 1, this limit can go far beyond 

the Yablonovitch limit 4𝑛𝑛2. For instance when 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 0.1, the limit is 400𝑛𝑛2. It is two orders of 

magnitude higher than the conventional Yablonovitch limit 4𝑛𝑛2, indicating extraordinarily long 

optical paths and strong sunlight absorption in the absorber. 

     To prove the above limit, the path of a normally incident light ray is traced. It first travels a 

distance of d to reach the bottom mirror as shown in Fig. 3.1(b). Then it is reflected by the 

diffusive mirror and propagates in a random direction 𝑑𝑑. The path length of the reflected light is 

𝑑𝑑/cos𝑑𝑑 when it reaches the INZ-absorber interface. Considering the randomness of the reflection 

angle, the average light path can be calculated as  

∬ 𝑑𝑑
𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑜𝑜𝑜𝑜𝑠𝑠𝑐𝑐𝑑𝑑Ω

∬𝑜𝑜𝑜𝑜𝑠𝑠𝑐𝑐𝑑𝑑Ω
= 2d                                                      (3.3) 

Here the probability distribution of the reflection angle is cosθ/(∬cosθdΩ) and the cosθ factor 

accounts for the power distribution reflected by a Lambertian surface. Not all light that reaches 
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the INZ-absorber interface can escape to the outside. Totally internal reflection defines an escape 

cone with an apex angle of 𝑑𝑑𝑜𝑜 = 𝑠𝑠𝑖𝑖𝑛𝑛−1(𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖/𝑛𝑛) as shown by the brown cone in Fig. 3.1(b). The 

reflected light can escape only when 𝑑𝑑 < 𝑑𝑑𝑜𝑜. The probability of such an event is 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖2 /𝑛𝑛2. For 

𝑑𝑑 ≥ 𝑑𝑑𝑜𝑜 , light is trapped and propagates toward the Lambertian mirror which randomizes its 

direction again. By tracing the path in an infinite series of reflections, the average light path 

length is obtained 

𝑙𝑙𝑒𝑒 = 𝑑𝑑 + 2𝑑𝑑 + 4𝑑𝑑 �1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2

𝑖𝑖2
� + 4𝑑𝑑 �1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2

𝑖𝑖2
�
2

+ ⋯ = ( 4𝑖𝑖2

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2
− 1)𝑑𝑑            (3.4) 

the absorption loss has been neglected, following the standard assumption used in deriving the 

light-trapping limit. Above equation directly leads to the limit in Eq. (3.1). This ray-tracing 

theory shows that conventional high-index absorbers improve conventional light trapping 

because a high-index n reduces the size of the escape cone 𝑠𝑠𝑖𝑖𝑛𝑛−1(𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖/𝑛𝑛). Here, INZ materials 

introduce an alternative way to reduce the escape cone by using 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 < 1. 

 

3.2.2 Light Trapping Limit Derived by Rigorous Wave Theory  

     The ray-tracing theory is intuitive. However, many INZ materials and thin-film absorbers 

heavily rely on nanostructures. The optical interferences and diffraction make it difficult to treat 

light as rays. In addition, the light-trapping limit in nanostructures also differs from the 

conventional Yablonovitch limit [3]. Next, rigorous wave theory is used to show the limit of 

light trapping when INZ materials are applied to nanostructured materials.  

 

3.2.2.1 Light Trapping Limit in 3-D space 

     Without loss of generality, a model of a periodic nanostructured absorber with a period L is 



31 
 
considered. Non-periodic structures can be understood by taking the limit of 𝐿𝐿 → ∞.  The wave 

effects make it impossible to trace the light path. To overcome this issue, the absorption 

enhancement factor 𝔽𝔽 = 𝐴𝐴/𝛼𝛼𝑑𝑑 is calculated first, where A and d are the absorptance and the 

average thickness of the absorber, respectively. 𝛼𝛼 is the intrinsic absorption coefficient of the 

material. The light-trapping limit, i.e., the maximum enhancement of light path length F, can 

then be obtained by [3] 

𝐹𝐹 = lim𝛼𝛼𝑑𝑑→0 𝔽𝔽.                                                            (3.5) 

Because in the weak absorption limit when 𝛼𝛼𝑑𝑑 → 0, light absorption 𝐴𝐴 is linearly proportional to 

the light path length l. Therefore, the absorption enhancement factor 𝔽𝔽 provides a direct measure 

of the light-trapping limit 𝐹𝐹. 

     There is another wonderful consequence as 𝛼𝛼𝑑𝑑 → 0: all light absorption is contributed by 

optical resonance. Non-resonant absorption can be safely neglected. As a result, light absorption 

can be conveniently evaluated by the summation of the absorption of all resonances. For a single 

resonance, the maximum broadband absorption is  𝜎𝜎𝑖𝑖𝑖𝑖𝑚𝑚 = ∫ 𝐴𝐴(𝜔𝜔)𝑑𝑑𝜔𝜔∞
0 =  2𝜋𝜋𝜋𝜋/𝑁𝑁, where N is 

the number of diffraction beams created by the periodic nanostructure. 𝜋𝜋  is the intrinsic 

absorption rate of the resonance, defined by the ratio between the amount of light energy 

absorbed per unit of time and the total energy stored in the resonance. As a good approximation, 

𝜋𝜋 = 𝛼𝛼𝛼𝛼/𝑛𝑛  with c being the speed of light in vacuum. The light absorption is simply the 

summation of the absorption by all resonances 𝐴𝐴 = 𝑀𝑀𝜎𝜎𝑖𝑖𝑖𝑖𝑚𝑚/ Δ𝜔𝜔, where M is the total number of 

resonances in the spectral range between 𝜔𝜔 and 𝜔𝜔 + Δ𝜔𝜔. The upper limit of light absorption 

enhancement can be calculated as [3] 

𝔽𝔽 =
𝐴𝐴
𝛼𝛼𝑑𝑑

=
2𝜋𝜋𝜋𝜋
𝛼𝛼𝑑𝑑Δ𝜔𝜔

×
𝑀𝑀
𝑁𝑁

                                                            (3.6) 
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Eq. (3.6) applies to both bulk and nanostructured absorbers. For bulk absorbers, one can use the 

standard bulk DOS to calculate the number of resonances 𝑀𝑀𝑏𝑏𝑏𝑏𝑙𝑙𝑏𝑏 = 8𝜋𝜋𝑖𝑖2𝜔𝜔3

𝑜𝑜3
� 𝐿𝐿
2𝜋𝜋
�
2

( 𝑑𝑑
2𝜋𝜋

)∆𝜔𝜔 , which 

would reproduce the conventional 4𝑛𝑛2  limit. In the nanostructures, previous research efforts 

have mainly focused on designing the DOS of nanostructured absorbers such that it exceeds 

𝑀𝑀𝑏𝑏𝑏𝑏𝑙𝑙𝑏𝑏  [3], [4]. Here, INZ materials realize enhancement through a completely different 

mechanism. They do not enhance the DOS and M. Instead, their ultra-low index significantly 

reduces the number of diffraction beams N.  

 

 

Fig. 3.2 (a) Schematic of the k-space for deriving the nanophotonic light-trapping limit. Dots 

represent all waves that satisfy the boundary condition. The index of the material above the 

absorber defines a circle where propagating wave can escape. The circle for vacuum (red) is 

larger than that for an INZ material (blue).  (b) The number of diffraction beams N for the cases 

with vacuum (red) and an INZ material (blue) above the absorber. ninz = 0.5. (c) Nanophotonic 

light-trapping limit with vacuum (red) and an INZ material (blue).  

 

     The impact of N on light trapping based on the case without INZ materials [20] is reviewed 
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first. The diffraction beams created by a periodic nanostructure can be described by a set of plane 

waves shown by the dots in the k-space in Fig. 3.2(a). They are spaced by Δ𝑘𝑘 = 2𝜋𝜋/𝐿𝐿.  N is the 

number of dots inside the propagating-wave circle of a radius 𝑘𝑘0  (red area in Fig. 3.2(a)). 

Outside the circle are the evanescent waves. The light-trapping limit strongly depends on the 

period L because L dictates the density of dots in the k-space. Such wave effect is absent in the 

ray-tracing theory. As the period L increases, N increases in steps (red lines in Fig. 3.2(b)) while 

the number of resonance per unit cell M also increases. The resulting light trapping limit can be 

calculated from Eq. (3.6) and is shown by the red lines in Fig. 3.2(c). When the period is around 

wavelength 𝐿𝐿/𝜆𝜆 ~1, the light-trapping limit deviates significantly from the bulk 4𝑛𝑛2 limit. When 

𝐿𝐿/𝜆𝜆 ≫ 1, the limit approaches the ray-tracing limit 4𝑛𝑛2, which is expected because the wave 

effects are less pronounced in large-period structures. 

     Next, how INZ materials affect the above wave-based analysis is evaluated. With an INZ 

material above the nanostructured absorber, the radius of the propagating-wave circle is reduced 

by a factor of 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 (blue area in Fig. 3.2(a)). Consequently, there are fewer diffraction beams 

(blue lines in Fig. 3.2(b)) while the number of resonances M remains the same because the 

absorber is the same. As a result, the light-trapping limit is higher than that without the INZ 

material (blue lines in Fig. 3.2(c)). Again, as the period increases, the limit converges to 4𝑛𝑛2/

𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖2 , which agrees excellently with the ray-tracing theory.  

     To validate the theory described above, light absorption is simulated by numerically solving 

the full-wave Maxwell’s equations. While the enhancement is intrinsically broadband, my 

simulation focuses on a normalized spectral range between 𝜆𝜆0 to 1.15𝜆𝜆0 to reduce the required 

computational resources. The structure of the simulated solar cell is shown in Fig. 3.3(a). It 
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consists of an absorber with a thickness of 𝑑𝑑 = 5𝜆𝜆0 with the surface structure of the unit cell 

shown in Fig. 3.3(b). The period is 𝐿𝐿 = 3𝜆𝜆0. It is weakly absorptive with 𝛼𝛼𝑑𝑑 = 0.0006. The 

absorber is placed on top of a mirror and below an INZ thin film with 1.7𝜆𝜆0 thickness. The 

refractive indices for the absorber and the INZ material are 𝑛𝑛= 3.5 and 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖= 0.33, respectively. 

Anti-reflection layers are used at interfaces. We use the S4 [21] method to calculate the light 

absorption for normally incident light. Comparing to the single path absorption 𝛼𝛼𝑑𝑑 , the 

polarization-averaged enhancement factor 𝔽𝔽 is shown in Fig. 3.3(c). The spectrum consists of 

many sharp peaks caused by numerous resonances in the structure. The average absorption 

enhancement is 𝔽𝔽 � = 823, which agrees with the theoretical upper limit 1226 reasonably well.  

In comparison, the enhancement factor of the Yablonovitch limit is only 49. The INZ material 

increases the light-trapping limit by more than one order of magnitude and it is higher than any 

light-trapping limit reported so far. 

 

 

Fig. 3.3 (a) The periodic nanostructure used for simulation. (b) The surface structure of the 

absorber shown in (a). (c) The spectrum of the light absorption enhancement factor for the 

structure shown in (a).  
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3.2.2.2 Light Trapping Limit in 2-D space 

     In addition to the light trapping limit derived for 3-D space, here I will use rigorous wave 

theory to derive the light trapping limit in 2-D space. 

 

 

Fig. 3.4 Structure for deriving the light-trapping limit in 2-D space. The solar absorber (blue 

color in the middle) is placed on top of a perfect Lambertian mirror (gray at the bottom). The 

INZ material is represented by the purple color on top. 

 

     As shown in Fig. 3.4, the 2D solar cell consists of an absorber with refractive index n and an 

averaged thickness of d. The absorber is placed below an INZ material with refractive index ninz 

and on top of a perfect Lambertian mirror. Based on Eq. (3.6), for a 2-D case,  

𝜋𝜋 =
𝛼𝛼𝛼𝛼
𝑛𝑛

                                                                               (3.7) 

with c being the speed of light in vacuum. M can be calculated using the standard DOS of bulk 

material 

𝑀𝑀 =
2𝑛𝑛2𝜋𝜋𝜔𝜔
𝛼𝛼2

(
𝐿𝐿

2𝜋𝜋
)(
𝑑𝑑

2𝜋𝜋
)∆𝜔𝜔                                                           (3.8) 
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which remains the same with or without INZ. And to calculate the number of diffracted beams N, 

first I need to claim two conditions that the diffracted beams should satisfy. First, as a result of 

the periodicity of the 2D structure, the parallel components of the wave vectors of all the 

diffracted beams should have the form 

𝑘𝑘// = 𝑚𝑚
2𝜋𝜋
𝐿𝐿

 

where 𝑚𝑚  is an integer. Second, in order to satisfy boundary condition at the INZ-absorber 

interface, 𝑘𝑘// should be always less than ninzk0. Based on these two constrains, the number of 

diffracted beams N can be calculated as 

𝑁𝑁 =
2𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘0

2𝜋𝜋/𝐿𝐿
=

2𝜋𝜋
𝜆𝜆
𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖                                                       (3.9) 

when L >>  λ . Combining Eqs. (3.6)-(3.9), the upper limit of enhancement factor for INZ 

materials in 2D space can be calculated as 

𝐹𝐹2𝐷𝐷 =
𝜋𝜋𝑛𝑛
𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖

                                                                   (3.10) 

 

3.3 Open-Circuit Voltage Improvement by INZ Thin Film 

     The light-trapping limit discussed above only concerns about the light absorption, which 

mainly helps to improve the photocurrent of solar cells. In addition, INZ materials can also 

improve another important property of solar cells: the open-circuit voltage. Specifically, the 

small phase space in INZ materials suppresses the radiative emission. This suppression can be 

intuitively understood by considering a perfect blackbody placed inside an INZ material. The 

density of thermal radiation energy is 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖2 𝜎𝜎𝑇𝑇4  with 𝜎𝜎  and T being the Stefan-Boltzmann 
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constant and the temperature, respectively. This emitted power is 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖2  times lower than the 

standard Stefan-Boltzmann law in vacuum. The same suppression also occurs in semiconductors, 

where INZ materials decrease the radiative recombination rate of photo-generated carriers. This 

suppression greatly benefits direct-bandgap solar cells [22] by improving the open-circuit 

voltage 𝑉𝑉𝑜𝑜𝑜𝑜. The increased 𝑉𝑉𝑜𝑜𝑜𝑜 results in an efficiency above the standard Shockley-Queisser limit 

[19], even in a single-junction cell operating under one sun.  

     For a specific example, GaAs cells are studied as shown in the inset in Fig. 3.5(a). For 

simplicity, all dimensions of the solar cells are taken to be much larger than both the optical 

wavelengths as well as the absorption length of GaAs. All non-idealities such as non-radiative 

recombination, and interfacial reflections are also excluded. These assumptions are standard in 

deriving the fundamental limit of the energy efficiency in direct bandgap solar cells and they are 

well justified in realistic high-quality GaAs cells [22]. Following the detailed balance analysis, 

the carrier generation rate 𝐹𝐹𝑖𝑖 created by the sun must equal the recombination rate [19]  

𝐹𝐹𝑖𝑖 = 𝐼𝐼 + exp �
𝑒𝑒𝑉𝑉𝑜𝑜𝑜𝑜
𝑘𝑘𝐵𝐵𝑇𝑇

�𝐹𝐹𝑜𝑜                                                                                       (3.11) 

where e, and kB are the elementary charge and the Boltzmann constant, respectively. I is the 

current. The generation rate 𝐹𝐹𝑖𝑖 is 

𝐹𝐹𝑖𝑖 = � 𝑆𝑆(𝜔𝜔)𝑑𝑑𝜔𝜔                                                                  (3.12)
∞

𝐸𝐸𝑔𝑔/ℏ
 

where 𝑆𝑆(𝜔𝜔)  is the photon flux density from the sun and  𝐸𝐸𝑖𝑖  is the bandgap energy of the 

semiconductor. On the right hand side of Eq. (3.11), 𝐹𝐹𝑜𝑜 is the flux density of photons emitted by 

the absorber as a result of thermal fluctuation at the thermal equilibrium [23]–[25]  
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𝐹𝐹𝑜𝑜 = 2𝜋𝜋� 𝑑𝑑𝑑𝑑� 𝑑𝑑𝜔𝜔 cos𝑑𝑑sin𝑑𝑑Θ(𝑇𝑇,𝜔𝜔)                                      (3.13)
∞

𝐸𝐸𝑔𝑔/ℏ

𝑐𝑐𝑐𝑐

0
 

where Θ(𝑇𝑇,𝜔𝜔) = 𝑖𝑖2𝜔𝜔2

4𝑜𝑜2𝜋𝜋3
�exp �ℏ𝜔𝜔

𝑏𝑏𝑇𝑇𝑐𝑐
− 1��

−1
 is the thermal photon flux density in the absorber. It is 

important to note that the integration starts from the normal direction  𝑑𝑑 = 0 to the critical 

angle 𝑑𝑑𝑜𝑜 = sin−1(𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖/𝑛𝑛) . For photons’ directions 𝑑𝑑 > 𝑑𝑑𝑜𝑜 , there will be complete photon 

recycling and it does not contribute to the radiative recombination.  

 

 

Fig. 3.5 (a) Calculated 𝑉𝑉𝑜𝑜𝑜𝑜 as a function of ninz for ideal GaAs solar cells with a cladding of INZ 

material. GaAs absorber is thick enough to absorb all incident light and is placed on a mirror. (b)  

Maximum efficiency as a function of the index of the cladding INZ material. The Shockley-

Quiesser limit of energy conversion efficiency is indicated by the dashed line (c) 𝑉𝑉𝑜𝑜𝑜𝑜  as a 

function of the bandwidth of the INZ material. Inside the spectral bandwidth 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 0.33 while 

outside  𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 1. 

 

     Combining Eqs. (3.11) – (3.13), we can solve for the current-voltage relationship. Using 

GaAs at the open circuit condition I = 0, the open circuit voltage Voc is calculated as a function of 
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𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖  (Fig. 3.5(a)). When 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 1 , the result is identical to conventional detailed balance 

modeling, which produces the result from standard Shockley-Queisser analysis at 1.14 V. As 

𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 decreases, the open circuit voltage increases. For example, when 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 0.1, Voc increases 

by more than 100 mV (Fig. 3.5(a)). As a result of the increased𝑉𝑉𝑜𝑜𝑜𝑜, the efficiency of energy 

conversion also increases. As shown by Fig. 3.5(b), it reaches over 40% for small indices. The 

use of INZ materials increases the energy conversion efficiency well above the Shockley-

Quiesser limit [19] of 33.7% for single-junction solar cells under one sun, which is indicated by 

the dashed line in Fig. 3.5(b). 

 

3.4 Discussion 

     Finally, I comment on the optical loss and spectral bandwidth of INZ materials. Lossless INZ 

materials were recently demonstrated [17], [26] in structured dielectric materials. They do not 

use metals and thus are free from any light absorption. Even for those INZ materials that do use 

metals, rapid progress has been made toward low loss INZ materials [27], [28]. While broadband 

INZ materials [29], [30] are emerging, it is also important to emphasize that one does not need 

broadband INZ material to realize all the enhancement effects shown above. Because most 

radiative recombination occurs in the close vicinity of the bandgap frequency, a narrow band 

INZ would be equally effective in improving the open circuit voltage. As shown in Fig. 3.5(c), 

an index 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 = 0.33 with a limited bandwidth in the frequency range right above 𝐸𝐸𝑖𝑖/ℏ is used. 

Even a 50 nm wavelength bandwidth produces an impressive enhancement of 𝑉𝑉𝑜𝑜𝑜𝑜.  
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3.5 Conclusion 

     This chapter shows a new mechanism for realizing strong light-matter interactions. Unlike 

conventional approaches that use high optical DOS, this photon management method exploits the 

ultra-low DOS in INZ materials to confine light in the absorbers. It is known that restricting the 

angular response of a solar cell improves the performance of photon management [2], [31], [32]. 

INZ materials provide a concrete implementation of this general principle. They accomplish 

effective angular concentration by using internal small phase spaces instead of bulk components 

such as lenses. As a result, they are much easier to integrate to accommodate diverse cell 

geometries. Similarly, INZ materials can also be used to improve the performance of other 

optoelectronic devices that require strong light-matter interactions, such as photodetectors and 

modulators.  
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CHAPTER FOUR 

SPECTRAL SENSING 
IN 

NANOPHOTONIC STRUCTURES 

 

4.1 Introduction 

     Two of the most popular approaches for spectral sensing are monochromators and Fourier 

transform interferometers. Both require delicate instruments, which limit their use in low-cost 

applications and tough environments. The key limitation of these methods comes from the fact a 

long optical path is required to distinguish lights of slightly different wavelengths. Having a long 

optical path in the free space requires bulky instruments to maintain the alignment. An 

alternative way to achieve a long optical path in a compact dimension is to have light bounce 

back and forward many times between interfaces on an integrated optical chip. For example, 

optical resonators with high quality factors, where light path is enhanced by millions of times 

compared to the geometrical sizes of the resonators, have been used for spectral sensing [1], [2]. 

However, the operation range is significantly limited by the number of resonators. Here we show 

a new method of spectral analysis based on the combination of compressive sensing [3] and 

nanophotonic structures, such as photonic crystal slabs [4]. Nanostructures with their abundant 

interfaces create much-enhanced optical paths, which is critical to achieve high spectral 

resolution. More importantly, unlike high-quality resonators whose spectral response consists of 

discrete narrow lines, the spectral responses of nanostructures are much more random with 

diverse features due to complex interferences. Such complex responses make it ideal to apply 



46 
 
compressive sensing for efficient signal recovery. Using this multiplex method, the operational 

range is much expanded compared to the high-Q resonator method. These nanostructures can be 

easily fabricated on a chip and therefore can potentially lead to low-cost, high resolution and 

compact spectrometers. 

     Before introducing our method, a general mathematical description is used first to briefly 

review conventional methods for spectral sensing. Considering an unknown signal light I(ω) 

passing through a spectral sensing instrument, whose response function can be described as 

R(ω,ρ). Here ρ is used to indicate a particular state of the instrument. A photodetector is used to 

measure the intensity of transmitted or reflected light d(ρ) as 

         𝑑𝑑(𝜌𝜌) = ∫ I(𝜔𝜔)𝑅𝑅(𝜔𝜔,𝜌𝜌) 𝑑𝑑𝜔𝜔                                               (4.1) 

     Many measurements need to be performed while the instrument is tuned to different states ρ. 

The measurement d(ρ) can be understood as a transformation of signal I(ω). The recovery of 

signal I(ω) is done through an inverse transformation of the function d(ρ). Different spectral 

sensing methods use different response functions and accordingly different transformation 

methods.  

     A monochromator uses a narrow-band filter based on a highly dispersive optical element, 

such as grating or prism (Fig. 4.1(a)). It separates lights of different wavelengths into different 

directions. A slit is used to selectively let through a narrow band of light around a central 

frequency ρ. The response function of an ideal monochromator is a delta function (Fig. 4.1(d))  

 R(𝜔𝜔,𝜌𝜌)= 𝛿𝛿(𝜔𝜔 − 𝜌𝜌)                                                       (4.2) 

     Using Eqs. (4.1) and (4.2), we have d(ρ) = I(ρ). By measuring the intensity of transmitted 

light at each frequency ρ, the full spectrum can be obtained directly without an inverse 
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transformation. The resolution of this method scales with the length between the grating and the 

slit. Since the detector only receives a small portion of signal’s energy at each measurement, the 

noise of detector has a great impact on the performance, making it difficult for infrared regime 

where the noise of detectors is typically large. 

     The Fourier transform interferometer (FTIR) has complete different response functions. The 

signal light is split into two different paths and then is combined (Fig. 4.1(b)). Because of the 

interference, R(ω,ρ) becomes sinusoidal with respect to the frequency (Fig. 4.1(e)):  

R(𝜔𝜔,𝜌𝜌) = 1+cos (𝜌𝜌𝜔𝜔)
2

                                                            (4.3) 

where ρ is the time delay between two optical paths of the interferometer. Measurements 

obtained by using different time delay are equivalent to a Fourier transformation of the signal: 

                           d(𝜌𝜌) = ∫ 1
2

I(𝜔𝜔)(1 + cos ( 𝜌𝜌𝜔𝜔))𝑑𝑑𝜔𝜔                                (4.4) 

     The signal can be recovered through an inverse Fourier transformation. For each 

measurement, significant part of the signal’s energy is sent to the detector. Comparing to 

monochromator, FTIR has the Fellgett advantage with a better signal-to-noise ratio for infrared 

light detection [5]. Similar to the monochromator method, the interferometer method also relies 

on a long and well-aligned optical path, again making it difficult to reduce the footprint without 

significantly sacrificing the performance.  
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Fig. 4.1 (a) Monochromator based on grating. (b) Fourier transform interferometer. (c) 

Compressive sensing using nanophotonic structures. (d), (e), (f) are response functions for (a), 

(b), (c), respectively.  

 

     In this chapter, a spectral sensing method is proposed based on a completely different type of 

response function, which are obtained by passing the light through a set of different 

nanophotonic structures (Fig. 4.1(c)). The transmission and reflection spectra have randomly 

distributed spectral features (Fig. 4.1(f)), created by multiple reflections at interfaces of the 

nanostructure. Response functions at different states ρ are obtained by using different 

nanophotonic structures and are completely different from each other. They serve as the random 

bases used in compressive sensing. Before we further describe how to implement nanophotonic 
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structures to generate such random response functions, we first describe the procedure of 

compressive sensing algorism that will be used to recover the signal I(ω) from the measurement 

d(ρ). 

 

4.2 Spectral Sensing based on Compressive Sensing 

     In compressive sensing, the unknown signal is measured by projecting it to random bases. 

Typically, the number of measurements is smaller than the dimension of the unknown signal, 

which requires the signal to be recovered by finding solutions to an underdetermined linear 

system. It is particularly powerful for recovering sparse signals using less number of 

measurements than what the Nyquist-Shannon sampling theorem requires. Compressive sensing 

has been used for advanced imaging [6-12]. Here the basis pursuit method described in l1-magic 

program for compressive signal recovery is used[13]. 

     To apply the compressive sensing algorism, all continuous spectral functions are digitized. 

The spectrum of the signal light is converted to a N-dimension vector 𝐼𝐼𝑖𝑖 = 𝐼𝐼(𝜔𝜔𝑖𝑖), , n = 1, … , N. 

The random bases, i.e. the response functions of nanostructures, are digitized as 𝑅𝑅𝑖𝑖,𝑖𝑖 =

𝑅𝑅(𝜔𝜔𝑖𝑖,𝜌𝜌𝑖𝑖) where m = 1, …, M, representing M different states of ρ, i.e. M different photonic 

structures. The measurement is then expressed as. Eq. (4.1) is converted to a set of linear 

equations with N unknowns and M equations 

  𝑑𝑑 = 𝑅𝑅𝐼𝐼                                                                   (4.5) 

It is always desirable to digitalize the unknown signal with a large N for fine resolution. 

Therefore, for the cases N > M, the linear equations are underdetermined. The unknown 𝐼𝐼  can 

be recovered by solving a convex program known as the basis pursuit [14] 
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(𝑃𝑃1)  min ‖𝐼𝐼‖1  subject to 𝑑𝑑 = 𝑅𝑅𝐼𝐼                                             (4.6) 

where  ‖𝐼𝐼‖1 =  ∑ |𝐼𝐼𝑖𝑖| is the l1 norm of the vector.  

Here I want to emphasize that the performance of compressive sensing relies on the 

randomness of the measuring bases. Therefore, response functions should have diverse spectral 

features with both broad and narrow line shapes. In addition, different response functions 

should have minimal correlation. This requirement is difficult to be achieved using conventional 

interferometers consisting of bulk mirrors, lenses or gratings. On the other hand, complex 

interferences in nanostructures offer extremely rich amount of spectral features. More 

importantly, the enormous degrees of freedom in choosing the spatial parameters of the 

nanostructures allow us to create virtually unlimited number of different response functions.  

  

4.3 Signal Recovery Results in Simulation 

     Next, simulations are performed for a particular example to demonstrate the signal recovery 

based on compressive sensing. The nanophotonic structure consists of a photonic crystal slab 

(Fig. 4.2(a)). It has four layers from the top to the bottom: a 1 μm thick Si layer, a 2.5 μm thick 

SiO2 layer, a 0.3 μm thick Si layer and a SiO2 substrate. A periodic lattice of air holes with a 

radius r = 0.9 μm are patterned in the top Si layer. The lattice constants in two orthogonal 

directions are p1 = 3 μm and p2 = 3.2 μm. The reflection spectrum (Fig. 4.2(b)) consists of 

diverse spectral features. Specifically, the vertical interfaces of air holes cause light to bounce in 

the lateral direction parallel to the slab. Such lateral propagation forms guided resonances [15], 

which greatly enhances the optical path with extremely high quality factors. In addition, the slab 

also has multiple interfaces along the direction normal to the slab. Light bounces between these 
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interfaces, forming Fabry-Perot (FP) resonances. While these FP resonances do not have high 

quality factors, they play a unique role in enhancing the diversity of spectral features through 

Fano interference [16]. Fano interference is a result of the interference between guided resonance 

and direct background transmission. Unlike the symmetrical Lorentz response in regular optical 

cavities, Fano interference creates highly asymmetrical lineshapes [17], [18]. The specific 

lineshapes depend on the phase and transmittance of the background transmission, which is 

modulated by the FP resonances. The combination of high-Q guided resonances and low-Q FP 

resonances through Fano interference leads to diverse spectral features.  

     A signal light in the spectral range from 1450 nm to 1550 nm is analyzed. The spectrum is 

digitalized with 0.1 nm resolution, represented by N = 1001 unknowns to be determined. M = 

400 different photonic crystal slabs are used by varying the radius of the holes and the lattice 

constants. The measurement consists of first passing signal light through each photonic crystal 

slab and then recording the reflected or transmitted intensity with a photodetector.  

     These 400 structures have the same layer configuration but with different lattice structures. 

They are divided into two categories: rectangular and triangular lattices. Different combinations 

of hole sizes and lattice constants are used to obtain different structures and response functions. 

p1 varies from 3 μm to 4 μm with a 0.1 μm step. For a given p1 value, p2 varies from p1 to 4 μm 

with a 0.2 μm step. The diameter of holes ranges from 1.4 μm to p1 - 1 μm with a 0.2 μm step. 

The reflection spectra are obtained by solving the Maxwell’s equations using rigorous coupled-

wave analysis (RCWA). The simulations were performed with S4 program [19]. A 

representative spectrum is shown in Fig. 4.2(b).  
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Fig. 4.2 (a) Structure of photonic crystal slab. (b) Representative reflection spectrum. (c) – (f) 

Simulated signal recovery using compressive sensing algorithm and response functions of 

photonic crystal slabs for (c) two discrete spikes (d) two Lorentzian lines (e) multiple Lorentzian 

lines (f) five Gaussian lines. The recovered signals (blue solid lines) agree well with the original 

(red dashed lines). 
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     To evaluate the performance, a random signal is generated and the measurement processes 

are simulated using Eq. (4.1). The signal is recovered by feeding d(ρ) into the compressive 

sensing program implemented in l1-magic [13]. First, a signal consisting of a few continuous 

waves of different wavelengths is used. The spectrum consists of a few sharp spikes. Such a 

signal is used to evaluate the resolution. The distance between the frequencies of two 

continuous waves is 0.1 nm (as shown in Fig. 4.2(c)). Both the spectral position and the 

intensity of the signal are recovered well. The resolution is maximized when the spectral 

features of the response functions are sufficiently complex within certain frequency range. To 

improve the complexity of the spectra, the optical path length can be enhanced by increasing the 

number of structural interfaces and the thickness of the structures. For example, by increasing 

the thickness of top layer photonic crystal slab, or using two layers of different photonic crystal 

slabs, the resolution can be further improved. In addition, the number of response functions, the 

sparsity of the signal, and measurement noise also affect the resolution, as expected for any 

compressive sensing method. The second test signal consists of a broadband Lorentz signal with 

a 30 nm bandwidth and a sharp peak on it. The third test signal combines 17 Lorentzian lines 

and the fourth combines 5 Gaussian lines. In all cases (Fig. 4.2(d), 4.2(e), 4.2(f)), the original 

signals are recovered with high fidelity.  

     Even though a large number of different photonic crystal slabs are used, these structures can 

be readily integrated on a chip. For visible and near-infrared spectral sensing, the required 

feature sizes can be readily defined by photolithography. The entire chip containing hundreds of 

different photonic crystal slabs can be as small as a few millimeters. The response functions of 

these nanostructures will be measured in the calibration process. Unknown signals can then be 
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projected onto the chip and the measurement can be taken in parallel by an array of 

photodetectors. Alternatively, for weak signals, the measurement can be done sequentially as 

shown in Fig. 4.1(c).  

 

4.4 Discussion  

In additional to photonic crystal slabs, other nanostructures with complex interferences can 

also be used to generate random spectral features. For example, multilayer structures with layer 

thickness ranging from hundreds of nanometers to a few micrometers can generate complex and 

fine spectral features (Fig. 4.3).  

It is desirable to have minimal correlation among different response functions for the best 

performance of compressive sensing. Next, I will use the multilayer structure as an example to 

evaluate the impact of correlation. I compare two types of multilayer structures, both consisting 

of 5 layers of silicon slabs with air spacing. For the first type (Fig. 4.3(a)), all 5 layers have the 

same thicknesses of 15 μm. Different response functions are obtained by randomly varying the 

thicknesses of air spacing between layers in the range from 3 – 4 μm. Fig. 4.3(b) – (e) show three 

representative spectra. By examining these spectra, it’s recognized that despite different detailed 

features, they all share a common pattern with a spectral periodicity determined by the FP 

resonance of the 15 μm thick Si slab. I can evaluate the correlation among different spectral 

response defined as 

𝐶𝐶𝑖𝑖,𝑗𝑗 =
𝐸𝐸��𝑅𝑅(𝜔𝜔,𝜌𝜌𝑖𝑖)−𝐸𝐸�𝑅𝑅(𝜔𝜔,𝜌𝜌𝑖𝑖)���𝑅𝑅�𝜔𝜔,𝜌𝜌𝑗𝑗�−𝐸𝐸�𝑅𝑅�𝜔𝜔,𝜌𝜌𝑗𝑗����

�𝐸𝐸��𝑅𝑅(𝜔𝜔,𝜌𝜌𝑖𝑖)−𝐸𝐸�𝑅𝑅(𝜔𝜔,𝜌𝜌𝑖𝑖)��
2
� 𝐸𝐸��𝑅𝑅�𝜔𝜔,𝜌𝜌𝑗𝑗�−𝐸𝐸�𝑅𝑅�𝜔𝜔,𝜌𝜌𝑗𝑗���

2
�

                         (4.7) 
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where E(.) represents the average. The response functions ae obtained by simulating 400 

different structures using S4 [19]. The average correlation is 0.74, indicating significant 

similarity among different response functions. Using this set of response functions, the 

compressive sensing algorithm is applied for a signal consisting of 5 Lorentzian peaks (Fig. 

4.3(e), red line). The peak positions and heights are barely recovered (Fig. 4.3(e), blue line). 

 

Fig. 4.3 The performance of the signal recovery depends on the implementation of the response 

functions. (a) The multi-layer structure that generates the response functions have 5 Si layers 

(blue slabs) with the same thickness of 15 μm. The distances are varied to obtain 400 different 

structures. (b) – (d) Three representative response functions. (e) The recovered signal barely 

reproduces the original signal with a high noise level. (f) Both the thicknesses and the distances 

between layers are varied. (g) – (i) Three representative response functions for (f). (j) the 

recovered signal agrees well with the original signal. 

 

For the second type of structures (Fig. 4.3(f)), 400 different response functions are obtained 

by changing both the thickness of and the spacing between Si layers. The spacing is randomly 
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chosen between 3 to 4 μm and the thickness is randomly chosen between 10 nm to 15 μm. Fig. 

4.3(g) - (i) show representative spectra. The average correlation for 400 different response 

functions is 0.01, much smaller than that of the first type of structures. Fig. 4.3(j) shows that the 

same signal now is very well recovered by this set of response functions. The comparison 

between these two types of structures shows the importance of correlation in designing photonic 

structures.  

Finally, the second type of multi-layer structure is used to evaluate the tolerance of 

measurement noise. Noise is inevitable in every step of experimental measurement. In the 

simulation, a random noise is added to the response functions. This noise could come from the 

experimental measurement of the response functions during the initial calibration of the 

instrument. Specifically,  

𝑅𝑅′(𝜔𝜔,𝜌𝜌) = 𝑅𝑅(𝜔𝜔,𝜌𝜌) + 𝛿𝛿𝑅𝑅(𝜔𝜔,𝜌𝜌)                                                (4.8) 
 

where 𝑅𝑅(𝜔𝜔,𝜌𝜌) is the true response function and 𝑅𝑅′(𝜔𝜔,𝜌𝜌) is the measured response function. 

𝛿𝛿𝑅𝑅(𝜔𝜔,𝜌𝜌) is the random noise. The measurement of the signal passing through the photonic 

structure also induces a noise given by  

                        𝑑𝑑′(𝜌𝜌) =  ∫ I(𝜔𝜔)𝑅𝑅(𝜔𝜔, 𝜌𝜌)𝑑𝑑𝜔𝜔 + 𝛿𝛿𝑑𝑑(𝜌𝜌)                                           (4.9) 

 

𝐼𝐼′(𝜔𝜔) is recovered by compressive sensing algorithm using measured data 𝑅𝑅′(𝜔𝜔,𝜌𝜌) and 𝑑𝑑′(𝜌𝜌). 

Fig. 4.4(a) shows the case without noise. Fig. 4.4(b) shows the noisy case with a signal-to-noise 

ratio of 40dB, e.g. the ratios between 𝛿𝛿𝑅𝑅 and R and between 𝛿𝛿𝑑𝑑 and 𝑑𝑑. In both cases, 𝐼𝐼′(𝜔𝜔) (blue 

solid line) agrees well with 𝐼𝐼(𝜔𝜔) (red dashed line).  
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Fig. 4.4 Result of signal recovery using compressive sensing without noise (a) and with noise 

(b). Red dashed lines are the original signals, and blue solid lines are the recovered signals. 

 

4.5 Conclusion 

     In conclusion, this chapter shows a method of spectral analysis based on compressive sensing. 

Nanophotonic structures are used to generate random sensing bases. Simulations show that such 

method could achieve very high resolution with good tolerance of noise. It can be potentially 

implemented in a very compact dimension to be used in low-cost applications. 
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CHAPTER FIVE 

ON-CHIP MICRO-SPECTROMETER 
BASED ON 

PHOTONIC CRYSTAL SLAB 

 

5.1 Introduction 

     Spectrometers are widely used for spectral analysis to study light-matter interactions [1], [2]. 

Current designs for spectrometers generally fall into two categories: the first one is based on a 

direct measuring method where individual bands are measured separately after introducing 

temporal or spatial band separations [3], [4] . As bands are measured separately, the incident 

power of the detector for each measurement is relatively low. In order to increasing the signal to 

noise ratio for the cases when the detector noise dominant, another spectral sensing method 

based on multiplexing principle is used. In multiplexing, instead of measuring individual band 

separately, multiple bands are encoded and measured at the same time [5], [6].  In other words, 

the unknown signal is encoded in each measurement with a different encoding mask. The 

measured results carry information of multiple bands with different weights. After several 

measurements, all the measurement results form a ‘barcode’ that could uniquely identify the 

original signal using some computational reconstruction method.  

     Based on these two methods, sophisticated free-space spectrometers such as monochromator 

and FTIR are widely used. Despite their outstanding performance, their applications are limited 

by the size and cost. In recent years a lot of efforts are invested in the development of cheap, 

portable and easy to use systems. Micro-spectrometers based on dispersive elements such as 
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planar waveguide spectrometers [7]–[9] require relatively large footprint to achieve high 

resolution. This is because in order to distinguish light with slightly different wavelength, light 

has to travel a long distance to accumulate phase difference until it’s detectable. Alternatively, 

micro-spectrometers based on resonant devices are developed [10]–[12]. Due to resonance, the 

optical path length is greatly enhanced thus higher resolution could be achieved in a small 

footprint. However, the free spectral range is limited by the number of resonators used. In 

addition, these devices are sensitive to fabrication errors. Multiplexing based devices such as 

quantum dot spectrometers are not CMOS-compatible [13], resulting in a complex and expensive 

fabrication process.  

     This chapter proposed a CMOS-compatible micro-spectrometer based on photonic crystal 

slab. The typical structure of a photonic crystal slab consists of a dielectric slab with periodic 

structures, such as an array of air holes on top. As light could be bounced back and forward 

many times among the abundant interfaces, millions times longer optical path length could be 

achieved compared to the geometrical size of the structure. In addition, the proposed device 

requires no fiber or waveguide to couple signals in, which makes it a great candidate for serving 

as individual spectral pixels in snapshot hyperspectral imaging.   

 

5.2 Micro-Spectrometer Design 

     As shown in Fig. 5.1, the designed micro-spectrometer consists of 6 × 6 different photonic 

crystal structures. Each of these structures has a different transmission spectrum with each other. 

This is achieved by tuning the pattern shape, size and lattice constant. The slab is then integrated 

on top of a Complementary Metal–Oxide–Semiconductor (CMOS) sensor array.  
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Fig. 5.1 Schematic of the designed micro-spectrometer. A PC slab consisting of 6 × 6 different 

nanostructures is integrated on top of a CMOS sensor array. The transmission spectrum for each 

of the structure is different with each other. 
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     When measuring a spectrum, the unknown signal can be simply projected onto all the 6 × 6 

structures without fiber coupling required, as shown in Fig. 5.2. The transmitted intensity of the 

unknown signal through each of the structure is collected from the CMOS sensor array. Based on 

the transmitted intensity distribution, the original signal could be obtained by computational 

reconstruction methods such as linear regression [14], [15] or compressive sensing [16]. In other 

words, the transmitted intensity distribution works as a ‘fingerprint’ that uniquely identifies the 

incident signal.  

 

 

Fig. 5.2 Spectral analysis process using the designed device. The unknown signal is projected 

directly onto the 6 × 6 structures, and the transmitted intensity of the unknown signal through 

each of the structure is then collected from the CMOS sensor array.  
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     Mathematically, the incident unknown spectrum 𝐼𝐼(𝜆𝜆) is discretized into a N-dimension vector 

𝐼𝐼𝑖𝑖 = 𝐼𝐼(𝜆𝜆𝑖𝑖),𝑛𝑛 = 1, … ,𝑁𝑁. The transmitted intensity of the unknown spectrum through the mth PC 

structure Dm can be written as: 

                                           𝐷𝐷𝑖𝑖 =  ∑ 𝐼𝐼(𝜆𝜆𝑖𝑖)𝑇𝑇𝑖𝑖(𝜆𝜆𝑖𝑖), 𝑚𝑚 = 1,2, … ,𝑀𝑀𝑁𝑁
1                                          (5.1) 

Where 𝑇𝑇𝑖𝑖(𝜆𝜆) is the transmission spectrum of the mth PC structure, which is predetermined in the 

calibration process by sweeping the wavelength from 𝜆𝜆1 to 𝜆𝜆𝑁𝑁 and taking the ratio of the incident 

light intensity with and without the device for each 𝜆𝜆𝑖𝑖. With M structures equation (5.1) is turned 

into M linear equations with N unknowns  

                                                                     𝐷𝐷 =  𝑇𝑇𝐼𝐼                                                                         (5.2) 

Where D is a single column with the M measured transmitted intensity, T is a 𝑀𝑀 × 𝑁𝑁 coding 

matrix with the mth row corresponds to the transmission spectrum of the mth PC structure. The 

input spectra I can then be recovered by minimizing the l2 norm 

                                     ‖𝐷𝐷 − 𝑇𝑇𝐼𝐼‖22     subject to I𝑖𝑖 > 0                                                 (5.3) 

In practice, D is subject to experimental noise, then a smooth signal I that approximates D can be 

reconstructed as a solution to a regularized objective function 

min𝐼𝐼‖𝐷𝐷 − 𝑇𝑇𝐼𝐼‖22  + k‖𝑆𝑆𝐼𝐼‖22     subject to I𝑖𝑖 > 0                               (5.4) 

Where 𝑘𝑘 > 0  is the weight. 𝑆𝑆𝐼𝐼  is the second-order difference of the signal I. Minimizing 

‖𝑆𝑆𝐼𝐼‖22 forces I to be smooth.  

 

5.3 Experimental Demonstration 

     To experimentally demonstrate the proposed device, a micro-spectrometer is designed and 

fabricated. This device consists of an array of 6 × 6 different PC structures on a 500nm-thick 
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Silicon on Sapphire (SOS) substrate (Fig. 5.3(a)). As shown in the scanning electron microscope 

(SEM) images in Fig. 5.3(b), each PC structure with a fixed size of 32µm × 32µm consists of a 

periodic lattice of air holes. In order to achieve different transmission spectrums for the 6 × 6 

structures, we have the flexibility to tune the diameter of the air holes, lattice constants in two 

dimensions, as well as the angle between them. For our designed micro-spectrometer targeted at 

the spectral range from 550 nm – 750 nm, the diameters of the air holes are chosen from 100 nm 

– 400 nm, the lattice constants in each dimension vary from 300 nm – 500 nm, and the angle 

between them varies from 30 °  – 90 ° . The air holes were patterned using electron-beam 

lithography and etched down 150 nm with reactive ion beam etching. The measured transmission 

spectrums T for four different structures are shown in Fig. 5.3(c), which confirms that by tuning 

the parameters of photonic structures, different transmission spectrums are achieved.  Incident 

signal is encoded by different transmission spectrums when passing through the device and 

recorded by a CMOS sensor array (Thorlabs, DCC3260M). Fig. 5.3(d) shows two examples of 

the captured images by the CMOS sensor array when exposed to two different signals, which 

proved that there’s one-to-one mapping between the incident signal and the transmitted intensity 

distribution collected on the CMOS sensor array. Each captured image delivers information to 

uniquely identify the original signal using computational reconstruction methods such as linear 

regression described by Eq. (5.4). 
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 Fig. 5.3 (a) Fabricated device under microscope. (b) Four different PC structures under SEM. 

(c) Measured transmission spectrums for four different PC structures. (d) Transmitted intensity 

distribution measured by the CMOS sensor array when illuminated at 610 nm (left) and 650 nm 

(right).    

 

  



67 
 
     The performance of the PC slab based spectrometer is tested by measuring several arbitrary 

spectra with varying intensity and bandwidth, and comparing the results with the reference 

spectra measured by a commercial monochromator. Signals being measured are generated by a 

random combination of a white light source with a set of filters and several LEDs. Spectrums 

with single peaks are targeted first. As shown by Fig. 5.4, the measurement results matches well 

with the references. Then some random signals with multiple peaks and varying intensity and 

bandwidth are tested. The results are shown by Fig. 5.5, where all the major features are 

successfully recovered.  

     To demonstrate the resolution of the micro-spectrometer, The device obtained accurate 

spectra of a series of narrow lines with 1 nm peak-to-peak separation (generated by a 

monochromator) across the 200 nm spectral range (Fig. 5.6(a) – (b)). As a further resolution test, 

the spectrometer resolved a closely positioned double peak separated by 2 nm (Fig. 5.6(c)). The 

double peak spectrum is synthesized by adding the intensity recorded separately on the detectors 

for each of the two sharp spectral lines passing through the spectrometer. This confirms that the 

abundant interfaces of the PC structures greatly enhances the optical length path and enable 1-2 

nm resolution with a ~210 µm × 210 µm device size. Resolution and signal recovery accuracy 

could be improved by adding more PC structures, using more sophisticated recovery algorithms, 

increasing calibration resolution and reducing measurement error.  
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Fig. 5.4 Measurement results for signals with single peak. (a) Emission spectrum of a 570 nm 

LED with 14 nm bandwidth. (b)-(d) Spectrum generated by a combintaion of a white light source 

and a bandpass filter with 10 nm bandwidth at (b) 610 nm. (c) 640 nm. (d) 670 nm. The 

measured signals (blue solid lines) agree well with the reference (red dashed lines). 
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Fig. 5.5 Measurement results for random signals with variying bandwidth and intensity. The 

measured signals (blue solid lines) agree well with the reference (red dashed lines). 
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Fig. 5.6 (a) A series of sharp peaks across the 200 nm spectral range with 1 nm peak-to-peak 

distance obtained by the PC slab based micro-spectrometer (b) Circled part in (a). (c) Resolved 

double peak spectrum with 2 nm separation.  
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     As the designed device is compact with relatively high resolution, easy to fabricate with low 

cost and can capture spectral information in a snapshot fashion, it has the great potential in the 

fields that require spectral sensing such as bioscience, chemistry or material analysis. To 

demonstrate one of its applications, Fig. 5.7 shows a case when two different spectral signals are 

perceived the same by human eyes or RGB cameras, a phenomenon referred to as metamerism 

[17]. Metamerism prevents the unique recovery of spectra directly from the response of any 

photoreceptor made following the Principle of Univariance [18] in color imaging. In contrast, 

our device could clearly distinguish the two signals and reconstruct the exact spectral 

components for each. 

 

 

Fig. 5.7 A case when two different spectrums are perceived the same by an RGB camera while 

the spectral information could be accurately obtained by the designed device. (a) An orange 
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color mixed by green and red. (b) A pure orange color, which is perceived the same with the one 

shown in (a) by an RGB camera.  (c) – (d) Spectral information obtained by the PC slab based 

spectrometer for (a) and (b). The measurement results (blue solid lines) agree well with the 

reference measured by a commercial monochromator (red dashed lines). 

 

5.4 Application in Snapshot Hyperspectral Imaging      

     I next demonstrate another potential application of the micro-spectrometer in spectral 

imaging. When imaging a scene, a spectral imager could produce a spatial map that indicates the 

spectral variation (x, y, 𝜆𝜆) in order to identifying materials or finding objects [19]. Generally used 

spectral imaging techniques include spatial scanning [20], [21], which acquires the spectral 

information of the scene point by point, and spectral scanning [21], which captures a series of 

monochromatic spatial maps of the scene. As the scanning methods require stationary measuring 

system, long acquisition time and are only accurate for non-moving scene, non-scanning 

methods have been developed over the years, which could yield the full date cube (x, y, 𝜆𝜆) via a 

single measurement. A number of carefully designed systems have been proposed, such as 

integral field spectrometry with fiber bundles/lenslet arrays (IFS-F/IFS-L) [22]–[24], 

multispectral beam splitting (MSBS) [25], computed tomography imaging spectrometry (CTIS) 

[26], image replicating imaging spectrometers (IRIS) [27], coded aperture snapshot spectral 

imager (CASSI) [28], [29]. Most of these methods require precision alignment and 

manufacturing costs are high. Alternatively, we propose a snapshot multispectral imaging 

camera based on our designed micro-spectrometer which is easy to use, compact and low cost.   

     As the micro-spectrometer requires neither disperser nor waveguide or fiber to couple signals 
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into the structures, it’s easy to be integrated. This fundamental advantage opens up the possibility 

for it to serve as individual pixels of a snapshot hyperspectral imaging camera by simply 

attaching an array of micro-spectrometers to a commercial photodetector array. To illustrate this 

idea, we fabricated 10 ×10 identical micro-spectrometers on a SOS substrate with the same 

design and fabrication process with before (Fig. 5.8). Each micro-spectrometer serves as a 

spectral pixel and captures the spectral information of the part of an image that is projected onto 

it, and the process is in parallel over all pixels. In other words, the spatial and spectral 

information are acquired separately. The fabricated device is then attached onto the chip of a 

CMOS camera, enabling a 10 ×10 pixel snapshot hyperspectral camera with ~210µm × 210µm 

pixel size. The active region spans ~2.1mm × 2.1mm. Notice that the current design of the 

hyperspectral camera is for demonstration purpose, in practice more pixels could be added 

efficiently by fabricating the micro-spectrometer array using high resolution photolithography. 

For example, a ~170 × 110 micro-spectrometer array can be integrated on a 8688 × 5792 pixel 

CMOS camera with 4.14µm × 4.14µm pixel size (Canon, EOS 5DS). To further increase the 

spatial resolution, the size of each micro-spectrometer could be made smaller by reducing the 

number of periods for each PC structure, which is a tradeoff between the spatial resolution and 

single pixel performance.  

     Before the camera is used for spectral imaging, same calibration process for individual micro-

spectrometer is performed by measuring the transmission spectrum of each PC structure with 

sweeping monochromatic light at 2 nm steps in the range 550 nm – 750 nm. The hyperspectral 

camera is then tested by taking the image of some characters on a paper (Fig. 5.9(a)) with a 

35mm lens (Fujinon, CF35HA-1) attached. As a first test we targeted a single number 5 
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illuminated at 600 nm ± 1 nm (FWHM). Fig. 5.9(b) shows the captured image by the spectral 

camera which records the optical intensity distribution of the image of number 5 that has passed 

through each PC structure of the 10 × 10 micro-spectrometers. Again, due to spectral 

multiplexing, this image itself can’t be associated with any specific wavelength. Instead, 

computational methods should be performed based on the intensity distribution recorded for each 

micro-spectrometer. Fig. 5.9(c) shows the obtained spectral information for this number 5 from a 

particular pixel. Fig. 5.9(d) - (f) displays three images from the reconstructed data cube at 570 

nm, 600 nm, 630 nm. Both the spatial and spectral information are accurately obtained. As only a 

small number of spectral pixels are available, the ones that are partially illuminated are turned off 

manually. 

 

 

Fig. 5.8 Image of the spectral camera, where a chip with 10 × 10 identical micro-spectrometers 

is attached onto a CMOS camera. Scale Bar: 50 µm.  
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Fig. 5.9 (a) Optical setup for taking the images of some characters on the paper using the 

designed hyperspectral camera. (b) Image taken by the CMOS camera for a number 5 on the 

paper illuminated at 600 nm. (c) Spectral information obtained by a particular spectral pixel. (d) 

– (f) The spatial maps from the reconstructed data cube at 570 nm, 600 nm, 630 nm, 

respectively. 
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     I next consider a character formed by overlapping two numbers 5 and 9 on the paper (Fig. 

5.10(a)), with number 5 illuminated at 610 ± 5 nm and number 9 illuminated at 670 ± 1 nm. The 

reconstructed spectral and spatial information of this character is demonstrated by Fig. 5.10(b)-

(d) showing three images at 610 nm, 640 nm and 670 nm. The overlapped numbers are separated 

by wavelength difference, which an RGB camera is not capable of.  

 

Fig. 5.10 (a) The image that’s being analyzed by the designed hyperspectral camera, which is 

formed by overlapping two numbers, 5 and 9, with 5 illuminated at 610 nm and 9 illuminated at 

670 nm. (b) – (d) The spatial map from the reconstructed data cube at 610 nm, 640 nm, 670 nm, 

respectively.  
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5.5 Conclusion 

     In summary, this chapter experimentally demonstrates a CMOS-compatible on-chip miro-

spectrometer based on PC slab. As the optical path length is greatly enhanced by the abundant 

interfaces of the nanophotonic structures, the designed device could achieve high resolution in a 

compact size. In addition, the device could obtain spectral information with a snapshot fashion 

and no fiber coupling is necessary. This opens up the possibility for the PC based micro-

spectrometer to serve as individual spectral pixels for snapshot hyperspectral imaging, which is 

low cost and easy to use.  
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