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Abstract

Chest X-ray radiography (CXR) has long served as the frontline imaging modality deployed for
the detection of pulmonary disorders. Despite the modality’s widespread clinical utility, the
diagnostic efficacy of radiography for the detection and diagnosis of pulmonary diseases is severely
hindered by the intrinsic physical limitation of the X-ray absorption contrast mechanism. The
early manifestation of many pulmonary disorders involves the destruction, damage, or filling of
the alveoli with fluids, immunological agents, and lesions prior to the onset of clinical symptoms.
These underlying structural and physiological changes to the pulmonary anatomy result in an
increase of X-ray attenuation by only a few percent. The low contrast generated between diseased
and healthy pulmonary tissue can be easily obfuscated by the presence of anatomical noise or the
superimposition of other anatomical structures along the X-ray beam direction.

The aim of this thesis is to construct, optimize, and evaluate a novel multi-contrast chest X-
ray radiography prototype system to address the limitations associated with conventional X-ray
radiography. Multi-contrast X-ray imaging leverages the wave nature of X-rays to simultaneously
generate information regarding the absorption, refraction, and small-angle scattering of X-rays.
The small-angle scattering mechanism has demonstrated the capacity to probe the microstructures
of the lungs and generate a strong image signal of alveolar air interfaces. However, when the
alveoli become filled, damaged, or destroyed, the small-angle scattering signal is extinguished. It is
for this reason that multi-contrast X-ray imaging is hypothesized to enhance the utility of X-ray
radiography. The first key topic of this thesis work is the design and construction of a clinically
compatible multi-contrast prototype system. Following the system construction, a fast scanning
beam acquisition scheme is implemented to enable imaging of the entire chest within a single
breath-hold. The interferometric and clinical imaging performances are then optimized for a variety
of clinical imaging scenarios. To conclude this thesis, the potential for multi-contrast imaging to
enhance the diagnostic efficacy of X-ray radiography is evaluated through phantom and animal
imaging studies.
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Chapter 1

Introduction

This thesis builds upon decades of prior research on the topics of pulmonary disease, medical X-ray

imaging, and multi-contrast X-ray imaging. This chapter serves as a review of the pre-existing

literature to place this thesis work in the appropriate historical context.

1.1 Clinical Background

Diseases of the respiratory system impose a significant global health burden, serving as leading

causes of mortality and chronic morbidity1,2. In 2019, respiratory diseases constituted three of the

ten leading causes of death globally, culminating in over 7 million deaths2. In the third edition of

The Global Impact of Respiratory Disease Report, The Forum of International Respiratory Societies

(FIRS) identified five diseases that are the predominant contributors to the substantial mortality and

morbidity associated with pulmonary disorders: chronic obstructive pulmonary disease (COPD),

lung cancer, tuberculosis (TB), acute lower respiratory tract infections, and asthma1.

1.1.1 Chronic Obstructive Pulmonary Disease (COPD)

Chronic obstructive pulmonary disease, or COPD, is the third most common cause of death

worldwide1. It is estimated that there are over 200 million individuals, or 4% of the global

population, with COPD, resulting in 3.2 million annual deaths on average7–9. COPD refers

to a group of progressive diseases characterized by chronic inflammation and damage to the

structural and functional components of the bronchi, bronchioles, pulmonary vasculature, and lung

parenchyma10. Chronic inflammation and the potential destruction of parenchymal tissue have
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Figure 1.1: (Left) Healthy lungs and alveoli (Right) The five predominant respiratory diseases according to
The Forum of International Respiratory Societies.1 (Created in Biorender)

Figure 1.2: (Left) Estimates for the leading causes of death globally in 2019, according to the World Health
Organization.2 (Created in Biorender)
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Figure 1.3: A depiction of the factors that cause COPD, the early progression of the disease, and the main
conditions associated with it. (Created in Biorender)

been shown to culminate in the narrowing of airways, which may result in irreversible airflow

limitations and reductions in gas exchanges and lung elasticity11. The two most common conditions

of COPD are emphysema and chronic bronchitis. Emphysema is characterized by the enlargement

of the alveolar airspaces, the weakening of the epithelial cells lining the alveoli, and a loss in lung

parenchyma elasticity12. Enlargement of the alveolar airspaces can be caused by the collapse of the

epithelial cells lining the alveoli or by structural rearrangements13. A loss of alveolar surface area

results in a reduction in the underlying gas exchange processes. In contrast to emphysema, chronic

bronchitis is the chronic inflammation of the major airways, including the bronchi and bronchioles,

rather than the alveolar air spaces13. Chronic bronchitis is characterized by excessive mucus

secretions along the lung’s major airways resulting in airflow limitations to the distal branches of

the respiratory system.

1.1.2 Lung Cancer

Lung cancer is the primary cause of cancer-related death in the United States and worldwide.

Based on the 2020 Global Cancer Observatory’s (GCO) annual cancer burden report, there were
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an estimated 2.2 million new cases and 1.8 million deaths associated with lung cancer worldwide.

This corresponds to 11.4% of all new cancer cases and 18% of all cancer-related deaths14,15. Despite

advancements in the development of effective treatment modalities, the prognosis for lung cancer

patients remains among the worst of all cancers, with a 5-year survival rate of just 21%16.

The high mortality associated with lung cancer can be ascribed to delays in diagnosis, a lack of

effective treatment options for advanced-stage or metastatic disease, and the highly heterogeneous

nature of the disease’s clinical presentation and histopathology. Delays in diagnosis are frequently

the result of clinical symptoms not presenting until the advanced stages of disease progression.

Reports demonstrate that roughly 80% of lung cancer patients have developed stage III or IV

disease at the time of presentation, thus excluding them from the potentially curative surgical

resection that can be performed at earlier disease stages17. To compound upon the challenges in

diagnosis, lung cancer can present with a vast range of symptoms that are largely non-specific and

may coincide with symptoms of pre-existing respiratory conditions, such as chronic obstructive

pulmonary disease (COPD)18,19.

Significant progress has been made in developing an understanding of the highly heterogeneous

biological and histopathological characteristics of lung cancer. Recognizing the heterogeneity

of lung cancer is essential for the development of effective diagnostic and treatment modalities.

Traditionally, lung cancer has been classified into two primary histologic categories: non-small cell

lung cancer (NSCLC) and small cell lung cancer (SCLC). SCLC accounts for 13%-15% of all new

lung cancer cases20. The limited stage of SCLC refers to a disease that is confined to the thorax,

specifically, the lungs, central airways, and lymph nodes. The extensive SCLC denomination is

characterized by the spread of disease beyond the thorax with the most common metastatic sites

being the liver, brain, and bones21,22. The SCLC sub-classification is highly metastatic and associated

with extreme lethality due to the disease’s fast metabolic function, rapid growth rate, proclivity for

early metastasis, and aggressive nature23. In addition to the disease’s rapid development, SCLC has

exhibited a strong resistance to lung cancer treatments24. As a result, 85% of patients present with

extensive SCLC at the time of diagnosis, and the overall 5-year survival rate is just 6.4%25. NSCLC

is further sub-categorized into adenocarcinoma, squamous cell carcinoma (SqCC), and large cell

carcinoma23. Adenocarcinoma of the lung is the most common histologic classification of lung

cancer, accounting for 40% of all cases and 70% of NSCLC cases26. By definition, adenocarcinoma
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Figure 1.4: (Left) Illustration of the four stages of lung cancer. (Right) Description of the four major lung
cancer sub-classifications. (Created in Biorender)

refers to a malignant epithelial mass that exhibits glandular involvement or mucin production.

Adenocarcinoma of the lung is also accompanied by a variety of histologic sub-classifications.

Squamous cell carcinoma accounts for 20% of lung cancer cases. The majority of SqCCs express

along the central portion of the lungs, most commonly arising in the bronchi and other major

airways27. SqCC is more strongly associated with smoking and chronic inflammation when

compared to other NSCLC histologic classifications28. In contrast to adenocarcinoma, SqCC of

the peripheral lung is more expansive, demonstrating initial filling of alveolar spaces and the

displacement of normal pulmonary structures29. Large cell carcinomas are the most infrequent lung

cancer. Large cell carcinomas appear as bulky necrotic tumors that are primarily found along the

peripheral lung with limited presentation in the central region. Large cell carcinoma is associated

with significant displacement of the underlying pulmonary anatomy27.
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1.1.3 Acute Lower Respiratory Tract Infections

Acute lower respiratory tract infections account for over 2.4 million deaths annually and remain the

leading cause of death for children under 5 and individuals over the age of 651. Lower respiratory

infections refer to a group of immunological responses in the lower respiratory tract, including

the bronchi, bronchioles, and alveoli. The clinical presentation and underlying etiological agents

associated with acute lower respiratory tract infections are complex and widely vary.

Pneumonia is an inflammatory immunological response primarily pertaining to the alveoli and

interstitial spaces. Determining the etiological agent for a given case of pneumonia is crucial in

assessing an effective course of treatment.

1.1.4 Tuberculosis

Mycobacterium tuberculosis which is the causative bacteria in TB, is one of the primary causes of

pneumonia and severe respiratory disease. In 2019, Tuberculosis was responsible for 1.4 million

deaths and 10 million new cases1. Tuberculosis is transmitted by small airborne droplets that

typically settle throughout the upper tracts of the respiratory system once inhaled. As such, the

majority of TB-infected individuals have a latent disease. Clinical symptoms and the onset of

pneumonia do not begin unless the bacteria reaches the alveoli30.

1.1.5 Asthma

The final major respiratory disease identified by FIRS is asthma, which has become an increasingly

prevalent disease over the past three decades, impacting over 350 million people and causing over

500,000 deaths each year31,32. Asthma is a disease of chronic bronchial inflammation characterized

by hyperresponsiveness of the major airways. The cause of asthma is complex and generally relates

to environmental stimuli and genetics.

1.1.6 2019 Novel Coronavirus

The burden associated with pulmonary diseases has been exacerbated by the emergence of the 2019

novel coronavirus pandemic. In December 2019, several patients presented with cases of severe

pneumonia of unknown etiology in the Hubei province of China33. This event was subsequently
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determined to be the initial outbreak of the 2019 novel coronavirus disease (COVID-19). COVID-19

rapidly reached pandemic levels due to its prompt proliferation and substantial mortality, having

since infected over 350 million individuals resulting in 5.6 million deaths as of 202234,35.

SARS-CoV-2 (Severe Acute Respiratory Syndrome-Coronavirus 2), which was identified as the

causative agent of the COVID-19 outbreak, is an enveloped positive-stranded RNA virus that utilizes

angiotensin-converting enzyme 2 (ACE2) as a source for cellular entry. ACE2 is primarily expressed

in tissues along the respiratory tract including in alveolar cells, bronchial epithelium, and vascular

endothelial cells33,36–39. Compared with previous outbreaks of coronaviruses including SARS-CoV

(severe acute respiratory syndrome-coronavirus) and MERS-CoV (Middle East respiratory syndrome-

coronavirus), SARS-CoV-2 is highly contagious and transmissible40,41. The early immunological

response to SARS-CoV-2 is the inflammation and filling of the small air chambers, known as the

alveoli, with mucus, proteinaceous exudates, alveolar macrophages, and other infiltrates prior to

the onset of clinical symptoms or severe disease36,42,43.

The most common outcome for patients experiencing severe disease is acute respiratory distress

syndrome (ARDS) characterized by bilateral diffuse alveolar damage (DAD), the destruction of

alveoli epithelial cells, hyaline membrane formation, and eventual intracapillary thrombosis36,42,44–53.

A prompt diagnosis, adequate initial management, and early treatment are crucial to improve

patient prognosis and mitigate negative health outcomes for individuals suffering from COVID-19.

1.2 Chest X-ray Radiography for the Diagnosis of Lung Disease

Efforts have been made to develop effective diagnostic tools and treatment methods to address

the significant burden of respiratory diseases. Medical imaging is crucial in the diagnosis and

management of lung diseases, with chest X-ray radiography (CXR), computed tomography (CT),

positron emission tomography (PET), and magnetic resonance imaging (MRI) being the primary

imaging modalities used to provide detailed functional and structural information on pulmonary

anatomy for improved diagnosis and monitoring of lung diseases. CXR, in particular, is often the

first-line imaging modality used to detect many pulmonary abnormalities.

Chest radiography is a rapid, simple, and inexpensive method for evaluating the heart, lungs,

major airways, blood vessels, and osseous structures related to the thoracic cavity. It is widely
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used to screen for and diagnose lung cancer, tuberculosis, asthma, viral and non-viral pneumonia,

COPD, diffuse parenchymal lung disease (DPLD), and pneumothorax. Compared to other imaging

modalities, radiography is advantageous due to its reduced system/exam cost, high spatial reso-

lution, increased throughput, and widespread availability54–59. In fact, planar radiography is the

most common imaging procedure performed in medicine, as almost all urban and rural clinics,

emergency rooms, urgent care facilities, and hospitals are equipped with stationary and mobile

CXR units.

1.2.1 History of X-rays in Medicine

Since their initial description, X-rays have been used as a tool to visualize the internal structures of

the human anatomy. Wilhelm Roentgen was the first to describe the existence of X-rays in 1895.

The accidental observation came when Roentgen was using a Crooke’s tube to study “cathode

rays”. During an experiment, Roentgen observed fluorescence on a barium platinocyanide screen

across the room, despite the tube being covered. Roentgen quickly recognized this as a distinct

phenomenon from the “cathode rays” he had been studying, as these new rays could penetrate

through thick materials and still be seen at distances far greater than that of the “cathode rays”60.

In one of his early experiments, Roentgen captured the first medical X-ray image by placing his

wife, Anna Bertha Ludwig, hand in between the Crooke’s tube and a film, as shown in Fig. ??5.

For the first time, X-rays allowed for medical professionals to non-invasively observe the internal

structures of the human body. X-rays were being used in a clinical setting within one year of

their initial description60–63. By the 1920s, X-rays had changed the landscape of modern medicine.

Hardware advancements allowed for the widespread adoption of medical X-ray imaging. The

Coolidge tube allowed for increased output, improved stability, and greater flexibility compared

to the Crooke’s tube64. Advancements in intensifying screens allowed for film to replace the

bulky glass plates that were common practice in the early days of X-ray imaging63. By 1951, it

was estimated that 42% of all patients admitted to the hospital would receive at least one X-ray

examination63. Since the 1960s, CXR has been the most common X-ray imaging examination63,65.

CXR was being evaluated as a potential screening tool for lung cancer as early as the 1950s66–69.

Despite the emergence of tomographic imaging modalities including CT and MRI, planar X-ray

imaging remains the primary workhorse in modern medicine.
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1.2.2 Limitations of Conventional X-ray Radiography

The intrinsic limitations of CXR have severely limited the capacity of the modality to detect or

differentiate the structural and functional changes associated with various pulmonary abnormalities.

For instance, multi-institutional studies have found that the sensitivity of conventional CXR to

COVID-19 ranges from 33% to 73%70–72, with sensitivity being poorest in the early stages of disease73.

The sensitivity of CXR to COPD has been found to be roughly 35%55. The National Lung Screening

Trial (NLST) at Johns Hopkins74, the Mayo Clinic75, and Meomrial-Sloan Kettering Cancer Center76

concluded that CXR had a statistically insignificant impact on overall mortality, did not result

in a stage shift in detected cancers, and may have lead to an overdiagnosis of lesions that could

be considered not clinically relevant77–82. Similarly, the Prostate-Lung-Colorectal-Ovary (PLCO)

screening trial also found that CXR imaging did not have an impact on the cumulative lung cancer

mortality of patients83.

The poor diagnostic performance of CXR can be attributed to the nature and underlying

physics that governs planar X-ray imaging and the biological and histological characteristics of the

respiratory system and pulmonary diseases. Another inherent limitation of planar radiography

is the superimposition of anatomical structures along the X-ray beam direction. This inherent

limitation is pronounced for chest imaging due to the presence of highly attenuating structures

such as the ribs, clavicles, and spine, in conjunction with the highly complex and heterogeneous

anatomy associated with the hilar and peri-hilar regions. Several comprehensive reviews have

found that location plays an important role in the capacity for radiologists to detect lesions and

abnormalities in CXR images84–91.

In conjunction with the modality’s planar nature, the major limitation of CXR relates to using

X-ray absorption as the primary mechanism to generate contrast between diseased and healthy

pulmonary tissues. The attenuation coefficient is roughly proportional to the fourth power of the

effective atomic number, Zeff for a given image object. As such, materials composed of low Z

elements, such as the soft tissues in the human body, become difficult to distinguish in absorption

imaging. In their early manifestations, pulmonary diseases directly impact the microscopic structural

anatomy of the lungs. For instance, the alveoli become filled with mucus, immunological agents,

and other liquids during the early stages of pneumonia, even prior to the onset of ARDS and
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DAD36,42,43. The culmination of these minuscule air spaces becoming filled with water-equivalent

material is an increase in X-ray absorption by only a few percent. Similarly, the destruction of

epithelial cells and enlargement of the alveolar air spaces during emphysema results in significant

functional changes. However, these microscopic changes have little impact on the absorption

of X-rays when compared to the absorption of X-rays in healthy lung tissue55. Early-stage lung

cancers typically present as small, low-density lesions with ill-defined margins, resulting in limited

contrast in a conventional radiographic image29,87,89,92,93. Thus, the limited contrast generated by

the underlying pathophysiology associated with respiratory diseases can become easily obfuscated

by image noise or the superimposition of other anatomical structures in conventional radiographic

images.

1.3 Multi-Contrast X-ray Imaging

Despite significant advancements in our understanding of the nature of X-rays, the underlying

contrast mechanism in medical X-ray imaging has remained entirely unchanged since Roentgen’s

initial discovery in 1895. As such, medical imaging has been unable to access a fundamental

aspect of X-rays - their wave nature. The wave properties of X-rays become distorted as the X-ray

wavefront interacts with matter through physical processes such as X-ray refraction and X-ray

small-angle scattering (SAS)94–96.

Information about the microstructure, distribution of scatterers, and material composition of the

interacting medium is encoded in the distortions of the X-ray wavefront. X-ray refraction occurs

when X-rays interact with the orbital electrons of a medium through elastic scattering, which alters

the direction of X-ray wave propagation. The degree of change in the wave propagation direction

depends on the local electron density of the material. Consequently, information on the electron

density distributions of an object is intrinsically encoded in the local changes in the phase of the

X-rays as they leave the object.

X-ray small-angle scattering is the diffraction of X-rays into a narrow forward propagating cone

caused by scatterers that are much larger than the wavelength of the X-rays. Thus, small-angle

scattering events will be generated by scatterers ranging in size from hundreds of micrometers to

tens of nanometers for X-rays in the diagnostic energy range. The likelihood of an X-ray small-angle
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Figure 1.5: (Left) Alteration of the X-ray wave propagation direction through refraction (Right) Contribution
of Rayleigh scatter, Photoelectric absorption, and Compton scatter on the linear attenuation coefficient of
water in the diagnostic energy range. (Created in Biorender)

scattering event occurring is not dependent on the physical density, but rather on the spatial

density correlation coefficient of a given object97,98. To be more specific, the small-angle scattering

cross section is related to the density spatial correlation coefficient, ρcor by σSAS = 1 − ρcor. As a

result, regions of uniform density will generate no small-angle scattering events, while regions of

heterogenous density will be associated with a strong scattering signal. By detecting X-ray wave

distortions resulting from small-angle scattering events, valuable information on the microstructure

and spatial density distributions of a given object can be extracted.

There have been various techniques developed to extract the rich material-specific information

encoded through the interactions of X-ray refraction and X-ray small-angle scattering. X-ray

phase contrast and X-ray dark-field imaging are imaging modalities that respectively utilize X-

ray refraction and X-ray small-angle scattering mechanisms to generate image contrast. The

simultaneous generation of X-ray absorption, X-ray phase, and X-ray dark-field images is known as

multi-contrast X-ray (MCXR) imaging. Over the past three decades, the medical imaging community
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Figure 1.6: (Left) Depiction of X-ray small-angle scattering event and the subsequent diffraction pattern
generated. (Right) Demonstration of small-angle scattering events in healthy alveoli, alveoli with pneumonia,
and emphysemic alveoli. (Created in Biorender)

has made significant efforts to explore the potential of multi-contrast X-ray imaging to overcome

the limitations of conventional X-ray imaging methods99–123,123–128.

1.3.1 Multi-Contrast Chest X-ray Imaging

For the detection of respiratory diseases, it is the fundamental physics and imaging principles

governing multi-contrast X-ray imaging that encompass the potential for it to improve upon the

diagnostic performance of chest radiography. In specific, analysis of the dark-field image signal

may provide a powerful tool for the detection of lung abnormalities. When healthy, the hundreds of

millions of microscopic balloon-shaped alveoli will provide a strong X-ray dark-field signal. First,

the size of the alveoli, roughly 200-500 µm, are on the order of particulate small-angle scatterers for

X-rays in the diagnostic energy range. Second, the density gradient between the alveolar membrane

and the air compartment for given alveoli will reduce the density spatial correlation coefficient in
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healthy lungs. The reduction of the density spatial correlation coefficient results in a sharp increase

in the probability of small-angle scattering to occur. For many pulmonary disorders, the structural

and physiological manifestations of the disease are related to the inflammation and/or destruction

of the alveoli. These underlying changes will result in an increase in density homogeneity across

the impacted region. As a consequence, the density spatial correlation coefficient will approach

unity, thus decreasing the overall dark-field signal for infected alveoli and lesions. The discrepancy

between the dark-field signal generated in diseased and healthy alveoli is hypothesized to be the key

to improving the diagnosis of lung diseases via chest radiography. It is for this reason that dark-field

lung imaging has been a special interest in the scientific community for the past decade111,112,129–142.

To further compound upon the benefits of MC-CXR imaging, the X-ray phase contrast signal

has also demonstrated utility in the medical imaging domain. First, the X-ray phase contrast signal

exhibited the capacity to provide superior contrast resolution for certain types of soft tissues and

cancers99,106,113,114,143? ,144. In addition, the quantitative electron density, ρe, information encoded in

the X-ray phase contrast signal can be leveraged to effectively generate soft tissue-only images145.

Similar to dual-energy radiography, soft-tissue-only images can suppress the overlapping bony

structures in the absorption images for improved detection of low contrast lesions109,110,146–148.

1.3.2 Review of Multi-Contrast X-ray Imaging Methods

The physical and mathematical foundation of multi-contrast X-ray imaging is presented in Chapter

2 of this thesis. The remainder of this chapter is dedicated to reviewing the major multi-contrast

X-ray imaging techniques that have been investigated by the scientific community. The potential

advantages and disadvantages of each method are discussed within the context of creating a human-

compatible multi-contrast X-ray imaging system that adheres to the constraints of a clinical setting.

Clinical compatibility requires that a proposed prototype system be compatible with currently

employed x-ray hardware systems. That is to say, the prototype system must match or resemble the

geometry, field-of-view (FOV), dosimetric characteristics, and acquisition times associated with

conventional chest radiography
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Figure 1.7: X-ray crystal interferometer with three silicon crystals serving as a beam splitter, a mirror, and an
analyzer. Interference patterns are generated at the detector to detect phase shifts produced by the object in
one of the beam paths. (Created in Biorender)

1.3.2.1 X-ray Crystal Interferometry

X-ray interferometry exploits the interference of X-ray waves to extract the information encoded

through the X-ray refraction and small-angle scattering processes. In specific, the interference of

X-rays is used to generate detectable interference patterns, otherwise known as interferograms.

Analyzing changes in the interferogram caused by an image object can reveal the structural and

compositional information discussed previously. The concept of X-ray interferometry was first

introduced in 1965 by U. Bonse and M. Hart95. They created an interferometer using three nearly

perfect silicon crystal plates, as illustrated in Figure 1.7. In this setup, a monochromatic X-ray beam

is directed at the first silicon crystal at a non-perpendicular angle. The first crystal acts as a beam

splitter, diffracting a portion of the beam and allowing the other portion to continue along the

original angle of incidence. The second crystal serves as a mirror, reflecting the diffracted portion

of the beam back towards an analyzer silicon crystal.

The image object is positioned between the mirror and analyzer crystals, obstructing one of the

beams and causing a phase shift while the other beam remains unaffected. The spatially separated

beams then interfere as they reach the third analyzer crystal. This interference is then detected

downstream of the third crystal as an interference pattern across a detector. The interference at the

detector can be modeled as a sinusoidal function with oscillating intensity. A phase splitter can
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also be added to the unmodulated beam to resolve the relative phase shift introduced by the image

object. This process is referred to as phase stepping and is discussed in more detail in Chapter 2.

Crystal interferometry has been explored for small animal imaging applications. The first

investigation for biological imaging was conducted by Momose and Fukuda in 1995143. In the

subsequent two decades, crystal interferometry was investigated for imaging of the brain, liver,

and blood vessels of small animals103,149–152. The clinical potential of crystal-based interferometry

techniques is limited by several inherent aspects. One of the challenges is that crystal interferometry

requires a monochromatic X-ray source, which is difficult to achieve in the clinical environment.

Synchrotron sources are associated with significant system costs, are not compatible with standard

radiography suites, and are not widely available in clinical practice. Other monochromatic X-ray

sources do not provide adequate flux to enable clinical imaging within a reasonable time. Another

limitation is the stability associated with crystal interferometers.

The high sensitivity of crystal interferometers also comes at the cost of being highly sensitive

to external disturbances. This sensitivity has resulted in substantial stability issues with crystal

interferometry97. Finally, crystal-based phase imaging methods are limited to a field of view of

only a few centimeters due to their dependency on crystal size and uniformity. As a result of these

limitations, crystal-based interferometry is not a viable candidate for clinical lung imaging.

1.3.2.2 Diffraction-Enchanced X-ray Imaging

Diffraction Enhanced Imaging (DEI) or analyzer-based imaging is a technique that uses an analyzer

crystal to detect changes in the phase of monochromatic X-rays. After a monochromatic beam

of X-rays interacts with matter, the refracted and unrefracted components of the beam will have

different directions of propagation. As such, if an analyzer crystal is placed after the image object,

then the two components of the beam will be incident on the crystal at different angles. The analyzer

crystal will diffract X-rays with a narrow range of incidence angles toward a detector. Deviations

from the Bragg angle introduced by refraction will result in changes in the measured intensity at

the detector plane.

The working principles of DEI and the method to generate the phase and absorption signals

were established by Chapman et al. in 1996153,154. The underlying mechanism to extract the phase

contrast in DEI is to measure rocking curves at the detector with and without an image object
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present. A rocking curve is generated by introducing slight angular variations from the Bragg angle

to the analyzer crystal. Angular deviations from the Bragg angle will cause a gradual decrease in

the intensity measured at the detector. The rocking curve is therefore measured as a plot of the

intensity as a function of the introduced angular deviation. The rocking curve becomes shifted

when X-ray refraction in an image object causes a change to the angle of incidence onto the analyzer

crystal. This shift in the rocking curve is a direct measure of the angle of refraction induced by

the image object. As shown in Chapter 2, the angle of refraction is proportional to the differential

phase shift introduced by the image object. In addition to the phase and absorption information,

dark-field image signals can also be generated through the rejection of small-angle scattered X-rays

by the analyzer crystal155.

DEI has been investigated for medical imaging applications including mammography, lung

imaging, and joint imaging156. Improved soft tissue imaging associated with DEI phase imaging

has demonstrated utility in improved contrast between diseased and healthy breast tissue157,158 and

the evaluation of cartilage and synovial tissues in joints159,160. Dark imaging via the extinction of the

X-ray small-angle scattering signal has also demonstrated utility for the visualization of the lungs

for small animal imaging111,112. Despite the modalities demonstrated success, the clinical adoption

of DEI for clinical pulmonary imaging is impeded. Similar to crystal interferometry, the challenges

associated with DEI include the requirements for monochromatic X-rays and the limited field of

view resulting from crystal fabrication. As a result of these impedances, DEI is not considered a

viable candidate for a human-compatible multi-contrast imaging system.

1.3.2.3 Propagation-Based X-ray Imaging

Propagation-based X-ray imaging (PBI) techniques are based on observing the Fresnel or near-field

diffraction of spatially coherent X-rays. Refracted components of these X-rays begin to interfere

downstream from the image object, and this interference can be detected as local variations in

brightness and darkness by introducing a distance between the object and the detector plane. For

PBI imaging, the intensity across the detector, I(x, y) can be modeled in the following manner:

I(x, y) = I0(x, y)T (x, y)
M2

(
1 − λ d

2π
∇2

⊥ϕ(x, y)
)

(1.1)
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Figure 1.8: Visualization of the underlying principle governing propagation-based X-ray phase contrast
imaging methods. Distortions to the X-ray wavefront will interfere at distances downstream from the sample.
(Created in Biorender)

In this model, I0(x, y) is the measured intensity in the absence of an image object, T (x, y) is the

transmission of the X-rays through the image object, M is the magnification, λ is the wavelength of

the X-rays, d is the defocusing distance or the distance between the object and detector divided by

the magnification, ∇2
⊥ is the Laplacian operator that is perpendicular to the x − y plane, and ϕ(x, y)

is the phase shift161. Equation 1.1 shows that the phase contrast is directly related to the distance

between the object and the detector plane. Greater defocusing distances lead to an increased

contribution from the phase component of the signal while decreasing the defocusing distance

provides conventional absorption imaging. The phase signal in PBI is proportional to the Laplacian

of the local phase shift.

The PBI method was first introduced by Snigirev et al.144 and Wilkins et al.100 in the mid-

1990s. Soon after the initial investigations, phase retrieval methods were developed to decouple

the contributions from the absorption and phase contrast mechanisms. This has been typically

accomplished by utilizing the Transport of Intensity equation (TIE) and collecting images at two or

more source-to-detector distances or by assuming little absorption of the X-rays162–164.

In the medical imaging domain, PBI has demonstrated promising results in mammography120–123
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and lung imaging123–128. For mammography, PBI has primarily been used for tomographic imaging

(PBI-CT). The phase component of PBI-CT provides superior soft tissue contrast resolution compared

to absorption imaging. Recently, Gureyev et al. also demonstrated the potential utility of dark-field

PBI-CT for breast imaging165. In relation to pulmonary imaging, PBI has been utilized to perform

edge enhancement for planar imaging by leveraging the second-order differential nature of the

phase component125,128. Similarly, high-resolution PBI-CT lung imaging using synchrotron sources

has been investigated127.

One of the major benefits of PBI with respect to clinical applicability is that PBI does not require

any additional hardware components apart from the X-ray source and detector. PBI has therefore

been considered the simplest method for achieving multi-contrast imaging. Additional benefits

when compared to crystal interferometry include that PBI does not require monochromatic X-rays

and the field of view is not limited to a few centimeters. The only strict requirements are a high

degree of spatial coherence and appropriate distances between the object and detector planes. To

achieve adequate levels of spatial coherence, one must either use a large source-to-object distance

and/or an X-ray source with a focal spot on the order of a few microns. Herein lies the major

limitation of the PBI technique when considering potential clinical adoption. First, synchrotron

sources or microfocus X-ray tubes must be used to adhere to clinically acceptable source-to-object

distances. As mentioned previously, synchrotron sources are not clinically feasible at this time.

Microfocus X-ray tubes are suitable for small animal imaging but do not provide the necessary flux

to achieve human imaging within a reasonable imaging time. Even with synchrotron sources or

microfocus X-ray sources, the source-to-detector distances required to achieve large animal imaging

with PBI are too great to adhere to the constraints of standard radiography suites127,128.

1.3.2.4 Grating-Based Multi-Contrast Imaging

In the past three decades, grating-based multi-contrast X-ray imaging methods and their CT

counterparts have been employed and extensively investigated for use in an array of applications,

revealing enhanced contrast resolution and the ability to detect abnormalities or diseases that are

not apparent in traditional attenuation images.103–110,113–119,166–168. Similar to crystal interferometry,

the fundamental principle in grating-based multi-contrast imaging is to harvest the phase and

dark-field information from interference patterns generated at the detector. Gratings are periodic
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structures that can act as diffractive optical elements. When sufficiently coherent X-rays interact

with a set of gratings, the X-rays will be diffracted by each individual grating element. The diffracted

X-ray wavefront from a single grating can then interfere with the diffracted wavefronts from the

adjacent grating elements. This phenomenon was first demonstrated with light in 1836 by Henry

Talbot. Talbot found that the interference of the light generated repeated images of the gratings at

regular distances downstream from the gratings. This phenomenon, otherwise known as the Talbot

self-image effect, was eventually replicated with X-rays in 1997 by Cloetens et al166.

The spatial period of the interference patterns generated from a single grating interferometer is

too high to be resolved with conventional X-ray detectors. However, a second grating or crystal

analyzer can be added in front of the detector to resolve the interference pattern. This second optical

element with the same pitch as the interference pattern at the detector is capable of generating a

resolvable interference pattern167. The generated interference pattern can be modeled as a sinusoidal

function. Distortions to the X-ray wave field arising from absorption, refraction, or small-angle

scattering interactions are encoded into changes in the interference pattern. Absorption events will

cause an overall reduction in the intensity of the interference pattern. Refraction will generate a

lateral shift in the interference fringes. In other words, refraction introduces a phase shift to the

sinusoidal function. Small-angle scattering events result in a reduction in the amplitude of the

sinusoidal function or a blurring of the interference fringes.

A procedure known as phase stepping was developed in 2005 to analyze the changes to the

interference pattern168. Phase stepping is performed by translating one of the X-ray gratings

along the lateral direction to generate a shift in the interference pattern. An image is acquired at

each phase step such that the intensity variation for a single pixel can be tracked. The intensity

variation for a single pixel can also be modeled as a sinusoidal function, such that the three contrast

mechanisms can be simultaneously extracted from changes to the intensity, amplitude, and phase

of the sinusoidal function for each image pixel.

Grating-based X-ray imaging has been widely studied for quantitative CT imaging117,169–171,

breast imaging38,172–174 and lung imaging. In specific, grating-based techniques have demonstrated

great promise for clinical lung imaging. Dark field imaging from the grating-based technique has

been studied for emphysema, lung cancer, COVID-19 pneumonia, and pneumothoraces for both

animal and human subjects119,130–142,175,176.
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Figure 1.9: Illustration of a grating-based multi-contrast chest X-ray imaging including a grating interferometer,
a model for the interference at the detector, and simulated absorption, differential phase, and dark-field
images of a chest. (Created in Biorender)

1.4 Outline of the Thesis work

In this thesis work, a novel prototype MC-CXR imaging system is developed to meet the constraints

imposed by clinical chest radiography. Towards enabling a seamless clinical translation, the

proposed prototype system will adopt the grating-based approach for achieving MCXR imaging. In

addition to the success of clinically compatible grating-based multi-contrast imaging systems, there

are several distinct advantages associated with the grating-based technique when compared to other

multi-contrast imaging methods. First, current grating-based imaging methods are compatible

with medical-grade X-ray sources. The grating-based approach relaxes the spatial coherency

requirements, enabling the use of polychromatic, square millimeter-sized x-ray sources for MCXR

imaging105. Additionally, the grating-based approach allows for a compact prototype system to be

designed to match the geometry of clinical chest radiography systems.

The purpose of this thesis work is to construct, optimize, and evaluate a novel multi-contrast

chest X-ray imaging prototype system to determine the potential clinical efficacy of MC-CXR

imaging. The remainder of this thesis was organized as follows:
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Chapter 2 reviews the fundamental imaging physics and principles governing grating-based

multi-contrast X-ray imaging.

Chapter 3 presents the design, construction, and characteristics of the novel prototype system. A

comprehensive multi-contrast image correction framework is detailed and the novel fast-scanning

imaging signal formation and reconstruction methods are outlined.

In Chapter 4, the prototype system constructed in Chapter 3 is optimized and evaluated through

a series of phantom imaging studies.

Chapter 5 of this thesis work examines the challenges associated with the beam hardening effect

in dark field imaging of the chest.

Chapter 6 presents imaging studies for a series of in-vivo and ex-vivo large animal studies to

realize the potential for MC-CXR imaging.

Finally, Chapter 7 summarizes the key results of this thesis work and provides a discussion

regarding the outlook of future works.
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Chapter 2

Principles of Multi-Contrast X-ray Imaging

The focus of this chapter is the physical principles governing grating-based multi-contrast X-ray

imaging. To begin, a theoretical foundation for the propagation of electromagnetic waves is

established through the use of the Maxwell equations in vacuum. This discussion is extended to the

propagation of electromagnetic waves in medium to introduce the refractive index and complex

index of refraction. The complex index of refraction is then related to the phase shift induced

by a medium to establish the physical foundation for phase contrast imaging. The next goal of

this chapter is to introduce the fundamental principles governing grating interferometry. Such

principles include the Talbot effect, the Lau effect, and the signal formation theory for grating

interferometers.

To guide the design of the novel prototype system presented in this thesis work, a unified

grating interferometer design framework is presented based on the Fresnel diffraction theory. This

framework is then utilized to evaluate the theoretical performance of different grating interferometer

configurations.

2.1 Electromagnetic Wave Propagation

2.1.1 Electromagnetic Waves in Vacuum

James C. Maxwell provided the first comprehensive description of the relationship between electric

fields, E⃗, and magnetic fields, B⃗, in his book A Dynamical Theory of The Electromagnetic Field177. The

four fundamental equations stemming from this book provide the basis for the spatial and temporal
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propagation of X-rays. In vacuum, the Maxwell equations are provided as follows:

∇ · E⃗ = 0 (2.1)

∇ · B⃗ = 0 (2.2)

∇ × E⃗ = −∂B⃗
∂t (2.3)

∇ × B⃗ = µ0ϵ0
d∂E
∂t (2.4)

In the above equations, ∇ is the three-dimensional spatial gradient, ϵ0 is the permittivity of free

space, µ0 is the permeability of free space, and c is the speed of light in vacuum. Eq. (2.1) is Gauss’

Law for electric fields which states that the electric flux through any enclosed surface is proportional

to the total electric charge enclosed within the surface. With no enclosed charges, the electric flux

is 0 in vacuum. Similarly, Equation (2.2) is Gauss’s Law for magnetic fields, which is zero for all

circumstances as magnetic monopoles do not exist. Faraday’s Law of Induction (Equation 2.3)

asserts that a changing magnetic field induces an electric field. Finally, Equation 2.4 is Ampere’s

equation in vacuum, which states that an oscillating electric field will induce a magnetic field177.

By taking the curl of Faraday’s and Ampere’s laws and applying Maxwell’s equations, one can

derive the wave equation.

(
µ0ϵ0

∂2

∂t2 − ∇2
)

E⃗ = 0 (2.5)(
µ0ϵ0

∂2

∂t2 − ∇2
)

B⃗ = 0 (2.6)

Considering the above wave equations are identical for the electric and magnetic fields, only

the electric field will be considered in the subsequent formulations. Equation 2.5 permits many

solutions, one of which is the plane wave. The plane wave can be used to model the behavior of

electromagnetic waves in vacumm and in homogeneous medium. Assuming a time-harmonic

plane wave, the spatial and temporal components of the electric field are separable. That is to say,

the electric field can be represented as:

E⃗(r⃗, t) = E⃗0 sin(k⃗ · r⃗ − ωt) (2.7)
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E⃗(r⃗, t) = E⃗0 exp(k⃗ · r⃗ − exp(iωt). (2.8)

Here, E⃗0 is the amplitude of the electric field, ω is the angular frequency, k⃗ is the wave vector, r⃗ is

the position vector. Substituting Equation 2.8 into Equation 2.5, we obtain:

µ0ϵ0
∂2E⃗(r⃗, t)

∂t2 − ∇2E⃗(r⃗, t) = 0 (2.9)

µ0ϵ0 (iω)2 E⃗(r⃗) − ∇2E⃗(r⃗) = 0 (2.10)

µ0ϵ0ω2E⃗(r⃗) + ∇2E⃗(r⃗) = 0 (2.11)

This result is a form of the Helmholtz equation where the wave number k can be defined as

k = √
µ0ϵ0ω. Based on the dispersion relation, the phase velocity is therefore defined as

c = 1
√

µ0ϵ0
(2.12)

such that

(
ω

c

)2
E⃗(r⃗) + ∇2E⃗(r⃗) = 0 (2.13)(
k2 + ∇2

)
E⃗(r⃗) = 0 (2.14)

This derivation can also be performed for the magnetic field vector and for all scalar components

of both the electric and magnetic fields. As such, a single scalar wave-field can be employed to

describe the behavior of both the electric and magnetic field as

U(r⃗, t) = U0 exp(ik⃗ · r⃗) exp(−iωt). (2.15)

The separability of the scalar wave equation can once again be used to formulate the Helmholtz

equation.

(
k2 + ∇2

)
U⃗(r⃗) = 0 (2.16)
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2.1.2 Electromagnetic Waves in Medium

We can now extend the prior discussion to the case of electromagnetic wave propagation in medium.

To establish a foundation, a simplified model is used in which the medium is assumed to be

time-invariant and linear. To begin, the Maxwell equations are reintroduced.

∇ · E⃗ = ρ(x,y,z)
ϵ(x,y,z) (2.17)

∇ · B⃗ = 0 (2.18)

∇ × E⃗ = −∂B⃗
∂t (2.19)

∇ × B⃗ = µ(x, y, z)
(
J⃗ + ϵ(x, y, z)∂D

∂t

)
(2.20)

In the above formulation, ρ is the charge density, ϵ is the electric permittivity, µ is the magnetic

permeability, and J⃗ is defined as the current density of the medium. Assuming a non-magnetic

material, the magnetic permeability can simply be represented as µ0. The wave equation for

electromagnetic waves in medium can be recovered by applying a similar procedure to that done in

the previous section. For the electric field, it can be found that:

(
µ0ϵ(x, y, z) ∂2

∂t2 − ∇2
)

E⃗ = 0, (2.21)

(2.22)

such that the wave equation for the plane wave presented in Equation 2.8 is

(
µ0ϵ(x, y, z)ω2 + ∇2

)
E⃗ = 0 (2.23)

Applying the dispersion relation, the phase velocity of the wave in medium is:

v = 1√
µ0ϵ(x, y, z)

. (2.24)

As expected, the phase velocity of electromagnetic fields is changed in medium. The well-known

refractive index can be presented to compare the phase velocity of electromagnetic waves in medium
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to that in vacuum. The refractive index is given as n = c/v, or

n(x, y, z) = c√
µ0ϵ(x, y, z)

=
√

ϵ(x, y, z)
ϵ0

(2.25)

The refractive index, as the name implies, is essential for understanding the refraction of electro-

magnetic waves. When a wave passes from one medium to another there will be a change in the

propagation direction of the wave arising from the change in the phase velocity of the wave. The

refractive index provides the degree to which the wave will be refracted. A more comprehensive

quantity can be introduced to describe the propagation of X-rays when the X-rays are absorbed or

scattered in the medium. This quantity is called the complex index of refraction and describes the

absorptive and dispersive properties of X-rays in medium.

n(x, y, z) = 1 − δ(x, y, z) + iβ(x, y, z) (2.26)

Here, β describes the imaginary component of the refractive index. The imaginary component

of the refractive index relates to the absorption of X-rays in a given material. For instance, the

imaginary component is related to the linear attenuation coefficient of X-rays as

β = µλ

4π
, (2.27)

where λ is the wavelength of the X-rays97. The other term in Equation 2.26, δ, is the real part of the

refractive index. The real part of the refractive index is related to the refraction-induced phase shift

to the wave-field.

ϕ(x, y) = 2π

λ

∫
l
δ(x, y, z)dl, (2.28)

From a physical perspective, the real part of the refractive index is directly proportional to the

electron density ρe of the interacting medium by

δ(x, y, z) = ρer0h2c2

2πE2 . (2.29)
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With the physical foundation for the propagation of X-rays in vacuum and medium established,

we can now begin a discussion on how grating interferometry can be leveraged to generate

multi-contrast X-ray images.

2.2 Principles of Grating-Based Multi-Contrast X-ray Imaging

2.2.1 Spatial Coherence Requirement

Sufficient spatial coherence of the incident X-ray wave-field is required to generate the diffraction

of X-rays in a grating interferometer. Spatial coherence relates to the degree of correlation of the

wave properties for a given X-ray wave or between multiple waves. Spatially coherent X-rays have

well-defined relationships between the phases of different components of the wavefield or between

wavefields. The degree of spatial coherence is dependent on the wavelength, size of the source fs,

and propagation distance z, and can be characterized by a quantity known as the spatial coherence

length Lcoh. The spatial coherence length is defined as follows.

Lcoh = λz

fs
(2.30)

As such, spatial coherence can be increased by decreasing the size of the X-ray source or by increasing

the distance between the source and grating for a given X-ray energy. From a clinical imaging

perspective, medical-grade X-ray tubes do not meet sufficient beam coherence to perform grating-

based X-ray imaging. However, a technique has been developed to enable the use of medical grade

X-ray sources for grating interferometry106. The working principle of this technique is to introduce

an absorption grating close to the X-ray source to split the beam into an array of independent

beamlets. From a physical perspective, each individual beamlet essentially acts as a new X-ray

source. As such, the coherence length no longer depends on the size of the source, but rather on the

width of the openings in the gratings.

2.2.2 Diffraction and the Talbot Effect

As mentioned in Chapter 1, the working principle in grating-interferometry is to generate the

interference of X-rays by using a diffracting optical element called a grating. This interference can
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Figure 2.1: Visualization of the interference pattern generated downstream from a grating from a simulated
Talbot carpet. (Created in Biorender)

then be detected as a periodic intensity modulation at distances downstream from the grating itself.

Based on the Talbot effect, at certain distances from the gratings, the intensity modulation will

resemble a self-image of the gratings. The Talbot distance, ZT , at which this self-image occurs for a

π phase shift grating is dependent on the wavelength of the X-rays and the pitch of the grating, p.

This relationship is given as

ZT = 2p2

λ
(2.31)

Although the Talbot distance provides a self-image of the gratings, it can be seen from Figure 2.1

that the periodic intensity modulations can be detected at various distances downstream from the

gratings. The highest contrast in the detected intensity of the interference pattern can be found at

fractional Talbot distances, defined by

d = 2m − 1
16 ZT (2.32)
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where m is a real positive valued integer.

2.2.3 The Lau Effect

With the interference generated, the next natural questions are: (1) how is the interference detected,

and (2) how are the physical contrast mechanisms encoded into changes in the detected intensity?

To address the first question, we can introduce the Lau effect. The rationale behind introducing the

Lau effect is that the interference pattern generated from a single grating cannot be resolved by

conventional X-ray equipment used for medical imaging applications.

The Lau effect, named after Ernst Lau178, is a diffraction phenomenon that occurs when two

gratings are placed near each other to form an interferometer. The interference pattern generated

by the first grating interferes with the diffraction generated by the second grating. When the period

of the second grating is matched to the period of the intensity pattern at the plane of the second

grating, the superimposition of the two periodic interference patterns results in the generation of a

moiré pattern. The benefit of the Lau effect for X-ray grating interferometry is that the generated

moiré pattern can be resolved with clinically compatible X-ray detectors179. Equipping an analyzer

grating to a Talbot interferometer with a source grating to provide sufficient spatial coherence is

known as a Talbot-Lau interferometer. The Talbot-Lau interferometer is compatible with X-ray

sources and detectors currently employed in clinical practice and provides a compact solution to

multi-contrast X-ray imaging. For these reasons, the principles of Talbot-Lau interferometry are

exploited in this thesis to construct a modified grating interferometer that is compact and compatible

with the hardware components currently used in radiography. A framework for optimizing the

design of this modified interferometer is presented in the next section.

2.2.4 Signal Extraction and Image Formation

Before discussing the design considerations for the prototype interferometer developed in this

work, it is important to first establish the relationship between the interference patterns generated

by the interferometer and the absorption, phase, and dark-field contrast mechanisms. The goal of

this sub-section is to provide a model for the interference pattern detected at the detector plane

and how it can be exploited to generate multi-contrast projection images. The intensity of the
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Figure 2.2: Talbot interferometry from incoherent polychromatic X-rays. (Created in Biorender)

interference pattern at the detector plane in the absence of an image object can be modeled as a

sinusoidal function:

I(x, y) = I0(x, y) + I1(x, y) cos [ϕ0(x, y)] (2.33)

where I0(x, y) is related to the overall intensity of the pattern, I1(x, y) is the amplitude of the

sinusodial intensity, and ϕ(x, y) is the phase of the interference patten. The absorption of X-rays

will result in a decrease to the overall intensity of the interference pattern at the detector and is

therefore directly related to I0. Refraction will induce a phase shift to ϕ, while small-angle scattering

will cause a blurring of the interference fringes resulting in a decrease to the amplitude I1 of the

sinusoidal function. To avoid an ill-posed problem, three or more measurements should be made

to solve for the three unknowns of I0, I1, and ϕ. Traditionally, this has been accomplished through

the phase-stepping approach introduced in Chapter 1. Phase modulation can be introduced to the

interference pattern by incrementally shifting one of the gratings laterally. The shift of the grating

is equivalent to the pitch of the grating divided by the total number of phase steps used in the
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acquisition. For an M step acquisition, the intensity at the detector for the k-th phase step can be

modeled as:

I(k)(x, y) = I0(x, y) + I1(x, y) cos
[2πk

M
+ ϕ0(x, y)

]
. (2.34)

The three unknowns from the set of M phase step equations can be solved in the following manner.

I0(x, y) = 1
M

∑M
k=1 I(k)(x, y) (2.35)

I1(x, y) = 2
M

√(∑M
k=1 I(k)(x, y) sin

[
2πk
M

])2
+
(∑M

k=1 I(k)(x, y) cos
[

2πk
M ])2 (2.36)

ϕ(x, y) = tan−1
(

−
∑M

k=1 I(k)(x,y) sin( 2πk
M

)∑M

k=1 I(k)(x,y) cos( 2πk
M

)

)
(2.37)

The phase stepping procedure is performed for an air scan and an object scan to generate the

absorption, phase, and dark-field images. The formulation for the absorption and phase contrast

images is:

A(x, y) = ln I
(air)
0 (x, y)

I
(obj)
0 (x, y)

=
∫

z
µ(x, y, z)dz (2.38)

P (x, y) = ϕ(obj)(x, y) − ϕ0(x, y) = 2π

λ

∂

∂x

∫
z

δ(x, y, z)dz, (2.39)

For the dark field signal, we can first introduce a concept known as visibility. The visibility is

defined as the ratio of the overall intensity with respect to the amplitude of the cosine function.

Therefore, the visibility for the object scan is defined as follows:

v(obj)(x, y) = I
(obj)
1 (x, y)

I
(obj)
0 (x, y)

(2.40)

The dark field signal is then defined as the log of the ratio of the air scan visibility and the object

scan visibility.

D(x, y) = ln(v(air)(x, y)
v(obj)(x, y)

=
∫

σDF (x, y, z)[1 − G(ζ)]dl (2.41)

Here, σDF is the small-angle scattering cross section, ζ is the autocorrelation length of the interfer-

ometer, and G is the density spatial correlation function.
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2.3 Grating Interferometer Design Optimization Framework

There are several considerations that must be taken into account when designing an X-ray grating

interferometer. For instance, one must select the number of gratings, the type of gratings, the

thickness of materials used in the grating design, etc. At this time, there have been several grating

configurations that have been employed for multi-contrast imaging. The Talbot-Lau interferometer

and the far-field interferometer represent two extremes in interferometer design, where either

absorption gratings or phase gratings are used (for the first and the third gratings). Given the

two extremes of a general absorption-phase grating setup, it is natural to develop a theory using

general gratings, such that all available setups can be seen as particular examples of the general

interferometer. In this section, a unified theory is introduced to demonstrate how information

about the object is encoded as the X-rays propagates through a general X-ray grating interferometer

consisting of one, two, or three mixed absorption-phase gratings. Using the derived fringe intensity

expressions, one can calculate the fringe visibility and phase sensitivity factor. From here, the

dependence on characteristic parameters of the system such as the number of gratings, type of

gratings, detector pixel size, x-ray focal spot size, and the location of the image object. Using this

unified theoretical framework, one can determine the optimal grating design for a given set of

constraints.

System geometries with one, two, and three gratings are shown in Fig. 2.3. For each grating

interferometer setup, image objects can be placed at various locations downstream of the source.

The example shown in Fig. 2.3(c) will be referred to as the configuration III-1, where III indicates a

three-grating system and 1 indicates that the object is placed behind the G0 grating. Note that the

configuration III-0 will indicate that the object is placed between the source and the G0 grating.

The wave field is modulated by the object and gratings via complex transmission functions as it

propagates through the system. In addition, the wave-field will also propagate in free space, which

can be expressed in terms of a convolution with the Fresnel propagator. Information encoding

is accomplished through these cascaded steps of wave-field modulation and free propagation.

Intensity expressions can then be calculated at the detector for a given wave-field. Calculations

of the intensity at the detector are similar for all configurations. However, the complexity of the

calculations increases with an increasing number of gratings. As such, the following subsection



33

detector
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Figure 2.3: System geometries considered in this unified framework. The primary distance variables,
d0, d1, d2, d3, are labeled in each sub-figure. The total distance from the X-ray source to the detector is given
as dT . The period of the i-th grating is pi. To define image object position within distance di, di0/di1 is used
for the pre/post-object distance. Sizes of the x-ray focal spot and detector pixel are ws and wd, respectively.

will use the III-1 configuration to demonstrate the fringe intensity calculation. Through this

example, a framework will be established by which the fringe intensity calculations for other grating

configurations can be calculated.

2.3.1 Fringe Intensity Calculation for a Three Grating Interferometer with a

Monochromatic Source

To begin, the fringe intensity will be calculated for the III-1 configuration under the condition of a

monochromatic X-ray source. The next subsection will extend these calculations to the polychromatic

case. The well-known Fresnel propagator180 is used to model the free-space propagation from one

element of the system to the next.

Pd(x) =
exp

(
i2πd

λ

)
√

iλd
exp

(
iπx2

λd

)
, (2.42)
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where d is the propagation distance, x is the transverse distance from the optical axis and λ is

the wavelength. The use of the paraxial approximation in the Fresnel propagator can be justified

as long as the cone angle is small, which is usually the case due to the small size of the gratings.

Note that in the following calculations, only the phase term exp[(iπx2)/(λd)] of the propagator

is used. The constant phase factor exp(i2πd/λ) is ignored because it will be canceled out during

the intensity calculation. The normalization constant 1/
√

iλd is ignored because it only affects the

absolute intensity.

Assuming a unit-intensity monochromatic point source located at x = x0. After a propagation

distance of d0, the wave-field at the entrance plane of the first grating (denoted by G−
0 ) can be

calculated as follows:

UG−
0

(x) = δ(x − x0) ∗ exp
(

iπx2

λd0

)
= exp

[
iπ(x − x0)2

λd0

]
, (2.43)

where the convolution operation is denoted by the asterisk sign ∗. g

The wave-field at the exit plane of the G0 grating (denoted by G+
0 ) can be written as

UG+
0

(x) = UG−
0

(x)TG0(x), (2.44)

where TG0(x) is the complex transmission function of the G0 grating. In this paper, the complex

transmission function of the grating is modeled by the following general form:

TG(x) =

 tb exp(−iφb) x ∈ [0, cp]

ts exp(−iφs) x ∈ (cp, p]
(2.45)

where t, φ determine the amplitude and phase modulation of the grating, respectively. The subscripts

b and s indicate the grating bars and slits. The duty cycle c is defined as the width of the grating

bars divided by the grating period p. To facilitate the discussion, the complex transmission function

of the grating can be conveniently written as the Fourier series:

TG(x) =
∞∑

m=−∞
am exp

(
i2πmx

p

)
. (2.46)
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In the remainder of the paper, the Fourier coefficients for G0, G1 and G2 are denoted as am, bn, cr

respectively. Using Eqs. (2.44) and (2.46), the wave-field right after the first grating can be calculated

as follows:

UG+
0

(x) = UG−
0

(x)TG0(x)

=
∞∑

m=−∞
am exp

(
i2πmx

p1

)
exp

[
iπ(x − x0)2

λd0

]
. (2.47)

After a propagation distance of d10, the wave-field right before the image object, UO−(x), can be

written as:

UO−(x) = UG+
0

(x) ∗ Pd10(x)

=
∞∑

m=−∞
am

∫ ∞

−∞
exp

(
i2πmx′

p1

)
exp

[
iπ(x′ − x0)2

λd0

]
exp

[
iπ(x − x′)2

λd10

]
dx′. (2.48)

The integral is the standard type of Gaussian integral, using the corollary in Appendix A, one can

carry out the integral to obtain the following result:

UO−(x) =
∞∑

m=−∞
am exp

(
−iπλm2

p2
1

d0d10
d0 + d10

)
exp

(
i2πmx0

p1

d10
d0 + d10

)

× exp
(

i2πmx

p1

d0
d0 + d10

)
exp

[
iπ(x − x0)2

λ(d0 + d10)

]
. (2.49)

The wave-field after the image object (denoted by UO+) can be written as:

UO+(x) = UO−(x)TO(x), (2.50)

where TO(x) = exp[−iφO(x)] is the complex transmission function of the object. Under the projection

approximation181, φO(x) can be written as:

ϕO (x) = 2π

λ

∫
[δ (x, z) − iβ (x, z)]dz. (2.51)

where δ (x, z) is the decrement of the real part of the complex refractive index and and β (x, z) is the

imaginary part of the complex refractive index. The wave-field UO+(x) that carries the information



36

of the object will be further propagated by a distance of d11. Then, the wave-field at the surface

plane of the G1 grating can be calculated as follows:

UG−
1

(x) = UO+(x) ∗ Pd11(x)

=
∞∑

m=−∞
am exp

(
−iπλm2

p2
1

d0d10
d0 + d10

)
exp

(
i2πmx0

p1

d10
d0 + d10

)

×
∫ ∞

∞
exp

(
i2πmx′

p1

d0
d0 + d10

)
exp

[
iπ(x′ − x0)2

λ(d0 + d10)

]
exp[−iϕO(x′)]

exp
[

iπ(x − x′)2

λd11

]
dx′. (2.52)

Under the smooth approximation condition of the phase information ϕO(x), the stationary phase

approximation shown in Appendix A can be directly used to calculate the integral in above equation.

The result is given as follows:

UG−
1

(x) =
∞∑

m=−∞
am exp

(
−iπλm2

p2
1

d0d1
d0 + d1

)
exp

(
i2πmx0

p1

d1
d0 + d1

)

× exp
(

i2πmx

p1

d0
d0 + d1

)
exp

[
iπ(x − x0)2

λ(d0 + d1)

]

× exp
[
−iϕO

(
x

d0 + d10
d0 + d1

+ x0
d11

d0 + d1
− λm

p1

d0d11
d0 + d1

)]
.

From the above result, one can observe that the phase information of the image object ϕO(x) has

been encoded into the phase change of the wave-field as follows:

ϕO(x) → ϕO

(
x

d0 + d10
d0 + d1

+ x0
d11

d0 + d1
− λm

p1

d0d11
d0 + d1

)
. (2.53)

The first two terms in the argument represent a geometrical projection of a point from the image

object onto the surface of the G1 grating with a shift that depends on the source location x0 and the

third term is used to characterize the impact of the grating G0. These direct product and convolution

operations are repeated to generate the ultimate wave-field at the detector plane as follows:

UG+
1

(x) = UG−
1

(x)TG1(x),

UG−
2

(x) = UG+
1

(x) ∗ Pd2(x),
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UG+
2

(x) = UG−
2

(x)TG2(x),

Udet(x) = UG+
2

(x) ∗ Pd3(x). (2.54)

Using the methods presented in this section, one can readily carry out the rest of the information

encoding steps shown in Eqs. (2.54) to obtain the wave-field at the detector plane Udet(x). For

brevity, these calculations will not be repeated here. The final result is given as follows:

Udet(x)

=
∞∑

m,n,r=−∞
ambncr

× exp
[

−iπλ

dT
S1(m, n, r) + i2πx0

dT
S2(m, n, r) + i2πx

dT
S3(m, n, r) + iπ(x − x0)2

λdT

]

× exp
{

−iϕO

[
x

d0 + d10
dT

+ x0
d11 + d2 + d3

dT
− λ

dT
S4(m, n, r)

]}
, (2.55)

where m, n, r are integers. The functions S1(m, n, r), S2(m, n, r), S3(m, n, r) , and S4(m, n, r) are

defined as follows:

S1(m, n, r) = m2 d0(d1 + d2 + d3)
dT p2

1
+ n2 (d0 + d1)(d2 + d3)

dT p2
2

+ r2 d3(d0 + d1 + d2)
dT p2

3

+ 2mn
d0(d2 + d3)

dT p1p2
+ 2mr

d0d3
dT p1p3

+ 2nr
d3(d0 + d1)

dT p2p3
,

S2(m, n, r) = m
d1 + d2 + d3

p1
+ n

d2 + d3
p2

+ r
d3
p3

,

S3(m, n, r) = m
d0
p1

+ n
d0 + d1

p2
+ r

d0 + d1 + d2
p3

,

S4(m, n, r) = m
d0(d11 + d2 + d3)

p1
+ n

(d2 + d3)(d0 + d10)
p2

+ r
d3(d0 + d10)

p3
. (2.56)

Since ϕO(x) is a slowly varying function over a length scale of λS4
dT

, which is usually about

several micrometers, we can approximate it using the first order Taylor expansion:

ϕO

[
x

d0 + d10
dT

+ x0
d11 + d2 + d3

dT
− λ

dT
S4(m, n, r)

]
≈

ϕO

(
x

d0 + d10
dT

+ x0
d11 + d2 + d3

dT

)
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− λ

dT
S4(m, n, r) × ϕ′

O

(
x

d0 + d10
dT

+ x0
d11 + d2 + d3

dT

)
.

(2.57)

Once the wave-field expression is obtained, the intensity on the detector plane can be calculated

by taking the modular square of Udet(x). Using Eqs. (2.51), (2.55) and (2.57), the intensity can be

finally written as

I(x; x0, E) ≈
∞∑

s=−∞

∞∑
t=−∞

∞∑
q=−∞

A(s)B(t)C(q) exp
(

i2πx0
ps

)
exp

(
i2πx

pf

)

× exp
[
−
∫

µ

(
x

1
M

+ x0
M − 1

M

)
dz

]
× exp

[
−i2πη

d

dx

∫
δ

(
x

1
M

+ x0
M − 1

M

)
dz

]
. (2.58)

In this equation, definition of the phase function ϕO in Eq. (2.51) has been used to separate

the contribution of decrement δ and β in the complex refractive index, where µ = 4πλ/β. The

geometrical magnification of the object is defined as M = dT /(d0 + d10). Other parameters are

defined as follows:

1
pf

= s

p1

d0
dT

+ t

p2

d0 + d1
dT

+ q

p3

d0 + d1 + d2
dT

,

1
ps

= s

p1

d1 + d2 + d3
dT

+ t

p2

d2 + d3
dT

+ q

p3

d3
dT

,

η = s

p1

d0(d11 + d2 + d3)
dT

+ t

p2

(d0 + d10)(d2 + d3)
dT

+ q

p3

d3(d0 + d10)
dT

. (2.59)

Here, the period of the interference fringe is given by |pf |. For a given grating interferometer, the

required focal spot size is determined by the source period |ps|, which will be further discussed in

section 3. The last two exponential terms in Eq. (2.58) represent the mean fringe intensity reduction

and fringe phase shift caused by the object. For a given x-ray refraction angle (i.e. d
dx

∫
δdz), the

sensitivity factor η determines the phase shift of the interference fringe. The attenuation information,

in contrast, is independent of the interferometer parameters.

Also note that the following equation is always valid:

s

p1
+ t

p2
+ q

p3
= 1

pf
+ 1

ps
. (2.60)
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In addition to the above parameters, the coefficients A(s), B(t) and C(q) in Eq. (2.58) are defined

as follows:

A(s) =
+∞∑

m=−∞
ama∗

m−s exp [−i2πγ1(m − s/2)] ,

B(t) =
+∞∑

n=−∞
bnb∗

n−t exp [−i2πγ2(n − t/2)] ,

C(q) =
+∞∑

r=−∞
crc∗

r−q exp [−i2πγ3(r − q/2)] , (2.61)

where γ1 = λd0
p1ps

,γ2 = λ
p2

(d2+d3
pf

− q d2
p3

),γ3 = λd3
p3pf

. Note that for gratings with rectangular profiles,

the infinite summations in A(s), B(t) and C(q) can be carried out explicitly, as shown in Appendix

B. These coefficients can be rewritten as:

A(s) = exp(iπsγ1)F1(s, γ̄1),

B(t) = exp(iπtγ2)F2(t, γ̄2),

C(q) = exp(iπqγ3)F3(q, γ̄3), (2.62)

where F1, F2 and F3 are the characteristic functions of the gratings. The parameter γ̄ is defined as

γ̄ = γ − ⌊γ⌋.

Here we want to emphasize that pf , ps and η in Eq.(2.58) all depend on the choices of integers s,

t and q. This means that the intensity on the detector plane consists of infinitely many harmonics

with different amplitude and period. However, for a practical system, only certain choices of s, t

and q need to be considered due to two reasons: First, the coefficients A(s), B(t) and C(q) drop at

higher orders. Second, due to the finite detector spatial resolution and the finite focal spot size, only

a few leading terms which correspond to proper fringe period and source period can be observed,

this will be discussed in section 3.3.

2.3.2 Fringe Intensity Calculation for a Three Grating Interferometer with a

Polychromatic Source

The intensity expression shown in Eq. (2.58) corresponds to the case of a monochromatic point

source. When an extended monochromatic source is considered, assuming the source consists of
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infinite point source which generates x-rays independently, the intensity can be written as:

I (x; E) =
∫

W (x0) I (x; x0, E) dx0, (2.63)

where W (x0) is the intensity distribution of the x-ray source.

One can further extend the above result to the polychromatic case by integrating the contributions

from each given wavelength.

I(x) =
∫

Ω(E)I(x; E)dE, (2.64)

where Ω(E) is the spectrum of the x-ray source.

2.3.3 Fringe Intensity for Different Grating Configurations

Using the method provided in section 2, the calculations for the other configurations shown in Fig.

2.3 can be done similarly. Results are summarized in this section.

2.3.3.1 Monochromatic fringe intensity: One-grating system

For a monochromatic extended x-ray source, the pre-sampled fringe intensity (intensity at the

detector entrance plane) for the one-grating system can be expressed as:

I (x) =
∑

s

A(s) exp
(

i2πx

pf

)∫
W (x0) exp

(
i2πx0

ps

)
dx0

=
∑

s

A(s) exp
(

i2πx

pf

)
W̃ (− 1

ps
) (2.65)

where W̃ (− 1
ps

) is the Fourier transform of the x-ray source intensity distribution sampled at

frequency 1/ps, i.e. W̃ (− 1
ps

) =
∫

dx0W (x0) exp
(

−i2πx0
ps

)
. Assuming the intensity distribution of

the x-ray source can be modeled by a box function whose width is the focal spot size ws. In this

case, W̃ (− 1
ps

), can be calculated to be W̃ ( 1
ps

) = sinc(ws
ps

). The parameters ps and pf are given by:

1
ps

= s

p1

d1
d0 + d1

,

1
pf

= s

p1

d0
d0 + d1

. (2.66)
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The coefficient, A(s) in Eq. (2.65) is defined as:

A(s) = exp(iπsγ1)F1(s, γ̄1), (2.67)

where γ1 = λd0
p1ps

. Note that the following equation is always satisfied:

s

p1
= 1

pf
+ 1

ps
. (2.68)

2.3.3.2 Monochromatic fringe intensity: Two-grating system

For the two-grating system, the intensity can be calculated to be:

I (x) =
∑
s,t

A(s)B(t) exp
(

i2πx

pf

)
W̃ (− 1

ps
). (2.69)

where the parameters ps and pf are given as below:

1
ps

= s

p1

d1 + d2
d0 + d1 + d2

+ t

p2

d2
d0 + d1 + d2

,

1
pf

= s

p1

d0
d0 + d1 + d2

+ t

p2

d0 + d1
d0 + d1 + d2

, (2.70)

with
s

p1
+ t

p2
= 1

pf
+ 1

ps
. (2.71)

The coefficients A(s) and B(t) for the two-grating systems are defined as follows:

A(s) = exp(iπsγ1)F1(s, γ̄1),

B(t) = exp(iπtγ2)F2(t, γ̄2), (2.72)

where γ1 = λd0
p1ps

, γ2 = λd2
p2pf

.
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Table 2.1: A summary of sensitivity factors for all configurations

Configuration η Maximum value of η

I-0 d00
ps

d0
ps

I-1 d11
pf

d1
pf

II-0 d00
ps

d0
ps

II-1 s
p1

d0(d11+d2)
dT

+ t
p2

d2(d0+d10)
dT

max(d0
ps

, d2
pf

)

II-2 d21
pf

d2
pf

III-0 d00
ps

d0
ps

III-1 s
p1

d0(d11+d2+d3)
dT

+ t
p2

(d0+d10)(d2+d3)
dT

+ q
p3

d3(d0+d10)
dT

max(d0
ps

, d2+d3
pf

− q d2
p3

)

III-2 s
p1

d0(d21+d3)
dT

+ t
p2

(d0+d1)(d21+d3)
dT

+ q
p3

d3(d0+d1+d20)
dT

max( d3
pf

, d2+d3
pf

− q d2
p3

)

III-3 d31
pf

d3
pf

2.3.3.3 Monochromatic fringe intensity: Three-grating system

For the three-grating system, the intensity can be expressed as:

I (x) =
∑
s,t,q

A(s)B(t)C(q) exp
(

i2πx

pf

)
W̃ (− 1

ps
), (2.73)

where the parameters are defined in Eqs. (2.59) and (2.62).

2.3.3.4 Phase sensitivity

The sensitivity factors for all configurations shown in Fig. 2.3 are summarized in Table. 2.1. Note

that the maximum value of η for each configuration can be achieved when the object is placed close

to one of the gratings. For example, in configuration II-2, the maximum value of η is obtained when

d21 = d2, where the object is close to the G1 grating.

2.3.3.5 Monochromatic Fringe visibility

Using the derived fringe intensity expression, the fringe visibility can be readily calculated. Once

again, we will use the three-grating system as an example to illustrate the analysis. In theory, the

intensity fringe consists of infinite s, t, q terms. However, given the size of the x-ray focal spot and
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the size of the detector pixel, only a given choice of s,t and q (s, t, q ̸= 0) can generate intensity

fringes with large amplitude. The other terms don’t have significant contributions to the final

detected intensity. Also note that A(0)B(0)C(0) corresponds to the mean intensity of the fringe,

denoted as I0; the terms (s, t, q) and (−s, −t, −q) are conjugate to each other and will always appear

together. Consider a monochromatic extended x-ray source with a size of ws. The fringe intensity

corresponding to a given choices of s,t, and q (s, t, q ̸= 0) can be generally written as:

Imono(x) = A(0)B(0)C(0)

+ sinc
(

ws

ps

)[
A(s)B(t)C(q) exp

(
i2πx

pf

)
+ A(−s)B(−t)C(−q) exp

(
− i2πx

pf

)]
.

= I0 + 2 × sinc
(

ws

ps

)
|A(s)B(t)C(q)| cos

(
2πx

pf
+ α

)
, (2.74)

where α = Arg[A(s)B(t)C(q)]. When the finite detector pixel size is taken into consideration,

another term sinc(wd
pf

) should be similarly introduced, and the fringe intensity becomes:

Imono(x) = I0 + 2 × sinc
(

ws

ps

)
sinc

(
wd

pf

)
|A(s)B(t)C(q)| cos

(
2πx

pf
+ α

)
. (2.75)

Using the definitions of A(s), B(t) and C(q), the fringe visibility corresponding to a monochro-

matic x-ray source can be expressed as:

Vmono = 2 × sinc
(

wd

pf

)
sinc

(
ws

ps

)
×
∣∣∣∣A(s, γ1)

A(0, 0)
B(t, γ2)
B(0, 0)

C(q, γ3)
C(0, 0)

∣∣∣∣
= 2 × sinc

(
wd

pf

)
sinc

(
ws

ps

)
×
∣∣∣∣ F1(s, γ̄1)
c1t2

1 + 1 − c1

B(t, γ̄2)
c2t2

2 + 1 − c2

C(q, γ̄3)
c3t2

3 + 1 − c3

∣∣∣∣ , (2.76)

where ti = tb/ts is the transmission of the grating bars relative to the slits.

2.3.3.6 Polychromatic fringe visibility

Using Eqs. 2.64 and 2.75, the polychromatic fringe intensity can be calculated as follows:

Ipoly(x) =
∫

Ω(E)I0(E)dE

+ 2 × sinc
(

wd

pf

)∫
sinc

(
ws

ps

)∫
Ω(E)|A(s)B(t)C(q)| cos

(
2πx

pf
+ α

)
dE. (2.77)
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As x-ray energy changes, α may also change. However, it can be easily seen from Appendix B

that α will only add ±π as energy changes, which means the polychromatic fringe intensity can be

written as:

Ipoly(x) =
∫

Ω(E)I0(E)dE

+ 2 × sinc
(

wd

pf

)∫
sinc

(
ws

ps

)∫
Ω(E)|A(s)B(t)C(q)|(±1)dE cos

(
2πx

pf

)
, (2.78)

where the energy-independent constant in the cosine function can be neglected. The (±1) term

accounts for the ±π fringe phase shift for different monochromatic fringes, which causes annihilation.

The resulting fringe visibility is:

Vpoly =
∫

Ω0(E)Vmono(E)(±1)dE, (2.79)

where

Ω0(E) = Ω(E)I0(E)∫
Ω0(E)I0(E)dE

(2.80)

is the normalized x-ray spectrum received at the detector plane.

2.3.4 Universal Conclusions for Grating Interometer Design

Using results presented above, it is possible to retrieve several universal conclusions regarding

the design of x-ray grating interferometers. These conclusions serve as general guidelines when

designing the system, as they don’t rely on any specific type of x-ray grating interferometers.

2.3.4.1 Number of Gratings

The first question to be asked when designing a x-ray grating interferometer is: how many gratings

should be used? As briefly mentioned in section 1, the SNR of the phase contrast information is

determined by the fringe visibility and the phase sensitivity of the grating interferomter. From Eq.

(2.76), to achieve high fringe visibility, the fringe period |pf | needs to be at least 4 times larger than

the detector pixel size wd and the source period ps needs to be 4 times larger than the source size ws,
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such that the two sinc terms are close to 1. For conventional x-ray imaging systems, both wd and ws

are on the order of several tens to several hundreds micrometers.

However, as shown in the Table. 1, to achieve high phase sensitivity, one always require smaller

pf or ps values, with an exception of the three-grating interferometer where the object is placed

close to the second grating (configurations III-1 and III-2). In this case, the phase sensitivity factor

can be written as η = d2+d3
pf

− q d2
p3

. Since the period of the third grating p3 can be much smaller

than |pf |, the phase sensitivity factor can be approximately written as η ≈ q d2
p3

. As a result, η is

decoupled from the source-related term ps and the detector-related term pf .

This leads to the first universal conclusion regarding the design of x-ray grating interferometers:

Only the three-grating interferometer can achieve high phase sensitivity with conventional x-ray

source and detector.

For the one-grating interferometer, pf and ps are tightly coupled, since d0/ps = d1/pf . To achieve

high SNR, the one-grating interferometer must be used with both very small x-ray focal spot AND

very high resolution detector. Therefore it is only reasonable to use a one-grating interferometer

with the synchrotron x-ray source.

For the two-grating interferometer, as the coupling of pf and ps becomes loose, it is possible

to achieve high SNR by using a small x-ray focal spot OR a high resolution detector. Two of the

possible configurations are shown in Fig. 2.4.

In the first configuration shown in Fig. 2.4 (a)., assuming d2 ≈ 0 and the image object is close

to the first grating. If the intensity is primarily determined by (s, t) = (1, −1), (−1, 1), the fringe

period can be expressed as:

pf = d0 + d1
d0

p1p2

p2 − p1
d0+d1

d0

. (2.81)

It’s easy to find that when p2 = p1
d0+d1

d0
, the fringe period can be infinitely large and a high resolution

detector is not required. The source period and the sensitivity factor can be further calculated as:

ps = p1
d0 + d1

d1
,

η = d0
ps

= d1
p2

. (2.82)



46

Note that the Talbot interferometer with an analyzer grating103 is one specific example of the setup

shown in Fig. 2.4 (a), the phase sensitivity factor η = d1/p2 is well studied for this setup. However,

if we only look at the expression d1/p2, it is not easy to directly see why the phase sensitivity is

limited by the source.

In the second configuration shown in Fig. 2.4 (b)., assuming d0 ≈ 0 and the image object is close

to the second grating. If the intensity is primarily determined by (s, t) = (1, −1), (−1, 1), the source

period can be expressed as:

ps = d1 + d2
d2

p1p2

p2
d1+d2

d2
− p1

. (2.83)

When p1 = p2
d1+d2

d2
, the source period can be infinitely large and a x-ray tube with large focal spot

can be used. The fringe period and the sensitivity factor can be further calculated as:

pf = p2
d1 + d2

d1
,

η = d2
pf

= d1
p1

. (2.84)

X-ray source

𝑑𝑑0 𝑑𝑑1

(a) (b)

𝑝𝑝1 𝑝𝑝2

Detector
𝑑𝑑1 𝑑𝑑2

𝑝𝑝1 𝑝𝑝2

Figure 2.4: Two possible configurations of the two-grating interferometer.

In this case, the phase sensitivity of the system is limited by the detector.

As can be seen from the above results, if we exchange the position of the x-ray tube and the

dectector in Fig. 2.4 (b), then it becomes identical to Fig. 2.4 (a). Therefore, it is known as the inverse

geometry setup182,183.
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2.3.4.2 Type of Grating

When the number of gratings is determined, the next question to be asked is: how to determine

the type of each grating? It’s well known that the phase grating has some advantages over the

absorption grating: it has better flux efficiency and dose efficiency; for the same grating period,

it has much lower aspect ratio, therefore easier to fabricate. Since the grating type has noting

to do with the phase sensitivity factor, the constraint of choosing the grating type comes from

the fringe visibility, particularly, from the third term in Eq. (2.76). With the introduction of the

three dimensionless quantities (γ1,γ2,γ3) and the characteristic functions of the gratings (F1, F2, F3),

the influences of each grating on the visibility can be separated. Moreover, they share the same

functional form, as shown below.

VG = |F (s, γ̄)|
ct2 + 1 − c

. (2.85)

For c = 0.5, s = 1 and γ̄ ∈ (0, 0.5), VG can be written as:

VG = 2
π

∣∣∣∣∣cos(πγ̄)(1 − t2) + 2t sin(πγ̄) sin(φ)
1 + t2

∣∣∣∣∣ . (2.86)

(1) When ideal absorption grating is used, i.e. t = 0:

VG ≈ 2
π

| cos(πγ̄)|. (2.87)

In this case, the phase modulation of the grating (φ) becomes irrelevant. To achieve high fringe

visibility, one needs to select system parameters such that γ̄ is close to either 0 or 1.

(2) When ideal phase grating is used, i.e. t = 1:

VG = 2
π

| sin(πγ̄) sin(φ)|. (2.88)

In this case, a φ = π/2 phase grating should be used and system parameters should be selected

such that γ̄ is close to 0.5.
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For c = 0.5, s = 2, and γ̄ ∈ (0, 0.5), VG can be written as:

VG = 1
π

∣∣∣∣∣(t2 + 1) sin(2πγ̄) − 2t sin(2πγ̄) cos(φ)
1 + t2

∣∣∣∣∣ . (2.89)

(3) When ideal phase grating is used, i.e. t = 1:

VG = 2
π

∣∣∣∣sin(2πγ̄)[1 − cos(φ)]
2

∣∣∣∣ . (2.90)

In this case, the maximum visibility of 2/π is achieved when φ = π, γ̄ = 0.25.

From the above examples, we can see that the choice of the grating type is directly related to

γ̄. For the Talbot-Lau interferometer, γ̄1 = γ1 = λd0
psp1

is very close to 0, therefore, G0 has to be

absorption grating, similarly for G2. However, when d0/p1 can be increased such that λd0
psp1

= 0.25,

then a π phase grating can be used for G0.

This leads to the second universal conclusion regarding the design of x-ray grating interfer-

ometers: For conventional x-ray source and detector, absorption grating should be used for G0

and G2 unless d/p is sufficiently high. Note that this conclusion also applies to the one-grating or

two-grating interferometers.

For realistic gratings, the phase and amplitude modulations are not independent, they are totally

determined by the material and thickness of the grating. For grating made of Au, Fig. 2.5 shows

how VG changes with s, γ̄ and c, assuming an x-ray energy of 28 keV.

Fig. 2.5 (a) to (c) show how VG change with the thickness of Au and γ̄ for s = 1, 2 and 3,

respectively. The duty cycle is fixed to 0.5. Several conclusions can be drawn from these results:

First, we can see that only s = 1 and s = 2 need to be considered, as higher order terms can’t

generate high visibility fringes. Second, for s = 1, one should use a π/2 phase grating (2.7 µm Au

thickness) with γ̄ = 0.5, or the absorption grating (on the lower right corner of the map) with γ̄

close to 0 or 1. For s = 2, π phase grating (5.4 µm Au thickness) with γ̄ = 0.25 or 0.75 generates the

highest visibility.

Fig. 2.5 (d) to (f) show the impact of duty cycle on VG. The γ̄ = 0.01 case correspond to the

absorption grating, as can be seen from Fig. 2.5 (d), increasing the duty cycle of the absorption

grating and the thickness of the material will improve the visibility. Both γ̄ = 0.25 and γ̄ = 0.5
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correspond to the case of phase grating. Fig. 2.5 (e) and (f) show the standard case of π phase

grating and π/2 phase grating. For both cases, the optimal duty cycle of the grating is around 0.5.

(a) (b) (c)

(d) (e) (f)

�𝛾𝛾

𝑉𝑉𝐺𝐺(𝑠𝑠 = 1, �̅�𝛾 = 0.01) 𝑉𝑉𝐺𝐺(𝑠𝑠 = 2, �̅�𝛾 = 0.25) 𝑉𝑉𝐺𝐺(𝑠𝑠 = 1, �̅�𝛾 = 0.5)

𝑉𝑉𝐺𝐺(𝑠𝑠 = 1, 𝑐𝑐 = 0.5) 𝑉𝑉𝐺𝐺(𝑠𝑠 = 2, 𝑐𝑐 = 0.5) 𝑉𝑉𝐺𝐺(𝑠𝑠 = 3, 𝑐𝑐 = 0.5)

𝑐𝑐

𝜋𝜋 phase shift𝜋𝜋/2 phase shift

𝜋𝜋/2 phase shift𝜋𝜋 phase shift

Figure 2.5: VG changes with system parameters.

2.3.5 Polychromatic performance

Design of x-ray grating interferometers always starts with a design energy, with which the system

parameters are determined. However, in practice, the x-ray source is almost always polychromatic.

As discussed in Section 3.3.2, the decrease of fringe visibility due to the use of polychromatic source

is two-fold: one is the decrease of monochromatic fringe visibility when the x-ray energy is deviated

from the design energy; the other is the possible ±π fringe phase shift of the monochromatic fringes,

due to the change of α with x-ray energy. Note that α can be also separated into the contribution

of each grating, similar to the case of VG. Using the following relationship: γ(E) = γ(E0)(E0/E),

where E0 is the design energy. We can analyze VG and Arg(A) as a function of x-ray energy.

Fig. 2.6(a)-(c) show the case of the π/2 phase grating (Au thickness of 2.7 µm, E0 = 28 keV,

c = 0.5) with three different γ(E0) values. Using γ(E0) higher than one is required to increase the
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Figure 2.6: VG changes with x-ray energy for (a) absorption grating. (b) π/2 phase grating. (c) π phase
grating.

phase sensitivity of the system. For example, for the G1 grating in a three-grating setup, γ2 = λη/p2

is directly related to the phase sensitivity of the system. Fig. 2.6(d)-(f) show the case of the π phase

grating (Au thickness of 5.4 µm, E0 = 28 keV, c = 0.5) with three different γ(E0) values.

By comparing the results in Fig. 2.6, the following observations can be made: (1) When x-ray

energy is deviated from the design energy, the monochromatic fringe visibility (VG) for both π/2

phase grating system and π phase grating system will decrease in a similar manner: as γ(E0)

increases, more oscillations start to appear. (2) For the π phase grating system, all monochromatic

fringes are perfectly in phase as Arg(A) doesn’t change with energy; for the π/2 phase grating

system, ±π phase shift of the monochromatic fringes will happen especially when higher phase

sensitivity is required, i.e. γ(E0) > 1.

This leads to the third universal conclusion regarding the design of x-ray grating interferometers:
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When designing system with phase sensitivity with a polychromatic x-ray source, π phase grating

should be used.
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Chapter 3

Design, Construction, and Image Reconstruction for a Novel MC-CXR

Prototype System

3.1 Introduction

Chapter 1 of this thesis work has highlighted the potential of grating-based multi-contrast X-ray

imaging to improve upon the diagnostic accuracy of conventional chest radiography, a field that

has been extensively investigated in the past decade119,130–142,175,176. Building on these promising

results, the development of a pre-clinical prototype system is a logical next step toward the clinical

translation of this technology. The absence of commercially available grating-based multi-contrast

systems has motivated the design and construction of the novel prototype developed in this thesis.

This chapter presents the key design components, construction, calibration, image reconstruction

algorithm, and image correction framework for the prototype system.

3.2 Prototype Design

Designing a prototype system requires careful consideration of several clinical requirements. To

begin, the system must be compatible with medical-grade X-ray tubes and standard flat panel

detectors (FPDs). The use of the advanced source or detector technologies can significantly increase

the overall cost of a system and necessitates that all currently employed clinical systems be modified

or upgraded. The next major requirement is that the radiation dose to the patient should be matched

or reduced when compared to CXR. One of the major benefits of chest radiography is the low

dose associated with the modality. Failing to do match the dosimetric performance of CXR would
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compromise the overall clinical efficacy of multi-contrast imaging. An additional consideration

is that the X-ray energy used in the prototype system should not deviate significantly from the

energies utilized in clinical practice. Traditionally, 110-120 kVp is used for the imaging of the lungs,

70-90 kVp is used for imaging of the bones in the thoracic cavity, and 60-140 kVp can be used for

spectral imaging applications184,185. Furthermore, the grating interferometer should exhibit no

stability issues to ensure the reliability of the system. Finally, a prototype system must be able to

image the entire field of view (FOV) of the thoracic cavity within a single breath-hold, or within 10

seconds186. The typical FOV for lung imaging is 40 cm × 30 cm.

3.2.1 The Major Barriers to Clinical Adoption

As discussed in Chapter 1, the capacity for grating-based X-ray imaging to meet these aforemen-

tioned clinical requirements is hindered by several technical challenges associated with grating

interferometry. First, the FOV of grating-based X-ray imaging is determined by the size of the grat-

ings, which is typically 4-6 cm for a single grating wafer. Consequently, several grating tiles would

need to be stitched together to cover the entire thoracic cavity. The requirement for many grating

tiles significantly increases the overall cost of the imaging system, especially when considering that

this must be done for both the diffracting/modulation grating (G1) and the analyzer grating (G2).

Furthermore, achieving uniform interferometric performance over the entire FOV becomes a new

challenge. This issue worsens when considering the typical energies used in chest radiography. The

use of higher X-ray energies places increased demands on the fabrication of gratings. Specifically,

the aspect ratio, or ratio of grating material height to period, must be increased to accommodate for

higher X-ray energies. As such, the fabrication of high energy and large FOV gratings becomes

increasingly challenging.

The next major challenge is the long acquisition time associated with traditional grating-

based imaging methods. Although the phase-stepping approach provides a reliable method for

signal retrieval, the acceleration, deceleration, and stabilization of each phase step contributes

to incompatible imaging times for clinical studies. This problem becomes exacerbated when

considering the small FOV associated with gratings, as several phase stepping procedures would

need to be performed to image the entire chest. The scientific community has made several attempts

to address this limitation, including slit-scanning techniques in mammography187,188 and single-shot
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Figure 3.1: The three methods to achieve the modified fast scanning acquisition scheme. (Top) The gratings,
X-ray tube, and detector are translated along the superior-inferior direction while the patient remains
stationary. (Middle) The gratings and X-ray tube are slightly rotated about a central pivot point. (Bottom)
The patient is translated along the superior-inferior direction while the hardware components of the system
remain stationary. This is the method that is employed in the prototype MC-CXR imaging system presented
in this thesis work. (Created in Biorender)



55

extraction methods170,189,190. However, slit-scanning techniques are still associated with acquisition

times that are too long for clinical chest radiography due to the narrow beam collimation, and the

assumptions made in single-shot retrieval methods are often violated in practice118.

3.2.2 Modified Fast Scanning Acquisiton

The prototype system developed in this work was designed to address these two major limitations

while providing a compact, cost-effective, and clinically compatible solution to MC-CXR imaging.

To overcome the aforementioned limitations associated with MCXR and achieve imaging of the

entire thorax within a feasible acquisition time, a modified fast acquisition with a seamless patient

translation was adapted and implemented for the prototype system118,191,192. The proposed

acquisition technique replaces the interleaved grating motion used in phase-stepping procedures

with a continuous translation of a patient table. This method leverages the periodicity of the moiré

pattern such that each point on the patient will be imaged at a series of different moiré positions by

a rapid train of X-ray pulses throughout a single scan. The scanning procedure reduces the small

FOV limitation to a single dimension. To address the other dimension, the prototype employs two

wide FOV X-ray gratings. This approach significantly reduces the cost compared to a full FOV

interferometer and mitigates challenges in uniformity.

3.2.3 Design of the Gratings and Interferometer

Three different approaches can be considered to image the patient at a series of different moiré

positions. Figure 3.1 presents each of these three approaches. First, the gratings, source, and

detector can be linearly translated along the superior-inferior (SI) while the patient remains

stationary. However, there are several practical challenges associated with this approach. To

translate the source, gratings, and detector, all three components must be attached to a single gantry.

One problem with this configuration is that medical-grade X-ray tubes are known to produce

significant vibrations due to the rotating anode tube. These vibrations may cause disturbances to

the interference patterns that could significantly deteriorate the MC-CXR imaging performance

by introducing inconsistencies between frames. If multiple gantries are used with multiple linear

stages, then synchronization between the translation of each component and the cost of the system
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Figure 3.2: (Left) The source grating G0. (Right) Magnified images of the individual grating tiles.

become new challenges. Furthermore, if a cone-beam source is used then geometric inconsistencies

arise as the projection direction through the patient slightly changes as the object is translated

In the second approach, the patient and detector remain stationary while the gratings and

source are rotated about a fixed axis. This approach does not require the source and gratings to be

connected by a single gantry and overcomes the geometric inconsistency associated with the first

approach. The major challenge with this method is that it still requires the grating interferometer to

be placed in motion. It is not desirable to have the interferometer in motion, as it is the component

that is most susceptible to mechanical disturbances.

The third approach involves the linear translation of the patient while all hardware components

of the system remain stationary. The major benefits of this approach include not requiring that

the interferometer be put in motion, relaxing mechanical precision requirements, and enabling the

use of multiple decoupled gantries. However, the projection ray inconsistency is still an issue and

the translation of the image object results in an inherent blurring of the spatial resolution along

the table translation direction. Given the benefits of the third approach, it was selected for the

prototype system developed in this thesis. To overcome the projection ray inconsistency issue, the
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Figure 3.3: (Left) The wide FOV G1 and G2 gratings. (Right) Magnified image of one of the G1 grating tiles.

cone-beam source can be collimated such that it can be approximated by a fan beam. The inherent

blurring caused by the translation of the image object is addressed with a regularized deconvolution

approach that is outlined later in this chapter.

Based on the universal conclusion drawn from the grating design optimization framework

in Section 2.3.4.1, the grating interferometer will be comprised of three gratings. Assuming a

mean X-ray energy between 45-80 keV in the diagnostic energy range, the Talbot distance and

fractional Talbot distances are too great to enable a compact imaging system. However, the use of an

absorption grating for G1 and placing G1 after the image object allows for the generation of a moiré

pattern with a small distance between G1 and G2. The intensity modulation generated by the G1

absorption grating projects onto the intensity modulation generated at G2 to generate the necessary

interference fringes at the detector plane. Based on this approach and the universal conclusion

drawn in Section 2.3.4.2, all three gratings used to form the interferometer for this prototype system

are absorption gratings. MicroWorks GmbH fabricated the three gratings using X-ray lithography

and electroplating.

The first grating, G0, is shown in Figure 3.2. As discussed in Chapter 2, G0 is an absorption

grating designed to split the source radiation into an array of periodically repeating line sources to

satisfy the spatial coherence requirements for grating-based X-ray imaging. The G0 grating consists

of a 0.5 mm silicon substrate with a gold thickness of 200 µm. The pitch of the grating is 68.7 µm,

resulting in an aspect ratio of 4.2. The area of the grating is 5 cm2.
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Table 3.1: Grating Specifications

Gratings

G0 G1 G2

Pitch (µm) 68.7 8.73 10
Duty Cycle (%) 70 50 55
Au thickness (µm) 200 200 200
Aspect Ratio 4.2 45.8 36.4
Area (cm2) 5 35 × 3 40 × 3
Substrate 0.5 mm Si 1 mm graphite 1 mm graphite

The G1 grating serves as a modulation grating to generate a "shadow" of the grating downstream

at G2. To widen the field of view of the G1 grating, three individual grating wafers were tiled

together. The total size of the G1 grating is 35 cm along the lateral direction and 3 cm along the

longitudinal direction. This grating consists of a 1 mm graphite substrate with 200 µm of gold

plating. The grating was fabricated at a high aspect ratio of 45.8 and with a pitch of 8.73 µm. The

duty cycle for the G1 grating is 50%. The G1 grating is depicted in Figure 3.3.

The analyzer grating, or G2, generates a resolvable moiré pattern at the detector from the

interference generated at G1. Similar to the G1 grating, the G2 grating consists of three individual

grating wafers. The total FOV of the grating is 40 cm along the lateral direction and 3 cm along the

longitudinal axis. The analyzer grating also consists of a 1 mm graphite substrate with 200 µ of

gold. The pitch of G2 is 10 µm resulting in an aspect ratio of 36.4. Finally, the duty cycle is 55%.

The details of the gratings are summarized in Table 3.1.

Given that the modified fast scanning method utilized in this prototype system necessitates the

translation of the patient, the interferometer was aligned vertically to accommodate a translatable

patient couch. The gratings were fixed to a separate gantry (Gantry B) to prevent potential mechanical

disturbances, such as vibrations from the rotating X-ray tube, from affecting the system. The gantry

was built in-house using aluminum frames. The dimensions of the gantry include a height of 228

cm, an inner width of 89 cm, and an outer width of 102 cm. The distances between G0 and G1, G1

and G2, and G2 and the detector are 171 cm, 26 cm, and 1 cm, respectively. Rubber padding is added

to the bottom of Gantry B to further ensure decoupling from potential mechanical disturbances.

The interferometer’s dimensions are summarized in Table 3.2, while Figure 3.4 shows the design

and dimensions of Gantry B.
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Table 3.2: System dimensions

System Dimensions

Distance (cm)

Source to G0 32
Source to Object 187
G0 to G1 171
G1 to G2 26
Source to Detector 238

Figure 3.4: (A) Schematic and dimensions of the two gantries and patient table for the prototype system. (B)
Illustration of modified fast scanning acquisition via patient table translation. (C) The source and detector
hardware components.

3.2.4 Design of the X-ray Imaging System

In addition to the interferometer, the prototype must be equipped with the hardware components

of a conventional chest radiography system. A conventional CXR system was constructed from

scratch to avoid the added cost of purchasing an existing CXR system and allow for increased

design flexibility/customization.

The X-ray tube used in this prototype is the G-1592 medical-grade rotating tungsten anode

X-ray tube with B-180H housing from Varian Medical Systems Inc. (Figure 3.4C). The tube has two

nominal focal spot sizes (0.6 and 1.2 mm), with nominal anode input powers of 47 kW and 112 kW

for the small and large focal spots, respectively. The maximal anode heat content is 1.5 MHU. The

Indico100 high-frequency generator from CPI Inc., with an output voltage of 40-125 kV, was used.
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To collimate the cone-beam source to a quasi-fan-beam in order to avoid ray projection inconsistency

for the modified scanning acquisition, the R221/A DHS square-field X-ray collimator from Ralco

Inc. was attached to the exit window of the X-ray tube. The radiation field was collimated to a field

size of 30 cm x 2.5 cm at the object plane.

The 4030CB FPD from Varian Medical Systems Inc. was used as the detector for this prototype

system (Figure 3.4C). The detector is a CsI:Tl-based FPD with a native pixel size of 198 µm. However,

the detector is operated in fluoroscopy mode, such that a 2 × 2 binning of the pixels is employed,

resulting in an effective pixel size of 388 µm at a maximal frame rate of 30 fps. The parameters of the

detector used in this study are comparable to those of detectors used in clinical practice. To enable

the modified scanning acquisition, the X-ray tube, and the detector are operated in the pulsed

fluoroscopic mode. The pulse rate of the X-rays and the frame rate of the detector are matched at 30

pulses/frames per second. Synchronization between the tube and detector was achieved to ensure

optimal dose efficiency.

The X-ray tube and detector are mounted on a second gantry, Gantry A. Gantry A was also

constructed in-house using aluminum frames. The dimensions of Gantry A include a height of 279

cm, an inner width of 107 cm, and an outer width of 114 cm (Figure 3.4A). The source-to-detector

distance for the system is 238 cm, and the source-to G0 distance is 32 cm due to the presence of the

collimator at the exit window of the tube.

One design consideration that was taken into account was the weight of the X-ray tube. Several

safety precautions were taken to ensure that the weight of the tube could be supported and that the

gantry would not experience significant mechanical distortions when the anode was rotating. First,

Gantry A was connected to a 9 cm thick aluminum frame through four clearance holes at the ends

of Gantry A and four threaded holes at the ends of the aluminum frame. Four 5/16”-36” screws

were used to ensure this connection. The aluminum frame was then connected to the X-ray tube

with a custom aluminum adapter and four screws connecting the aluminum frame to the adapter,

and an additional four screws connecting the adapter to the tube. An additional safety measure

was also taken, in which two safety railings were added to the end of the collimator as a fail-safe

measure. Stabilization of the base of Gantry A was accomplished with two 140 cm longitudinal

base frames. The base frames were connected to the vertical component through three distinct

connections. The first was a set of two clearance holes in the base frames that lead to threaded
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Figure 3.5: (Left) Image of the constructed prototype system including the two gantries, the grating
interferometer, the detector, and the patient table. (Right) The constructed patient table includes the linear
actuator used to translate the table and the rails/connectors that connect the stationary and mobile components
of the table.

holes in the vertical component of the gantry. The other two connections come from two additional

aluminum frames that are attached at the ends of both base frames to form a triangle at the vertical

component of the gantry. These additional features are shown in Figure 3.5.

3.2.5 Construction of the Patient Table

A patient table was constructed to enable the modified fast-scanning image acquisition scheme.

The patient table consists of two primary components: a stationary component and a translatable

component. The stationary component was constructed with aluminum frames consisting of four

table legs connected to a rectangular aluminum base. The base frame is 66 cm off the ground with a

width of 61 cm and a longitudinal length of 183 cm. The base component is designed to support

the patient and stabilize the table translation procedure. Each side of the base frame is connected

to two stationary rails that act as linear guides for the patient table. Two ball-bearing carriers are

placed on the rails and connected to the translatable component of the patient table through four
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custom adapters. The translatable component of the table consists of another rectangular frame and

a patient bed made of 2 cm thick acrylic sheets. The rectangular frame is 76 cm from the ground

and both the frame and PMMA slabs have a width of 61 cm and a longitudinal length of 224 cm.

With this configuration, the source-to-table surface distance is 178 cm.

The last major component of the patient table is a linear actuator that drives the translation of

the table. The linear actuator used for the prototype system is the Parker 404XE with a precision

ground ballscrew. The actuator enables table translation of 45”, has a load capacity of 270 lbs, and a

precision and repeatability of less than ± 0.1 mm. The patient table is shown in Figure 3.5.

3.2.6 Construction of Grating Housing Units

There are several aspects of the gratings that must be aligned to generate a moiré pattern at the

detector plane. First, high precision in the inter-grating distances must be achieved. Coarse

adjustment of the distance is achieved by three rectangular aluminum frames that are attached to

Gantry B. These frames are oriented in the transverse plane and can be moved along the vertical

direction of Gantry B to position the gratings. Fine adjustment of the inter-grating distance is

achieved with micro-adjustment linear stages for each of the three gratings.

Three rotational directions must be sufficiently aligned: tilt, tip, and in-plane rotation. These

three rotational orientations are demonstrated in Figure 3.6. The G0 grating is held by a commercially

available housing unit that allows for fine adjustment of all three rotations. However, no such

housing units existed for the G1 and G2. As such, two new grating housings were constructed to

enable the rotation of the grating along all three rotational directions. Housing units were placed

below the gratings such that only the edges of the gratings were in contact with the housing unit.

In other words, only the outer metallic shell of the grating unit was placed onto the housing unit as

shown in Figure 3.6. A clearance hole was then drilled through the housing unit and the metallic

shell of the grating in one of the corners. In this corner, the grating does not directly rest on the

housing unit, but rather a hemispherical plastic ball with a clearance hole is placed between the two.

A screw then connects the housing unit, ball, and grating. This configuration allows for this corner

of the grating to act as a pivot point for the system. Two screws are then placed on the opposing

end of the housing unit to allow for tilt rotation to be accomplished.

The in-plane and tip rotations of the grating are achieved by placing two additional screws at
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Figure 3.6: The three rotational orientations of tip, tilt, and in-plane rotation are illustrated for a single
grating. Furthermore, the designed grating holders and the fine-adjustment screws for G1 and G2 are shown.
Fine adjustment of the tilt is accomplished with two screws parallel to the gratings that allow the gratings
to rotate about a pivot point. Fine adjustment of the in-plane rotation and tip are accomplished with two
screws placed on the bottom of the gratings.

the bottom of the grating. These screws are placed on the end opposing the pivot point. In-plane

adjustment is accomplished by raising or lowering both screws together, while tip rotation is enabled

by raising or lowering only one of the screws. Figure 3.6 illustrates the working principles of the

housing units.

3.3 Interferometer Alignment and Performance

3.3.1 Alignment

This section outlines the steps taken to align the grating interferometer such that a high visibility

interference pattern can be achieved at the detector plane. This process is broken down into the

following steps:

1. Alignment of G0

2. Alignment of G2

3. Rough Alignment of G1

4. Fine alignment of G1-G2 distance to adjust moiré period
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5. Fine alignment of G1 in-plane rotation to adjust moiré orientation.

The G0 grating was aligned by positioning its plane perpendicular to the incident X-ray

beam. Initially, G0 was placed in proximity to the X-ray tube’s exit window. Although the G0

grating is not sensitive to in-plane orientation, preliminary alignment was carried out by capturing

projection images of G0. The tilt and tip orientations were approximately aligned with a laser lever.

Subsequently, fine alignment of both rotational directions was accomplished by acquiring projection

images and analyzing profiles in the transverse and longitudinal directions. The alignment of the

tip orientation was considered satisfactory when the profiles across the transverse direction were

flat. For the tilt adjustments, fine-tuning was repeated until an intensity peak in the center of the

field of view (FOV) was achieved in a profile across the longitudinal direction. A projection image

of the aligned G0 grating is illustrated in Figure 3.7. This alignment procedure was then repeated

for the G2 grating.

Initial alignment of the G1 grating was performed by placing G1 at the theoretically calculated

distance from G2. The inter-grating distance was then finely adjusted using the linear stage until

the moiré pattern could be visualized in a projection image. An example of the initial moiré pattern

generated at the detector plane is shown in Figure 3.7. From here the tip and tilt orientations are

adjusted such that the intensity across the FOV is roughly uniform.

The next alignment step is to finely adjust the moiré period. The period of the fringes is adjusted

by fine-tuning the inter-grating distance with the linear stage for G1. The final alignment procedure

is to make the orientation of the interference fringes perpendicular to the scanning, or longitudinal,

direction. The in-plane orientation of G1 must be finely adjusted to change the orientation of the

moiré pattern. The gratings were aligned once the orientation of the moiré was perpendicular

to the scanning direction with a sufficient period. The resulting moiré pattern for the aligned

interferometer is shown in Figure 3.7.

3.3.2 Characterization of the Interferometric Performance

The performance of the interferometer was characterized by measuring the visibility of the inter-

ference pattern generated across the entire imaging FOV. The quantification of the visibility was

performed through a phase-stepping acquisition with only the patient table in the FOV. The overall
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Figure 3.7: Projection images acquired of the scan FOV with (1) G0 aligned (2) the initial interference pattern
generated following the coarse alignment of the G1 grating (3) the moiré pattern generated at 70 kVp (4) a
map of the visibility at 70 kVp, demonstrating a high level of uniformity across the FOV.

Table 3.3: Mean Visibility

Peak Tube Potential Mean Visibility

40 kVp 29 ± 7%
50 kVp 28 ± 5%
60 kVp 24 ± 4%
70 kVp 19 ± 3%
80 kVp 15 ± 2%
90 kVp 13 ± 2%
100 kVp 13 ± 2%
110 kVp 12 ± 2%
120 kVp 12± 2%
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intensity I0(x, y) and the amplitude of the fringes I1(x, y) were calculated for each pixel using

Equations 2.35 and 2.36. This process was repeated for peak tube potentials ranging from 40 kVp to

120 kVp. The visibility was then quantified as the mean of the visibility across the entire grating

FOV. Table 3.3 summarizes the visibilities at each peak tube potential tested. For reference, a map

of the visibility generated at 70 kVp is shown in 3.7. An overall high level of uniformity is achieved

across all three grating tiles. Furthermore, the acquired images demonstrated no stability issues

arising from mechanical disturbances.

3.4 Image Reconstruction

After constructing the prototype system and optimizing the grating interferometer, the next step

was to implement the scanning acquisition scheme. In the phase stepping acquisition scheme, each

point of the patient is mapped across the sinusoidal interference pattern by shifting the interference

pattern across the patient through slight translations of one of the gratings. On the other hand, the

scanning acquisition scheme performs this mapping by translating the patient across the interference

pattern. Mathematically, this acquisition scheme is equivalent to scanning the grating interferometer

across a stationary patient. To simplify the presentation of the algorithm, it is presented from this

perspective. The signal model discussed in Chapter 2 can also be expressed in this manner.

Iobj(x, y) = I0(x, y)T (x, y) (1 + vair(x, y)d(x, y) cos (ϕ0(x, y) + P (x, y))] (3.1)

where T (x, y) is the transmission of through the object defined as I
(obj)
0 /I

(air)
0 and d(x, y) is the ratio

defined as I
(obj)
1 /I

(air)
1 . If scanning is performed along the longitudinal, or y, axis then the intensity

of the k-th frame is given as

I
(k)
obj (x, y) = I0(x, y + ∆y(k))T (x, y)

[
1 + vair(x, y + ∆y(k))d(x, y) cos

(
ϕ0(x, y + ∆y(k)) + P (x, y)

)]
(3.2)

where ∆y is the distance the interference pattern has shifted between acquired frames. Since this

algorithm is devised from the perspective of a stationary object, the three object-specific quantities

T (x, y), d(x, y) and ϕobj(x, y) remain unchanged across the acquired frames. By performing the same

analysis presented in Section 2.2.4, the quantities I0(x, y + ∆y(k))T (x, y), vair(x, y + ∆y(k))d(x, y),
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and ϕ0(x, y + ∆y(k)) + ϕobj(x, y) can be extracted from the scan of the object. Therefore, to solve for

T (x, y), d(x, y) and P (x, y) one only needs the quantities I0(x, y + ∆y(k)), vair(x, y + ∆y(k)), and

ϕ0(x, y + ∆y(k)).

To solve for I0(x, y + ∆y(k)), vair(x, y + ∆y(k)), and ϕ0(x, y + ∆y(k)) several assumptions can be

made. First, it can be assumed that the overall mean intensity and the visibility of the interference

pattern are roughly uniform across the entire FOV. As such, these two quantities can be assumed

to be independent of spatial location such that I0(x, y + ∆y(k)) = I0 and vair(x, y + ∆y(k)) = vair.

With these two assumptions, the three quantities I0, vair, and ϕ(x, y + ∆y(k)) can be measured by

performing a phase stepping scan in air such that T (x, y), d(x, y), and P (x, y) can be recovered.

From here A(x, y) and D(x, y) can be directly calculated as

A(x, y) = − ln (T (x, y)) (3.3)

D(x, y) = ln
(

d(x, y)
T (x, y)

)
(3.4)

This signal extraction framework replaces the M phase steps with M frames acquired from

the image object at different spatial locations. The number of frames for a single reconstruction is

defined by the width of the grating along the longitudinal direction (ly), the speed of the object

(vy), and the frame rate fps. As such, multiple reconstructions are required to generate images of

the entire thoracic cavity in a single scanning acquisition. The reconstructions are then tiled up in

post-processing as shown in Figure 3.8.

3.5 Image Correction Framework

While the construction of a prototype system and the development of an image reconstruction

algorithm are important steps toward realizing clinical multi-contrast imaging, the quality of the

generated images may be degraded by the use of a flat panel detector and a fast scanning acquisition

scheme. This section presents a correction framework to mitigate these potential degradations.
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Figure 3.8: Illustration of the sorting and tiling of the acquired scanning frames to reconstruct the multi-
contrast images. (Created in Biorender)

3.5.1 Detector Offset and Gain Corrections

Image uniformity of the entire scanning FOV is essential for accurate and high-quality multi-contrast

imaging. However, image uniformity is a challenge in flat panel detectors unless appropriate

corrections are applied. Dark current and non-uniform pixel sensitivity are among the predominant

challenges in flat panel uniformity. Dark current refers to the electrical signal that is detected in the

absence of interacting X-rays. This dark current arises from thermal energy and is non-uniform

across the detector as demonstrated in Figure 3.9. Non-uniform pixel sensitivity is the result of

discrepancies in the manufacturing of the detector elements, changes in detector response over

time, and differences in the electronics between detector panels and elements.

The vendor provided dark offset, and detector gain corrections were employed to correct for the

dark current and non-uniformity in the pixels respectively. Figure 3.9 depicts the images generated
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Figure 3.9: (Top) Demonstration of the detector non-uniformities arising from the presence of dark current
and the utility of the offset correction. (Bottom) Projection images were acquired with and without the gain
correction applied.

before and after the corrections were applied. For the dark offset correction, there are visible

inter-panel and intra-panel discrepancies in the magnitude of the dark current. The mean of the

dark current signal was 1623 ± 30 digital counts. Following the correction, a flat field image is

produced with the mean digital counts being reduced to nearly 0. Similarly, when the X-ray beam is

turned on, there are visual non-uniformities present across the flat panel detector. However, these

non-uniformities are entirely mitigated following the application of the gain correction.

3.5.2 Detector Lag and Scanning Motion Blur Corrections

3.5.2.1 Method to Correct for Detector Lag

An inherent limitation of employing a flat panel detector and a rapid train of X-ray pulses is the

impact of the detector lag effect. The lag effect is the contamination of a given image frame with

residual signals generated in previous frames. Lag is predominantly the result of the scintillator

afterglow and the charge-trapping effect in the amorphous silicon layer of the flat panel detector.

In conventional projection imaging, lag causes temporal blurring. However, for the scanning

acquisition scheme employed in this work, the temporal blurring associated with the lag effect

is translated into a blurring of the spatial resolution along the scanning direction. Lag not only
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degrades the spatial resolution of the imaging system along the scanning direction but may also

result in artifacts in each of the three complementary images. Specifically, lag may result in the

ghosting of highly attenuating objects. The severity of lag artifacts increases with increasing

scanning speed, thus a correction framework must be established to enable fast and accurate

MC-CXR imaging.

The impact of the lag effect for a given frame, k, can be modeled as a convolution of the true

image signal with a detector lag kernel (L(k)) which is characterized by the detector’s temporal

impulse response function.

Imeasured(k) = L(k) ∗ Itrue(k) (3.5)

One model for the lag kernel is the multi-exponential model presented by Hsieh et al.193, in

which the impact of the detector lag effect is modeled to exponentially decay with time. The

multi-exponential lag kernel is represented as

L(k) =
N∑

n=1

bn

1 − e−an
e−ank, (3.6)

where N is the number of exponential terms used to fit the data, an, bn are empirically determined

parameters, and u(k) is the unit step function. The two parameters an and bn can be determined by

measuring the residual signal in image frames acquired after the X-ray beam has been turned off.

For this thesis work, this was done by exposing the detector for 350 frames at 70 kVp, 60 mA, and

30 frames per second. An additional 100 frames were then collected after the termination of the

X-rays. The response function of the detector was then measured as the average residual signal

intensity of a 200 × 60-pixel region of interest. Frames 1, 5, 10, and 25 following the termination

of the X-rays are shown in Figure 3.10. The measured residual intensity was then fit with the lag

kernel in Equation 3.6 such that an and bn could be determined. A fourth-order lag kernel was

found to demonstrate a good agreement with the empirical data. The measured data and associated

fit are also shown in Figure 3.10. To correct for the lag signal, the computationally efficient recursive

deconvolution algorithm presented by Hsieh et al. was employed.
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Figure 3.10: (Left) Residual signal generated from the detector lag effect for frames 1, 5, 10, and 25 following
the termination of the X-rays. (Right) The plot of the average residual signal in the frames acquired after the
termination of the X-rays and fit with the lag kernel described in Equation 3.6

3.5.3 Method to Correct for Scanning Motion Blur

The spatial resolution along the longitudinal axis will also be degraded by the object being in motion

during the time in which the X-ray is on. The degree of blurring is dependent upon the speed of the

table translation, the frame rate, the duty cycle, and the size of the detector pixels. At the detector

plane, the distance the object travels in pixels is:

∆d = vτ

f

M

py
(3.7)

where v is the table translation speed, τ is the duty cycle, f is the frame rate, M is the magnification,

and py is the pixel size along the y-dimension. The blurring process can be modeled as a convolution

of the true image with a boxcar kernel that has a width equal to ∆d. With the forward blur model

known, a non-blind, total-variation regularized deconvolution was deployed to recover the lost

spatial resolution194. The regularization problem is postulated as:

x̂ = arg minx

λ

2 ∥Hx − y∥2
l1 + ∥x∥TV. (3.8)

Here, y is the acquired blurred image, H is the boxcar blur kernel with width ∆d, x is the estimated

deblurred image, ∥·∥TV is the total variation norm, and λ is a regularization parameter.
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Figure 3.11: Demonstration of the utility of the lag and scanning motion correction algorithms. The presence
of the ghosting signals in the uncorrected images of the metallic edge phantom at 45 mm/s is reduced by the
application of the two algorithms.

3.5.4 Methods

A metallic edge phantom was scanned at speeds of 9 mm/s, 18 mm/s, 27 mm/s, 36 mm/s,

and 45 mm/s to test the effectiveness of the detector lag correction and the scanning motion

correction. For comparison, the three contrast images were first reconstructed with the algorithm

discussed in Section 3.4 without either correction applied. The lag correction was then applied with

the empirically determined coefficients from the previous section. Finally, the scanning motion

deconvolution algorithm was applied to the lag corrected images. In this process, images were

reconstructed with λ values ranging from 0.1 to 1000 to determine the optimal regularization

parameter for each of the three contrast images. With the optimal λ values determined, the edge

spread function of the three contrast images was measured for all scan speeds. The edge spread

functions were normalized and plotted at each speed for the uncorrected, lag corrected, and motion

+ lag corrected images.

3.5.5 Results

The optimal values of λ were determined to be 5.5, 15, and 10 for the absorption, dark field, and

phase images respectively. Figure 3.11 demonstrates the utility of the detector lag and scanning

motion correction algorithms. The resulting absorption, dark field, and phase contrast images
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Figure 3.12: Edge spread functions for the uncorrected, lag corrected, and scanning motion + lag corrected
acquisitions across all scan speeds and contrast mechanisms for the metallic edge phantom.

are depicted in Figures 3.13, 3.15, and 3.16 respectively. The detector lag correction was able to

eliminate the ghosting of the metallic edge for all scan speeds and each of the contrast mechanisms.

Based on the edge spread results, the majority of the spatial resolution recovery can be attributed to

the detector lag correction. The edge spread functions for all scan speeds and contrast mechanisms

are shown in Figure 3.12. The noise in the dark field images and the differential nature of the phase

images make visualizing the edges challenging in the plots of the edge spread functions for these

contrast mechanisms. This issue becomes increasingly challenging as the scan speed increases due

to the increase in image noise. However, the edges were preserved when qualitatively assessing the

images for the dark field and phase contrast images. Qualitatively, the difference between the lag

corrected and motion plus lag corrected results is negligible. However, the edge spread functions

of the lag + motion corrected images highlight the importance of the motion correction algorithm.
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Figure 3.13: Comparison between the uncorrected, lag corrected, and scanning motion + lag corrected
absorption images of the metallic edge phantom for each scan speed. The window/level was matched for all
images.
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Figure 3.14: Direct comparison of the uncorrected, lag corrected, and scanning motion + lag corrected edge
spread functions at scan speeds of 18 mm/s, 27 mm/s, 36 mm/s, and 45 mm/s for the uncorrected.

As demonstrated in Figure 3.14, the motion correction algorithm was able to improve the resolution

across all scanning speeds for the absorption image.

The lag corrected and motion + lag corrected images do exhibit subtle qualitative differences

when compared to the uncorrected images. At higher scan speeds, the lag corrected and lag +

motion corrected absorption and dark field images begin to exhibit a subtle shading in the center of

the phantom that is not present in the uncorrected dark field images. For the absorption contrast

the center of the lag corrected images demonstrate an increased signal when compared to the

uncorrected images. This suggests that the lag correction slightly overestimates the amount of

residual signal for a given frame.

For the dark field images, the intensity at the center of the phantom for the lag corrected images

is decreased when compared with the uncorrected images. This can be explained by recognizing
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Figure 3.15: Comparison between the uncorrected, lag corrected, and scanning motion + lag corrected dark
field images of the metallic edge phantom for each scan speed. The window/level was matched for all
images.
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that the dark field signal for the metallic edge phantom does not arise from small-angle scattering

events. Rather, the dark field signal can be attributed to changes in the interference pattern from

the hardening of the X-ray beam, a topic that is covered in greater detail in Chapter 5. As such,

the shading in the dark field lag corrected images can be directly tied to the subtle shading in the

absorption image. The overestimation of the residual lag signal also manifests as an overall increase

in the intensity of the differential phase contrast images presented in Figure 3.16.

3.6 Summary

In this chapter, the design and construction of a novel prototype multi-contrast X-ray imaging

system were presented. The prototype provides a compact, economical, and clinically compatible

system that overcomes the limitations of grating interferometry through the introduction of a fast

scanning acquisition scheme. Custom grating housing units were constructed to perform alignment

of the grating interferometer for the G1 and G2 gratings. The alignment of the interferometer was

outlined. The interferometric performance was optimized and an image reconstruction algorithm

was introduced. Finally, a novel image correction framework was introduced to address the dark

current, non-uniform pixel sensitivity, detector lag, and scanning motion blur phenomena associated

with flat panel detectors and a scanning beam acquisition.
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Figure 3.16: Comparison between the uncorrected, lag corrected, and scanning motion + lag corrected phase
images of the metallic edge phantom for each scan speed. The window/level was matched for all images.
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Chapter 4

Optimization and Evaluation of Multi-Contrast X-ray Imaging Scan

Protocols

4.1 Introduction

The successful clinical translation of a novel imaging system is contingent on the capacity of the

system to effectively improve clinical outcomes. An essential step in improving clinical outcomes is

the optimization of imaging protocols. Optimization of clinical imaging protocols allows clinicians

to generate diagnostically useful information while reducing the potential risks associated with

radiation exposure. In the previous chapter, the design and interferometric performance of the

prototype multi-contrast X-ray imaging system developed in this thesis work was optimized. In this

chapter, the focus is shifted to the optimization of clinical imaging parameters including peak tube

potential (kVp) and tube current-time product (mAs). The dosimetric properties of the prototype

system are first characterized to guide the optimization of these parameters and ensure patient safety.

Optimization of the imaging parameters is then achieved for both the absorption and dark field

contrast mechanisms through a novel phantom imaging study. The optimized imaging parameters

are then evaluated for clinical imaging via an anthropomorphic chest phantom study.

4.2 Dosimetric Characterization of the Prototype System

The addition of three gratings to an X-ray imaging system has implications for the dosimetric

properties of the system. The three absorption gratings reduce the number of X-rays used in

the information encoding process, raising concerns about dose efficiency, particularly given the

placement of the modulation and absorption gratings behind the patient. However, there are several
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factors that counteract the potential degradations in dose efficiency associated with grating-based

interferometry.

First, although the number of information carriers is reduced, the amount of information

encoded in each X-ray is increased. The additional information encoded via the phase and dark

field contrast mechanisms has the capacity to provide more comprehensive diagnostic information

such that the diagnostic efficacy of X-ray imaging can be improved at a given dose level. Second,

the source grating serves as a filter for the system, removing many of the low-energy X-rays that

only contribute to the patient dose without contributing to the image encoding process. A final

consideration with respect to dose efficiency is that the G1 and G2 gratings act as anti-scatter grids,

which are widely used in current clinical practice. These gratings reduce the amount of scattered

radiation that reaches the detector, improving image quality and enabling high-quality imaging to

be achieved at reduced dose levels. Overall, while the addition of gratings to an X-ray imaging

system may impact the dosimetric properties of the system, several factors inherent to grating-based

interferometry serve to counteract potential degradations in dose efficiency.

Given the potential dosimetric implications associated with grating interferometry, it is important

to perform a comprehensive characterization of the prototype system’s radiation output. In this

section, the quality of the X-ray beam is evaluated through half-value layer (HVL) measurements at

different peak tube potentials. The radiation output is then measured to determine the effective

dose to the patient for a given imaging exam.

4.2.1 Half-Value Layer

The half-value layer is defined as the thickness of a given material required to reduce the intensity

of an incident radiation beam by one-half with the filtration that will be used for imaging. The

method to measure the HVL was adapted from the American Association of Physicists in Medicine

(AAPM) Report Number 25195. The only change to the HVL measurement outlined in the AAPM

report is that the aluminum filtration was not added to the exit window of the collimator. Rather,

the aluminum was added just behind the G0 grating which is placed at the exit window of the

collimator. In this sense, the G0 grating was treated as if it was an inherent filter for the system.

Exposure measurements were made with a general-purpose 6cc ion chamber and Radcal 9095

electrometer. The ion chamber was placed in the air at a height of 23 cm from the patient table.
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An initial exposure measurement was made without the presence of aluminum filtration to

establish a reference intensity. Different thicknesses of aluminum filtration were incrementally

added behind the G0 grating until the beam intensity was reduced to one-half the reference value.

Logarithmic interpolation was then performed to calculate the HVL. This process was repeated for

peak tube potentials ranging from 70 kVp to 120 kVp.

Table 4.1: Measured HVLs at each kVP with minimum HVLs from AAPM Report No. 25.

Peak Tube Potential HVL [cm] Minimum HVL [cm]

70 kVp 2.7 1.5
80 kVp 3.0 2.3
90 kVp 3.6 2.5

100 kVp 4.1 2.7
110 kVp 4.6 3.0
120 kVp 5.1 3.2

A summary of the measured HVLs for each peak tube potential is presented in Table 4.1. It

should be noted that the HVL for each kVp exceeds the minimum HVL that has been defined in the

AAPM Report No. 25.

4.2.2 Estimation of Entrance Skin Exposure, Kerma-Area Product, and Effective Dose

The three most important dosimetric quantities in diagnostic radiography are entrance skin exposure,

kerma-area product, and effective dose. To effectively characterize and benchmark the performance

of the multi-contrast X-ray imaging prototype relative to conventional chest radiography, it is

necessary to develop a method for estimating these three quantities.

Entrance skin exposure (ESE) refers to the radiation output of the imaging system at the point of

entry into the patient’s skin. The kerma-area product (KAP) represents the product of the average

air kerma and the cross-sectional area of the X-ray beam at the patient’s entrance plane, typically

measured in units of Gy·cm2. The effective dose, typically reported in mSv, is the tissue-weighted

sum of equivalent doses to the organs exposed to radiation during a given imaging exam.

ESE measurements for the prototype system were made following the recommendations

established by the AAPM Report No. 31196 for diagnostic X-ray imaging systems operated in

manual mode. The general purpose 6cc ion chamber and Radcal 9095 electrometer were once again

utilized to measure the exposure in air. The chamber was placed at a height of 23 cm above the
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patient table. Five measurements of the free air exposure were then measured for tube potentials

ranging from 70 to 120 kVp in 10 kVp intervals with all measurements being made at 40 mAs. The

mean free ESE, the air kerma, and the air kerma per mAs are reported in Table 4.2 for a patient

entrance skin plane of 23 cm above the patient table. An inverse square correction can be applied to

estimate the ESE for patients with entrance skin planes at different distances from the patient table.

Table 4.2: Exposre and air kerma for each tube potential of the system.

Peak Tube Potential ESE [mR] Air Kerma [mGy] Air Kerma per mAs [mGy/mAs]

70 kVp 19.37 ± 0.19 0.17 ± 0.0021 0.0042 ± 5.2 × 10−5

80 kVp 26.56 ± 0.15 0.23 ± 0.0015 0.0058 ± 3.3 × 10−5

90 kVp 35.09 ± 0.10 0.31 ± 0.0010 0.0076 ± 2.3 × 10−5

100 kVp 43.60 ± 0.13 0.39 ± 0.0013 0.0096 ± 2.8 × 10−5

110 kVp 49.45 ± 0.21 0.44 ± 0.0021 0.0109 ± 4.5 × 10−5

120 kVp 57.97 ± 0.25 0.51 ± 0.0025 0.0127 ± 5.4 × 10−5

For a given imaging exam, the tube current-time product can be calculated from the mA and the

number of image frames acquired in the scan. Given the synchronization of the imaging system,

the number of frames acquired also provides the number of X-ray pulses. With a pulse width of 5

ms and a frame rate of 30 fps, the tube current-time product can be calculated as:

mAs = (# of Frames) × mA × 0.005 (4.1)

As a reference, a total of 1167 frames would need to be acquired to cover 35 cm along the longitudinal

direction for a slow scan speed of 9 mm/s, while 234 frames would need to be acquired at a scan

speed of 45 mm/s. The tube current time product for such acquisitions at 60 mA would be 350

mAs and 70 mAs respectively.

The next step was to establish a pathway for estimating the KAP for a given imaging exam.

Assuming a full FOV of 35 cm × 28 cm at the reference patient skin entrance for a scanning

acquisition, the cross-sectional area of the radiation field at the patient entrance plane is 980 cm2.

Table 4.3 summarizes the KAP per mAs for a full FOV scan. To estimate the effective dose in

mSv from the measured KAP, a set of conversion coefficients established by Le Heron et al. were

employed197. The HVL measurements from Section 4.2.1 were used in conjunction with the SPEKTR

X-ray spectra computational toolkit to determine the equivalent thickness of inherent aluminum
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Table 4.3: Kerma-area product per mAs at each tube potential.

Peak Tube Potential KAP/mAs [mGy · cm2/mAs]

70 kVp 4.16 ± 0.058
80 kVp 5.69 ± 0.037
90 kVp 7.48 ± 0.026
100 kVp 9.44 ± 0.031
110 kVp 10.65 ± 0.050
120 kVp 12.44 ± 0.060

filtration required to match the beam quality for the prototype system. The conversion coefficients

for chest AP radiography were then determined from this approximation for an adult reference

phantom. Table 4.4 tabulates the determined conversion coefficients and approximated effective

dose per mAs for each peak tube potential.

Table 4.4: Exposre and air kerma for each tube potential of the system.

Peak Tube Potential Conversion Coefficient [mSv/Gy·cm2] Effective Dose per mAs [µSv/mAs]

70 kVp 0.188 0.78
80 kVp 0.213 1.21
90 kVp 0.235 1.76
100 kVp 0.255 2.41
110 kVp 0.273 2.91
120 kVp 0.289 3.60

From Table 4.4 and Equation 4.1, the effective dose can be estimated for any given multi-contrast

scanning acquisition. For example, the estimated effective dose to a reference patient for a scanning

acquisition at 70 kVp, 60 mA, and 45 mm/s table translation would be 0.05 mSv. It is worth noting

that 60 mA is the maximum tube current achievable. Compared to the average effective dose of 0.1

mSv associated with CXR, the prototype system offers comparable or even lower radiation doses to

the patient. Furthermore, the effective dose from the prototype system developed in this thesis is

significantly reduced when compared to prototype MC-CXR systems developed in other countries.

For instance, the mean effective dose to a reference phantom for the prototype system developed

by Pfeiffer et al. is 0.35 mSv198.
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4.3 Optimization of Clinical Imaging Parameters

The dosimetric properties characterized in the previous section can be leveraged to guide the

optimization of clinical imaging parameters for the prototype system. The peak tube potential and

tube current-time product have a direct impact on multi-contrast image quality and the radiation

dose delivered to the patient.

In conventional absorption imaging, the selection of X-ray energy affects soft tissue contrast,

contrast within osseous structures, and the suppression of the image signal from osseous structures.

Although soft tissue contrast is generally improved at reduced X-ray energies, it remains relatively

constant over the spectrum of energies used in chest radiography. Therefore, higher X-ray energies

are typically used in chest radiography to suppress the signal from osseous structures199. The dark

field and phase contrast mechanisms also depend strongly on X-ray energy. Visibility and phase

sensitivity directly impact the contrast and noise for the dark field and phase images, respectively.

As demonstrated in Chapters 2 and 3, visibility and sensitivity are significantly improved at reduced

X-ray energies. For example, the visibility of the interferometer is 19 ± 3% at 70 kVp and 12 ± 2% at

120 kVp. Despite this, the image noise at 70 kVp may become an issue for larger patients. As such,

the overall quality of the additional contrast mechanisms is not necessarily best at the lowest X-ray

energies.

Optimizing the X-ray energy and dose level for multi-contrast imaging presents a unique

challenge due to the complexities associated with X-ray energy and dose. However, in this thesis, a

novel pathway and custom optimization phantom are presented to overcome these challenges and

guide the optimization of the peak tube potential and tube current time product. The optimization

approach taken in this work is empirical, where the entire clinical imaging parameter space is

explored to determine the optimal parameters for a given patient thickness. Furthermore, the

optimization process only considers the imaging performance for the dark field and absorption

contrast mechanisms, as they are the most relevant contrast images for pulmonary imaging. This

approach ensures that the resulting optimal imaging parameters provide the best possible dark field

and absorption contrast images, which are crucial for accurate pulmonary imaging. By utilizing

this approach, the optimization process can be tailored to individual patients, leading to improved

diagnostic accuracy and patient outcomes.
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4.3.1 Optimization Metric

The dose-normalized contrast to noise ratio (D-CNR) is the metric employed to guide the optimization

of the peak tube potential and dose level in this thesis work. The rationale for selecting the D-CNR as

the metric to optimize for is that the D-CNR encompasses dosimetric properties and the fundamental

quantity utilized in diagnosis. The D-CNR is defined with the following formula:

D-CNR = µobj − µbkg

σbkg ·
√

ED
, (4.2)

where µobj is the mean intensity for an ROI with a contrast-generating object, µbkg is the mean

intensity for an ROI without a contrast-generating object, σbkg is the standard deviation of that same

ROI, and ED is the effective dose of the acquisition to a reference phantom in mSv.

4.3.2 Image Quality Phantom

A phantom with absorption and dark field contrast-generating objects and the capacity to simulate

different patient thicknesses must be introduced to enable the measurement of the D-CNR and the

optimization of scan parameters for a given patient. In this thesis work, this task is accomplished

by creating a custom multi-contrast-specific chest phantom. The chest phantom is adapted from

the American National Standards Institute (ANSI) chest phantom as defined in the AAPM Report

No. 31196. A diagram and picture of the ANSI chest phantom are shown in Figure 4.1A. The ANSI

phantom consists of two sets of two 30.5 cm × 30.5 cm × 2.5 cm acrylic, or polymethyl methacrylate

(PMMA), slabs that are separated by a 19 cm air gap to simulate the thoracic cavity. Aluminum

alloy sheets are then placed in between the two acrylic slabs on each side of the air gap to simulate

the osseous structures in the thorax. Additional acrylic slabs were added to the conventional ANSI

phantom to simulate patients of varying thicknesses in this work.

A custom insert was designed and inserted into the ANSI phantom to generate contrast in the

absorption and dark field images. The custom insert (Figure 4.1B) consists of two components:

an absorption contrast component and a dark field contrast component. The absorption contrast

component consists of an acrylic slab with a total of 14 cylindrical contrast objects drilled into the

acrylic. The 16 contrast objects have 4 different depths, or contrast levels, and range from 0.5 mm in

diameter to 1.5 mm in diameter. The absorption D-CNR is measured from the 1.5 mm insert with
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Figure 4.1: Illustration and pictures of the modified ANSI chest phantom and the custom contrast insert.
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the second lowest contrast level (Row 1, Column 2), as highlighted in Figure 4.1B. The dark field

D-CNR is measured from a 1.5 mm cylindrical object that contains a 5 µm microbubble powder

that is designed to generate a strong small-angle scattering signal.

4.3.3 Imaging Methods

The total number of scanning acquisitions was 370. All imaging was performed at a fast scan speed

of 36 mm/s with 250 frames collected. The peak tube potential was varied from 70 kVp to 120

kVp in 10 kVp intervals. The tube current was modulated from 5 mA to the maximal tube current

achievable for a given peak tube potential. The effective dose for each peak tube potential and tube

current are summarized in Table 4.6. The total number of acrylic slabs used for the ANSI phantom

was varied from 3 to 12 (7.5 cm to 30 cm) for each peak tube potential and tube current investigated.

The optimal tube potential for a given patient thickness and contrast mechanism was selected as

Table 4.5: Effective dose in mSv for each kVp and mA investigated.

kVp/mA 5 mA 10 mA 20 mA 30 mA 40 mA 50 mA 60 mA
70 kVp 0.00488 0.00977 0.0195 0.0293 0.0391 0.0488 0.0586
80 kVp 0.00757 0.0151 0.0303 0.0454 0.0605 0.0757 0.0908
90 kVp 0.0110 0.0220 0.0439 0.0659 0.0879 0.1099 0.132
100 kVp 0.0151 0.0301 0.0602 0.00903 0.0120 0.151 -
110 kVp 0.0182 0.0363 0.0726 0.109 0.145 - -
120 kVp 0.0225 0.0449 0.0899 0.135 0.157* - -

Table 4.6: *this is the effective dose for the maximal tube current of 35 mA for 120 kVp.

the highest D-CNR at a dose level closest to 0.586 mSv, or that of the 70 kVp and 60 mA acquisition.

Similarly, the optimal tube current was determined as the highest D-CNR achieved for a given

patient thickness, contrast mechanism, and kVp.

4.3.4 Results

All reconstructed absorption and dark field images are displayed at the end of this chapter (Section

4.6). Table 4.7 summarizes the optimal peak tube potential for each contrast mechanism and given

patient thickness. Plots of the D-CNR as a function of tube potential at four different patient

thicknesses are shown in Figures 4.2 and 4.3. The optimized kVp values demonstrate a compromise

between contrast and noise for both the absorption and dark field contrast mechanisms. Lower
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Table 4.7: Optimal Peak Tube Potential for each Patient thickness.

# of Slabs kVpopt,absorp kVpopt,dark

3 70 70
4 70 70
5 70 70
6 70 80
7 70 70
8 70 70
9 100 70

10 100 80
11 100 70
12 100 70

tube potentials provide better performance for both mechanisms in smaller patients, in accordance

with our understanding of the relationship between the effective energy of the X-ray beam and

image contrast. In absorption imaging, lower X-ray energies enhance soft tissue contrast, while in

dark field imaging, fringe visibility and overall image contrast increase at lower energies. Therefore,

when noise is not significant, such as in smaller patients, the D-CNR is dominated by the increase in

image contrast associated with lower tube potentials. However, as the patient’s overall attenuation

increases, image noise becomes a more prominent component of the D-CNR metric. For a given dose

level, a greater proportion of X-rays from higher energy spectra can be used in the image encoding

process. Consequently, the relative contribution of image noise is reduced for higher tube potentials.

Furthermore, this improvement in X-ray statistics is more pronounced as patient attenuation

increases. Although higher X-ray energies reduce the contrasts of both the absorption and dark

field images, the reduction in noise at higher tube potentials results in a relative improvement in

the D-CNR compared to lower tube potentials for larger patients. This tradeoff is best exhibited for

the absorption D-CNR measurements, in which the optimal tube potential is increased to 100 kVp

for simulated patient thicknesses of 9 acrylic slabs or greater. For dark field imaging, this tradeoff

can be see as differences in D-CNR across peak tube potentials becomes more uniform as patient

thickness is increased.

As the patient thickness increases, it becomes more challenging to determine the optimal kVp

for dark field imaging due to uncertainties in the D-CNR measurement. Furthermore, the thickness

of the patient has a more significant impact on the overall D-CNR for dark field imaging compared

to absorption D-CNR. For instance, when comparing patient thicknesses of 3 and 12 acrylic slabs,
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Figure 4.2: Dark field D-CNR as a function of kVp for patient thicknesses of 3, 6, 9, and 12 acrylic slabs.

there is a 92% decrease in the highest D-CNR for the dark field images, while the absorption D-CNR

only shows a 59% decrease. These findings suggest that dark field imaging may not be well-suited

for imaging larger patients.

Figures 4.4 and 4.5 provide surface plots of the D-CNR for each kVp, patient thickness, and

dose level. These surface plots can be utilized as lookup tables in clinical settings to determine

appropriate imaging parameters for a given multi-contrast acquisition.

Across all tube potentials, higher dose levels resulted in improved dark field D-CNR for

moderate-to-high patient thicknesses. However, negative dark field D-CNR values were observed

for low-dose acquisitions of highly attenuating patients at all tube potentials. The negative dark

field contrast may result from statistical bias or spectral distortions caused by the beam hardening

effect. In contrast, the absorption D-CNR remained relatively uniform across dose levels as patient

thickness increased, and no negative absorption D-CNR measurements were recorded. In general,
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Figure 4.3: Absorption D-CNR as a function of kVp for patient thicknesses of 3, 6, 9, and 12 acrylic slabs.

the lower tube potentials demonstrated improved absorption and dark field imaging performance

at the highest dose levels. In contrast, performance was found to be best at reduced dose levels

when the tube potential was high and the patient thickness was low. Given the more consistent

image performance associated with the absorption contrast mechanism, it is suggested that the

kVp should be selected based on the optimal dark D-CNR for for a given patient exam.

4.4 Evaluation of Optimized Imaging Protocols

The final objective of this chapter is to evaluate the optimized imaging parameters in a simulated

clinical scenario. While the ANSI phantom and custom contrast-generating insert are suitable for the

purpose of parameter optimization, they do not fully replicate the heterogeneity and intricacies of

the human thorax. Conversely, anthropomorphic phantoms have been extensively used in medical
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Figure 4.4: Surface plot of the dark field D-CNR to determine the optimal clinical imaging parameters for a
given patient thickness.
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Figure 4.5: Surface plot of the dark field D-CNR to determine the optimal clinical imaging parameters for a
given patient thickness.
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imaging due to their ability to realistically simulate the properties and complexities of the various

tissues and structures of the human body. Therefore, this section aims to evaluate the performance

of the optimized scan protocols by conducting multi-contrast imaging of an anthropomorphic chest

phantom that features a simulated disease model.

4.4.1 Methods

The optimized imaging parameters were tested on the LUNGMAN chest phantom (Kyoto Kagaku).

The LUNGMAN phantom contains an outer torso consisting of a soft-tissue-equivalent outer layer,

ribs, the spine, clavicles, and sternum. The other major component of the phantom is an insert

that consists of the heart, bronchi, bronchioles, mediastinum, and pulmonary vasculature. For the

purposes of this study, the components of the LUNGMAN insert mimic the complex anatomy of

the lungs while the outer torso provides the attenuation and signal from osseous structures that are

associated with chest X-ray imaging.

Although the LUNGMAN phantom provides many of the essential pulmonary structures of the

human chest, it is incapable of providing the alveoli-air interface that the dark field image signal is

intrinsically connected to. A cellulose lung phantom was therefore constructed to overcome this

inherent limitation of the LUNGMAN phantom. The diameter of the pores in cellulose sponge

closely resembles that of the human alveoli200. The cellulose lung phantom was constructed by

cutting and stitching together Ocelo multi-purpose sponges (St. Paul, MN) into the shape of the

right lung of the LUNGMAN phantom. To approximate the thoracic cavity of the LUNGMAN

phantom, the total thickness of the cellulose sponge was made to be 9 cm. The sponge phantom

was tapped above the right lung of the LUNGMAN phantom for imaging as insertion into the chest

cavity was not feasible.

Two pulmonary edema lesions were simulated by injecting the cellulose lung phantom with

water. Additionally, a total of three lung tumor nodules were inserted into the phantom, including

two high-density nodules (CT Hounsfield Unit, or HU, of 100) with diameters of 1.0 and 0.8

cm, and one low-density nodule (630 HU) with a diameter of 0.8 cm. The 0.8 cm high-density

nodule was placed directly into the sponge phantom, while the other nodules were placed into the

pulmonary structures of the LUNGMAN insert. The LUNGMAN phantom, LUNGMAN insert,

and multi-contrast images of the LUNGMAN insert and sponge phantom are displayed in Figure
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Figure 4.6: Photographs of the LUNGMAN anthropomorphic phantom, LUNGMAN insert with simulated
lung tumor nodules (red arrows), and multi-contrast images of the cellulose sponge phantom with pulmonary
edema and a lung tumor nodule (gold arrows) and the chest insert with the two lesion models.

4.6. The pulmonary edema and high-density nodules can be easily visualized in both the absorption

and dark field images. However, the low-density lung cancer nodule is only detectable in the dark

field image.

The material of the low-density lung nodule is styrofoam, a material that has many air-surface

interfaces that may induce a strong small-angle scattering signal. However, the high-density nodules

are made of epoxy, which in theory should not induce a strong dark field signal as a result of the

material’s uniform density. The presence of the dark field signal arising from the high-density

nodules may be the result of a reduction in the fringe visibility arising from the attenuation of the

image object or the hardening of the X-ray beam. To test this hypothesis, an absorption-subtracted

dark field image was generated. As shown in Figure 4.6, the dark field signal arising from the

high-density lung nodule is entirely eliminated in the absorption-subtracted dark field image.

The overall attenuation of the LUNGMAN phantom is comparable to the attenuation for the

ANSI phantom with 5 acrylic slabs. Based on the results of the previous section, the LUNGMAN

phantom was scanned with a kVp of 70 and an mA of 60. The table translation speed was set to 36

mm/s to enable coverage of the 30 cm chest within 10 s. The effective dose was estimated to be
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0.0586 mSv, well below the average effective dose in conventional chest AP imaging. However,

given the constraints of the tube output, this was the highest achievable dose level to enable a

clinically compatible imaging time.

4.4.2 Results

Reconstructed multi-contrast images of the LUNGMAN phantom with the cellulose sponge phantom

are shown in Figure 4.7. Despite being masked by the surrounding pulmonary tissues and ribs, the

two high-density lung nodules are detectable in the absorption contrast image. The pulmonary

edema lesions and low-density lung nodule are, however, not readily apparent in the absorption

image.

Upon initial examination of the dark field image, an overall increase in the dark field signal

of the right lung is demonstrated. However, the detection of the pulmonary disease models is

challenging. The low-density and the 0.8 cm high-density lung nodules can be seen in the dark

field images, however, the contrast is quite limited. Furthermore, the contrast of the pulmonary

edema model in the sponge phantom is significantly reduced when compared to the dark field

image presented in Figure 4.6. This obfuscation of image contrast can be partially attributed to the

high dark field signal exhibited by the ribs, spine, mediastinum, and chest wall. For instance, the

dark field signal is as large as 0.15 in-between the ribs of the left lung. In theory, these additional

structures should not contribute to the dark field signal as there are no, or limited, small-angle

scatterers present. It is for this reason that dark field imaging was hypothesized to mitigate the

undesirable masking effect associated with projection imaging.

To potentially mitigate these effects, an absorption-subtracted dark field image was also gener-

ated, similar to that of the LUNGMAN insert in the previous subsection, to remove any dark field

signals arising from attenuation. The pulmonary edema in the upper lobe of the right becomes more

readily apparent in the absorption-subtracted dark field image, as indicated by the gold arrow. One

major limitation of the absorption subtraction technique is that a false dark field signal is induced

in the right lung, where no small-angle scattering events occur.

The poor performance of the dark field images in this anthropomorphic phantom study highlights

the two major issues to be addressed throughout the remainder of this thesis work. First, the dark

field signal arising from true small-angle scattering events is degraded by the high dark field signal
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Figure 4.7: (Left) Reference dark field and absorption images of the sponge insert. (Center) Reconstructed
absorption, phase, and dark field images of the LUNGMAN phantom with simulated disease models. A
bone-subtracted dark field image is also provided, in which one of the pulmonary edema lesions is indicated
by the gold arrow. (Right) Enhanced ROIs with the two high-density (100 HU) lung nodules

associated with the ribs, spine, mediastinum and chest wall. This phenomenon is a result of the

beam hardening effect. In the beam hardening effect, a reduction of the fringe visibility is not

induced by small-angle scattering. Rather, spectral discrepancies between the air and object scan

generate a reduction in visibility as the attenuation through the object increases the effective energy

of the X-rays.

In addition to beam hardening, it is clear that anthropomorphic phantoms can not sufficiently

mimic the microscopic aspects of pulmonary anatomy. Accurate representation of the underlying

pulmonary structures is essential to evaluate the potential for dark field imaging to enhance the

detection of diseases. The disease models presented in this study provide some insight into the

clinical utility of multi-contrast but cannot fully encapsulate the pathophysiological nature of lung

diseases. For instance, several important aspects of dark field lung cancer detection could not be

investigated through a phantom study. As lung cancer lesions develop, the tissue-to-air ratio of
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the affected region decreases, causing an increase in the density homogeneity and reducing the

intensity of the dark field signal. In certain types of lung cancer, such as invasive adenocarcinomas

and squamous cell carcinomas, the alveolar air spaces may be directly filled, thus extinguishing

the dark field signal. Additionally, as lung nodules grow, they displace the underlying pulmonary

structures, including the alveoli, leading to a reduction in small-angle scattering events within the

affected region. In conclusion, the results of this study have motivated further investigations into

the beam hardening effect and more realistic pulmonary models.

4.5 Summary

Ensuring patient safety and achieving high image quality are essential to the successful clinical

translation of the novel prototype system developed in this thesis. The dosimetric properties of the

system were characterized in this chapter to ensure patient safety and provide a pathway to estimate

the relevant radiation quantities. The dose-normalized contrast-to-noise ratio of the dark field

and absorption contrast mechanisms was then quantified for different patient sizes to determine

the optimal X-ray energies and dose levels that minimize potential risks to the patient while

producing the best image quality. To gain a more comprehensive understanding of multi-contrast

imaging, the complex relationship between image contrast and noise was discussed in the context

of energy, dose, and patient size. These optimized clinical imaging parameters were evaluated in

an anthropomorphic phantom imaging study, in which two disease models were assessed. The

beam hardening effect and inadequate disease models were identified as the two major challenges

that hindered the capacity of the dark field mechanism to generate contrast between diseased and

healthy tissues. Therefore, the remainder of this thesis will be focused on addressing these two

challenges.

4.6 Absorption and Dark Field Images for all Scan Parameters

The absorption and dark field images of the custom contrast phantom are shown in this section

for every tube potential and tube current investigated for the optimization of the clinical imaging

parameters. A consistent window and level could not be achieved for all images. As such, all
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images were normalized such that the maximum pixel value was 1 and the minimum pixel value

was 0. Images are then displayed with a window/level of [0.2, 0.8].
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Chapter 5

The Beam Hardening Effect in X-ray Dark Field Imaging

5.1 Introduction

Motivated by the degradation of the image signal and contrast observed in the anthropomorphic

phantom imaging study conducted in Chapter 4, the purpose of this chapter is to provide a more

comprehensive investigation into the impact of spectral distortions on the dark field contrast

mechanism. The beam hardening effect arises as a result of spectral inconsistencies between the

interference patterns generated during the reference air scan and the patient scan. In Chapter 3, the

intrinsic relationship between fringe visibility and the effective energy of the X-ray field was shown

through the characterization of the interferometric performance at different peak tube potentials.

For the energy range investigated, the visibility of the interference pattern was reduced as the

effective energy of the X-ray field increased. As a result, the visibility of the detected X-ray spectrum

for the object scan will be reduced when compared to the air scan as a result of the hardening of

the X-ray spectrum by the image object. Since the dark field signal is a measure of the visibility

reduction caused by the object, the reduction in the visibility arising from the change in the effective

energy of the detected X-ray spectrum will generate a false or artificial dark field signal to be

detected that is independent of any small-angle scattering interactions.

Figure 5.1 demonstrates the artificial dark field signal that is generated by the reduction in fringe

visibility from the beam hardening effect for an object with no small-angle scatterers. Multi-contrast

images were acquired with different thicknesses of acrylic in the image FOV. Acrylic provides a

uniform material that will cause the hardening of the X-ray spectrum without introducing any

small-angle scattering interactions. As such, the dark field signal is solely a measure of the spectral
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Figure 5.1: Demonstration of the beam hardening effect in X-ray dark field imaging. Discrepancies in the
effective energies of the detected X-ray spectrums between the air and patient scans result in the generation
of a dark field signal even when small-angle scatterers are not present. The relationship between the spectral
component of the dark field signal and the attenuation of the image object is presented in the plot to the
bottom right of the figure.

component of the visibility reduction. It can be seen from the plot in Figure 5.1, that the dark field

intensity has an approximately linear relationship with the overall attenuation by the acrylic.

The results of this study clearly indicate that the visibility reduction observed in a given imaging

exam is composed of two distinct components: a spectral component and a small-angle scattering

component. Correcting the spectral component of the dark field signal is essential, as the small-angle

scattering component is the only component relevant for diagnostic imaging. This chapter presents

two strategies to correct the spectral component of the dark field signal. The first method is a

calibration approach, where the spectral component of the dark field signal is modeled as a function

of attenuation to restore the true visibility reduction caused by small-angle scattering events. While

the calibration method offers a simplified model to correct the beam hardening effect in dark field
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imaging, it is incapable of incorporating spectral information into the correction framework due

to the energy-integrating nature of flat panel detectors. To address this limitation, the second

correction method employs an energy-resolving photon counting detector (PCD).

5.2 Beam Hardening Calibration Correction

5.2.1 Theory and Methods

A model for the measured visibility reduction in the presence of beam hardening is necessary to

construct a correction framework. The measured visibility reduction can be modeled as the product

of the visibility reduction generated by the spectral and small-angle scattering (SAS) components201.

V r(T )measured = V r
SAS · V r(T )spectral (5.1)

Here, V r is the visibility reduction which is the ratio of the air and image object scan visibilities,

such that D = −ln(V r). Furthermore, the measured visibility reduction and the spectral component

of the visibility reduction are dependent on the object’s transmission function, T , which was

defined in Chapter 3 of this thesis. If Vspectral(T ) can be determined, then the small-angle scattering

component of the visibility reduction can be recovered.

V r
SAS = V r(T )measured

V r(T )spectral
(5.2)

In the absence of small-angle scatterers, the measured visibility reduction is directly equal

to the spectral component of the visibility reduction, V r(T )measured = Vspectral(T ), as V r
SAS = 1.

Therefore, Vspectral(T ) can be measured by imaging an object that is absent of small-angle scatterers

at various thicknesses. In this thesis work, a calibration process is performed to empirically

determine Vspectral(T ) from measurements of the visibility reduction at different thicknesses of

acrylic, or polymethyl methacrylate (PMMA), as was done in the Introduction section of this

chapter. As mentioned in the Introduction, acrylic does not generate a small-angle scattering
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Figure 5.2: Illustration of the calibration beam hardening correction method. Multi-contrast images of acrylic
are acquired at different thicknesses to cause hardening of the X-ray beam in the absence of small-angle
scattering contrast mechanisms. The measured visibility reduction is then fit with a second-order exponential
function for each point along the transverse plane of the interference pattern. The fitting function is then
used to correct for the measured visibility reduction caused by spectral effects.

signal. Furthermore, acrylic provides comparable properties to human tissue with respect to X-ray

interactions in the diagnostic energy range.

Figure 5.2 illustrates the calibration process employed in this work. Scanning acquisitions were

performed at 70 kVp, 60 mA, and a slow scan speed of 9 mm/s. Acquisitions were repeated for

acrylic thicknesses ranging from 2.5 cm to 27.5 cm in 2.5 cm intervals. To account for potential

discrepancies in the visibility across the transverse direction, measurements of Vspectral(T ) and T

were made for each image pixel in the FOV and then averaged along the scanning beam direction.

To fit the measured values of Vspectral as a function of T for each point along the transverse plane

of the image field of view (FOV), an exponential fitting function with the following form was

employed.

Vcal(T ) = a · exp(b · T ) + c · exp(d · T ) (5.3)
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Here, a, b, c, and d are empirically determined fit parameters. Non-linear least squares fitting

of Equation 5.3 to Vspectral(T ) was carried out to estimate a, b, c, and d for each point along the

transverse plane. The corrected visibility reduction was then defined as:

V r
SAS ≊ V r

corrected = V r(T )measured

V r(T )cal
(5.4)

The beam hardening calibration correction was applied to the dark field images acquired for the

optimization of the clinical imaging parameters at 70 kVp and 60 mA in Chapter 4 to evaluate the

efficacy of the method. Performance was evaluated by quantifying the correction scheme’s impact

on noise, contrast, and CNR.

5.2.2 Results

Figure 5.3 shows a comparison of the beam hardening-corrected and uncorrected dark field signal

intensity as a function of acrylic absorption. The proposed correction effectively reduces the spectral

component of the dark field signal, as demonstrated by the results. The largest residual dark field

signal measured was 0.052 ± 0.161 after the beam hardening correction, whereas the uncorrected

dark field signal at the same absorption level was measured to be 0.292 ± 0.233. This indicates

an 82% decrease in the spectral component of the dark field signal. In addition, Figure 5.3 also

shows a demonstration of the measured Vspectral as a function of object transmission, along with the

exponential fit using Equation 5.3.

Table 5.1 presents the noise standard deviation, dark field contrast, and dark field CNR for the

beam hardening corrected and uncorrected images generated from the parameter optimization

study in Chapter 4. The results show that the beam hardening correction led to an increase in

contrast and CNR across all levels of attenuation, with a greater performance improvement observed

at higher levels of attenuation. Furthermore, the noise level was relatively unaffected by the beam

hardening correction. This result is unexpected since a division operation is performed in the

correction algorithm. However, since the noise magnitude in the dark field image is significantly

greater than that in the absorption image, the division operation may not significantly impact the

overall noise in the corrected image. It should be noted that the dark field signal contrast is still

reduced at high levels of object attenuation. This may be due to statistical bias, which can occur
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Figure 5.3: (Left) Measured spectral component of the visibility reduction as a function of the object
transmission for the entire image FOV with the exponential fitting from Equation 5.3. (Right) Comparison of
the beam hardening corrected and uncorrected measured dark field intensity as a function of total attenuation
for the acrylic acquisitions. The impact of the spectral component of the dark field signal is significantly
reduced when the beam hardening correction is applied.

when the number of X-rays reaching the detector is significantly reduced.

Table 5.1: Beam hardening calibration correction impact on noise, contrast, and CNR

Acrylic Slabs σ Uncorr. σ Corr. Contrast Uncorr. Contrast Corr. CNR Uncorr. CNR Corr
3 0.09 0.09 0.44 0.47 4.64 4.98
4 0.12 0.12 0.39 0.43 3.30 3.64
5 0.14 0.14 0.41 0.45 2.84 3.17
6 0.17 0.17 0.41 0.46 2.35 2.65
7 0.21 0.21 0.36 0.42 1.73 2.02
8 0.26 0.26 0.28 0.34 1.09 1.32
9 0.32 0.32 0.29 0.35 0.91 1.12
10 0.40 0.40 0.19 0.26 0.48 0.65
11 0.48 0.48 0.18 0.25 0.38 0.53
12 0.52 0.53 0 0.07 0 0.14

Although the dark field beam hardening calibration correction was useful in reducing the

spectral component of the dark field signal, there are still significant limitations associated with

this method. First, this calibration method is only expected to be effective on materials that are

similar to the calibration material used. Similar to the effects of beam hardening in CT imaging, the

extent of the spectral shift in the X-ray energy is dependent upon the interacting material that is

causing the hardening of the beam. For instance, soft tissue and bone will result in significantly

different changes in the effective energy for the same level of attenuation. Therefore, the calibration

method presented in this work will not sufficiently generalize to all anatomical structures, such as
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Figure 5.4: Uncorrected and beam hardening corrected dark field images of the LUNGMAN phantom with
the custom lung insert at a matching W/L. The calibration correction method successfully reduces the dark
field signal associated with the soft tissue components of the LUNGMAN phantom but is incapable of
mitigating the dark field signal associated with the osseous structures.

the osseous structures in the chest. To validate this proposition, the beam hardening correction was

applied to the LUNGMAN phantom images from Chapter 4. As shown in Figure 5.4, the correction

algorithm was incapable of suppressing the dark field signal from the bony structures. However,

the dark field signal from the soft tissue components of the LUNGMAN phantom was successfully

reduced.

The results of the LUNGMAN study demonstrate the need for a more comprehensive beam

hardening correction. The beam hardening correction method does not truly address the spectral

inconsistencies caused by the beam hardening effect, but rather calibrates the measured data to

some reference scan to reduce the impact of the spectral inconsistencies. In the next section of this

chapter, the energy-resolving capabilities of photon counting detectors is leveraged in an attempt

to provide a more comprehensive dark field beam hardening correction.
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5.3 Photon-Counting Detector Multi-Contrast Imaging

5.3.1 Introduction

Promising results from semi-conductor-based photon counting detectors (PCDs) have sparked

interest in the scientific community regarding the potential for PCDs to offer a new paradigm

in medical X-ray imaging202–207. The underlying design and physical principles governing PCD

technology provide inherent advantages when compared to conventional energy-integrating X-ray

detectors. Among the prominent attributes that make PCDs alluring for medical imaging are their

energy-resolving capabilities, capacity for increased spatial resolution, and improved detective

quantum efficiency.

Most modern PCDs are comprised of a semi-conductor sensor material sandwiched between

two electrodes, along with a dedicated readout circuit. When a voltage is applied, an electric

field is generated across the semi-conductor material. As X-rays interact with the sensor material,

they deposit energy that can excite electrons in the valence band, causing them to move to the

conduction band and generate free electron-hole pairs. The electrons and holes then travel to their

respective electrodes due to the applied electric field, inducing a current pulse in the electrodes.

The induced pulse height is proportional to the energy of the interacting X-ray, enabling signals to

be distinguished by energy such that detected X-rays can be sorted into different energy bins.

The capacity to select the energy threshold for which X-rays are sorted provides a unique

opportunity for multi-contrast X-ray imaging. In theory, a quasi-monochromatic low-energy bin

with high visibility and a polychromatic high-energy bin can be created by implementing a narrow

low-energy bin and a wide high-energy bin. For instance, a low energy bin of 20-40 keV should

theoretically provide the visibility of a 40 kVp spectrum. As demonstrated in Chapter 3, the visibility

at 40 kVp is significantly higher than the visibility generated at 70 kVp. However, the 70 kVp or

higher spectra must be employed to generate enough transmission through the patient such that

image noise is not too substantial.

Although the quasi-monochromatic bin will suffer from poor photon statistics, the high-energy

and total-energy bin data will not. Therefore, there is potential to leverage the preferred photon

statistics from the high-energy and total-energy bins to improve the photon statistics from the

low-energy bin, while still benefiting from the enhanced dark field imaging associated with low-
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energy X-rays. Additionally, the use of a quasi-monochromatic low-energy bin has the potential to

mitigate the impact of the beam hardening effect. If higher-energy X-rays can be excluded from

the low-energy bin image formation, then the reduction in visibility resulting from increases in the

effective energy of the X-ray field can be eliminated. As such, material-independent beam hardening

corrections could theoretically be made to overcome the challenges associated with the calibration

method presented in Section 5.2. Furthermore, the high- and low-energy bins can also be leveraged

to perform material decomposition with the absorption images, such that bone-subtracted images

can be generated.

In this section, two studies are conducted to investigate the potential for a quasi-monochromatic

low-energy bin and a polychromatic high-energy bin to improve multi-contrast imaging performance.

The purpose of the first study was to test the hypothesis that a quasi-monochromatic low-energy

bin can enable multi-contrast imaging at higher fringe visibilities when compared to the use of the

total-energy bin. In the second study, the potential for a quasi-monochromatic low-energy bin to

mitigate the impact of beam hardening in dark field imaging was investigated.

5.3.2 Fringe Visibility of Quasi-Monochromatic Low-Energy Bin

5.3.2.1 Methods

The prototype system’s flat panel detector was substituted with the XC-Thor photon counting

detector from Varex Imaging (Salt Lake City, Utah). The XC-Thor is a cadmium telluride-based

(CdTe) detector composed of 1024 × 512 elements, each measuring 100 µm × 100 µm in size.

Two energy thresholds can be adjusted on the detector, with the low threshold typically set at 24

keV or higher to eliminate electronic noise. It is important to note that the PCD employed in the

subsequent studies does not provide sufficient lateral coverage for chest imaging. Therefore, the

studies presented in this chapter are meant to serve as a proof-of-concept study.

For the two studies presented in this chapter, the PCD was operated in the anti-coincidence

mode. The anti-coincidence mode was implemented by the PCD manufacturer to address the

charge-sharing effect, in which a single interacting photon may induce pulses to be counted for

more than one detector element. This mode is designed to detect coincident count events within a

given detector element, and its adjacent detector elements. For each detected coincident event, the
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total induced charges within a given pixel block are assigned to a single detector element.

To benchmark the performance of the quasi-monochromatic low-energy bin, the total-energy

(TE) bin fringe visibility was quantified at peak tube potentials ranging from 40 kVp to 120 kVp in

10 kVp step intervals. However, the focus of this study will be on imaging with the 70 and 120 kVp

spectra. The quantification of the visibility was performed through a phase-stepping acquisition

with only the patient table in the FOV. The overall intensity I0(x, y) and the amplitude of the fringes

I1(x, y) were calculated for each pixel. The visibility was then reported as the mean of the visibility

across the entire grating FOV.

After establishing a baseline reference using the total-energy bin, the next step was to determine

the optimal energy thresholds for the quasi-monochromatic low-energy bin acquisition scheme. To

accomplish this task, two energy threshold methods were investigated:

• Fixed Low Threshold, Low-Energy (LE) Bin: In this method, the low energy threshold

remains fixed at 24 keV, while the high energy threshold is varied from 29-69 for the 70 kVp

acquisitions and 29-117 keV for the 120 kVp acquisitions in 5-11 keV step intervals. This

method allows for the direct investigation of the impact of higher-energy X-rays as the energy

window width is increased. Throughout this thesis, this method will be referred to as the

fixed low threshold scheme.

• Variable Low Threshold, Low-Energy (LE) Bin: In this method, both the low energy threshold

and high energy threshold are varied from 24-69 for the 70 kVp acquisitions and 24-117 keV

for the 120 kVp acquisitions, while maintaining an energy window width between 5-11 keV.

This method may be preferable for mitigating the beam hardening effect due to the consistent

use of a narrow energy window. Throughout this thesis, this method will be referred to as the

variable low threshold scheme.

The visibility of the low-energy bin with a 70 kVp spectrum was quantified for a total of 7 fixed

low threshold acquisitions and 7 variable low threshold acquisitions. Similarly, a total of 12 fixed

low threshold acquisitions and 12 variable low threshold acquisitions were employed for the 120

kVp spectrum.
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Figure 5.5: Measured fringe visibility for the total-energy bin across each peak tube potential from 40 kVp to
120 kVp.

5.3.2.2 Results

The measured total-energy bin visibility for each peak tube potential is plotted in Figure 5.5. At 70

and 120 kVp, the total-energy bin visibility across the FOV was measured to be 17% ± 2% and 11%

± 2%.

The measured visibility for each fixed and variable low threshold acquisition at 70 and 120

kVp are plotted in Figure 5.6. The highest measured visibility for the 70 kVp spectrum was 17% ±

2% at the 24-29 keV threshold for both acquisition schemes. This result matches the visibility of

the total energy bin. All other energy thresholds either matched or had worse performance when

compared to the total-energy bin visibility. For the fixed low threshold acquisitions, the visibility

remained relatively unchanged as the energy window width was increased and the TE visibility

was well within the error bars for each measurement. However, as expected, the measured visibility

decreased for the 70 kVp variable low threshold acquisition scheme as the narrow energy window

was pushed to higher energies. This further confirms the idea that the high visibility information is

carried by lower energy X-rays.

Similar results were demonstrated for the 120 kVp spectrum. The total-energy bin visibility was

also within the error bars for all fixed low threshold visibility measurements. In contrast to the

results obtained at 70 kVp, an increasing trend in the variable low energy results at a high energy

window was exhibited. Potential explanations for this phenomenon include statistical bias of the

visibility or that the uncertainty associated with the measurements at higher energy windows is too
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Figure 5.6: Fringe visibility for each fixed and variable low threshold, low-energy bin at 70 and 120 kVp. The
measured total-energy bin visibility is plotted as the dashed black line.

large to draw conclusions regarding the trends in the visibility.

In summary, the use of a quasi-monochromatic low-energy bin did not demonstrate a significant

improvement in the measured fringe visibility. One potential explanation for the lack of improvement

in visibility is that higher energy X-rays are contributing to the lower energy bin counts as a result

of the poor energy resolution of the detector. Furthermore, spectral distortions arising from the

charge-sharing effect or Compton scattering may also impact the measured visibility even with the

use of the anti-coincidence mode. Discrepancies between the total energy bin visibility and the

energy threshold of 24-69 keV, which should be equivalent to the total energy bin, may also be the

result of the poor energy resolution of the PCD or poor calibration of the PCD energy thresholds.

These concepts will be further evaluated in the beam hardening study presented in the next section.
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Figure 5.7: Plot of the dark field signal intensity as a function of acrylic absorption for peak tube potentials
ranging from 70 kVp to 120 kVp. The energy of the X-rays has a negligible impact on the intensity of the
spectral component of the dark field signal.

5.3.3 Beam Hardening Correction with a Quasi-Monochromatic Low-Energy Bin

5.3.3.1 Methods

Although the visibility of the multi-contrast images could not be improved, there is still poten-

tial for the quasi-monochromatic low-energy bin to mitigate the impact of the beam hardening

effect. To evaluate this potential, multi-contrast images were acquired with various simulated

patient thicknesses and a dark field contrast-generating object in the imaging field, following the

methodology used in Section 4.3. In this experiment, a cylindrical phantom filled with cotton

was used as the image object. The acquisitions were repeated at 70 kVp and 120 kVp for each of

the quasi-monoenergetic low-energy bin energy thresholding schemes introduced in the previous

section and for 0, 5, and 10 acrylic slabs (2.5 cm thick).

To quantify the effectiveness of the quasi-monochromatic low-energy bin, the dark field back-

ground signal intensity was measured and compared it to the total energy bin background intensity.

These measures of background intensity directly relate to the extent of spectral distortion induced

by beam hardening. Additionally, the contrast and CNR of the cylindrical cotton phantom were

measured.
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Figure 5.8: Each sub-plot presents the quantification of the background dark field signal intensity in the
quasi-monochromatic low energy bins for 5 and 10 acrylic slabs. The top row of the figure displays the results
for the 70 kVp spectrum with the fixed (left) and variable (right) low threshold acquisition schemes. The
bottom row presents the results from the 120 kVp acquisition.

5.3.4 Results

The plot in Figure 5.7 displays the measured total-energy bin dark field signal intensity as a function

of acrylic attenuation. The relationship between the spectral component of the dark field signal

demonstrates an approximately linear correlation with acrylic attenuation. Moreover, the energy

does not seem to have a notable impact on the manifestation of the beam hardening effect within

the diagnostic energy range.

The first quantitative measure of interest for the quasi-monochromatic low-energy bin dark

field images was the background signal intensity. Figure 5.8 displays the background dark field

signal for each investigated energy thresholding scheme and for simulated patient thicknesses of 5

and 10 acrylic slabs. For reference, the total energy bin background signal intensity is also plotted.
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Figure 5.9: Dark field contrast of the cotton phantom in the quasi-monochromatic low energy bins for 5 and
10 acrylic slabs. The top row of the figure displays the results for the 70 kVp spectrum with the fixed (left)
and variable (right) low threshold acquisition schemes. The bottom row presents the results from the 120
kVp acquisition.

Ideally, the background signal would be close to zero if the low-energy bin is quasi-monoenergetic.

However, the results do not demonstrate this.

For the case of 5 PMMA slabs, the background signal remains relatively unchanged compared

to the total-energy bin background signal for both peak tube potentials and all energy thresholds.

When a fixed low energy threshold was used, there was some reduction in the background signal

for a simulated patient thickness of 10 acrylic slabs, compared to the total energy bin. However, the

background signal still remained high (>0.15). On the other hand, the variable low energy threshold

with a narrow energy bin showed an increase in background signal for energy bins with higher

energies than the 29-34 keV and a simulated patient thickness of 10 acrylic slabs.

Figures 5.9 and 5.10 display plots of the dark field contrast and CNR of the cotton phantom.
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Figure 5.10: Quantification of the CNR for the cotton phantom in the quasi-monochromatic low energy bins
for 5 and 10 acrylic slabs. The top row of the figure displays the results for the 70 kVp spectrum with the
fixed (left) and variable (right) low threshold acquisition schemes. The bottom row presents the results from
the 120 kVp acquisition.

The fixed low threshold quasi-monoenergetic bin demonstrated an improvement in the dark field

contrast for both spectra investigated. The contrast increase was most significant for the case of 5

acrylic slabs and at lower energy bins. Conversely, the variable low threshold acquisition scheme

led to a considerable reduction in the dark field signal contrast at higher energy bins, consistent

with our understanding of the relationship between dark field contrast and X-ray energy.

Regarding CNR, wider energy bins showed better performance, achieving CNRs comparable

or slightly greater than those of the total-energy bin. However, narrow energy bins, such as those

used in the variable low energy threshold acquisition scheme, resulted in significant degradation of

the CNR when compared to the total-energy bin. This degradation is partially due to a decrease in

image contrast and the considerable noise associated with narrow energy bins.
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Figure 5.11: Dark field images of the cylindrical cotton phantom with 5 and 10 acrylic slabs placed in the beam
path. The top row shows the acquired total energy bin images of the cotton phantom at each attenuation
level. The remainder of the presented images are of the quasi-monochromatic low-energy bin with various
energy thresholds.

Sample dark field images of the cylindrical cotton phantom are provided in Figure 5.11. Quali-

tative assessment of the generated dark field images further validates the inability of the proposed

quasi-monochromatic low-energy bin scheme to address the beam hardening issue.

The results of the two studies conducted in this section make it evident that the PCD employed in

this work does not provide sufficient energy-resolving capabilities to enable a quasi-monochromatic

low-energy bin. The contamination of the low-energy bin with high energy X-rays negates the

hypothesized benefits of PCDs for multi-contrast imaging. Despite marginal improvements when

compared to the total-energy bin, the background signal associated with the spectral component of

the dark field signal could not be substantially reduced with the energy thresholds investigated. In

comparison, the calibration method outlined in Section 5.2 outperformed the quasi-monochromatic

low-energy bin correction scheme. Although the same calibration can be applied to the PCD dark

field images, the challenge of correcting for more than a single material is still present. Given

the high cost associated with PCDs, the flat panel detector remains the preferred detector for the

prototype system.
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5.4 Summary

This chapter delved into the impact of the beam-hardening effect in dark field imaging and explored

various remedies for its mitigation. An in-depth discussion on the origin and manifestation of

the beam hardening effect was presented. A theoretical model for the spectral component of the

visibility reduction was then introduced to create a beam hardening calibration correction method.

The calibration method was proven highly effective in reducing the spectral component of the dark

field signal for soft-tissue equivalent materials. However, the major limitation of the calibration

method was realized when the correction was applied to non-soft-tissue materials, such as the

osseous structures of an anthropomorphic phantom. To address this limitation, a photon counting

detector was introduced to the prototype system. Spectral PCD imaging was extensively studied

with the goal of creating a quasi-monoenergtic low-energy bin that would be free of the impact

of beam hardening. However, the results of the investigations indicated that the PCD could not

provide sufficient spectral imaging to warrant the detector’s added cost to the prototype system.

Overall, the findings of this chapter contribute to our understanding of the complexities involved

in addressing the beam-hardening effect in X-ray dark field imaging.
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Chapter 6

In-Vivo and Ex-Vivo Animal Imaging

6.1 Introduction

The alveolar-air interface plays an essential role in the clinical potential of X-ray dark field imaging.

While anthropomorphic phantoms are useful in optimizing and testing clinical imaging systems,

they fail to sufficiently model the microstructure of the lungs. Thus, more comprehensive models

are necessary to assess the clinical viability of the multi-contrast prototype system developed in

this thesis.

Animal imaging trials have long served an important role in the field of medical imaging.

Large animal models offer the closest approximation to clinical imaging scenarios due to their

anatomical and physiological similarities to human subjects. Crucially, animal imaging models offer

the alveolar-air interface required to test the clinical potential of the dark field contrast mechanism.

This chapter presents a series of ex-vivo and in-vivo large animal imaging trials conducted to test the

clinical utility of the multi-contrast prototype system developed in this thesis.

Two ex-vivo animal imaging studies will be presented in this chapter. The rationale for conducting

ex-vivo imaging studies is that they provide a controlled environment to isolate multi-contrast image

signals, without the influence of confounding factors. In the first study, the dark field image signal of

healthy lungs was characterized at various dose levels and in the presence of different levels of beam

hardening. Following this characterization, a lung cancer disease model was studied to evaluate

the potential for multi-contrast imaging to enhance the detection of pulmonary abnormalities.

Finally, a preliminary in-vivo swine study was conducted. These studies aim to provide a more

comprehensive understanding of the system’s performance and limitations in the context of clinical
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imaging scenarios.

6.2 Ex-Vivo Swine Lung Study: Analysis of Dark Field Signal in

Healthy Lungs

There were several purposes for conducting the studies presented in this section. The first major

goal was to characterize how the dark field signal of healthy lungs changes with dose level and to

determine the impact of noise and statistical bias. The next goal of this section was to characterize

the impact of the beam hardening effect on the dark field signal of healthy lungs. The final objective

of the studies conducted in this section was to evaluate the beam hardening calibration correction

introduced in Chapter 4 on more realistic dark field signals.

6.2.1 Methods

A set of Ex-vivo swine lungs with the heart and trachea attached, were obtained from the Cardio-

vascular Physiology Core Facility at the University of Wisconsin-Madison. Approval from the

University of Wisconsin-Madison Research Animal Resources Center (RARC) was not required as

the swine subject had been euthanized for a different research study. Upon receiving the specimen,

a baseline multi-contrast imaging was performed at a high effective dose of 0.234 mSv to determine

the mean dark field intensity for each lung. The lungs remained in the resting, or deflated state, for

all imaging studies conducted in this section.

The first study evaluated the dark field image signal of the healthy lungs at different dose levels.

Scanning acquisitions were performed at 70 kVp with a table translation speed of 9 mm/s. The

tube current was varied from 5 (0.0195 mSv) to 60 mA (0.234 mSv). An estimate of the image noise

was obtained by measuring the standard deviation of the dark field signal in a uniform region of

the heart for each acquisition. The mean dark field signal of the healthy lungs was also quantified

at each dose level to test for potential statistical bias.

Subsequently, a second imaging series was conducted to evaluate the impact of beam hardening

on the dark field signal. Acrylic thicknesses ranging from 0 cm to 15 cm were placed above the

lungs to simulate patients of varying thickness, while all other imaging parameters were set to

match the reference baseline multi-contrast acquisition. Dark field images were reconstructed with
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Figure 6.1: Reference high dose images of the ex-vivo swine lungs employed in the noise, bias, and beam
hardening study.

and without the beam hardening calibration correction developed in Chapter 5. The dark field

CNR of the lungs was compared for each image reconstruction.

6.2.2 Results

As demonstrated in Figure 6.1, the healthy lungs generate a strong dark field contrast within the

alveoli. In addition, the edge-enhancing nature of the differential phase contrast signal allows for

visualization of the blood vessels and airways pertaining to the lungs. The mean intensity of the

dark field signal in the right and left lungs was measured to be 0.365 ± 0.05 and 0.376 ± 0.081,

respectively. The dark field beam hardening correction was not applied on the dark field image

shown in Figure 6.1. As a result, a beam hardening induced dark field signal can be seen in the

heart.

The noise standard deviation measured in the heart and the mean intensity of the dark field

signal in the right lung at various dose levels are tabulated in Table 6.1. Based on the quantitative

results, no significant statistical bias was demonstrated for the dose levels investigated. This

conclusion is further confirmed by qualitative assessment of the multi-contrast images displayed in

Figure 6.2. Aside from increases in image noise, the overall intensity of the displayed dark field

images remains relatively unchanged with dose level.

The impact of image noise is more drastic at reduced dose levels for the phase and dark field

contrast images when compared to the absorption images. One interesting finding from this study
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Table 6.1: Mean Intensity and Noise Standard Deviation for different dose levels.

Dose Level [mSv] Noise Standard Deviation Mean Dark Field Intensity in the Right Lung

0.020 0.179 0.273
0.039 0.120 0.260
0.078 0.085 0.264
0.117 0.073 0.262
0.156 0.065 0.267
0.195 0.057 0.268
0.234 0.054 0.267

Figure 6.2: Multi-contrast images of the ex-vivo swine lungs at increasing dose level from left to right. A
significant increase in image noise is demonstrated at reduced dose levels for the dark field and phase
contrast images. The window/level is matched for all contrast images.

was the manifestation of shading artifacts in the differential phase contrast images. Non-linear

shadings can be seen in different spatial locations across all of the investigated dose levels. Further

investigations into this phenomenon are warranted, although outside of the scope of this thesis

chapter.

Beam hardening corrected and uncorrected images of the healthy lung specimen are shown in

Figure 6.3. In the presence of no additional attenuation, the beam hardening correction successfully

suppresses the dark field image signal arising from the heart. As the amount of attenuation increases,
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Figure 6.3: Comparison of the beam hardening corrected and uncorrected dark field images of the ex-
vivo swine lungs at different patient thicknesses. A significant reduction in the dark field of non-alveolar
anatomical structures is exhibited when the calibration beam hardening correction is applied.

the contrast between the lungs and surrounding tissues becomes significantly reduced when a

beam hardening correction is not applied. For instance, the heart and lungs have similar dark field

signal intensities at 15 cm of acrylic. Although this reduction in contrast is mitigated by the beam

hardening correction, it should be noted that a residual dark field signal is still present in the hearts

for all corrected images. This may be the result of material differences between the heart tissue and

the acrylic used in the calibration process.

As reported in Table 6.2, the CNR between the lung and heart was improved by the beam

hardening correction for all patient thicknesses tested. Furthermore, the estimated image noise was

not increased by the application of the beam hardening correction and was in fact decreased for the

15 cm of acrylic case.

Table 6.2: Evaluation of the beam hardening correction on the dark field signal from the ex-vivo swine lungs.

Acrylic [cm] σuncorrected σcorrected CNR Uncorrected CNR Corrected

0 0.053 0.053 5.00 5.75
5 0.074 0.074 3.15 3.58
10 0.103 0.103 1.76 2.04
15 0.159 0.159 0.99 1.14
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In summary, the studies presented in this section established a baseline for the dark field signal

characteristics in healthy lungs. The investigations assessed changes in the intensity, image noise,

and contrast of the dark field signal at varying dose levels and simulated patient thicknesses. The

beam hardening calibration correction method proposed in Chapter 5 was implemented on the

acquired dark field images to evaluate its generalizability to real tissues, which proved to be useful

in mitigating the degradation of the dark field images by the beam hardening effect. With this

developed understanding regarding the multi-contrast image signals in healthy lungs, the next

step was to evaluate the prototype system’s potential for disease detection.

6.3 Ex-vivo Swine Lung Study: Lung Cancer Disease Model

One of the primary objectives of this thesis is to assess the capacity for a novel multi-contrast

prototype system to enhance the diagnosis of pulmonary diseases. In this thesis, the efficacy

of multi-contrast X-ray imaging for diagnosing lung diseases was evaluated through an ex-vivo

swine lung study using an inserted disease model. The disease model studied in this thesis is

lung cancer, which is the leading cause of global cancer-related deaths14,15. With a 5-year survival

rate of just 21%, lung cancer prognosis remains among the worst of all cancers. The challenges

in diagnosing early-stage lung cancers are among the prominent factors contributing to the high

mortality associated with lung cancers. As mentioned in Chapter 1, lung cancers often present as

small, low-density nodules with ill-defined margins during their early manifestations, resulting in

poor contrast with conventional radiographic imaging29,87,89,92,93.

In contrast to conventional absorption imaging, the dark field image signal has demonstrated

the capacity to detect small, low-density lung cancer nodules in small animals208. There are several

distinct features of dark field imaging that make it well-suited to the diagnosis of lung cancers.

First, the tissue-to-air ratio of a region impacted by lung cancer is decreased as the nodules develop,

resulting in an overall increase in the density homogeneity of the impacted region, and thus reducing

the overall intensity of the dark field signal. Similarly, some histological classifications of lung

cancer, including invasive adenocarcinomas and squamous cell carcinomas, have demonstrated

direct filling of the alveolar air spaces. A final consideration is that lung nodules begin to displace

the underlying pulmonary structures as they begin to develop. The displacement of the alveoli
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Figure 6.4: Illustration of the underlying mechanism to enable lung cancer nodule detection in dark field
images. (Created in Biorender)

may also result in a reduction of the small-angle scattering events that occur for a region impacted

by lung cancer. In conjunction with the dark field image, the differential phase contrast image

may also provide clinically valuable information. Phase imaging has also demonstrated utility

in detecting cancers through improved soft tissue contrast in mammographic and tomographic

applications38,117,120–123,157,158,169–174. If the phase signal can be accurately retrieved from the acquired

differential phase contrast images, this may provide yet another pathway for lung cancer diagnosis.

6.3.1 Methods

6.3.1.1 Baseline Reference Imaging

A set of ex-vivo swine lungs, with the heart and trachea still intact, were harvested from an adult

swine at a local slaughterhouse (UW Provision Company, Middleton, WI). Approval from the

University of Wisconsin-Madison RARC was not required as the swine subject was not euthanized

for the purposes of this study. Upon arrival at the Wisconsin Institute for Medical Research, the lung

samples received imaging on the multi-contrast prototype system and on a clinical multi-detector

row CT (MDCT) system (GE Discovery CT750 HD). For the prototype system, a reference high
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dose scan (0.234 µSv) was acquired at 70 kVp, 60 mA, and a low scan speed of 9 mm/s. MDCT

imaging was performed in the high-resolution mode at 100 kV. Images were reconstructed with a

30.5 cm FOV using the commercially available high definition lung kernel. The purpose of these

initial imaging sessions is to ensure that no disease is present in the samples prior to the insertion

of the disease models and to establish baseline reference images of the healthy lung samples.

6.3.1.2 Lung Nodule Model Preparation and Insertion

The lung nodule model and insertion technique are adapted from the works of Bolte et al. and

Burgard et al209. The artificial lung nodules were generated from a solution consisting of 97% water

and 3% agar. The agar-water solution was heated to a temperature of 90 C and left to cool until

an internal temperature of 35 C was reached. The agar solution was then injected via syringe and

cannula into the ex-vivo swine lungs in the resting state. The total number of lung nodules injected

was five, with four nodules in the right lung and one in the left lung. The amount of solution

injected at each site ranged from 0.5 mL to 1 mL. The depth of insertion ranged from 1-3 cm.

6.3.1.3 Imaging with Disease Model Inserted

All imaging in this section was performed with the swine lungs in the rested state. Inflation was not

feasible following the disease model insertion as a result of the puncturing of the visceral pleura.

Following a 10-minute rest period, the lung samples were imaged on the MDCT scanner with the

same scan protocols outlined previously. The MDCT images were then analyzed to confirm the

number and location of lung nodules that formed. Measurement of the mean Hounsfield unit

(HU) of each formed lung nodule was performed by measuring the HU value of the entire nodule

across all image slices for which the nodule was detectable. The sample was then transferred back

to the MC-CXR imaging suite for a series of MC-CXR scanning acquisitions. MC-CXR scanning

was repeated at 70 kVp, 60 mA, with a slow table translation speed of 9 mm/s with the disease

model inserted. Following the reconstruction of the multi-contrast images, the dark field and

absorption CNR were quantified by placing ROIs over the formed nodules and in an unimpacted,

homogeneous region of the lung.
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Figure 6.5: CT images of the ex-vivo lungs before and after disease model insertion. All five of the inserted
lung nodules were successfully formed, with four in the right lung and one in the left lung. The mean HU
values for the five nodules were -9 HU ± 18 HU, 24 HU ± 48, -19 HU ± 23, -18 HU ± 49 HU, and -14 HU ± 8.

6.3.2 Results

Figure 6.5 displays CT images of the ex-vivo lungs before and after disease insertion. The CT

images confirmed the uptake and formation of all five inserted lung nodules and the absence of

any detectable pre-existing diseases. The nodules, as indicated by the golden arrows in Figure 6.5,

are labeled 1-5 for future reference. The mean Hounsfield unit (HU) values were -9 HU ± 18 HU,

24 HU ± 48, -19 HU ± 23, -18 HU ± 49 HU, and -14 HU ± 8 HU for nodules 1-5 respectively. The

maximum HU value for a given image slice in which the nodule was detectable, was determined to

be 18 HU, 48 HU, 23 HU, 49 HU, and 8 HU for nodules 1-5 respectively.

Reconstructed multi-contrast images of the healthy and diseased lung specimen are presented

in Figure 6.6. The five nodules are readily apparent when comparing the healthy lungs to the lungs

after disease model insertion. The lung nodules present as low-density opacities in the absorption

contrast image. In contrast, the nodules present as a reduction of the dark field image signal for the
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Figure 6.6: (Top) Absorption, dark field, phase, and absorption-subtracted dark field images of the healthy
lungs prior to the insertion of the lung cancer disease model. (Bottom) Absorption, dark field, phase, and
absorption-subtracted dark field images of the ex-vivo lungs with the inserted disease model.

reasons discussed earlier in this section. In addition to the absorption, phase, and dark field images,

absorption-subtracted dark field images are also presented. The polarity of the disease model signal

is opposite in the absorption and dark field images when compared to the surrounding tissues. As

such, subtraction has the potential to enhance the contrast of lung nodules.

The combination of the absorption and dark field contrast mechanisms also motivated the

exploration of other contrast fusion techniques. In addition to subtraction, division is another

operation that can be investigated. As discussed in Chapter 2, the absorption and dark field

projection images are measures of the line integrals of the linear attenuation coefficient and the

density spatial correlation function respectively. Therefore, dividing the two images eliminates the

path-length dependence of the signal. Figure 6.7 displays the absorption-normalized dark field and

dark field-normalized absorption image signals for the diseased and healthy lungs. No weighting

coefficients were applied for either image. For better comparison, Figure 6.8 shows ROIs of the five

lesions in the absorption, dark field, absorption-subtracted dark field, absorption-normalized dark
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Figure 6.7: (Top) Absorption-normalized dark field images for the diseased and healthy lungs. (Bottom)
Dark field-normalized absorption images for the diseased and healthy lungs.
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Figure 6.8: (Top) ROI with nodules 1-4

field, and dark field-normalized absorption images.

Table 6.3 summarizes the absorption and dark field CNR for each of the five nodules. The dark

field imaging provided a higher CNR for 4 out of the 5 nodules, with the exception being nodule 3.

The percent increase in the dark field CNR relative to the absorption CNR was 24.3% for nodule 1,

11.8% for nodule 2, - 1.8% for nodule 3, 195.6% for nodule 4, and 373.1% for nodule 5. The absolute

value of the CNR is reported for all measurements.

Table 6.3: Dark field and absorption CNR for each formed lung nodule.

Nodule # Absorption Dark Field

Nodule 1 1.42 1.77
Nodule 2 2.03 2.27
Nodule 3 2.01 1.97
Nodule 4 0.82 2.42
Nodule 5 0.28 1.34

The findings of this study underscore the potential of multi-contrast imaging to improve the

detection of pulmonary abnormalities, particularly in the context of lung cancer diagnosis. The

dark field image provided enhanced lesion CNR for four out of the five inserted lung nodules.

Furthermore, this study demonstrated that the fusion of the absorption and dark field images can

provide potentially clinically relevant information. However, the major limitation of an ex-vivo

study is that the beam hardening effect cannot be adequately modeled. As shown in Chapters 4
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and 5, the overlapping osseous structures can significantly degrade the dark field image signal as

a result of the beam hardening effect. Therefore, the next logical step in the development of the

prototype system is to conduct in-vivo animal imaging studies to provide a more clinically relevant

assessment of the prototype system.

6.4 Pilot In-Vivo Animal Imaging Study

The final objective of this thesis was to investigate the feasibility of performing in-vivo animal

imaging. The purpose for conducting in-vivo animal imaging studies is to identify the potential

limitations, pitfalls, and strengths of the prototype system in an environment similar to that of the

clinic.

Before delving into the animal subject and multi-contrast scanning protocols, it is important

to highlight several significant limitations of the study presented in this section. First, the study

was conducted during the early stages of the prototype’s development. Thus, the clinical imaging

parameters had not yet been optimized and the beam hardening correction framework had not been

developed. Consequently, optimized scan protocols and the beam hardening correction were not

employed during this study. Moreover, the disease model used in this study was not expected to

produce any significant contrast in the absorption or dark field images. Due to the unavailability of

additional large animals, this study could not be replicated more recently. Given these limitations,

this study merely serves as a pilot or proof of concept for in-vivo multi-contrast imaging using the

prototype system.

6.4.1 Methods

The image subject for this pilot in-vivo study was a 40 kg female swine subject from the Cardiovascular

Physiology Core Facility at the University of Wisconsin-Madison. The subject was inserted with a

pulmonary embolism model for the purposes of a perfusion imaging trial. Due to the physiological

nature of pulmonary embolisms, no disease-related contrast is expected to be generated in any of

the three contrast mechanisms..

To allow for breath-holding, the subject was anesthetized and mechanically ventilated. Multi-

contrast scanning was performed with a tube potential of 70 kVp, a scan speed of 9 mm/s, and a
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tube current of 60 mA. The estimated effective dose to a reference patient was 0.234 mSv for the

imaging exam. The total scan time required to cover the entirety of the lungs was 34 seconds. In

addition to the three contrast mechanisms, an absorption-subtracted dark field image was also

generated.

6.4.2 Results

The resulting absorption, dark field, and absorption-subtracted dark field images of the swine

subject are shown in Figure 6.9. However, the quality of the raw dark field image was severely

degraded due to the high noise level and the effects of beam hardening. The swine subject caused

a substantial attenuation of the X-ray field, resulting in the high noise level. The measured line

integral of the linear attenuation coefficient through the center of the subject was 4.098 ± 0.062,

which is notably higher than the linear attenuation coefficient for the ANSI chest phantom with

30 cm of acrylic at 70 kVp and 60 mA, which was only 3.208. One potential explanation for the

high attenuation measured in this study is that the thickest portion of the swine is along the X-ray

beam axis during AP imaging. Another explanation is that the subject may have had some residual

iodine signal from the pulmonary embolism insertion and confirmation processes.

Figure 6.9: (Left) Absorption image of the swine subject. (Center) Dark field image (Right) Absorption-
subtracted dark field image.

From a qualitative standpoint, the raw dark field image did not generate any discernible dark

field contrast in the pulmonary structures of the chest cavity. However, a strong contrast in the

pulmonary structures was recovered after subtracting the absorption image from the raw dark
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field measurement. In addition to the recovered contrast, the absorption-subtraction technique

eliminated the dark field signal arising from the ribs, clavicles, and spine. It is worth noting

that the absorption-subtracted dark field image displayed in Figure 6.9 was filtered with a 3 × 3

neighborhood mean operation to reduce the impact of image noise.

One limitation of the absorption-subtraction technique is that the image object’s periphery

also demonstrates a high-intensity signal, which may obscure the contrast generated in the lungs.

Furthermore, the absorption-subtracted image clearly shows the three grating panels, each demon-

strating a different overall intensity. This phenomenon can be overcome with the beam hardening

calibration correction because the correction is designed to address visibility inconsistencies along

the transverse plane. A final qualitative observation is the presence of motion artifacts at the

boundaries of the heart in the raw and absorption-subtracted dark field images. Motion artifacts

manifest from spatial inconsistencies in the mapping of the object across the interference pattern. It

is expected that motion artifacts will become more severe when the image subject is not anesthetized.

The results of this pilot study highlight several important considerations for future in-vivo

imaging studies. First, swine subjects may not be well-suited for projection-based AP or PA X-ray

imaging. In contrast to human subjects, swine are thickest along the imaging axis for chest AP/PA

imaging. Therefore, lateral-view swine imaging or the use of other animal subjects may provide

more clinically applicable imaging results in the future. Second, absorption-subtracted dark field

images have demonstrated great utility in reducing the dark field signal associated with the osseous

structures of the chest cavity. However, limitations including the high signal at the periphery of the

imaging FOV must be addressed to enable more robust and impactful multi-contrast imaging.

The final major consideration is that the scan speed must be significantly increased for future

in-vivo imaging acquisitions. In this study, the use of a slow scan speed was necessary in order to

get a sufficient X-ray dose to the detector. At this time, the limiting factor governing the use of

slow acquisition speeds is the X-ray tube output. For instance, the maximum achievable estimated

effective dose to a reference patient for a 45 mm/s scan is only 0.047 mSv, well below the average

effective dose reported in chest radiography.
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6.5 Summary

In this chapter, the clinical potential of the prototype multi-contrast imaging system was evaluated

through a series of animal imaging studies. To begin, a baseline for the dark field image signal of

healthy lungs was established for several dose levels and different simulated patient thicknesses.

In addition to the dark field signal characterization, the generalizability of the beam hardening

calibration correction to tissue samples was also investigated. Once the dark field image signal

was characterized for healthy lungs, the next step was to evaluate the prototype imaging system’s

potential to enhance the diagnosis of lung disease. This objective was carried out through the study

of a lung cancer disease model in ex-vivo lungs. The dark field image contrast and the fusion of

the dark field and absorption mechanisms demonstrated the potential to improve the diagnosis

of lung nodules. To conclude this chapter, a pilot in-vivo imaging trial was conducted. The goal

of this study was to assess potential limitations, shortcomings, or strengths associated with the

prototype system in order to guide future in-vivo and clinical imaging trials. At the conclusion of

this chapter, the major objectives of this thesis work have been achieved. In summary, a prototype

multi-contrast imaging system has been designed, constructed, optimized, and evaluated for its

potential clinical application.
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Chapter 7

Conclusion and Future Works

7.1 Discussion

The objective of this thesis was to develop, optimize and evaluate the potential clinical utility

of a novel prototype system for multi-contrast chest X-ray radiography. Chapter 3 describes the

construction of a compact, cost-effective, and clinically viable prototype system that overcomes

the limitations associated with traditional grating-based X-ray imaging methods. To enable a

seamless clinical translation, a fast scanning acquisition scheme was introduced and implemented

through the creation of a novel correction framework. Chapter 4 reports the dosimetric properties

of the imaging system to ensure patient safety and inform the optimization of clinical imaging

parameters. A novel optimization framework was introduced to identify the optimal X-ray energy

and dose level to achieve high-quality multi-contrast imaging while minimizing radiation-induced

risks to the patient. The imaging performance of the prototype system was first evaluated via an

anthropomorphic phantom imaging study, in which, the beam hardening effect was identified as a

potential obstacle to clinical translation. In Chapter 5, the origin of the beam-hardening effect was

discussed and two potential remedies were investigated. The clinical potential of the prototype

system was assessed by examining its ability to detect simulated lung cancer nodules and generate

a robust signal in healthy ex-vivo animal lung samples. The investigation was concluded with a

pilot in-vivo animal imaging study to identify any potential limitations, pitfalls, and strengths of the

prototype system in an environment similar to that of a clinical setting.

In the following several sections, the key results of this thesis work are summarized and

discussed.
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7.1.1 Key Result #1: Construction of a Novel Prototype System

One of the major accomplishments of the thesis work was the construction of a novel human-

compatible prototype system from scratch. To begin, the unified optimization framework presented

in Chapter 2 was used to guide the design of the grating interferometer employed in the prototype

system. Once the design of the grating interferometer was established, two seperate gantries

and a patient table were constructed. By constructing all components of the system in-house, the

system was able to be custom designed to enable the highest achievable imaging performance while

adhering to the constraints imposed by a clinical setting.

7.1.2 Key Result #2: Fast Scanning Acquisition Scheme and Scanning Correction

Framework

The fast scanning acquisition scheme developed in this work is crucial for ensuring that the

developed prototype system is compatible with clinical practice. The acquisition process involves

mapping each point on the image object across multiple positions on the sinusoidal interference

pattern as the patient table is moved longitudinally. By using the continuous translation of the

image object instead of phase stepping, the fast scanning acquisition enables imaging of the entire

chest within a single breath-hold. Moreover, this acquisition scheme reduces the need for large

FOV gratings to a single dimension, thereby significantly lowering the overall cost of the prototype

system.

As with any method, there are inherent limitations associated with the scanning acquisition

method. A scanning correction framework was introduced to address the two major limitations

of the scanning beam acquisition strategy, namely, the detector lag effect and scanning motion

blur. The detector lag correction was found to have the greatest impact on preserving the spatial

resolution of the imaging system. Throughout this thesis work, the fast scanning acquisition scheme

and scanning correction framework enabled accurate and robust multi-contrast X-ray imaging.
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7.1.3 Key Result #3: Framework to Optimize Multi-Contrast Clinical Imaging

Parameters

A major component of this thesis work was the development of a framework to empirically determine

the optimal multi-contrast imaging scan protocols. The optimization process presented in this work

incorporates information regarding the absorption and dark field contrast mechanisms. Custom

absorption and dark field contrast-generating inserts were introduced to the ANSI chest phantom

to measure the dose-normalized contrast-to-noise ratio for a range of X-ray energies, dose levels,

and simulated patient thicknesses.

The optimization process not only guided the selection of clinical imaging parameters, but also

provided insight into the relationship between image contrast, energy, and noise for the absorption

and dark field contrast mechanisms. Based on the results of the optimization process, it was

suggested that the scan protocols should be optimized with respect to the dark field contrast because

the absorption contrast mechanism provided more consistent image performance over the range of

parameters investigated.

7.1.4 Key Result #4: The Beam Hardening Effect in Dark Field Imaging

Throughout this thesis, one of the major challenges encountered was the impact of beam hardening

on the dark field image signal. In dark field imaging, beam hardening occurs due to spectral

inconsistencies between the interference patterns generated during the reference air scan and

the object scan. As demonstrated in Chapter 3, the visibility of the interference pattern typically

decreases with increasing X-ray energy, across the diagnostic energy range. Therefore, the hardening

of the X-ray spectra during the object scan can lead to a perceived reduction of the fringe visibility,

inducing a false dark field signal to be measured even in the absence of small-angle scatterers.

To address the beam hardening effect, the concept of the spectral component of the visibility

reduction was introduced. This concept was then leveraged to construct a beam hardening correction

method. In this correction method, the relationship between the object’s transmission function

and the spectral component of the visibility reduction was learned empirically through a series of

calibration measurements. The learned relationship was then used to mitigate the impact of the

spectral component of the visibility reduction.
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The correction method demonstrated success when it was applied to materials that were similar

to the material used in the calibration process. However, the generalization of the method to

dissimilar materials was poor.

7.1.5 Key Result #5: Potential for Enhanced Lung Cancer Detection

One of the major findings of this thesis work was the potential for multi-contrast imaging to improve

the detection of lung cancer nodules. The dark field signal has demonstrated utility for the diagnosis

of lung cancers in small-animal imaging studies. However, the results presented in this thesis are

the first known investigation into the use of multi-contrast X-ray imaging for the detection of lung

cancers in a large animal model.

The results of the artificial lung nodule study were exciting for several reasons. First, the

dark field image signal demonstrated an increased CNR in four out of the five formed nodules.

Furthermore, the combination of the absorption and dark field contrast mechanisms provided

interesting imaging results that may generate clinically valuable information. However, there

are several obvious limitations associated with this study. First, only a single lung specimen

was investigated. Furthermore, the study was an ex-vivo in nature, and therefore many potential

confounding factors were not included in the study. Nevertheless, further investigations into the

potential for multi-contrast imaging in lung cancer diagnosis are warranted.

7.2 Future Works

This thesis work was focused on the design, construction, and initial evaluation of the developed

prototype multi-contrast imaging system. However, additional work is needed to fully realize the

potential of multi-contrast imaging for the diagnosis of lung disease. In this section, several projects

are suggested as future works worth investigating.

7.2.1 Comprehensive Lung Cancer Animal Imaging Study

A logical next step for the development of the prototype system is to conduct a more comprehensive

investigation into the potential of multi-contrast imaging for the diagnosis of lung cancers. To begin,

more ex-vivo swine lung studies can be conducted to determine the minimal size and density of
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lesions that can be detected with each contrast mechanism. Further ex-vivo studies would also allow

for statistical testing to be performed. Depending on the findings of the ex-vivo studies, the next

step could be to conduct an in-vivo large animal imaging trial with more accurate disease models.

7.2.2 Development of a More Comprehensive Beam Hardening Correction

There is a need for a beam hardening correction method that can simultaneously correct for dark

field signals arising from beam hardening both soft tissues and bones. One potential avenue to

pursue is a thresholding approach in which the beam hardening-induced soft tissue and bone dark

field signals are separated by thresholding the dark field based on pixel intensity. If this can be

accomplished, then two separate calibration corrections can be applied to correct for the dark field

signal arising from both materials.

7.2.3 Multi-Contrast Fusion Imaging

Fusion of the different contrast mechanisms could have the potential to generate diagnostically

useful information. This concept was demonstrated briefly in Chapter 6 with the introduction of the

absorption-normalized dark field image and dark field-normalized absorption images. However,

a thorough investigation into various techniques to enhance the information provided by the

individual contrast mechanisms could prove fruitful.

7.2.4 Leveraging the Differential Phase Contrast Information

Throughout this thesis, the focus was on the dark field and absorption contrast mechanisms. How-

ever, the differential phase signal also contains valuable information regarding the electron density

of the image object. A future project could examine pathways to improve the differential phase

contrast signal and develop robust methods to leverage the encoded electron density information for

material-specific imaging. Additionally, the differential nature of the phase image has the potential

to provide information regarding pulmonary diseases that manifest along the major airways.
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7.2.5 Increasing the X-ray Tube Output to Enable Faster Scanning Speeds

The output of the X-ray tube is a major limitation of the prototype system at this time. As mentioned

in Chapter 6, the highest achievable effective dose at a high scan speed of 45 mm/s with a 70 kVp

spectrum is only 0.047 mSv. It is not expected that this effective dose level will provide sufficient

multi-contrast imaging results for larger image subjects. To enable the use of higher scanning

speeds, modifications must be made to the system. Modifications can include the replacement of

the X-ray tube with a more powerful tube or adjustments to the system to enable a greater tube

output.
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