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Abstract

Energy dependent dosimeters used in clinics and research laboratories require calibration

in a known radiation field of a closely matching energy to the radiation the dosimeters

will be measuring. Primary standards labs, such as NIST in the United States, and

secondary standards labs, such as the UW ADCL, have standard x-ray beams and ra-

dioactive sources like Cs-137 and Co-60 for the purpose of calibration. The standard x-ray

beams established at NIST and matched at the UW ADCL have a maximum energy of

250 keV and the next energy step is Cs-137 which emits gamma rays with energy of 662

keV. There lies a gap in standard photon radiation between 250 keV and 662 keV which is

an energy range that is increasingly becoming more commonly used. These applications

in the higher energy range include radiobiology cabinet and conformal irradiators, Ir-192

brachytherapy sources, and the replacement of Cs-137 research irradiators with higher

energy x-ray irradiators. The main goal of this work was to investigate the establish-

ment of standard x-ray beams in this energy range and the development of the absolute

dosimeters needed to establish them.

Outside of primary standards laboratories, a free-air chamber that could measure x-rays in

the medium-energy range did not exist prior to this work. The free-air chamber designed,

built and benchmarked for this work can measure photons up to 320 keV. To measure

higher energy x-rays, known-volume ionization chambers were also established. These

chambers typically require ultra-precise machining methods, but this work showed the

possibility of establishing these chambers with µCT imaging and electric field modeling

of commercial ionization chambers.

An industrial x-ray tube capable of producing x-rays up to 500 keV was used to establish

the x-ray beams created in this work. The x-ray tube was modeled in the EGSnrc Monte

Carlo code to investigate how filtration affected the x-ray spectra. This allowed for
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the x-ray beams created to match two common radiobiology irradiators to be matched

in spectra as well as maximum energy and half-value layer. High density filters were

investigated to establish x-ray beams with higher energies. A standard x-ray beam that

lies in the 250-662 keV energy gap was established and possible filter combinations for the

effective energy of an x-ray spectrum to be more closely aligned to the emitted gamma

ray energies of Ir-192 brachytherapy sources.
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Chapter 1

Introduction

1.1 Overview

There are three areas of dosimetry standards in the kilovoltage and higher energy range

that require attention. These include: radiobiology beams that use x-rays that are not

traceable to NIST, the interim standard for Ir-192 brachytherapy sources which requires

an interpolated calibration coefficient, and the replacement of Cs-137 sources, which is

leading to a need for a higher energy x-ray standard.

The results from radiobiological experiments are dependent on sufficient description of

the dose given. There are concerns with both dose calculation accuracy and the adequacy

of reporting, which has been discussed over the past few decades [4–7]. High dosimetric

precision is necessary due to the high biological uncertainty and steep dose-response curves

associated with these experiments. Single field and conformal irradiators are commonly
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used in radiobiology studies. It is important that their calibration closely follows the TG-

61 protocol with a NIST-traceable calibration of their ion chambers [8]. The available

standard beams that are traceable to NIST are often at lower tube potentials and use more

filtration than the common beams used in radiobiology experiments. This discrepancy

leads to a higher uncertainty in the calibration of the cabinet and conformal irradiators,

and decreases dosimetric precision.

In the United States, the current procedure for calibrating Ir-192 high-dose rate (HDR)

brachytherapy sources utilizes the seven distance technique [9]. An air-equivalent ion-

ization chamber with an interpolated calibration coefficient is used to determine the air

kerma strength of a given source [10]. The calibration coefficient must be interpolated

between the UW-250M standard x-ray beam and Cs-137 since a NIST-traceable standard

beam does not exist at the average energy of Ir-192 brachytherarpy sources.

Lastly, the NNSA’s Office of Radiological Security (ORS) is encouraging medical and

research facilities to transition from radioactive sources to x-ray irradiators [11]. A stan-

dard x-ray beam with a higher energy than the standard UW-250M beam is desired for

those facilities that are looking to transition from Cs-137 to x-ray irradiators. There is

a wide breadth of research on the comparison of Cs-137 to medium energy x-rays for

medical research, particularly for relative biological effectiveness (RBE) studies [12, 13].

However, a comparison of higher energy x-rays to Cs-137 has not been performed. The

comparison will become increasingly more critical as the field moves away from the use

of radioactive sources.
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1.2 Aims of this work

For low- and medium-energy x-rays, dose determination requires traceable measurements

of air kerma. NIST has three sets of standard x-ray beams that are matched at secondary

standards laboratories: the lightly filtered L-series, the moderately filtered M-series, and

the highly filtered H-series. The UWADCL has a matched L-series and M-series. The

maximum energy of NIST’s standard beams are 300 keV and the maximum energy of the

UWADCL’s standard beams are 250 keV. These standard x-ray beams are not sufficient

for all x-ray applications, especially as higher energy x-rays are being increasingly used.

This project addresses the lack of calibration standard x-ray beams in the kilovoltage and

higher energy range. The aims of this thesis work were to (1) develop and characterize

a free-air chamber and (2) known-volume ionization chambers for absolute air kerma

dosimetry for (3) investigating standard x-ray beams for radiobiology irradiators, a high-

energy beam comparable to Cs-137, and with an average energy equal to that of Ir-192

brachytherapy sources. It is believed that with the establishment of the standard x-ray

beams matching radiobiology irradiators will reduce the uncertainties in the delivered

dose for preclinical studies which may improve the efficacy of these studies. Similarly,

bridging the gap in standard x-ray beams between the current medium-energy standard

x-ray beams and Cs-137 will allow for more accurate calibration of dosimetry equipment

in this energy range.
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1.3 Description of upcoming chapters

The upcoming chapters present the investigation into calibration standards in the kilo-

voltage and higher energy range of x-rays.

Chapter 2 provides a description of the absolute dosimetry and its use in x-ray standards.

It will describe detector design, operation, and considerations for use in this energy range.

Chapter 3 describes the design process, manufacturing, characterization and verification

measurements of the medium-energy FAC. An in-depth analysis of the uncertainty of

using the FAC to measure air kerma is presented.

Chapter 4 describes the imaging methods, volume calculation and verification measure-

ments of the known-volume ionization chambers. An in-depth analysis of the uncertainty

of measuring air kerma with the known-volume chambers is presented.

Chapter 5 presents the development and validation of a Monte Carlo model of the NDI-

451Be x-ray tube. This Monte Carlo model is used to estimate the energy spectra of

the x-ray tube to ensure accurate filter development for calibration beams for common

radiobiology cabinet and conformal irradiators. This chapter includes the building of

those filters and validation with air kerma measurements.

Chapter 6 builds off of the beam model developed in Chapter 5 to develop a stan-

dard x-ray beam for high energies and a beam with an average energy equal to Ir-192

brachytherapy sources. The process of choosing the filtration material is presented. Air
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kerma measurements to characterize the average energy, half-value layer and output are

also presented in this chapter.

Chapter 7 provides a final summary and the overall conclusions of this investigation.

Potential future directions for further x-ray beam development and improved beam quality

accuracy are presented.
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Chapter 2

Background and motivation

2.1 Absolute dosimeters

The quantity exposure was first defined by the International Commission on Radiological

Units and Measurements (ICRU) in 1928 after nearly two decades of committee work

on the subject. The purpose was to quantify the output of an x-ray tube. Exposure is,

therefore, only defined for photons and may not be used for particles such as electrons,

protons, and neutrons. It is a measure of the ionization abilities of x-ray and gamma

radiation and is defined as

X =
dQ

dm
, (2.1)

where dQ is the absolute value of the total charge of the ions of one sign produced in

air when all of the electrons liberated by photons in a volume, with a mass dm, of air
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are completely stopped in the air [14]. Exposure can then be converted to other useful

measured quantities, such as air kerma, with the equation

Kair = (W/e)[1/(1− g)]·X, (2.2)

where W/e is the mean energy to create an ion pair and is equal to 33.97 J/C for air [15]

and g is the fraction of the energy lost to bremsstrahlung. Air kerma has become the

standard quantity for ionization of air stemming from the Technical Report Series (TRS)

No. 277 report by the International Atomic Energy Agency (IAEA) in 1987 [16].

Absolute dosimeters allow for a direct measurement of fundamental quantities that are

descriptive of the incident radiation, like exposure and air kerma, without first calibrating

in a known field [15]. An ionization chamber is capable of absolute measurement when

the volume within the chamber is precisely and accurately known so as to determine the

mass of air within the chamber. Typical ionization chambers for clinical use require a

calibration where the charge reading is related to a known quantity that is ultimately

determined through the use of absolute dosimeters.

2.1.1 Free-air chambers

The free-air ionization chamber (FAC) not only satisfies the requirement of being an ab-

solute dosimeter but is also ideal for measuring exposure since the definition requires the

measurement of all the ionization produced by collision interactions in air. There are

two primary types of free-air chambers that are used in laboratories across the world:

the parallel-plate type and the cylindrical type. The parallel plate type is used at the

National Institute of Technology and Standards (NIST) [17], the National Physical Lab-

oratory(NPL, UK) [18] and the Electrotechnical Laboratory (ETL, Japan) [18] while the
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cylindrical type is used in Sweden [19] and Taiwan [20]. In 1961, Attix expanded on the

cylindrical type by creating the design for a low-energy variable length FAC that has since

been employed by the UWMRRC for decades. This low-energy FAC will be referred to

as the Attix FAC throughout this thesis [21, 22].

The cylindrical-type free-air chamber works with the same physical principles as the

parallel-plate type, only being different in geometry. Therefore, for simplicity, only the

parallel-plate chamber will be discussed. An electric field is created between the high-

voltage plate and the collector plate, while the guard plates are grounded to assist in

producing field uniformity. There is a set of electrically biased wires that encircle the

chamber which are the primary method of shaping the electric field and producing uni-

formity. The plates on either side of the x-ray beam are parallel and equidistant from the

beam. The distance of the plates from the beam should be longer than the range of the

secondary electrons created in the beam. This defines a collecting volume V ′, while V is

the actual volume where the secondary electrons that are measured originate. The elec-

tric field creates paths followed by the positive or negative ions, generated as secondary

electrons traverse the air cavity, to the collector plate which is electrically connected to

an electrometer.

The definition of exposure requires the mass of the specified volume of air to be calculated.

Instead of defining the mass, m, as the mass of the air in V ′, it is simpler to define it

as the mass of the air at the beam-defining aperture which is referred to as the point of

measurement (POM). This assumption is valid because each photon that passes through

the aperture also passes through V ′ unless it is attenuated or scattered [15]. If the

aperture area is A0 (m2) and the fluence entering the aperture is Φ0 (photons/m2), then

Φ0A0 photons will enter. The fluence decreases according the inverse square law as the

beam moves through the chamber and the cross-sectional area of the beam increases

proportionally. Therefore the number of photons in V ′, ΦA, remains constant and is
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equal to Φ0A0 throughout the entire chamber. The exposure can be calculated simply at

point P if the source of the x-rays is far enough that l/ cos θ ' l where l is the length of

the collecting volume and θ is the angle the x-ray makes with the central axis [15]. The

equation for the exposure in C/kg at point P is therefore

X =
Q

m
eµx

′
=

Q

lA0ρ
eµx

′
, (2.3)

where Q is the charge produced in V ′ (C), µ is the air attenuation coefficient (m−1), x′

is the distance from P to P ′ (m), and ρ is the density of air (kg/m3) [15].

Since the X-ray beam passes through the entire chamber and not just the volume V ,

not all electrons will originate in V . Free-air chambers must employ the principle of

charge-particle equilibrium (CPE) to account for these electrons. For x-rays of low-

or medium-energy (up to 500 keV), the initial angular distribution of the secondary

electrons causes most of the electrons to be emitted out of the beam rather than forwards

or backwards in the beam, so those electrons are near equally likely to move forward

and backward in the chamber [15]. This means that almost all of the electrons that

leave the collecting volume will be replaced by electrons entering the collecting volume.

Therefore, charge compensation is nearly exact and CPE is achieved. CPE is necessary for

measuring exposure in free-air chambers because of the definition requiring the tracking

and summing of all of the ionization charges created by each secondary electron over

its entire range in the specified volume and mass of air. The distance from the vertical

boundaries of V ′ and the walls at each end of the chamber must also be greater than the

electron range to preserve CPE and keep electrons from being absorbed in the walls.
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2.1.1.1 Correction factor definitions

Correction factors are required to account for imperfections in the collection efficiency

of free-air chambers. It is possible for x-rays to be scattered out of the beam before

interacting with the air to create secondary electrons. This can contribute to excess

ionization in volume V ′ as shown by hν1 and hν2 in Figure 2.1. Bremsstrahlung x-

rays, hν3 in Figure 2.1, can also contribute to the ionization charge collected, but the

definition of exposure does not include ionization due to bremsstrahlung. The fraction of

the total ionization that is produced by scattered and bremsstrahlung x-rays is subtracted

to calculate ks, so it is always less than 1 to remove excess ionization from the measured

exposure. Also, it can be possible that a fraction, ke, of the ionization can be lost if

the walls of the chamber are not adequately separated and electrons are stopped short

of their full range. Similarly, ksh accounts for the ionization lost due to electrons hitting

the collecting rod before fully ionizing. The ke and ksh quantities are always greater than

or equal to 1 to add in the lost ionization to the measured exposure. Finally, there is an

aperture correction kap which accounts for photons that make it through the tungsten

aperture and katt which accounts for the attenuation of the beam between the POM and

the center of the collecting volume. There are different ways to calculate these correction

factors which will be discussed in Chapter 3. For now, it is important to note that Eq.

2.3 needs to be altered to

X =
Q

lA0ρ
kattkapkskeksh. (2.4)
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Figure 2.1: An example of how scattered and bremsstrahlung x-rays can contribute
to the charge measurement in a free-air chamber causing an inaccurate exposure to be
determined.

2.1.1.2 Attix-type variable-length chamber

Even with guard wires and plates, the electric field in this type of parallel-plate chamber

is easily distorted if the plates are not perfectly parallel to each other and the beam axis

or perfectly perpendicular to the boundaries of V ′. The field can also be distorted if

the collector and guard plates are not exactly coplanar, or if the collector plate is not

kept at the same potential as the guard plates. Distortion makes defining the collecting

volume, and therefore the mass, difficult. The error arising from the uncertainty in field

uniformity is the largest source of error in these conventional chambers [21].

The variable-length type of free-air chamber was developed by Attix in 1961 to address

the problems caused by the distortion of the electric field in parallel-plate chambers [21].

His design consists of two cylinders that can be pulled apart to extend the size of the

chamber. The collecting rod is located a certain distance from the x-ray beam to ensure

that no, or very few, electrons strike it causing a loss of ionization. The shell of the

chamber is operated at a high potential and replaces the high-voltage plate.

Two measurements are taken with the Attix-type chamber: the first with the chamber

in its collapsed position, and the second with the chamber extended so that the distance

between the sides is increased by ∆L. For the first measurement, ionization in the entire

chamber can be thought of as being made up of two parts: JA is the ionization in volume A

(the front half) and JB is the ionization produced in volume B (the back half). Assuming
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that attenuation is linear, which is valid for the medium x-ray range that is being focused

on [21], CPE exists throughout the chamber. Electrons escaping into the back wall of

volume B will be replaced by electrons escaping from volume A and vice versa. Therefore,

JA and JB will be almost equal and any correction for air attenuation is negligible with

the linear attenuation assumption [21]. For the second measurement where the chamber

is extended, there will be an increase in charge collected because of the larger volume.

Instead of JA and JB, the ionization in the chamber is made up of JA′ which has the

same volume as JA but moved closer to the x-ray source by ∆L/2, JB′ which has the

same volume as JB but moved farther from the x-ray source by ∆L/2, and JV which

corresponds to the ionization produced in the volume V located in the center of the

chamber and with a width of ∆L. JA′ will be larger than JA since the x-ray beam travels

a shorter path to volume A′ and therefore suffers less attenuation. The opposite is true

for JB′ and JB. With the linear attenuation assumption JA′ can be related to JA by

JA′ = (1 +
µ∆L

2
)JA (2.5)

and JB′ can be related to JB by

JB′ = (1− µ∆L

2
)JB, (2.6)

where µ is the linear attenuation coefficient for air. These equations can be combined to

create

JA′ + JB′ = JA + JB +
µ∆L

2
JA −

µ∆L

2
JB. (2.7)
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It can be deduced from Eq. 2.7 that (JA′ + JB′) = (JA + JB) if JA = JB. Even if the

chamber is not built to be perfectly symmetrical or there is a slight CPE imbalance, it

can almost always be assumed that JA = JB if the chamber is built to keep these effects

to a minimum. To illustrate this, consider the case where JB = 0.9JA and µ∆L = 0.04.

From Eq. 2.5 we have

JA′ + JB′ = JA + JB + JA(0.02− 0.9× 0.02)

= 1.002JA + JB

≈ 1.001(JA + JB).

(2.8)

Even with a large difference of 10% between JA and JB, this case illustrates that there is

only a 0.1% difference between (JA′ + JB′) and (JA + JB) [21]. As mentioned, carefully

building the chamber can lead to the equality of (JA′ + JB′) and (JA + JB) being gen-

erally assumed. With these quantities being equal, the ionization created in the ends of

the chamber cancel in the two measurements and the difference between the ionization

measured in the two stages is just JV , the ionization from the precisely known volume V .

This volume takes the place of the collecting volume in the parallel-plate free-air chamber.

The electric field uniformity, or lack thereof, does not affect the measurement as long as

electron saturation does not change between the collapsed and extended chamber [21].

The exposure can be calculated in the same way that it was for the parallel-plate chamber:

at the entrance of the aperture. Modifications are made to Eq. 2.4 to include the change

in charge and length so that the exposure is calculated by

X =
∆Q

∆L

1

ρA0

kattkapkskeksh, (2.9)
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where ∆Q is the incremental change in ionization charge for a known separation ∆L.

The main advantage of the Attix-type free-air chamber over the parallel-plate type is that

there is less of a need for electric field uniformity so careful attention does not need to be

paid to plate alignment or maintenance of the collector at ground potential. Similarly,

the mass of the air can be defined more accurately by determining ∆L using a precision

screw or gauge blocks.

2.1.2 Known-volume ionization chambers

Cavity ionization chambers are the most widely used type of dosimeter for precise mea-

surements for higher energy x-rays [15]. A simplified diagram of a Farmer-type ionization

chamber is shown in Figure 2.2. Cavity ionization chambers have a few advantages over

free-air chambers. For this work, the primary advantages are that they are compact and,

through the application of cavity theory, can measure air kerma from much higher energy

photons. Cavity theory is described in the following section. The concept of ionization

measurement is the same as a free-air chamber but on a smaller scale. The chamber con-

sists of a gas-filled volume between an outer wall and a collecting electrode. The guard,

located in the stem of the chamber, acts to define the collecting volume as it extends

into the collecting volume. The high voltage, usually 300 V, is applied to the chamber

wall with the collector connected to the electrometer input at or near ground potential.

For minimal perturbation of the beam, ionization chambers often have “air-equivalent”

wall materials which requires the effective atomic number to match that of air. Graphite

is a material that has been historically used, but less fragile plastics have become more

popular. The ionization chambers employed in this work are made of C552 air-equivalent
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plastic composed of polyvinylidene fluoride, carbon black, and silica. Carbon is incorpo-

rated into the plastic as it needs to be conductive. Cavity theories do not account for

inhomogeneous wall media, so the collecting rod must be made of the same material.

Figure 2.2: Schematic of thimble ionization chamber connected to an electrometer
[1].

2.1.2.1 Cavity theory

A brief summary of Bragg-Gray cavity theory and restricted stopping powers is presented

here, though a detailed description can be found in Attix [15]. If a fluence Φ of identical

charged particles of kinetic energy T passes through an interface between two different

media, g and w, the ratio of absorbed doses in the two media adjacent to their boundary

can be written as

Dw

Dg

=
(dT/ρdx)c,w
(dT/ρdx)c,g

, (2.10)

where (dT/ρdx)c,w and (dT/ρdx)c,g are the mass collison stopping powers of the two

media, evaluated at energy T . This equation can be applied to ionization chambers with

walls as long as two Bragg-Gray conditions are met: (1) the thickness of the gas cavity is

assumed to be so small in comparison with the range of the charged particles striking it

that its presence does not perturb the charged particle field and (2) the absorbed dose in
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the cavity is assumed to be deposited entirely by the charged particles crossing it. For a

differential energy distribution ΦT the appropriate average mass collision stopping power

in the cavity medium g is

mSg =
Dg

Φ
(2.11)

and likewise for a thin layer of wall material w that may be inserted in place of g.

Therefore, the ratio of absorbed dose in w to that in g is

Dw

Dg

=
mSw

mSg
= mS

w

g . (2.12)

The absorbed dose in the medium immediately surrounding the cavity can then be cal-

culated by

Dw =
Q

m

(
W

e

)
mS

w

g . (2.13)

Experiments in the 1950s found that δ-ray production had to be taken into account in

cavity theory. Spencer-Attix restricted stopping powers are the stopping powers for elec-

trons of energy T in medium w which includes only energy losses to δ-rays not exceeding

∆, which is the mean energy of electrons having projected ranges just large enough to

cross the cavity. This is because electrons with T < ∆ are assumed to have zero range

and are assumed not to enter the cavity or transport energy. The dose in the medium

immediately surrounding the cavity becomes

Dw =
Q

m

(
W

e

)(
L

ρ

)w
g

(2.14)
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where
(
L
ρ

)w
g

is the ratio of Spencer-Attix restricted mass collision stopping powers.

2.1.2.2 Establishment of known-volume chambers

Known-volume ionization chambers are another method to measure dose absolutely. The

mass of the air within the chamber can be determined using this known volume and the

density of the gas in the chamber. Conventional known-volume chambers are specially

made using graphite and high-precision machining techniques. NIST also independently

verifies their known-volume chambers by filling the cavities with water and taking mass

measurements with and without the water [23]. Given how complicated it is to fabricate

and verify the volume of these chambers, they are currently limited to use at primary

standards laboratories. This is why commercial ionization chambers used in the clinic

or for research require calibration. The limitation on the accuracy of determining the

volume depends on the chamber design. If any of the generated charge is collected on

the grounded guard ring or is allowed to recombine in a locally weak pocket of the

electric field, the effective volume will be smaller than the physical volume leading to an

underestimation of the dose [15].

Another method of determining the volume of an ionization chamber has been developed

with advancements in micro-computed tomography (µCT) imaging techniques [24]. With

fine enough spatial resolution and a large enough chamber, it is possible to image ioniza-

tion chambers and calculate their volumes through contouring. It is also imperative that

the ionization chamber does not possess considerable metal that can lead to significant

artifacts. As mentioned, the collection volume of the ionization chamber differs from its

physical volume due to a portion of the electric field terminating in the guard instead

of the collecting electrode. The electric field can be modeled in COMSOL Multiphysics

to quantify this discrepancy [25]. The volume of the electric field that terminates in the

guard can then be subtracted from the physical volume.
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Air kerma is established at a point in the beam with a known volume ionization chamber

with the following equation,

Kair =
Q

m(1− g)

(
W

e

)(
L

ρ

)wall
air

(
µen
ρ

)air
wall

KhKwallKanKcompK, (2.15)

where (L/ρ)wallair is the ratio of Spencer-Attix collision mass stopping powers for the wall

material to dry air, (µen/ρ)airwall is the ratio of mass energy absorption coefficients averaged

over the energy spectrum for dry air to the wall material, Kh is the humidity correction

factor, Kwall corrects for attenuation and scatter in the chamber wall, Kan corrects for

the axial nonuniformity due to the point source nature of the beam, Kcomp corrects for

any nonuniform nature of the wall material and K accounts for any other corrections

needed [26]. The calculation of these correction factors is outlined in Chapter 4.

2.2 X-ray irradiator use in radiobiology studies

2.2.1 The importance of dosimetry in radiobiology studies

Cancer research requires the use of cell and animal models to understand the effects of

ionizing radiation exposure and biological mechanisms of response and cancer progression

in humans through preclinical radiobiology studies [27–30]. In human radiotherapy treat-

ments, dosimetric accuracy within 5% is required for acceptable levels of tumor control

probability and normal tissue complication probability for favorable outcomes [31], but

the dose uncertainties in radiobiology studies tend to be on the order of ±10% [32]. It

has been noted that in some cases, a variance in dose of 10% can lead to a 5-90% change

in biological response due to the steepness in radiation biological response curves [33].

Though these uncertainties depend on the desired endpoint and the biological variation, it
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is important to provide accurate dose estimates in order to obtain meaningful and trans-

latable results. This is especially true as more complex preclinical treatment techniques

become commonplace. Ghita et al. estimated that a reduction in dose uncertainty from

10% to 5% would decrease the required number of animals from 23 to 10 in a discussion

of the SARRP irradiator [34]. There has recently been increased concern over the diffi-

culty of reproducibility in clinical trials [6] and one method of addressing the problem is

focusing on accurate dose measurements and standardization in radiobiology [35, 36].

There are a large number of available dosimeters, experimental setups, and codes of prac-

tice to establish a reference dose rate for low and medium-energy x-rays [8, 37, 38]. There

has also been a documented lack of consistency across institutions. A multi-institutional

study by Pedersen et al. found that of the 5 surveyed sites using x-ray irradiators, only

1 delivered a dose that was within 10% of the intended dose [39]. Similar comparisons

by Trompier et al. and Seed et al. found that 2/4 and 3/7 sites surveyed that used

x-ray irradiators failed to deliver the intended dose within 5% [40, 41]. These studies lead

to the conclusion that manufacturer-supplied dose rates or standard orthovoltage x-ray

methods may not be appropriate for these irradiators and warrant investigation. These

multi-institutional studies have focused on large-field irradiators without treatment plan-

ning systems. Treatment planning systems and onboard imaging can allow for overcoming

the difficulty of estimating the dose in non-reference conditions, but treatment planning

may be limited to calculating a beam-on time using tabulated output factors [42], and

the reproducibility across instructions or irradiator types has not been investigated.

Dose determination for the low- and medium-energy x-ray range for the operation of

radiobiology irradiators require measurements of air kerma that are traceable to a primary

standards lab, such as NIST in the United States. This measured value of air kerma

can then be used to determine absorbed dose to water for these preclinical studies. A

FAC is the reference instrument for primary measurement of air kerma for x-ray beams
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[43, 44]. An air kerma calibration for a user’s equipment is determined at a primary

standards laboratory or secondary standards dosimetry laboratory, such as an accredited

dosimetry calibration laboratory (ADCL). These air kerma calibrations are done in a

series of standard x-ray beams that have a standard tube potential, first and second half-

value layer (HVL), and homogeneity coefficient (HC). Although HVL is not enough to

specify a beam on its own, it is commonly used as a surrogate of the x-ray energy spectra.

It is possible for two different beams with different maximum tube potential and spectra

to have the same HVL. Studies show that simulated spectra with different tube potential

and filtration but the same HVL can lead to an uncertainty in the calculated dose to

water as large as 10% [45]. The American Association of Physicists in Medicine (AAPM)

Task Group 61 (TG-61) has written a recommended protocol for determining dose to

water in the energy range in which radiobiology x-ray irradiators operate [8]. To apply

TG-61 to radiobiology beams, a number of assumptions are made. One such assumption

is that the spectra in which dosimetry equipment is calibrated sufficiently matches the

spectra of the radiobiology irradiators, even though these irradiators often operate at

higher tube potentials and/or lighter filtration than available standard beams. This leads

to higher uncertainty in the dose determination from these irradiators [46]. Therefore,

it is desired to develop standard x-ray beams with spectra that more closely match the

spectra of some common cabinet and conformal radiobiology irradiators. This work aims

to establish those standard x-ray beams that can be used for calibration of the XRad320

and the SARRP, two common animal radiotherapy irradiators.

2.2.2 Cabinet irradiators

The x-ray tubes and generators used in radiobiology studies are modified from ortho-

voltage clinical units. The orthovoltage systems for human treatments use a movable

x-ray tube with filters and cones that define the beam quality and collimation. Typically
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there is no use of pre-treatment imaging or treatment planning. Instead, the dose at

the prescription point, typically at the surface or 2 cm depth, is calculated using defined

dosimetry protocols, such as the TG-61 report. These orthovoltage x-ray irradiators were

adapted for small animal radiation research because the photon energy range provides an

ideal penetration depth and requires only limited shielding and maintenance [47]. Ded-

icated radiobiology x-ray irradiators are shielded units (“cabinet irradiators”) with an

x-ray tube mounted to the unit ceiling and a stainless steel tray to move the specimen

to different distances from the source. The units typically have a maximum source-to-

surface distance (SSD) of approximately 80 cm. Maximum voltage settings for typical

radiobiology studies may range from 160 to 360 kVp [48]. Filters are typically sold as

accessories with the unit. Nominal dose rates from these machines are 1-3 Gy/min at

50 cm from the source, but these values depend highly on the SSD, field size, beam filtra-

tion choice, and generator type. Figure 2.3 shows a photo of the XRad 320 by Precision

X-Ray (PXi) (Branford, CT), previously located in the Small Animal Imaging Research

Facility (SAIRF) at the University of Wisconsin. The XRad 320 has a maximum voltage

of 320 kV, but may be operated at lower tube potentials [49]. This model uniquely has

adjustable lead collimators that allow for field sizes between 2 x 2 cm2 and 20 x 20 cm2 at

50 cm SSD. The maximum stated dose rate is > 3 Gy/min at 320 kVp and 12.5 mA with-

out any beam hardening filtration. The irradiator is typically used with two commercial

filters. F1 will refer to the more lightly filtered beam which is comprised of 2 mm Al added

filtration. F2 will refer to the more heavily filtered beam which is comprised of 1.5 mm

Al+0.25 mm Cu+0.75 mm Sn. Both of these beams operate with the maximum 320 kVp

tube potential and 12.5 mA tube current. The XRad320 utilizes a Comet MXR-321 x-

ray tube (Comet AG, Liebefeld-Berne, Switzerland) and a Gulmay 320 (Suwanee, GA)

constant potential generator. The tube has a typical tungsten anode with a target angle

of 30 degrees. It also has an inherent filtration of 1 mm Be along with a 2 mm Be exit

window. The XRad 320 is used for whole-body irradiation of mice, as well as cell studies.
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Single-field approaches have been used for studies of retinoblastoma [50] and fractionation

in lung cancer [51], among many others. It is still a common technique, for example, to

irradiate bone marrow before hematological studies [52]. X-ray irradiators are also used

for high-throughput irradiation of cells in petri dishes [53] or blood vials [54]. Field sizes

vary based on the irradiation setup. Collimating a beam may introduce scatter into the

field and affects the electron backscatter in the specimen [55]. When a specific tumor site

is required for small animal irradiations in these cabinet irradiators, custom restraining

jigs and beam shaping collimators are made. For example, plastic cones with holes only

for the protruding snout are used for experiments on oral mucositis [56] or a heterotopic

tumor can be made to protrude through a plastic restraining tube [57]. Beam shap-

ing may be accomplished with lead blocks with apertures around the target or the field

size is collimated to as small as possible [58, 59]. These units are typically operated by

users without physics support, and instead rely on manufacturer-supplied calibrations or

lookup tables. Experiments can have widely varying methods of setup requiring complex

calibration and dosimetry support. This has led to a documented lack of reproducibility

in small animal studies [39]. It has been suggested that a large contributing factor in

this is the lack of standardized dose delivery in small animals. In response to both the

limitations of non-conformal delivery and limited dosimetric information, conformal small

animal irradiators with treatment planning systems were invented for commercial use.

2.2.3 Conformal irradiators

As mentioned, the single-field, whole-body irradiation techniques commonly used in pre-

clinical research presented a challenge in the translation of results from mice to humans

[60]. In response, several commercial small irradiators have become commercially avail-

able in the past 10 years, including modification of a µCT scanner at Stanford University

[61] and an Ir-192 hemi-brain system at Washington University [62]. Systems developed
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Figure 2.3: XRad320 cabinet irradiator.

at Princess Margaret Hospital (PXi SmART) and Johns Hopkins University (XStrahl

SARRP) have been the most successful commercially to date. The SMART and SARRP

units integrate multi-modality imaging, radiation treatment planning, and conformal de-

livery techniques with brass stereotactic cone attachments [63, 64], which results in field

sizes as small as 0.5 mm. The small animal radiation research platform (SARRP) by XS-

trahl (XStrahl Ltd., Camberley, UK) is capable of delivering multi-directional, kilovoltage

radiation fields to targets in rodents using CBCT image guidance with sub-millimeter pre-

cision. Small animal conformal irradiators are shielded in a cabinet, as with the large-field

irradiators described before. They consist of an x-ray tube mounted on a rotating gantry

and a carbon fiber treatment couch capable of xyz translation, roll, and pitch. The tubes

are typically used for imaging as well as treatment by adjusting the kVp and mA settings

and using a mounted flat-panel imager. Varying field sizes are achieved by replacing the

brass collimating nozzle. Figure 2.4 shows the SARRP unit at the University of Wiscon-

sin with the 10 mm stereotactic cone in place. The SARRP utilizes a Varex NDI-225-22

x-ray tube attached to a gantry that can be rotated between -180 and 180 degrees. The

maximum tube potential can be adjusted in 1 kV increments between 30 and 225 kVp.

The x-ray tube has a 20 degree tungsten target and an inherent filtration of 0.8 mm Be.
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There is a standard therapeutic beam for the SARRP that has a maximum tube potential

of 220 kVp and a 13 mA tube current with 0.15 mm Cu filtration.

Figure 2.4: The SARRP unit at the University of Wisconsin.

2.3 Quality of x-ray beams

2.3.1 Beam quality definition

There are two mechanisms by which x-rays are produced: bremsstrahlung and fluores-

cence [15]. Electrons are accelerated into a target, typically tungsten for the medium-

energy range and above, causing either of these interactions. Bremsstrahlung x-ray pho-

tons are emitted by radiative interactions with the Coulomb force field of atomic nuclei

as the electron decelerates. Since an electron may have one or more bremsstrahlung
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interactions in the material and interaction may result in partial or complete loss of elec-

tron energy, the resulting bremsstrahlung photon may have any energy up to the initial

energy of the electron. Fluorescence x-rays, also called characteristic x-rays, are emit-

ted when hard collisons occur between charged particles and inner-shell electrons and

energy is released to fill the inner-shell vacancy. Characteristic x-rays have discrete en-

ergies dependent on the material of the target as their energy is equal to the difference

in the binding energy of the inner-shell and outer-shell electrons. For tungsten, the dis-

crete energies of importance for the energy range investigated in this work lie between 58

and 69 keV [3]. The resultant x-ray spectra can be categorized by the range of energies

present, where a “hard” beam has more penetrating power with a higher average energy,

while a “soft” beam has lower average energy and is less penetrating. The initial output

spectrum can be altered by placing various filtration material in the path of the beam.

The principal result of adding filters to an x-ray beam is to remove photons preferen-

tially at energies where the attenuation coefficient is largest. The photoelectric effect

dominates at energies below approximately 300 keV so preferential attenuation of lower

energy photons occurs which causes beam hardening. At energies higher than 300 keV,

the Compton effect starts to dominate which mainly removes the photons below a few

hundred keV without greatly modifying the spectral shape. This does not become im-

pactful until reaching the MV energy range so it is not a concern for the energy range of

this work.

Ideally, the energy fluence distribution would be used to describe each beam, but spectral

distributions are difficult to measure. In most situations the beam quality is specified

by its attenuation characteristics in a reference medium. This includes the peak voltage

(kVp), the first and second HVL, and HC. The HVL is the thickness of a medium of

specified composition required to attenuate the intensity of the beam to half its original

value [3]. The second HVL is the additional thickness needed to reduce the intensity by
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half again, and the HC is the ratio of the first and second HVL. The HC approaches unity

as the spectrum is narrowed by filtration to approach a monoenergetic beam. Aluminum

is the typical reference medium for energies less than 120 keV and copper is the typical

reference medium for energies between 120 and 500 keV. This work will primarily use

copper as the reference medium. To determine the first and second HVL, an attenuation

curve is typically measured with an ionization chamber. Essentially, the air kerma is

measured with increasing thickness of the attenuating medium. The first HVL can then

be easily determined by noting at which thickness the air kerma drops to half its original

value. The second HVL can be determined by noting the quarter-value layer (QVL)

and subtracting the first HVL thickness from this value. When measuring the HVL, a

narrow-beam geometry is required, i.e. scattered x-rays from the attenuator must not

reach the detector.

2.3.2 Filtration composition

The characteristic x-rays produced by tungsten cause significant peaks in the energy

spectrum, known as K lines, as shown in Figure 2.5, that can lead to a low average

energy despite a high maximum energy. These K lines can be preferentially filtered out

by tin filters. Tin has a K absorption edge at 29.2 keV which will strongly absorb x-rays

between 30 and 70 keV by the photoelectric effect [3]. The K-edge refers to a sharp and

significant increase in the mass energy attenuation coefficient which causes the material

to act as a bandpass filter. The x-rays in the specified energy range have a much higher

probability of being absorbed than at energies outside of that range.

Tin does little to absorb x-rays below 29 keV and also produces its own characteristic

x-rays. To preferentially reduce x-rays below 29 keV, a copper filter can be added as

its K-edge is at 9 keV. Finally, an aluminum filter can be added to absorb the very low
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Figure 2.5: Example of an unfiltered x-ray spectrum with the tungsten x-ray lines
produced by the tungsten target.

energy characteristic x-rays produced by copper. These combination filters of tin, copper

and aluminum are called Thoraeus filters [65]. There are three standard Thoraeus filters

used with orthovoltage x-rays which are not thick enough for the energy ranges used in

this project. To increase the average energy even further, a more dense filter is needed.

It is possible to use tantalum or tungsten for this purpose, but due to their characteristic

x-rays, the filters must be backed by the tin, copper and aluminum filters as well. Lead

is another common filter material and is used for NIST’s highly filtered H-series x-ray

beams, also requiring tin, copper and aluminum combination filters.

2.3.3 Moderately filtered x-ray beams at the UWADCL

This work will often mention the M-series x-ray beams, which are a series of moderately

filtered x-ray beams maintained at the UWADCL. They are a set of beams that have

been matched to standard beams at NIST and are used for calibrations of ionization

chambers in terms of air kerma for both therapy and diagnostic x-ray applications. They
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match the NIST beams in tube potential, first HVL, second HVL, and HC. For beams

with tube potentials higher than 50 kVp, the air kerma rate was established using an

Exradin A3 spherical ionization chamber (Standard Imaging, Middleton, WI) that has

been calibrated at NIST. Table 2.1 outlines properties of the M-series beams of interest

to this work.

Table 2.1: UWADCL M-series beam properties.

Beam code
Tube

potential
(kVp)

Tube
current
(mA)

Added filtration
(mm Al or Cu)

HVL
(mm Al)

HC
Air-kerma

rate
(mGy/s)

UW50-M 50 25 1.08 Al 1.04 66 2.020
UW60-M 60 25 1.50 Al 1.65 67 1.796
UW80-M 80 25 2.75 Al 3.00 68 1.821
UW100-M 100 25 4.77 Al 4.98 72 1.822

UW120-M 120 25 3.0 Al +
0.10 Cu

6.77 75 2.365

UW150-M 150 20 2.83 Al +
0.28 Cu

10.1 87 2.173

UW200-M 200 15 1.00 Al +
1.01 Cu

14.8 95 1.930

UW250-M 250 12 1.96 Al +
2.36 Cu

18.3 98 1.633

2.4 Summary and project scope

This chapter gave an overview of absolute dosimetry, and the current state of a few x-ray

standards in the medium and higher energy x-ray range. This work aims to improve

the x-ray standard for radiobiology irradiators and Ir-192 brachytherapy sources. It also

aims to develop an air kerma standard for high energy x-ray beams that is currently

unavailable. These improvements and establishments will be achieved through the use of

a free-air chamber and known-volume ionization chambers that were developed for this

project.
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Chapter 3

Free-air chamber development

3.1 Mechanical design

3.1.1 Size determination

When Attix originally proposed his new chamber design, he included comments on how

large a free air chamber would need to be to account for medium energies. He said

specifically “for a chamber covering the x-ray voltage range of 50-250 kV, a diameter of

30 cm would be appropriate, reducing the losses due to electrons terminating in the walls

to a few tenths of a percent in the worst cases [21]”. He included in a footnote that

the estimate is based upon experiments done to determine the optimal plate separation

for parallel plate free air chambers [66]. For the study, Attix and DeLaVergne acquired

three measurements for various x-ray beams: (1) determine the ionization produced in

parallel layers of air at various perpendicular distances from a narrowly collimated x-ray

beam (which they call the grid chamber), (2) repeat (1) and include an “electron filter”

interposed between the x-ray beam and ion-collecting region to absorb all the electrons
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originating in the beam but allow scattered x-rays to pass through with little attenuation,

and (3) measure the ionization produced in a conventional free-air chamber by the same

x-ray beam. Then the percent ionization lost by inadequate separation of the parallel

plates was determined by the following equation:

% electron loss =

(100)(1.087)(2)
∞∑
d

(Iefo − Ieft)

Isc
(3.1)

where Iefo is the grid-chamber ionization current with the electron filter out, Ieft is the

grid chamber ionization current with the electron filter in place, Isc is the corresponding

ionization current in the standard free air chamber, and d is the variable distance from the

collector plate to the x-ray beam in the grid chamber [66]. The factor of 2 was included

because the grid chamber measured the ionization only on one side of the x-ray beam.

The 1.087 was a correction factor that accounted for the area covered by nylon threads

which absorbed electrons. Attix and DeLaVergne showed that once the collecting volume

reaches 12 cm radius (or 24 cm diameter), electron losses reduce to within a percent for

x-ray energies up to 250 kV [66]. The authors thought it would be desirable to convert

the data for parallel plate chambers to a more general form that could be applied to any

free-air chamber in which the cross-sectional shape of the collecting volume was known.

From these results, a 30 cm diameter was chosen for the medium-energy free-air chamber

for photon energies up to 300 keV. This was verified by calculations and a Monte Carlo

simulation. The maximum energy of an electron produced by a 300 keV photon will

be approximately 300 keV. The CSDA range of a 300 keV electron in air is 77.78 cm

[67]. Although this is about 2.5x the proposed diameter, the interactions that produce

300 keV electrons will be very rare. For energies between 50 and 300 keV interacting in

air, Compton scattering events dominate. The maximum energy that can be transferred

to an electron in a single Compton interaction is given by the following equation [68]:
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Ee− |θ=π = hν

(
2hν/mec

2

1 + 2hν/mec2

)
, (3.2)

where hν is the energy of the photon and mec
2 is the rest mass energy of an electron.

Therefore, the maximum energy transferred to an electron from a 300 keV photon in a

Compton scattering event is

Ee−|θ=π = 300 keV

(
2× 300 keV/511 keV

1 + 2× 300 keV/511 keV

)
= 162 keV. (3.3)

The CSDA range of a 162 keV electron in air is 29.63 cm which is roughly the same as the

proposed diameter of the collecting volume [67]. Since the probability of an interaction

causing an electron to have a higher energy than 162 keV is very low, the effective range

of the electrons will be about 30 cm. Combine this with the fact that the x-ray spectra

have very few photons at these high energies to begin with, a 30 cm diameter collecting

volume should be sufficient to collect the majority of electrons.

Finally, the Monte Carlo code Monte Carlo N-Particle transport code 6 (MCNP6) was

used to confirm the experiments by Attix and the above calculations. An x-ray disk

source was created to mimic an x-ray beam past the FAC’s beam-defining aperture which

was pointed at a cylindrical volume of air as shown in Figure 3.1. The length of the air

volume was constant (30 cm) and the radius varied between 1 and 20 cm. A *F8 tally was

used to determine the electron energy deposition within the volume for different photon

energies. Those results are shown in Figure 3.2. The figure shows a positive slope at

small radii for all energies indicating that some electrons are escaping the cylinder before

depositing all of their energy. Each line corresponding to a different energy plateaus

once the radius of the volume is large enough to collect all of the electron energy. The

radius at which this happens is different for the different energies because the electrons
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have different ranges. Of importance is that by 12 cm radius, or 24 cm diameter, each

line has leveled off regardless of photon energy which confirms Attix and DeLaVergne’s

measurements. This is shown more clearly by the slopes of the lines plotted in Figures

3.3 and 3.4. This concludes that a 30 cm diameter collecting volume should be sufficient

in collecting all of the electrons produced by photons with energies up to 300 keV. In the

actual design of the free air chamber the walls will contribute to scatter and electron loss,

but those detriments will be accounted for with minimal correction factors.

Figure 3.1: The geometry for the size test MCNP6 simulations. The disk source
represents the x-ray beam after passing through the aperture and the distance between
the source and the collecting volume is the distance between the aperture and collecting
volume in the full design.

Figure 3.2: Electron energy deposition for various size volumes of air for electrons
produced from different energy photons.
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Figure 3.3: Slopes of the lines in Figure 3.2 indicating that the slopes plateau at radii
larger than 15 cm.

Figure 3.4: The higher radius portion of Figure 3.3 zoomed in.
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3.1.2 Aperture flare and graphite window

Certain FAC designs include a 45° flare in the aperture to reduce sensitivity to imperfect

alignment. With the advent of lasers for alignment, it is possible to align chambers within

a millimeter of precision, so there is not as much need for this feature. There are significant

disadvantages to the flare as well, including it being more difficult to manufacture and

verify the diameter. Figure 3.5 shows there is no significant difference in the aperture

correction with and without the flare. Therefore, no aperture flare was included in this

FAC design.

Figure 3.5: The aperture correction factor as a function of energy with and without
an aperture flare.

Another FAC design possibility is the inclusion of graphite windows. The purpose of the

graphite window is to provide a source for electrons to aid in achieving CPE. There are

some concerns with including a graphite window: the graphite thickness would need to

be 0.017 cm making it very fragile, an extra attenuation correction would be needed, and,

most notably, the inclusion of a graphite window makes the chamber not technically a

free-air chamber as it is no longer free-in-air. The scatter and electron loss correction

factors were compared with and without the graphite window to investigate if this FAC
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could do without. Figure 3.6 and 3.7 show how these correction factors are affected by the

removal of the graphite window. Since both correction factors were affected, the percent

difference by removing the window as a function of energy was plotted as shown in Figure

3.8. The average scatter improvement was 0.27% and the average electron loss detriment

was 0.05%. The improvement in the scatter correction is larger than the detriment to the

electron loss so this, combined with the disadvantages listed, leads to the conclusion that

the graphite window is not necessary. The minimal added loss of electrons will simply be

corrected for with the electron loss correction factors.

Figure 3.6: The scatter correction factor as a function of energy with and without a
graphite window. Since unity would indicate no scatter, removing the graphite window
improves the scatter correction.
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Figure 3.7: The electron loss correction factor as a function of energy with and without
a graphite window. Since unity would indicate no electron loss, removing the graphite
window worsens the electron loss correction.

Figure 3.8: The percent difference in the scatter and electron loss correction factors
when the graphite window is removed. Removing the graphite window improves the
scatter correction but worsens the electron loss correction.
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3.1.3 Aperture diameters

Two apertures with different diameters were desired to aid in validation of the FAC by

providing multiple data points with different collecting volumes. One of the diameters was

chosen to be 1 cm to be consistent with other FAC’s of this size, but a smaller diameter

aperture was desired. With a smaller diameter, it’s possible that the signal would be too

low for a decent signal-to-noise ratio (SNR) so the signal with aperture sizes of 1 cm,

0.5 cm, and 0.25 cm diameter were investigated. Air kerma rates, K̇, for each relevant

beam code from the UW M-series beams was converted to current, A, by

A = K̇ ·m · 1

W/e
, (3.4)

where the mass, m, is calculated by

m = πr2hρ, (3.5)

where r is the radius of the aperture, h is equal to the length of the FAC collecting volume

when it is collapsed and its signal will be lowest, and ρ is the density of air at STP. Figure

3.9 shows the results. The threshold with the use of a SuperMAX electrometer is 2 pA

so there is no signal concern with any of the aperture sizes. A 0.5 diameter aperture was

chosen as the second aperture.
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Figure 3.9: The signal of each beam code with the various aperture diameter options.

3.1.4 Shielding calculation

To prevent in-scattering of x-rays from room scatter, lead shielding is required to envelop

the FAC. The concrete x-ray vault where the FAC will be used was modeled in MCNP6

based on room dimensions from building plans. The FAC shielding was also modeled

inside the room at it’s approximate location for measurements. A disk source of parallel

photons was placed at the location of the x-ray tube exit window in the vault to approxi-

mate an x-ray beam of 320 keV photons. No aperture was included on this model so that

any x-rays entering the shielding will be from scattered x-rays and not the primary x-ray

beam. An F4 tally was used to calculate the flux of photons inside the shielding with

various iterations of lead. The optimization of the lead shielding had two goals: to reduce

the flux of scattered x-rays inside the shielding and to keep the weight of the shielding at

a manageable level. The front shield requires significantly more lead than the other sides

as the primary x-ray beam impinges directly onto this front face. The HVL of a material
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at a specific energy is given by

HV L =
ln 2

µ
(3.6)

where µ is the attenuation coefficient of the material at that energy [3]. With the µ value

from NIST’s ESTAR database, the HVL of a 320 keV photon is 1.7 mm Pb [67]. The

rule of thumb for sufficient shielding for primary barriers is 10 HVL’s which is equivalent

to 17 mm of lead. This was verified with the F4 tally directly behind the front face of

lead as shown in Figure 3.10.

Figure 3.10: Flux of scattered x-rays that pass through the front face of the shielding
box. The flux levels off by 15 mm of lead.

The amount of lead in the top/sides/back/bottom of the shielding was increased until

the x-ray flux inside of the shielding reached a minimum. This occurred when the lead

was 2 mm thick as shown in Figure 3.11. It was also found that the bottom shield of

lead was not necessary and the aluminum plate that supports the FAC provides sufficient

shielding. Removing that lead allows for a reduction in the weight of the shielding.

The shield plates were manufactured by Hopewell Designs. After consultation, the final

shielding configuration was 20 mm of lead for the front face and 2 mm of lead for the other

faces. The lead pieces were sandwiched between 2 mm aluminum plates for structural

support and then painted for lead safety. Figure 3.12 shows the completed shielding.
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Figure 3.11: Flux of scattered x-rays that pass through the shielding box at various
thicknesses.

Figure 3.12: Assembled shielding for the FAC standing on the FAC cart.

3.1.5 FAC design

A variable-length FAC based on designs by Attix [22] and the National Radiation Stan-

dard Laboratory in Taiwan [20] was created using SolidWorks, a solid modeling computer-

aided design and computer-aided engineering computer program published by Dassault

Système (Waltham, MA). The FAC is composed of a stationary aluminum cylinder and

two outer telescoping aluminum cylinders that are each attached to a stepper motor-

controlled linear stage with precision lead screws for known cylinder separation distances.
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The cylinders have “top hat” plates that are connected to the linear stages via trusses.

The cylinders are all 30 cm in diameter and the three together are 30 cm in length when

collapsed and double in length to 60 cm when fully extended. The stepper motors were

programmed to move in 35 mm increments to acquire four measurements for each mea-

surement set. This allows for the generation of a charge vs. cylinder separation graph

with four data points rather than just two. In place of the change in charge over the

change in length noted in Equation 2.9, the slope of this graph is used. An aluminum

collecting rod is located halfway between the bottom of the FAC and the defined x-ray

beam. The cylinders are biased and the collector kept at zero potential to establish an

electric field for ions created by the x-ray beam to travel along to the collector. This

is outlined further in the electric field simulation section. Electrically critical parts were

cleaned to remove oil and other particles that could result in poor insulation or pockets of

unreliable electric field. Polycarbonate guards surround the collector at both ends to sep-

arate it from the high voltage plates. A guard tube made of aluminum and polycarbonate

is located at the back of the FAC to protect the collector when the cylinders are moving

and to maintain the edge of the electric field at the back plate. A smaller aluminum guard

is located at the front of the FAC to maintain the edge of the electric field at the front

plate. Thick polycarbonate washers separate the trusses and the high-voltage plates to

isolate the biased FAC from the linear stages. Two limit switches, a mechanical one and

an electrical one, were placed so that if the shielding is lifted off of the FAC, the high

voltage will switch off for safety. Two tungsten beam-defining apertures of known area

were fabricated to be 20 mm thick and machined to nominal diameters of 5 and 10 mm.

These apertures were measured with precision pin gauges and the diameters were 5.004

and 10.01 mm, respectively. Figure 3.13 shows the schematic of the FAC in a partially

extended position. Figure 3.14 shows the FAC once it was fully assembled before the

shielding was added. Figures 3.15 through 3.17 show stages of assembly of the FAC that

are of interest.
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Figure 3.13: Schematic of the front and lateral view of the FAC when it is partially
extended. The colors denote materials: green is tungsten alloy, black is lead and blue
is aluminum.

Figure 3.14: The FAC fully assembled in its extended position. The orange wires
electrically connect all three cylinders. Note the thick plastic washers and screw sheaths
that electrically separate the trusses from the biased plates.



43

Figure 3.15: The front of the FAC showing the guard and the BNC connector that has
been drilled into the collecting rod. The dust cap was temporarily on the the connector
until it was wired to be accessible from outside the shielding.

Figure 3.16: The back of the FAC showing how all of the wiring was run through the
back of the shield to a control box. The box holds the power supplies and encoders for
the stepper motors as well as the HV supply for the FAC. The wiring includes the HV
wiring, the signal wire, and wires for the stepper motors and limit switches.
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Figure 3.17: A front view of the 5 mm tungsten aperture. The aperture is held
with the pins that have been press fit into the steel plate and the screws which can be
removed to switch out the apertures. This picture was taken after alignment during a
measurement course so the 1 m green laser can be seen at the back plane of the aperture
at the POM and the cross laser can be seen shining through the aperture.

3.2 Correction factors

The FAC signal must be corrected for temperature, pressure, ion recombination, polarity

and electrometer accuracy in the same manner as a typical ionization chamber. The

temperature and pressure correction follows

PTP =
273.15 + Tair
273.15 + T0

× P0

Pair
, (3.7)

as outlined in TG-51 [69] where T0 and P0 are the standard temperature and pressure. The

electrometer correction is simply the calibration coefficient reported on the electrometer.

The ion recombination and polarity corrections require measurement and will be outlined

in Section 3.4.2. Outside of these typical correction factors, free-air chambers require

additional collection efficiency correction factors. They account for scatter contribution to
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the signal, signal reduction due to electron loss in the collecting volume and attenuation of

the x-ray beam along the path from the POM to the center of the collecting volume. These

correction factors were measured in past free-air chambers, but required dismantling for

some of the measurements, which modifies a primary standard [17, 66, 70] . In response,

Monte Carlo became the standard method for calculating the factors [71–73]. The EGSnrc

user code, egs fac, is a self-consistent Monte Carlo code that calculates each of the relevant

correction factors [74]. EGSnrc is particularly well-suited for these correction factors

because of its excellent approximation of electron transport at low energies [75]. Table

3.1 gives descriptions of each of the correction factors and their relationship to unity.

The correction factors less than one remove the contribution of photons that penetrate

through the tungsten aperture or that scatter out of the x-ray beam but still are collected.

The correction factors that are greater than one replace electrons that collide with the

wall or collecting rod before depositing all of their energy in the air, and replace x-rays

that attenuate before reaching the collecting volume. The attenuation correction factor

will be discussed in Section 3.4.3.

Table 3.1: Free-air chamber correction factors

Correction factor Description Relationship to unity

kap Aperture penetration correction <1

ks Scatter correction <1

ke Wall electron loss correction >1

ksh Collecting rod electron loss correction >1

katt Attenuation correction >1

The geometry model of the FAC is simplified for simulation and is shown in Figure

3.18. A number of settings were used universally across all the simulations in this work,

regardless of the user code. Rayleigh scattering was turned on. The bremsstrahlung cross
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sections used the NRC library [76–78] and the bremsstrahlung angular sampling used the

higher order Koch-Motz sampling technique [79]. Electron impact ionization was turned

on, and the photon cross sections utilized the XCOM library [80]. All other parameters

were set to their default values. The values for ECUT and PCUT, which respectively

specify the electron and photon energy below which the particle history is terminated,

were both set to 1 keV. The value for ECUT must be 512 keV to account for the rest

mass energy of an electron. Each simulation was run with 108 histories. The source was

a disk source of parallel photons to approximate an x-ray beam. With the use of the

UWMRRC computing cluster, variance reduction was not required for these simulations.

Figure 3.18: The simplified geometry of the FAC used in the Monte Carlo simulations.
Dark blue represents the lead shielding, light blue is the aluminum FAC, and green is
the tungsten aperture. The air cylinder has been removed for a clearer view.

The correction factors were determined for monoenergetic photons in 5 keV increments

from 10 to 320 keV instead of simulating each x-ray beam quality. This was due to the

large amount of beam qualities used or developed for this project. The weighted average of

the correction factors could be calculated for any x-ray quality, including future qualities,

without requiring a full simulation. For a photon fluence spectrum, φ(E), either measured

or simulated, the weighted average for each correction factor, k(E), were calculated by
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k =

∫ Emax

Emin
k(E)φ(E)dE∫ Emax

Emin
φ(E)dE

. (3.8)

Figure 3.19 shows the correction factors for monoenergetic photons and Figure 3.20 shows

the weighted average correction factors for the M-series beams. The mononenergetic

correction factors are consistent with the literature for FAC’s of similar size [20]. Features

of these graphs include the dip in the aperture penetration correction due to the tungsten

K-edge that occurs at 69.5 keV and the local minima in the electron loss correction factors

due to the dominant photon interaction process switching from the photoelectric effect

to Compton scattering. This minimum occurs at a lower energy for the collecting rod

because the collecting rod is closer to the x-ray beam than the walls. The error bars

represent one standard deviation. To verify that the weighted average method works, the

correction factors were simulated with the UW-250M x-ray spectrum that was measured

as part of Jacqueline Moga’s thesis work [81]. This comparison is shown in Table 3.2

which shows the values agree well and the weighted average approach is appropriate.

Figure 3.19: Correction factors for monoenergetic photons. The error bars represent
one standard deviation.
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Figure 3.20: M-series x-ray beam collection efficiency correction factors for the FAC.

Table 3.2: UW-250M correction factor comparison

Correction factor Weighted average value Full simulation value Percent difference (%)

kap 0.9981(6) 0.9982(6) 0.01

ks 0.9962(8) 0.9964(7) 0.02

ke 1.0029(6) 1.0034(10) 0.05

3.3 Electric field simulation

The electric fields inside the FAC and the known-volume ionization chambers were mod-

eled using COMSOL Multiphysics® (Stockholm, Sweden) finite element analysis soft-

ware. The 3D electric fields can be simulated with an axisymmetric 2D model using the

AC/DC Electrostatic Application Module because the FAC and the ionization chambers

are symmetric. The FAC was specifically designed so that electric field nonuniformity

at the ends of the chamber is acceptable by using the variable-length design. The high

voltage of the cylinders, especially at sharp corners and where it comes near the grounded
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guards, becomes a concern as a coronal discharge can occur when the electric field is above

3000 kV/m. This discharge is unsafe and can damage the FAC. Electric field simulations

were used to design these areas of the FAC to keep the electric field below 1000 kV/m

to be conservative. To determine the bias for the FAC, saturation curve measurements

needed to be acquired which would not happen until the FAC was fully built. It was

estimated that the bias would be between 2 and 4 kV so the simulations were performed

with the HV plates biased to 4 kV to be conservative. Figure 3.21 shows the COMSOL

rendering. The separation between the high voltage plates were increased and the ra-

diusing of the HV plates was increased until the electric field dropped below 1000 kV/m.

Radiusing in this context refers to the machining term to round edges to a specified ra-

dius. It was determined that the guards at ground and the high voltage plates needed to

be separated by 1.5 cm and the 0.25 inch thick high-voltage plates needed to be radiused

to at least 0.1 inch. Special attention was paid to these parameters during manufacturing

and assembly of the FAC.

Figure 3.21: A 2D rendering of the collector guard system at the front of the FAC, with
the electric field from the COMSOL simulation. This shows the optimized parameters
needed to avoid a coronal discharge in the FAC. The same COMSOL simulation was
run on the back of the FAC with the same results, so only the front of the FAC is
presented here.



50

3.4 Measurements for establishment and validation

3.4.1 FAC tolerances

3.4.1.1 Alignment

Due to manufacturing tolerances and errors, there was the potential that the FAC could

not be perfectly aligned from the perspective of the x-ray beam. To address these con-

cerns, tolerances were calculated for manufacturing and assembly. This was done by

investigating how the scatter and electron loss correction factors change with various

possible alignment errors. Since the correction factors quantify the amount of scatter

and electron loss occurring, these factors deviating from unity more than the perfect case

would indicate that the misalignment is of concern. The misalignment errors that were

investigated include a gap between the telescoping cylinders, translation of the FAC off

center, and yaw of the FAC. The translation was done along the x-axis, but because the

FAC is symmetric, translation in the y-direction should cause the same effect as in the

x-direction. This is also the case with the pitch and yaw. It was found that a small mis-

alignment not visible to the naked eye would not affect the correction factors. Essentially,

as long as the x-ray beam could pass through the FAC unencumbered there would be no

issue. Figures 3.22, 3.23, and 3.24 show the behavior of the correction factors with the

various misalignments. During FAC assembly, shims were used between the trusses and

the polycarbonate washers to keep the FAC level and reduce pitch and yaw misalignment.
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Figure 3.22: The electron loss correction factors (left) and photon scatter correc-
tion factors (right) with increasing gaps between the inner and outer cylinders. The
maximum gap was determined to be 5 mm from manufacturing tolerances.

Figure 3.23: The electron loss correction factors (left) and photon scatter correction
factors (right) with increasing translation of the FAC along the x-axis. Any movement
beyond 10 mm would be visibly off center.
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Figure 3.24: The electron loss correction factors (left) and photon scatter correction
factors (right) with angle of the FAC relative to the z-axis. Larger angles would be
noticeably misaligned.

3.4.1.2 Gaps in shielding

Since each shield piece is manufactured separately, it is not possible to get a perfect seal

at the edges of the shielding box. Also, there needs to be some wiggle room between the

sides and the front/back of the shielding since it will have the ability to be lifted off to

have access to the FAC. The MCNP model for determining the shielding thickness was

modified to ensure that a gap in the shielding up to 1 cm would not affect the flux of

of particles significantly. The flux was 0.4144 particles/cm2 without the gaps and was

0.4145 particles/cm2 with the gap, both with a standard deviation of 0.13%. Therefore,

a slight gap in the shielding does not affect the in-scatter. The shielding was designed

with a 0.25 inch gap which equates to 0.635 cm.

3.4.2 Recombination and polarity measurements

Once the FAC was fully assembled, the first step was to check the SNR. There were efforts

made when assembling the FAC to reduce the noise, specifically cleaning the electrically
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critical parts to remove oil and dust and then handling with gloves until permanently

affixed. The leakage signal was found to be on the order of 50 fA and the actual signal

was found to be on the order of 1 nA for the M-series beams which leads to an SNR of

50,000. The SNR was deemed acceptable for future measurements.

The next step was to determine the applied voltage by measuring the ionization satura-

tion. The absorbed dose deposited in a gas by ionizing radiation is proportional to the

charge produced in the gas, but the amount of charge collected is less than the charge

produced because of recombination of some positive and negative ions within the gas. An

ionization chamber is said to be “saturated” when ionic recombination is absent. Increas-

ing the bias on the chamber generally decreases the recombination and asymptotically

approaches saturation. It’s not possible to increase the applied potential indefinitely to

completely eliminate recombination because of electrical breakdown of insulators or gas

multiplication. It is necessary to calculate the magnitude of the charge deficiency and

make a correction to obtain the charge produced in the chamber. The ionization sat-

uration as a function of applied collecting potential was measured with the UW-250M

beam which has a nominal air kerma rate of 1.633 mGy/s. The measurements were

acquired with the FAC in its fully open and fully closed positions and with a negative

applied voltage. The amount of charge collected is less for the fully closed position but

the slope of the saturation curves should be the same for both, which was the case. The

1/charge readings vs. 1/voltage (Jaffe plot) is plotted in Figure 3.25 and extrapolated

to the (1/voltage)=0 axis to obtain the ionization for complete saturation. The data

shows that the linear region of the curve lies between -5000 V to -3000 V. An applied

voltage of -3600 V was chosen which leads to a recombination correction factor of 1.01.

The measurements were repeated with positive applied voltages to determine the polarity

correction factor. The difference in the charge readings with the different polarities was

very small as shown in Figure 3.25. At -3600 V, the polarity correction is 1.002.
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Figure 3.25: Saturation plot for the FAC used to determine the applied voltage. The
dashed lines indicate the best fit lines of the linear regions of the curves to extrapolate
to an infinite voltage.

3.4.3 Air attenuation measurements

For the Attix FAC, air attenuation was measured before each set of measurements. This

was a relatively easy measurement due to its rail positioning system and was necessary

due to the computational limitations at the time of its development. This medium-energy

FAC is currently on a simple cart that makes alignment a difficult and long process and

performing air attenuation measurements that require multiple alignments would be a

prohibitive process. Since the establishment of the Attix FAC, Monte Carlo and comput-

ing power has improved significantly and it is now possible to simulate the air attenuation

correction factors which are part of the egs fac user code as mentioned previously. Sim-

ulated air attenuation correction factors are not as commonly used as measured factors,

so these correction factors required benchmarking. The UW-150M and UW-250M beams
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on the NDI-451Be x-ray irradiator were used for this purpose. The spectra of the beams

were simulated using the beam model that will be discussed in Chapter 5. A weighted

average was then taken with these spectra using the attenuation correction factors that

were simulated for monoenergetic photons. The attenuation correction factors were then

measured by taking two measurements: one with the POM at 1 m from the focal spot of

the x-ray tube (the standard position of the FAC) and one with the center of the collect-

ing volume at 1 m from the focal spot. The ratio of the measurement with the collecting

volume at 1 m to the POM at 1 m, corrected for 1/r2, is the measured correction factor.

They were measured with the FAC in its open position and closed position which were

found to be consistent with each other. Table 3.3 shows that the simulated and measured

air attenuation correction factors agree well within 0.1%.

Table 3.3: Air attenuation correction factor benchmarking

Beam code Measured correction factor Simulated correction factor % difference

UW-150M 1.0207 1.0203 0.039

UW-250M 1.0183 1.0176 0.070

3.4.4 Inter-comparison measurements

The medium-energy FAC was compared to the Attix FAC and the medium-energy x-

ray standard at the UWADCL to verify its accuracy. The standard is an Exradin A3

ionization chamber as outlined in Chapter 1. Timed charge versus cylinder separation

measurements were made on the UWADCL Comet (Flamatt, Switzerland) MXR-320/26

tube assembly with the UW M-series x-ray beams. The slopes of the charge versus

cylinder separation data were determined and the air kerma rates were calculated from

Equation 2.9. All corrections outlined above were applied for each specific beam. Tables

3.4 and 3.5 shows the air kerma rate measured by the FAC with the 1 cm diameter
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aperture and the 0.5 cm aperture, respectively, compared to the air kerma rate measured

by the A3 chamber. Table 3.6 shows the air kerma comparison between the medium-

energy FAC and the Attix FAC which can only be measured in the UW50-M beam. The

A3 chamber measurements are the two most recent standard measurements at the time

of compiling this data, averaged. The FAC measurements are three measurements taken

over the course of three different days across the span of a few months to evaluate the

reproducibility. The repeatibility of the FAC is evaluated in the Uncertainty Analysis

section. The medium-energy FAC data yield consistent air kerma rates when compared

to the A3 ionization chamber and the Attix FAC, agreeing to better than 0.8%, within

the medium-energy FAC uncertainty of 1.33% and the uncertainty of 0.9% for the A3

chamber calibration.

Table 3.4: FAC benchmarking data with 1 cm aperture

Beam code
Average standard

measurement (mGy/s)
Average FAC

measurement (mGy/s)
Percent

difference (%)

UW-50M 2.0033 2.010 0.334
UW-60M 1.7793 1.789 0.545
UW-80M 1.8092 1.806 -0.177
UW-100M 1.8113 1.819 0.425
UW-120M 2.3530 2.358 0.212
UW-150M 2.1597 2.165 0.245
UW-200M 1.9188 1.913 -0.302
UW-250M 1.6242 1.633 0.542

Table 3.5: FAC benchmarking data with 0.5 cm aperture

Beam code
Average standard

measurement (mGy/s)
Average FAC

measurement (mGy/s)
Percent

difference (%)

UW-50M 2.0033 2.002 -0.065
UW-60M 1.7793 1.785 0.320
UW-80M 1.8092 1.801 -0.453
UW-100M 1.8113 1.817 0.315
UW-120M 2.3530 2.360 0.297
UW-150M 2.1597 2.174 0.662
UW-200M 1.9188 1.926 0.375
UW-250M 1.6242 1.637 0.788
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Table 3.6: Attix FAC compared to medium-energy FAC in the UW-50M x-ray beam

Attix FAC
(mGy/s)

Medium-energy FAC 1 cm
aperture (mGy/s)

Medium-energy FAC 0.5 cm
aperture (mGy/s)

Max. percent
difference (%)

1.992 1.998 1.990 0.301

3.5 Uncertainty Analysis

The method of this uncertainty assessment, as well as all other uncertainty assessments

presented in this thesis, followed the recommendation of the Bureau International des

Poids et Mesures (BIPM) [82]. The uncertainty estimates are of two kinds: Type A

are random uncertainties derived as standard deviations of the mean of quantities that

are repeatedly measured. Type B are subjective best estimates of uncertainties based

on experience and are estimated to correspond to approximately a 67% confidence limit.

Type A can be thought of as the precision of the measurement while Type B represents

the accuracy. Type A and B uncertainties are combined by taking the quadratic sum of

each type separately and then are combined by the same quadratic method to obtain the

coverage factor of k=1 uncertainty for A and B types together. This is doubled to yield

the expanded uncertainty of the measurement, that is its coverage factor of k=2 or 95%

confidence level.

For the medium-energy FAC, this uncertainty assessment was performed for each of the

parameters affecting the quantities of Equation 2.9. For charge, Type A is the repeatibility

of the measurement or the standard deviation in the charge measurement taken four times

in succession. The various diameters of the aperture were measured with precision gauges

to an accuracy of 25 µm. The pitch of the screw drive controlling the cylinder separation is

2 mm and is driven by a stepping motor with 20,000 steps per revolution. The uncertainty

associated with the ability to return to the same cylinder separation is reflected in the

precision of the first and last charge measurements. The correction factor uncertainty is

the combined uncertainty of the highest uncertainties reported from the spectral weighed
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average of simulations done in the EGS user code egs fac. It also includes the uncertainty

in the energy spectra of the M-series as reported in the thesis work of Dr. Moga [81]

which is the dominant contribution to the uncertainty. The uncertainty in air density

refers to the uncertainty in correcting charge measurements to dry air conditions. Since

the FAC has a large volume, it is more sensitive to ambient radiation background than

the much smaller volume field instruments. The reported uncertainty of the fluence of

particles that penetrate the shielding in MCNP simulations is used for the penetration

of chamber by scattered x-rays. This analysis, details of which are shown in Table 3.7,

yielded an expanded uncertainty for air kerma measurements of 1.33% at the k=2 level

for the medium-energy FAC.

Table 3.7: Medium-energy FAC uncertainty budget

Quantity Type A (%) Type B (%)
Charge measurement 0.01
Aperture area 0.207
Change in length, ∆L 0.006 0.01
Correction factors 0.59
Air density 0.1
W
e

0.15
Humidity 0.03
Radiation background 0.01
Recombination loss 0.01
Polarity difference 0.007
Penetration of chamber by scattered x-rays 0.075
Electrometer calibration 0.1
Distance from source 0.033
Rotation, tilt off-axis error 0.058
Standard Uncertainty (k=1) 0.667
Expanded Uncertainty (k=2) 1.33
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Chapter 4

Known-volume ionization chamber

development

4.1 Volume calculation

Exradin A3 ionization chambers are often used at the secondary standards level for stan-

dard measurements in the medium-energy x-ray range. They have a nominal volume of

3.6 cm3 but due to variations in machining and uncertainty in the shape of the electric

field within the chamber the exact volume is not known. For this reason, these chambers,

and all commercial ionization chambers, require calibration in a known field. Standard

ionization chambers at secondary standards laboratories are calibrated at NIST against

the primary standards, and then clinical or research chambers are calibrated against this

secondary standard. To develop an absolute dosimeter that can measure higher energies

than the medium-energy FAC, the volumes of two Exradin A3 ionization chambers were

measured to be known-volume ionization chambers.
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4.1.1 Imaging and surface determination

A Siemens Inveon microCT/microPET hybrid scanner at the University of Wisconsin’s

Small Animal Imaging Facility (UW SAIRF) was used to image the chambers. The

scanner specifications and scan techniques are listed in Table 4.1. The Siemens Inveon

scanner is designed for mouse imaging with a bed that the ionization chambers were

placed on horizontally.

Table 4.1: Known volume spherical chamber correction factors

Parameter Value

Resolution 50 µm

kV 80 kVp

Rotation range 360 deg

Convolution kernel Filtered backprojection

Nominal voxel size 0.0315 x 0.0315 x 0.0315 mm3

The two ionization chambers were manufactured with different techniques in different eras

and were both quantified to verify the reproducibility of the methods. To calculate the

volume, the air within the chamber needs to be segmented from the walls, collector, guard,

etc., within the chamber. The imaging software is then able to calculate the contoured

volume. Due to the finite resolution, a partial volume effect occurs where material and

background partially overlap resulting in an intermediate gray value which gives the

appearance of blurring. A well-defined surface is needed for proper volume calculation.

The ISO-50% method is a global method of surface determination based on a static

threshold value that is commonly used in additive manufacturing quality assurance [83].

The ISO50 value is half of the sum of the average material grey Hounsfield Unit (HU) and

the average background grey HU value. This ISO50 value is used as a threshold where
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every HU value greater than or equal to the threshold is considered material and every

HU value below is considered background. The ISO-50% method is used in this work

to define the inner and outer walls of the ionization chamber to determine the physical

volume and wall thickness of the chambers. To properly determine the physical volume,

the surfaces of the collecting electrode and the guard were also defined. A MATLAB

script was written to import the DICOM data and calculate the ISO50 value for each

chamber. An ISO50 value was calculated for each slice of the chamber and then averaged.

Figure 4.1 shows an example of the raw DICOM data for a single slice of a chamber and

how the ISO50 value was calculated. The ISO50 value for the S/N: 256 chamber was -743

HU and the value for the S/N: XR191680 chamber was -825 HU.

Figure 4.1: An example DICOM slice from one of the A3 ion chambers. The red lines
and dots indicate the material and background values used to calculate the ISO50 value
indicated by the purple line.

The ISO50 values were then used as the thresholds for contouring the chambers in the

Siemens Inveon Research Workspace imaging software, as shown in Figure 4.2. The start
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of the guard marks the lowest contoured slice as made evident by Figure 4.2. From

these contours the software calculated a gross volume that required an electric field and

magnification correction. There was originally a concern that the buildup cap on the

S/N: 256 chamber was compressing the chamber causing the volume to be smaller than

when the buildup cap was absent. Originally, an arbitrary surface threshold was chosen

for both chambers which caused the S/N: 256 chamber volume to be underestimated. By

applying separate ISO50 thresholds for each chamber, no appreciable difference between

the volumes was found with or without the buildup cap. The raw imaging volumes were

4.00 cm3 and 3.83 cm3 for the S/N: XR191680 and the S/N: 256 chamber, respectively.

Figure 4.2: A coronal view of the ionization chambers with the contours shown in
green. The newer model (S/N: XR191680) is on the left and the older model (S/N:
256) is on the right.

4.1.2 Electric field simulation

The collecting volume of the ionization chambers differ from the physical volumes due to

a portion of the electric field terminating in the guard instead of the collecting electrode.

The electric field was modeled in COMSOL Multiphysics to quantify this discrepancy [84],

as shown in Figures 4.3 and 4.4. The measurements used for the COMSOL models were

performed with the measure tool in the imaging software as shown in Figure 4.5. The
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area under the curve where the electric field still reaches the collecting electrode, rather

than the guard, was converted to a volume by rotating the area around the collecting

rod. Assuming the electric field is symmetric about the collecting rod, the equation for

rotating this area is

V = 2π

∫ b

a

r · f(r)dr (4.1)

where a is the radius at the collecting rod, b is the radius at the stem, r is the radius of

each bin and f(r) is the height of the electric field at each bin. This volume was then

subtracted out of the volume determined by the contours in the previous section. After

electric field subtraction, the volumes were 3.99 cm3 and 3.82 cm3 for the S/N: XR191680

and the S/N: 256 chamber, respectively.

Figure 4.3: The electric field simulations in both ionization chambers. The newer
model (S/N: XR191680) is on the left and the older model (S/N: 256) is on the right.
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Figure 4.4: A close up of the electric field near the guard in the ionization chambers.
The newer model (S/N: XR191680) is on the left and the older model (S/N: 256) is on
the right.

Figure 4.5: Measurements of the guard area of the chambers used for the COMSOL
models. The newer model (S/N: XR191680) is on the left and the older model (S/N:
256) is on the right.

4.1.3 Magnification factor

The “Geometry calibration number” is a feature of the Siemens Inveon Scanner that au-

tomatically corrects for magnification that occurs. This factor is within the machine’s

tolerances but was not accurate enough for the level of precision required for this appli-

cation. Therefore, a new magnification factor needed to be applied. A phantom with a

known-diameter (confirmed with calipers) was imaged at the same medium-high magni-

fication setting as the ionization chambers. The center slices from an axial and coronal
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view were taken, smoothed to remove the different HU plugs in the phantom, and the

full-width half-maximum (FWHM) computed. Figure 4.6 shows the image of the phan-

tom and the axial slice HU data used to calculate the FWHM. The magnification factor

is then the ratio of the two averaged FWHMs to the phantom’s measured diameter. The

reader should note that the FWHM is equal to the ISO-50 method in this case. At the

medium-high magnification setting the magnification factor is 1.04 in each dimension.

The volume that was calculated from the contour with the electric field subtracted out is

then divided by this factor, cubed. The factor must be cubed to account for 3-dimensional

volume. After applying the magnification factor, the final volumes were 3.55 cm3 and

3.40 cm3 for the S/N: XR191680 and the S/N: 256 chamber, respectively.

Figure 4.6: The image of the phantom used for calculating the magnification factor
on the left and the center axial slice HU data on the right.

The µCT scanner used in this project was not designed for metrology where dimensional

accuracy is essential, although these scanners do exist. The key to known volume cal-

ibration is to perform the geometry calibration described in this section that converts

nominal voxel dimensions to actual dimensions. This calibration should be established

for the specific reconstruction parameters that are used to scan the chamber.
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4.2 Correction factors

Like free-air chambers, known-volume ionization chambers also require correction factors.

The correction factors needed to determine air kerma using the known-volume spherical

chamber were calculated using various EGSnrc user codes and NIST mass attenuation

values. As described in Equation 2.15, the measurement of air kerma with known-volume

ion chambers can be determined by,

Kair =
Q

m(1− g)

(
W

e

)(
L

ρ

)wall
air

(
µen
ρ

)air
wall

KhKwallKanKcompK. (4.2)

A description of these correction factors is shown in Table 4.2. Two of the correction

factors can assumed to be unity: the axial nonuniformity and wall composition factors.

The axial nonuniformity correction is unity because the ionization chamber will be far

from the x-ray source and the wall composition correction is unity because these chambers

are made of air-equivalent plastic instead of graphite. The humidity correction factor is

0.997 when the humidity is between 15% and 75% [15] which it always is in the air-

conditioned UWMRRC. These correction factors were also computed for monoenergetic

photons and a weighted average was taken with relevant spectra mirroring the methods

that were used to determine the FAC correction factors with the M-series spectra in

Chapter 3. The known-volume chambers were benchmarked in Cs-137 and Co-60 along

with x-ray sources and those correction factors were simulated directly with the source

spectra.

4.2.1 Stopping power ratios

A description of the purpose of stopping power ratios in the calculation of air kerma

with known-volume ionization chambers is detailed in Chapter 2. The Spencer-Attix
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Table 4.2: Known volume spherical chamber correction factors

Correction factor Description Calculation method(
L
ρ

)wall
air

Spencer-Attix collision mass stopping power
for the wall material to dry air

SPRRZnrc

(
µen
ρ

)air
wall

Ratio of mass energy absorption coefficients
averaged over the spectrum for dry air to

the wall material
NIST values

Kh Humidity correction 0.997

Kwall
Corrects for attenuation and scatter in the

chamber wall
CAVSPHnrc

Kan
Corrects for axial nonuniformity due to the

point source nature of the beam
Assumed to be 1

Kcomp
Corrects for nonuniform nature of the wall

material
Assumed to be 1

K Any other corrections needed

mass restricted stopping powers were calculated with the EGSnrc user code SPRRZnrc

[85]. The SPRRZnrc code scores the total dose deposited in two different media: the

wall material and air. The δ events are recorded by scoring electrons that deposit energy

below the ∆ cutoff. The code then outputs the total dose and the fraction of the total

dose excluding δ events. The stopping power ratios are calculated by taking the ratio of

the dose components of the wall material to that of the air, both without the δ events.

For these simulations, PCUT was set to 1 keV. The ∆ cutoff is set by adding the energy

cutoff amount to the rest mass energy. The definition of ∆ is usually taken as the energy

of an electron having a residual range in air equal to L, the mean chord length of electrons

in the cavity of the ion chamber [26]. For isotropic electrons uniformly entering a convex

cavity,

L = 4V/S, (4.3)

where V is the volume and S is the surface area [15]. Although electrons do not enter

the ionization chambers isotropically, the literature shows that this simple formula is
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sufficiently accurate [26]. The volumes of the ionization chambers are 3.55 cm3 and

3.40 cm3 so the chord lengths are approximately 11.3 cm and 10.9 cm, respectively. The

CSDA residual range corresponding to these chord lengths are 26.1 keV and 25.2 keV [67].

Therefore, ECUT was set to 537 keV and 536 keV. Due to the proximity of these values,

any difference in stopping power ratios observed from changing ECUT was investigated

to be found negligible. Therefore, only one stopping power ratio reported for both known-

volume ionization chambers. The x-ray source for these simulations was a monoenergetic

broad parallel photon beam with 1E6 histories and variance reduction was not required.

4.2.2 Wall correction factors

The wall correction accounts for scatter and attenuation in the chamber wall. The tra-

ditional way to calculate kwall is to measure the chamber response as a function of wall

material by adding material on all sides and extrapolating to zero wall thickness. This

is then multiplied by a factor to account for the downstream deposition of the electrons’

energy. Recently. Monte Carlo methods have been employed to calculate this correction.

In this work, it is calculated using the EGSnrc user code CAVSPHnrc, which has been

shown to be accurate within 0.1% [86]. The calculation method for kwall used in this

code is detailed in the work of Rogers and Bielajew [87]. Essentially, kwall is equal to the

inverse of Awall which is expressed as

Awall = AscAat, (4.4)

where Asc accounts for scatter in the wall and is tallied by

Asc =
∑
i

(r0i + r1i )

(∑
i

r0i

)−1
, (4.5)
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and Aat accounts for attenuation in the wall and is tallied by

Aat =
∑
i

r0i

(∑
i

r0i e
+di

)−1
. (4.6)

The tallied energy variables include r0i which is the energy deposited by electrons gen-

erated by the ith primary photon interaction, r1i is the energy deposited by electrons

generated from the second and higher order scattered photons that arise from the ith

primary photon and di is the number of mean free paths in the chamber to the point of

interaction of the ith primary photon.

The cavities are defined as spheres with the same volume and wall thicknesses of the two

chambers. The nominal wall thickness of an Exradin A3 chamber is 0.25 mm. The actual

wall thicknesses were determined by contouring the outside of the chambers with the same

ISO50 threshold used in defining the inner walls. The one-dimensional magnification

factor was also applied. The S/N: 256 chamber has a wall thickness of 0.33 mm without

the buildup cap and 3.16 mm with the buildup cap. The S/N: XR191680 chamber has a

thickness of 0.21 mm without the buildup cap and 2.71 mm with the buildup cap. The

x-ray source was a monoenergetic broad parallel photon beam with 1E9 histories. ECUT

and PCUT were set to 512 keV and 1 keV, respectively. Variance reduction was not

required for these simulations.

4.2.3 Correction factor results

The monoenergetic correction factors are shown in Figure 4.7. The difference in the wall

correction factors for the two ionization chambers is due to the difference in the wall

thicknesses. Figure 4.8 shows the correction factors for the M-series beams, Cs-137, and
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Co-60. The discontinuity for the Cs-173 and Co-60 wall correction factors is due to the

introduction of the buildup cap.

Figure 4.7: The monoenergetic correction factors for the known-volume ionization
chambers are on the left and the monoenergetic mass attenuation and stopping power
ratios are on the right.
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Figure 4.8: Correction factors for the known-volume chambers. The increase in the
wall correction for Cs-137 and Co-60 is due to the introduction of a buildup cap.

4.3 Volume and correction factor validation

4.3.1 Calculation from air kerma calibration

The volume of ionization chambers can be estimated from their exposure calibration

coefficient. As outlined in Chapter 2, the definition of exposure is

X =
Q

m
, (4.7)
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and calibration allows for a substitution of the calibration coefficient for the mass, Nx,

so the exposure equation becomes

X = NxQ. (4.8)

By setting these equations equal to each other and changing mass to the product of the

density of air, ρ, and the volume, V , we can rearrange the equation to calculate the

volume as

V =
1

ρNx

. (4.9)

Both ionization chambers were calibrated in Co-60 against the secondary standard at

the UWADCL to obtain exposure calibration coefficients. The outside diameters of the

ionization chambers were physically measured with calipers and the nominal wall thick-

ness and collector width were subtracted to estimate the volume of the chambers. All

of these values, for both chambers, are within the calibration uncertainty of each other

which gives us confidence that the volumes of these chambers have been accurately char-

acterized. These volumes are shown in Table 4.3.

Table 4.3: Comparison of imaging volumes to calibration and physical measurement

Imaging
volume [cm3]

Calibration
volume [cm3]

Physical
measurement
volume [cm3]

Max. deviation
from imaging

volume

Chamber 1
(S/N:XR191680)

3.55 ±0.90% 3.52 ± 1.50% 3.53 0.85%

Chamber 2
(S/N:256)

3.40 ± 0.90% 3.36 ± 1.50% 3.37 1.20%
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4.3.2 Comparison to NIST-traceable ionization chambers

The two known-volume chambers were compared to NIST-traceable ionization chambers

by measuring and comparing air kerma rates. The NIST-traceable chambers used were

the Exradin A3 standard ionization chamber described in Chapter 2 and an Exradin A12

ionization chamber which was calibrated for air kerma in both Cs-137 and Co-60. The

correction factors outlined in Section 4.2.3 were applied to the known-volume chamber

measurements while the NIST-traceable ionization chambers had their calibration coef-

ficients applied. Pressure and temperature corrections were applied to all chambers. All

measurements were comprised of four 30-second charge readings which were then aver-

aged. The UW-250M x-ray measurements were taken at 1 m from the focal spot with a

10x10 cm2 field and without the buildup cap. Both the Co-60 and Cs-137 measurements

were also taken 1 m from the source and with the buildup cap. Table 4.4 shows the

comparisons of the results in the UW-250M x-ray beam, Cs-137 and Co-60. The known-

volume chamber data yield consistent air kerma rates when compared to the calibrated

ionization chambers, in agreement within 0.63%, less than the known-volume chamber

uncertainty of 1.80 (k=2) and the uncertainties of 0.9% and 1.50% for the A3 and A12

chamber calibrations respectively.

Table 4.4: Known-volume ionization chamber benchmarking data

UW-250M x-ray beam Chamber 1
S/N: XR191680

Chamber 2
S/N: 256

A3 Chamber
S/N: XR022483

Air kerma rate (mGy/s) 1.642 1.644 1.634
Percent difference from A3 0.50 0.63 –

Cs-137
A12 Chamber

S/N: XA060332
Air kerma rate (mGy/s) 0.1732 0.1733 0.1732

Percent difference from A12 0.01 0.03 –

Co-60
A12 Chamber

S/N: XA060332
Air kerma rate (mGy/s) 16.79 16.76 16.83

Percent difference from A12 0.23 0.43 –
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4.3.3 Comparison to FAC

A comprehensive comparison was compiled between both known-volume chambers, the

Attix FAC, the medium-energy FAC with both apertures, the standard A3 ionization

chamber and the nominal air kerma values. This is shown in Figure 4.9. The medium-

energy FAC and known-volume chambers have error bars indicating the uncertainty at

the k=1 level. It can be seen that all of these air kerma values agree as they are all within

the error bars of each other indicating they are all within 1.36% of each other.

Figure 4.9: A comparison of the known-volume chambers, free-air chambers, standard
ionization chamber and nominal air kerma values. All of the values are within the error
bars of each other. The error bars indicate the uncertainty of air kerma at the k=1
level.
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4.4 Uncertainty analysis

Four components of uncertainty were evaluated for the volume including: the resolution

of the CT, determination of HU thresholds for the walls of the chamber by the ISO50

method, the electric field location, and the magnification factor. The uncertainty in

the ISO50 surface determination is the standard deviation of the ISO50 value with a

triangular distribution assumed. The COMSOL electric field uncertainty was determined

by taking the average of the volume removed based on the electric field on either side of the

collecting rod in the 2D simulation and calculating the standard deviation. For both the

ISO50 surface determination and electric field correction, the higher uncertainty between

the two chambers was used to be conservative. The magnification factor uncertainty

was determined by calculating the magnification factor from an axial and coronal slice

of the phantom and applying a rectangular distribution to the bounds of uncertainty.

It also includes the uncertainty on the diameter of the phantom and accounts for the

magnification factor having to be cubed.

Table 4.5: Uncertainty in the volume of the known-volume spherical chamber

Quantity Type A (%) Type B (%)
Resolution of CT 8.4×10−6

ISO50 surface determination 0.89
COMSOL electric field correction 0.13
Magnification factor 0.04
Standard Uncertainty (k=1) 0.90
Expanded Uncertainty (k=2) 1.80

The uncertainty in the volume is then applied to the uncertainty in measuring air kerma.

This includes typical contributions to uncertainty when measuring air kerma with ion-

ization chambers as well as the uncertainty in the correction factors. The correction

factor uncertainty is composed of the uncertainties reported by the various EGSnrc user
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codes and from NIST’s mass attenuation coefficient database added in quadrature. It

also includes the uncertainty in the energy spectra as reported in Dr. Moga’s thesis [81].

Table 4.6: Uncertainty in measuring air kerma with the known-volume chambers

Quantity Type A (%) Type B (%)
Charge measurement 0.035
Volume of ion chambers 0.90
Correction factors 1.0
Air density 0.1
Ionic recombination 0.03
Electrometer calibration 0.1
Distance from source s 0.033
Rotation, tilt, off-axis error 0.058
Standard Uncertainty (k=1) 1.36
Expanded Uncertainty (k=2) 2.74
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Chapter 5

Radiobiology x-ray calibration

beams

5.1 Beam model of the NDI-451Be x-ray tube

A Varex NDI-451Be (Salt Lake City, UT) x-ray tube was used for the creation of the

standard beams as shown in Figure 5.1. It is an industrial x-ray tube primarily used for

nondestructive testing and has a maximum tube potential of 500 kV with an inherent

filtration of 5 mm of beryllium. A collimator to produce a 10x10 cm2 field at 1 m from the

focal spot was attached. A Monte Carlo model of the irradiator was developed to simulate

various spectra to determine the energy-dependent FAC correction factors and for testing

the matching of the beams with a wide range of filtration combinations. The EGSnrc user

code BEAMnrc [88] was used to develop the model. The user code requires specification

of a number of component modules which correspond to the physical components of the

x-ray tube. The accelerator was built by specifying the x-ray tube components and their
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spacing along the beam axis. A rendering of the x-ray tube, its housing, and the beam

collimation system is shown in Figure 5.2.

The Bremsstrahlung production process is inefficient, so variance reduction techniques

were implemented to reduce the simulation times. Directional bremsstrahlung split-

ting (DBS) was used to increase the number of bremsstrahlung photons produced per

bremsstrahlung event and the statistical weight of each photon is reduced accordingly.

Following previously published work, the bremsstrahlung splitting number was set to

2000 [2, 89]. This means that when a bremsstrahlung event occurs, instead of generating

a single bremsstrahlung photon, 2000 photons are created with weight 1/2000. Further-

more, if the produced bremsstrahlung photons are not directed into the user-specified

field, Russian roulette is performed on those photons with survival probability 1/2000.

This methodology allows for the production of a large amount of bremsstrahlung photons

in the field of interested while not wasting computing time tracking photons that will be

attenuated by the collimation system. The DBS radius was set to be 10 cm at a distance

of 100 cm from the source to encompass the entire field and to ensure that ample scatter

from the collimation system was included.

The code generates a phase space file which stores the position, energy and direction of

each particle that crosses a plane below the filtration. This phase space file acts as a source

for other EGSnrc codes. The filtration can be switched out in the beam model to produce

a new phase space file for each filter combination investigated. Subsequent simulations

and measurements were performed to benchmark the beam model which were made at

maximum tube potentials of 320 kVp and 500 kVp. A readily available filter combination

of 2.36 mm Cu + 1.96 mm Al was added to harden the beam to be representative of the

standard beams being developed.
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Figure 5.1: The NDI-451Be x-ray tube at the UWMRRC. The detachable collimator
produces a 10x10 cm2 field at 1 m from the focal spot.

Figure 5.2: BEAMnrc rendering of the NDI-451Be x-ray tube and housing at the
UWMRRC.
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5.1.1 PDD simulations and benchmarking measurements

The first way the x-ray irradiator beam model was benchmarked was with depth profile

measurements. The egs chamber user code [85] simulates ionization chambers and was

used to simulate an Exradin A1SL ionization chamber at various depths in a water tank to

compare to depth profile measurements. This water tank was developed by Dr. Michael

Lawless to measure depth profiles of horizontal-facing x-ray irradiators [2]. The Monte

Carlo model of this water tank and the A1SL were validated as part of this work by

Lawless et al. and a rendering of the ionization chamber in the water tank is shown

in Figure 5.3. It was shown that the A1SL does not exhibit depth-dependent response

changes in the kilovoltage energy range [90]. To increase efficiency of the simulations,

range-based Russian roulette and photon cross-section enhancement variance reduction

techniques were implemented [91]. In range-based Russian roulette, the user specifies

a cavity region with the geometry. The residual range of each electron is calculated in

the medium of interest and if it is determined that the electron cannot reach the cavity

region, Russian roulette is played with survival probability 1/Nr where Nr is a user-

specified value. This serves to terminate histories of electrons that would otherwise not

contribute to dose in the volume of interest. Photon cross-section enhancement allows for

the user to specify which regions will use an enhanced cross sections. A factor is assigned

to each region chosen by the user which increases the generation of electrons along the

path of photons in these regions. These techniques greatly increase the efficiency of

dose calculations in low-density regions, such as the collecting volume of the ionization

chamber, and in regions with relatively few photon interactions, such as deep in the water

in the kilovoltage energy range. In these simulations a range based Russian roulette was

implemented with a rejection value of 32 in air and a cross section enhancement factor

of 16 was implemented in regions inside and surround the collecting volume based on the

literature [2].
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Figure 5.3: Rendering of the A1SL ionization chamber inside the thin-window water
tank developed by Dr. Michael Lawless [2].

The measured and simulated A1SL depth profiles for the NDI-451Be x-ray tube are shown

in Figure 5.4. The measured ionization curves as a function of depth were normalized to

a depth of 3 cm in order to create a percent depth ionization (PDD) curve. The dose

to the collecting volume of the A1SL ionization chamber obtained from the egs chamber

simulations was also normalized to a depth of 3 cm and compared to the measured PDD

curve. All simulated PDD points were within 2% of the corresponding measured PDD

point except the most shallow depth due to its steep dose gradient which was within 3%.
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Figure 5.4: Measured and simulated depth profiles for the two energy benchmarking
beams of the NDI-451Be x-ray tube with 1.96 mm Al + 2.36 mm Cu filtration.

5.1.2 Spectra simulations and benchmark measurements

The FLURZnrc user code [85] simulates photon and electron spectra in simple geometries

and was used to compare the measured and simulated HVL’s of each x-ray tube. The

spectra were tallied in a cylinder of air with a radius and thickness of 1 cm at a distance

of 100 cm from the focal spot. The air kerma for each spectrum can be calculated by

Kair =
N∑
i=1

Eiφi

(
µen
ρ

)
i

, (5.1)

where N is the number of energy bins, Ei is the mean energy of bin i, φi is the fluence

in energy bin i, and (µen/ρ)i is the mass energy absorption coefficient of air at the mean

energy of bin i.
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For the NDI-451Be x-ray tube, HVL measurements were taken for beams with 1.96 mm

Al + 2.36 mm Cu filtration and maximum tube potentials of 320 kVp and 500 kVp.

Measurements were taken with an Exradin A12 ionization chamber with a NIST-traceable

calibration in Co-60. The added amount of copper was iterated until the HVL was found

and refined through a semilogarithmic interpolation [92]. This process was repeated for

the QVL. A phase space file was then created with just the added filtration and another

phase space file was created with the measured HVL amount of copper added. A third

phase space file was created with the measured QVL amount of copper added. The

spectra were simulated in the FLURZnrc user code and the air kerma for each beam was

calculated by Equation 5.1. The HVL’s of the measured and simulated beams match

when the air kerma ratio of beams with and without the added filtration is equal to 0.5.

The QVL’s match when the air kerma ratio with and without the added filtration is equal

to 0.25.

From the simulated spectra obtained from the FLURZnrc simulations, the measured

HVL and QVL were validated. The actual inherent filtration was found to match the

manufacturer specified values as the HVL and QVL of the 320 kV beam matched without

any adjustments made. It was found that the tube potential is unstable at its maximum,

so the actual maximum tube potential is about 497 kV. When developing the higher

energy beams, the maximum tube potential is set at 495 kV to avoid this instability. The

comparisons of the air kerma ratios are shown in Table 5.1. These values show agreement

within 0.8% as the air kerma fraction should be 0.5 for the HVL and 0.25 for the QVL.
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Table 5.1: Validation that the beam model produces the correct air kerma ratio for
the measured HVL and QVL for the benchmarking beams of the NDI-451Be x-ray tube.
These measurements were taken with a maximum tube potential of 500 kVp and 320
kVp with the same filter as designated.

Max. tube potential: 500 kV
1.96 mm Al + 2.36 mm Cu

filtration

Max. tube potential: 320 kV
1.96 mm Al + 2.36 mm Cu

filtration
Measured HVL

(mm Cu)
4.803 3.540

Simulated air
kerma ratio with
measured HVL

0.500 0.499

Measured QVL
(mm Cu)

10.582 7.905

Simulated air
kerma ratio with
measured QVL

0.250 0.248

5.2 Filter development

5.2.1 Matching HVL through simulations

The Varex NDI-451Be x-ray tube at the UWMRRC was used as the source for the beams

being matched to the F1 and F2 beams in the XRad320 and the SARRP therapeutic

beam. Matched beams will be denoted as MatchF1, MatchF2 and MatchSARRP. The

tube voltage and mA were set to be the same as the radiobiology irradiators: 320 kV and

12.5 mA for the XRad320 and 220 kV and 13 mA for the SARRP. The starting point

for the filtration optimization was the added filtration for the radiobiology irradiators:

0.15 mm Cu for the SARRP beam, 2 mm Al for the XRad320 F1 beam, and 1.5 mm

Al + 0.25 mm Cu + 0.75 mm Sn for the XRad320 F2 beam. This amount of filtration

was added to the NDI-451Be x-ray tube beam model and the spectra simulated. The

spectra were then simulated again with the amount of copper equal to the HVL for each

beam added. The HVL values reported in Table 5.2 are the measured values from Dr.
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Viscariello’s thesis work [93]. The air kerma with just the added filtration and with the

added HVL of copper was calculated with Equation 5.1. The ratio of the air kerma with

the HVL filtration to without the HVL filtration was then determined. If the ratio was

between 0.485 and 0.515, as recommended by the IAEA TRS No. 457 [94], then the

added filtration was considered matched. If not, the added filtration was increased or

reduced accordingly. The amount of added filtration for each beam to achieve the correct

HVL was then validated with HVL measurements with the medium-energy FAC.

Table 5.2 shows the final beam parameters for the matched x-ray beams developed for the

SARRP and XRad320. The added filtration column indicates the final added filtration

for the matched beams after the iterative process was complete. The amount of added

filtration for each beam is minimally higher than the added filtration of the radiobiology

irradiators.

Table 5.2: Final beam parameters of the matched radiobiology standard x-ray beams
with simulated and measured air kerma ratio results. Both simulated and measured
air kerma ratios are within 3% of 0.5 indicating these matched beams have the correct
HVL.

Matched
beam

Added filtration
HVL

(mm Cu)

Simulated
air kerma

ratio

Measured
air kerma

ratio

MatchF1 3.484 mm Al 0.82 0.504 0.503

MatchF2
0.772 mm Sn + 0.509 mm Cu +

1.524 mm Al
3.93 0.492 0.502

Match-
SARRP

0.21 mm Cu 0.71 0.504 0.506

5.2.2 Spectral comparisons

As a secondary check, the simulated spectra of the matched beams and the original

radiobiology beams were compared. The spectra of the radiobiology beams were re-

generated from the beam models developed as part of Dr. Viscariello’s thesis work [93].
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Figures 5.5 and 5.6 shows the simulated spectra comparison of the XRad320 and the

matched x-ray beams and Figure 5.7 shows the same for the SARRP. These figures

qualitatively show that matching the x-ray beams by HVL created relatively matched

spectra. They also show the M-series x-ray beams that are commonly used for calibration

of detectors used in radiobiology irradiators. The M-series spectra are the measured

spectra by Dr. Moga [81]. For a quantitative comparison, the average energy of each

spectrum was calculated by

Eave =
N∑
i=1

= Ei
φi
φtotal

, (5.2)

where N is the number of energy bins, Ei is the mean energy of bin i, φi is the fluence

in energy bin i, and φtotal is the total fluence summed over all bins. Table 5.3 shows that

the average energy of the simulated spectrum of each radiobiology x-ray beam agrees to

the simulated spectrum of its matched x-ray beam within 2.4%. Figures 5.5 - 5.7 show

that the standard M-series x-ray beams do not approximate the radiobiology beams well.

The poor approximation is especially true for the XRad320 F2 beam which includes a tin

filter that hardens the beam well beyond the shape of the M-series beams.
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Figure 5.5: XRad320 (solid) and matched beams on the NDI-451Be (dashed) spectra
for the F1 beam compared to relevant M-series beams (dotted). Spectra are normalized
to give the same integral area under the curve.

Figure 5.6: XRad320 (solid) and matched beams on the NDI-451Be (dashed) spectra
for the F2 beam compared to relevant M-series beams (dotted). Spectra are normalized
to give the same integral area under the curve.
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Figure 5.7: SARRP (solid) and matched beams on the NDI-451Be (dashed) compared
to relevant M-series beams (dotted). Spectra are normalized to give the same integral
area under the curve.

Table 5.3: Comparison of the average energy of the simulated spectra of the radiobi-
ology irradiators and the matched x-ray beams.

Beam
Simulated spectrum
average energy (keV)

Matched beam
simulated spectrum

average energy (keV)

Percent
difference

(%)

XRad320 F1 86.9 89.0 2.4
XRad320 F2 156 156 0

SARRP 81.5 80.1 1.7

The use of these matched beams for calibration of these irradiators would lead to dose

determination that is more accurate due to the calibration being more representative of

the energy distribution of the x-rays in these irradiators. The NDI-451Be x-ray tube

required more added filtration than the radiobiology irradiators, but the amount added

was minimal. This is due to the difference in inherent Be filtration of the NDI-451Be

x-ray tube and the radiobiology irradiators.
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5.3 Ionization chamber calibration comparison

An Exradin A12 Farmer-type ionization chamber was calibrated in the matched x-ray

beams to compare the air kerma calibration coefficients, Nk, to the M-series x-ray beams

that are commonly used to calibrate dosimetry equipment used in radiobiology irradiators.

The air kerma calibration coefficient is calculated by

Nk =
KQ
air

MrawPTPPpolPelecPion
, (5.3)

where KQ
air is the air kerma (in Gy) in the specific beam quality, Q, at the point of

measurement of the ion chamber in the absence of the chamber. It is measured with an

absolute dosimeter, in this case the medium-energy FAC. The other values are Mraw which

is the raw ionization chamber readings in Coulombs, PTP is the temperature-pressure cor-

rection, Ppol corrects for any polarity effects, Pelec is the electrometer calibration factor,

and Pion corrects for incomplete ion collection efficiency [69]. The air kerma calibration

coefficients for the M-series beams were acquired by submitting the A12 ionization cham-

ber through the UWADCL service to be calibrated in the same way as any user’s chamber

would be. It is the user’s choice in which x-ray beams their equipment will be calibrated.

For example, an ionization chamber used in the SARRP may be calibrated in the UW-

200M beam or the UW-250M beam as the maximum energy, 220 kV, lies between the

two. The chamber could also be calibrated in both and the calibration coefficient interpo-

lated between the two. Alternatively, it could be calibrated in the UW-150M beam as the

HVL, 0.71 mm Cu, most closely matches the UW-150M HVL, 0.66 mm Cu. Therefore,

the air kerma calibration coefficients of the matched beams will not be compared to a

single beam but all three relevant beams: UW-150M, UW-200M, and UW-250M.

Table 5.4 shows the air kerma calibration coefficients of the A12 ionization chamber in

the matched beams compared to the relevant M-series beams. The Nk values for the
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matched x-ray beams are a few percent higher than the Nk values for the M-series beams.

The largest difference occurs for the MatchF2 beam because of the introduction of the tin

filter which hardens the beam to a significantly different shape than the M-series beams

as illustrated in Figure 5.6. The difference in the Nk values is greater than the uncertainty

in the air kerma measurement taken with the medium-energy FAC and the uncertainty

in the UWADCL calibration indicating a significant difference between these calibration

coefficients.

Table 5.4: Comparison of the air kerma calibration coefficients of an Exradin A12
ionization chamber in the matched radiobiology x-ray beams and relevant x-ray beams.

Beam A12 Nk value (Gy/C) Average percent difference from M-series (%)

MatchF1 4.566×107 3.19
MatchF2 4.707×107 6.37

MatchSARRP 4.549×107 2.81
UW-150M 4.408×107 –
UW-200M 4.422×107 –
UW-250M 4.445×107 –
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Chapter 6

High energy x-ray beams

6.1 High energy x-ray beam

6.1.1 Filter development

The NDI-451Be x-ray tube was used a source to develop a high energy x-ray beam that

could be used as a surrogate for Cs-137. Due to the limitations of the maximum energy

of the x-ray tube it is not possible to exactly match the energy and HVL of Cs-137 but it

is also not necessary. The goal of this x-ray beam was for it to be at a higher energy than

what is currently available. A filter that acts as a high-pass filter was needed to harden

the beam to a high average energy. The amount of added filtration needed is arbitrary,

but a high average energy is desired without over-filtering and reducing the output to a

level that gives a very low signal. A sufficient signal is needed for use with ionization

chambers, TLD’s and other detectors that require a high signal to operate.

The inspiration for the high-energy x-ray beam filter was taken from Thoraeus filters as

discussed in Chapter 2. The standard Thoraeus filters are shown in Table 6.1, which are



92

used for x-rays in the orthovoltage range [3]. The maximum energy of the high-energy

beam being developed is 495 keV, so the filter must be considerably thicker than the

standard Thoraeus filters.

Table 6.1: Thoraeus filters used with orthovoltage x-rays [3]

Filter Composition

Thoraeus I 0.2 mm Sn + 0.25 mm Cu + 1 mm Al

Thoraeus II 0.4 mm Sn + 0.25 mm Cu + 1 mm Al

Thoraeus III 0.6 mm Sn + 0.25 mm Cu + 1 mm Al

The beam model developed in Chapter 5 was used to investigate how the filtration would

affect the spectra. First, the spectra of the NDI-451Be x-ray tube with the Thoraeus

III filter was modeled, and it was found that the amount of tin was not sufficient in

completely reducing the tungsten K lines. At least 2 mm of tin would be needed to

eradicate those lines and the amount of copper and aluminum was also increased. Figure

6.1 shows how the K lines are reduced between 1 and 2 mm of tin filtration. The average

energy of the spectra of each filter combination was calculated with Equation 5.2. As the

average energy increases, the effectiveness of the filtration decreases as the lower energy

photons that primarily interact by the photoelectric effect are filtered out and Compton

scattering becomes more prevalent. The average energy started to level off at the higher

filtration amounts, and it was found that adding 1.5 mm of copper only added around

4 keV to the average energy while adding 1.5 mm of tin added around 10 keV. The filter

needed to be kept thin enough to fit in the filter holder on the x-ray tube, so increasing the

tin was prioritized. With increasing tin, the spectrum becomes more monoenergetic and

has a higher average energy which is ideal for an x-ray beam being used to approximate

Cs-137.
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Figure 6.1: Simulated spectra of multiple iterations of the high-energy beam filter.
The K lines of the tungsten target disappear between 1 mm and 2 mm of tin filtration.

6.1.2 Beam quality and intensity measurements

Air kerma measurements were taken with different combinations of tin, copper and alu-

minum to determine the filtration that achieves a high average energy without too much

of a reduction in the beam intensity. The measurements were taken with the known-

volume ionization chambers at 1 m from the focal spot in a 10 x 10 cm2 field and their

measurements were averaged. The spectral simulations provided the energy distribution

used to calculate the known-volume correction factors. The buildup caps were included

due to the high energy of the spectra. The goal of this investigation was to keep the air

kerma rate higher than the most highly filtered NIST-matched x-ray beam, UW-250M,

which has an air kerma rate of 1.64 mGy/s. The mA was maximized at the maximum

energy of 495 kV, which is 9 mA. With several iterations, it was found that the beam
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intensity is not an issue with these combination filters as shown in Table 6.2. Even with

the thickest filter, the air kerma rate is above 1.64 mGy/s.

Table 6.2: Air kerma rate at 1 m for various high energy beam filter combinations

Composition Air kerma rate (mGy/s)

1.90 mm Sn + 1.28 mm Cu + 2.01 mm Al 5.117

3.85 mm Sn + 1.28 mm Cu + 2.01 mm Al 3.539

3.85 mm Sn + 2.55 mm Cu + 2.01 mm Al 3.064

5.36 mm Sn + 1.28 mm Cu + 2.01 mm Al 2.742

The air kerma rate of the maximum filter thickness investigated was 1.1 mGy/s higher

than that of the UW-250M beam. Therefore, this filter was chosen as the filter combina-

tion used for developing this Cs-137 surrogate beam. Table 6.3 shows the final parameters

of this beam. Similar to the benchmarking of the rad bio beams, the HVL and QVL were

measured to compare to the simulated air kerma ratios. The known-volume chambers

were used to measure for these HVL and QVL measurements. The results agree within

the IAEA recommended 3% agreement of 0.5 and 0.25, respectively, as shown in Table

6.4 [94].

Table 6.3: Final beam parameters for the high energy beam

Beam code
Filter composition

(mm)
HVL 1

(mm Cu)
HVL 2

(mm Cu)
HC
(%)

1 m Ak rate
(mGy/s)

mA

UW495-H
5.36 Sn + 1.28 Cu

+ 2.01 Al
6.64 6.86 97 2.742 9
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Table 6.4: Air kerma ratios to benchmark the high energy beam spectrum

Measured (mm Cu) Simulated air kerma fraction

HVL 6.635 0.500

QVL 13.499 0.248

6.2 Ir-192 brachytherapy source x-ray beam

6.2.1 Filter development

The fluence weighted average energy of Ir-192 brachytherapy sources, neglecting the two

strong L x-ray lines that are attenuated by the source encapsulation, is 397 keV. From

the Cs-137 surrogate beam study, it became apparent that tin as the highest density

filter would not be sufficient to increase the average energy of the x-ray beam enough to

match this energy. Tungsten, tantalum and lead filters were subsequently investigated.

All three filters produce characteristic x-rays between 57 and 85 keV, so a combination

filter of tin, copper and aluminum would also be required with these filters to reduce

those K lines. All filters discussed below include a combination of 5.36 mm Sn + 1.28

mm Cu + 2.01 mm Al along with the high density filter.

The beam model developed in Chapter 5 was used to calculate the amount of high density

filter that would be needed to achieve a fluence weighted average energy of approximately

397 keV. The average energy was calculated by taking a weighted average of the spectra

produced by the FLURZnrc user code. Figures 6.2 - 6.4 show how the spectrum is affected

by various thicknesses of the high density filter. Table 6.5 shows the optimized filtration

thicknesses and the corresponding average energy.
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Figure 6.2: Simulated spectra of multiple iterations of the beam with various thick-
nesses of tantalum.

Figure 6.3: Simulated spectra of multiple iterations of the beam with various thick-
nesses of tungsten.
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Figure 6.4: Simulated spectra of multiple iterations of the beam with various thick-
nesses of lead.

Table 6.5: Optimized filter thicknesses and corresponding average energy

Material Thickness (mm) Average energy (keV)
Tantalum 13 396.7
Tungsten 11 397.2

Lead 14 396.3

All three filter combinations require between 1 and 1.5 cm of the high density filter. There

is not a clearly obvious choice in which filter material to use as there are advantages and

disadvantages to each. Tantalum is less brittle than tungsten but is considerably more

expensive. Lead poses a health concern that would require encasing the filter in another

metal and/or painting. Lead is also a softer metal which is not ideal for a filter that is

handled often. There are no reasons associated with how these filters affect the spectra

that make one filter better than the others.
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6.2.2 Air kerma measurements

Air kerma measurements were performed with the combination filter of lead, tin, copper,

and aluminum. Since there was no clear advantage of one filtration material over another,

lead was chosen as it was readily available. Due to limitations in machining tolerances, the

actual amount of lead used was 13.2 mm which produces an average energy of 393.6 keV.

The measurements were taken with the known-volume ionization chambers at 1 m from

the focal spot in a 10 x 10 cm2 field. The spectral simulations provided the energy dis-

tribution used to calculate the known-volume correction factors. The buildup caps were

included due to the high energy of the spectra. The mA was maximized at the maximum

energy of 495 kV, which is 9 mA. The air kerma measurements were compared to mea-

surements taken with an Exradin A12 ionization chamber with an interpolated calibration

coefficient for 393.6 keV using NIST-traceable UW-250M and Cs-137 calibration coeffi-

cients. Table 6.6 shows this comparison and it shows how the known-volume chamber

measurement agrees well with the current measurement technique, but the known-volume

chambers offer the advantage of direct measurement.

Table 6.6: Air kerma rate at 1 m for the Ir-192 brachytherapy source average energy
matching beam measured by the known-volume chambers and a calibrated ionization
chamber. Standard deviations are listed in parenthesis.

Ionization chamber Air kerma rate (mGy/s) Average percent difference (%)

Chamber 1 S/N: XR191680 0.0680(0.0008) –

Chamber 2 S/N: 256 0.0679(0.0013) –

Exradin A12 0.0676(0.0012) 0.593
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Chapter 7

Conclusions and future work

7.1 Conclusions

In this work, two types of absolute dosimeters were developed to investigate establishing

standard x-ray beams. The establishment of the FAC as a primary measurement tool

reduced the uncertainty on the air kerma of x-ray beams as it negated the need for

energy corrections of other dosimeters or an interpolated calibration on an ionization

chamber. Outside of primary standards laboratories, a FAC that can measure x-rays

in the kilovoltage range did not exist until this work. The medium-energy FAC can

only measure x-rays up to 320 keV as it would become prohibitively large if designed to

measure higher energy x-rays. Therefore, known-volume spherical ionization chambers

were established using µCT methods to measure x-rays up to 500 keV as well as Cs-137

and Co-60. Typical known-volume chambers exist only in primary standards laboratory

as they require ultra-precise machining methods. This work showed that it is possible

to establish a known-volume chamber with a commercial ionization chamber and a µCT

scanner.
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This work has also produced dosimetric models of the NDI-451Be x-ray tube at the

UWMRRC so that the x-ray beams could be investigated with Monte Carlo. Validation

measurements were performed with a well-characterized water tank and ionization cham-

bers. This validation of depth profiles and spectral comparisons produced Monte Carlo

models that could be used with confidence for establishing x-ray beams. Standard x-ray

beams were created to match the XRad320 and SARRP radiobiology irradiator x-ray

beams by iterating the amount of added filtration needed on the NDI-451Be x-ray tube

until the HVL matched the corresponding HVL of the radiobiology beam, as validated

by FAC HVL measurements. The air kerma fraction of each of these beams, both mea-

sured and simulated, fell within the 0.485-0.515 range recommended by IAEA TRS-457

[94]. The creation of the Monte Carlo beam models allowed for the direct comparison

of simulated spectra of the radiobiology irradiators and matched x-ray beams instead of

a comparison of HVL alone. These spectra showed that the matched beam spectra suf-

ficiently match the radiobiology irradiator spectra as the average energies agreed within

2.4%.

It was shown that standard x-ray beams can be established for higher energy x-rays with

the use of higher density filters and an industrial x-ray tube like the NDI-451Be tube.

First, a high energy beam was created with inspiration from Thoraeus filters. These

combination tin, copper and aluminum filters created a a beam with a maxmimum energy

of 495 keV and an average energy of 265 keV as determined by the Monte Carlo beam

models. The air kerma and HVL of this beam was validated with measurement by the

known-volume ionization chambers. This accomplishes the goal of a high energy beam

that lies in the gap between the highest energy beam available at the UWMRRC, UW-

250M, and Cs-137, but still does not sufficiently increase the average energy for certain

applications. One of those applications is an x-ray beam for an ionization chamber to be

calibrated in to measure air kerma strength from Ir-192 brachytherapy sources with an
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average energy of 397 keV. A higher density material than tin is needed, so in combination

with tin, copper, and aluminum, about 14 mm lead was determined to match Ir-192

average energy through optimization performed with the Monte Carlo models. Air kerma

measurements with the known-volume ionization chambers confirmed that this method

is comparable to the calibration coefficient interpolation method, but with the advantage

of direct measurement.

Overall, the work of this thesis emphasized the need for the introduction of new, higher

energy standard x-ray beams as the current standard beams are insufficient for many

applications. To create standard beams, absolute and primary dosimeters are required

and this work established those tools for the standard beams created for this work and

for future standard x-ray beams.

7.2 Recommendations for future work

7.2.1 Spectral measurements to benchmark NDI-451Be x-ray

tube beam model

One of the highest sources of uncertainty for both the FAC and known-volume chambers

are the energy dependent correction factors due to the fact that the spectra are simulated

rather than measured for each beam besides the M-series beams. As shown in Dr. Moga’s

thesis work, x-ray spectral measurements are very involved and were outside the scope

of this thesis [81]. If spectral measurements could be taken to at least benchmark the

spectra simulated by the NDI-451Be x-ray tube beam model, it would aid in reducing

the uncertainty on both absolute dosimeters.
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7.2.2 More rigorous surface determination for known-volume

ionization chambers

One of the highest sources of uncertainty on the known-volume ionization chambers is

the uncertainty on the surface determination algorithm. The ISO50 method for surface

determination is a relatively simple algorithm and there may be room for improvement in

image processing and a more rigorous surface determination algorithm. There is software

that performs the image processing, ISO50 surface determination and contouring auto-

matically, which may also aid in reducing the standard deviation compared to the Matlab

script developed for this thesis. At the time of this thesis, this software was unavailable

due to the COVID-19 pandemic restrictions, but may be worth exploring in the future.

If this portion of the uncertainty could be reduced, the overall uncertainty may be more

on the order of magnitude of conventional known-volume ionization chambers.

7.2.3 Use of high-energy x-ray beam for survey meter calibra-

tion

The current process for calibrating survey meters is to place the survey meter at different

distances from a Cs-137 source for various exposure rates to calibrate each scale on the

meter. Due to a New York City law that requires the surveying of electronic brachytherapy

sources, there is interest in calibrating survey meters in x-rays [95]. The main barrier to

an x-ray calibration is that the exposure rate of x-ray irradiators is much too high for

the sensitive meters. Even with the lowest mA setting and placing the survey meter far

from the irradiator it is often still too high and does not allow for adjusting the exposure

rate to calibrate multiple scales. The high density filters like tantalum, tungsten, or lead

could help reduce the exposure rate to a sufficient level, but the filtration would need to

be larger than the Ir-192 brachytherapy source matching beam investigated in this thesis.
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To adjust the exposure rate to calibrate multiple scales the amount of filtration or mA

would need to be adjusted which would affect the energy spectrum, so how that would

affect calibration would need to be investigated as well.

7.2.4 Establish Ir-192 brachytherapy source standard x-ray beam

Further work needs to be done in establishing the Ir-192 brachytherapy source standard

beam. Primarily, more precise machining could be utilized to achieve a filter with a

thickness closer to the optimized thickness. Once the filter is established, it should be used

to calibrate the standard A3 ionization chamber used for calibrating Ir-192 brachytherapy

sources in the 7-D apparatus to compare to the current interpolated calibration factor

method more directly. A full uncertainty investigation should be completed to explore

if this method would have a comparable or a lower uncertainty than the interpolated

correction factor method. It’s also possible that the known-volume ionization chambers

could be used in place of the calibrated ionization chamber, but the uncertainty would

need to be reduced via the methods discussed above before that would be a viable option.

7.3 Closing remarks

Accurate dose measurements are essential for improving and maintaining reproducibility

across institutions and experiments. As the field moves toward using x-rays in the kilo-

voltage and higher energy range more routinely, dosimetry that is traceable to primary

standards is paramount to maintaining pace with these movements. This work sought to

advance kilovoltage dosimetry practices for radiobiology by establishing standard x-rays

beams in which dosimeters can be calibrated against. It also investigated the estab-

lishment of higher energy standard x-ray beams in an energy range that lacks standard
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beams. Future investigations will be able to use the methods in this work to further study

the the establishment of standard x-ray beams in this energy range.
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