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abstract

Rapid deployment of Machine Learning (ML) applications like recom-
mendation engines, chat-bots and image synthesis application have made
them a dominant workload. These applications are being powered by
ML models of increasingly expansive scale, with models comprising of
trillions of parameters becoming quite common.

Due to massive compute requirements, ML models are exclusively
trained on specialized accelerators and often in a distributed setting. How-
ever, a closer analysis of compute utilization shows that ML models are not
fully utilizing the compute available on these accelerators. The primary
reason for this poor compute utilization is data movement bottlenecks.
In this dissertation we primarily focus on data movement bottlenecks
associated with intermediate activations.

First, we study Gradient Compression, an approach to minimize the
amount of synchronization. In Accordion we retrofit existing compression
algorithms to automatically vary the amount of compression to reduce
the communication during training. Next, we study lack of wall clock
speedups when using gradient compression algorithms in On the utility of
Gradient Compression and propose several guidelines which can be used to
design new gradient compression algorithms.

The second part of this dissertation studies distributed training of rec-
ommendation models, where we introduce Bagpipe a system to minimize
embedding access overhead in distributed training.

Finally, we introduce Clustered Head Attention, in which we aim to
reduce the memory bandwidth bottlenecks of multi-head attention by
identifying attention heads with similar output at inference time.
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Part I

Introduction
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1 introduction

Modern Machine Learning (ML) has ushered an era of a completely new
set of applications. From ubiquitous tasks like suggesting products which
a user might buy [129] to incredibly challenging tasks such as performing
image editing [112] and generating new images from text description [159]
all depend on some underlying ML models. However, in conjunction with
increase in modelling complexity and dataset sizes, the model sizes have
increased rapidly.

Training complex machine learning models to state-of-the-art accuracy
levels on large datasets [41, 101] is performed on specialized accelerators
and often in distributed setting. However, upon close observation prior
works have observed that these specialized accelerator have utilization of
less than 50% [82, 200]. On of the primary reasons for this poor utilization
is data movement and synchronization overheads. There are primarily
three different types of data movement - (i) Training data, where training
data needs to be pre-processed and moved to the GPU, (ii) Model Parame-
ters, requires moving model parameters from storage or main memory to
the GPU, (iii) Intermediate activation, requires moving intermediate acti-
vations from GPU memory to registers and in case of distributed training
the activations need to be synchronized. In this dissertation we primarily
focus on data movement bottlenecks associated with intermediate activa-
tions and model parameters.

In the first part we study Gradient compression, a popular approach to
reduce synchronization overhead in distributed training in distributed data
parallel setting. Distributed data parallel SGD is one of the most common
approach for distributed computing, one iteration of distributed data
parallel SGD (DDP) comprises two main phases: gradient computation
and gradient aggregation. During the computation phase, the gradient of
the model is typically computed using backpropagation. This is followed
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by an aggregation phase, where gradients are synchronously averaged
among all participating nodes [75, 55]. During this second phase, for
state-of-the-art neural network models, millions to billions of parameters
are communicated among nodes [24], which has been shown to lead
to communication bottlenecks [40, 149, 132, 57, 16]. Alleviating these
communication bottlenecks has been an active area of research in recent
years. One extremely popular approach to reduce the communication
bottleneck is to perform lossy gradient compression [150, 16, 199, 20, 5].
All the lossy gradient compression methods require users to specify an
additional hyper-parameter that determines the degree of compression or
sparsification before training begins. In this dissertation we first present
Accordion [9]. Accordion adaptively chooses compression parameters,
by determining critical periods of ML training. It keeps low compression
ratio (high accuracy) during critical periods and high compression ratio
otherwise. This allows Accordion to balance both accuracy and amount of
communication.

Concurrent to the work on gradient compression,a number of system-
level optimizations have been proposed to speed up distributed data-
parallel synchronous SGD (syncSGD). Techniques like ring-reduce [172]
and tree-reduce [144] have been implemented in several high performance
communication libraries (e.g. NCCL and Gloo) which in turn are tightly
integrated into popular deep learning libraries like PyTorch [130, 105]
and Tensorflow [4]. Both ring-reduce and tree-reduce, are bandwidth
efficient and have a constant, and logarithmic dependence on the number
of nodes, respectively, i.e. the total number of bytes communicated remains
sublinear in the number of machines used for training. During the process
of evaluating Accordion [9], we observed that no prior work studies the
utility of gradient compression in distributed training and compares it to
optimized system level implementations. This led us to perform a detailed
study to understand the utility of gradient compression in distributed
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training systems. We first compared state-of-the-art compression systems
against optimized system implementations. In the study we show, existing
gradient compression methods do not provide significant speedups over.
Further, with the aid of a performance model we show how gradient
compression methods can be improved and under what setups existing
gradient compression methods can be utilized. This study leads to the
second contribution in this thesis [10], where we perform a detailed study
on existing gradient compression methods and compare them with system
based optimization techniques.

Gradient Compression is only applicable in case of data-parallel train-
ing, i.e. models fit in one GPU. To further study bottlenecks due to data
movement we looked at models which can not fit in single GPU. This led
us to study some of the largest models at scale. Recommendation models
are distributed as a mix of model and data-parallel approaches, where
weights associated with embeddings are partitioned using model paral-
lelism and the weights associated with neural networks are partitioned
in data-parallel mode. Recommendation model training is heavily bottle
necked by remote embedding accesses. To reduce embedding access over-
head we introduce Bagpipe [11]. The main insight in Bagpipe is that in
offline large batch training, one can look beyond the current training batch
and decide to keep certain embeddings on the trainer ma- chine (caching)
and fetch other embeddings out of order (prefetch). We observe that
Bagpipe can provide speedups of more than 3.7× over highly optimized
existing systems like TorchRec [118].

Next, we shift our focus Large Language Models (LLMs) and par-
ticularly to Multi-head attention [183]. Multi-head attention is the core
component of LLMs, and is responsible for around 50-60% of time spent
during inference [114, 54]. One of the primary reason for poor GPU
utilization is the memory bandwidth requirements of multi-head atten-
tion [183]. This highlights that for certain operators the data movement
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bottleneck can be within a single GPU even in distributed setting. To
overcome the memory bottleneck we propose an approximation based
approach, where we show that several attention heads in multi-head atten-
tion are performing are providing similar attention score. In [12] we show
that these redundant heads can be efficiently identified at run-time and can
be used to minimize the memory bandwidth and compute requirements
of attention based architectures.

1.1 List of Papers

This dissertation is primarily composed of following papers -

1. Accordion: Adaptive gradient compression via critical regime identification
[9], MLSys’21

2. On the utility of Gradient Compression [10], MLSys’22

3. Bagpipe: Accelerating Deep Recommendation model training [11], SOSP’23

4. CHAI: Clustered Head Attention for efficient LLM inference [12], ICML’24

Apart from the topics and papers presented in this dissertation, the
author has also worked on Deep Learning Cluster scheduling [13], ad-
versarial attacks in federated learning [188], and zero overhead gradient
compression [191].
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2 bottlenecks in machine learning systems

Next we provide background on the types of data movement typically ob-
served in machine learning systems and discuss corresponding approaches
in reducing those bottlenecks. In Machine learning systems we primarily
observe three different types of data movement bottlenecks - (i) Input
Data movement related bottlenecks, (ii) Model Parameter related bottle-
necks and (iii) Intermediate Activations related bottlenecks. Depending
on training setup like model, distribution strategy and infrastructure setup
one or several of these bottlenecks appear. In the following subsection we
discuss each of these bottlenecks and provide brief overview of different
strategies used to alleviate these bottlenecks.

2.1 Input Data bottlenecks

The input data pipeline forms a crucial component of each machine learn-
ing training jobs. Input data-pipelines are responsible for reading data
often from remote blob storage, applying stochastic transformations and
then moving this data to the accelerator memory for training. As the
dataset sizes have been increasing where datasets with tens of trillions of
data-points are becoming a norm and thousand of accelerators are concur-
rently being used, the input data throughput requirements has grown at
immense rate [219, 123, 220, 221]. To avoid the input training bottlenecks
large jobs have been increasing the amount of CPU resources to speed up
data-processing, in some cases using upto 5000 workers for a single train-
ing workers [127]. There have been several prior works which have looked
at different approaches to alleviate input data movement bottlenecks-

Enhanced Parallelism [220, 221, 181, 127] provide an interface for paral-
lelization and large scale distribution of data pre-processing. The primary
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idea is to enable users to efficiently launch several hundreds of workers
and perform distributed data pre-processing. However, these methods do
not reduce the amount of actual compute required, or provide efficient
implementation of underlying operators.

Caching A common approach to minimize input data bottlenecks is to
cache intermediate and reusable data on the training nodes. Prior works
[181, 28, 56, 77, 90, 97, 222] have successfully applied caching to alleviate
input data bottlenecks.

Operator Fusion and Inter Job Coordination Another common ap-
proach to minimize the overhead of data movement is by fusing several
operators into a single operation [127]. Another approach several prior
works [56] have taken is merging the data processing pipelines for several
different jobs by identifying the shared components. This approach allows
reuse of processed data.

2.2 Model Parameter bottlenecks

As the model sizes have increased and newer embedding based workloads
are becoming common, model parameters have also become major bot-
tlenecks. Model parameter access bottlenecks can be classified into two
parts - (i) Offloading based bottlenecks (ii) Remote access bottlenecks.

Offloading based bottlenecks. As the model size has been increasing,
several works have proposed offloading parts of neural network to main
memory. The core idea is that neural networks are inherently layer based
thus only a small part of total parameter count is mandatory to perform
compute. Several prior works have looked at offload based mechanisms for
enabling training of models which are larger than GPU memory available.
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The challenge in offloading is to minimize the overhead on the critical
path. Several prior works [71, 153, 139, 92] propose policies to alleviate
this bottleneck. Several specialized systems like Marius [124] for learning
graph embeddings, Marius++ [186] have been proposed, which offload
a portion of the graph and data to disk to overcome the limited memory
available on the accelerators.

Remote Access bottlenecks. Another case of bottlenecks with model
parameters is the remote access bottleneck. In cases where a model does
not fit even in the main memory, it needs to be stored in a remote ma-
chine. This has become increasingly common in recommendation models
where embedding tables are of terabyte sizes [129]. In this cases the
embedding tables need to fetched from remote machines, leading to re-
mote access bottlenecks. There have been several ways which have been
introduced to minimize the embedding access overhead, systems like
TorchRec [118],Zeus [126] try to hide embedding access latency by over-
lapping it with different components.

2.3 Intermediate Activation bottlenecks.

Intermediate activation are a big source of data bottlenecks machine learn-
ing systems. These bottlenecks primarily manifest in two forms - (i) Mem-
ory access bottlenecks and (ii) Activation synchronization bottlenecks.

Memory access bottlenecks. Memory access bottlenecks, several opera-
tors in machine learning have a very low compute densite, e.g., multi-head
attention, fully connected layers, non-linearity operations. These operators
read a large amount of data but compute performed is quite small, which
leads to poor utilization of memory. Several high performance comput-
ing based libraries [39, 38] and deep learning compilers [26, 223, 175]
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target this space, by performing operator fusion, tiling and intermediate
computation.

Activation synchronization bottlenecks. When performing distributed
training, intermediate activation need to synchronized. There has been a
plethora of work in reducing these synchronization bottlenecks. Inspired
by the fact that SGD can make good progress even with approximate
gradients,various Gradient Compression methods have been proposed
in recent literature. They can be broadly grouped into quantization, spar-
sification and low rank aproximations. For quantization, [150, 20] re-
place each weight with just the sign values. While [15, 110, 154, 155]
use the largest few co-ordinates to create a sparse gradient. Wangni
et al. [197] randomly drop coordinates in the gradient update to create
sparse gradient updates. For quantization [16, 199] quantize each gra-
dient coordinate. In [187, 184] authors show that extremely low rank
updates can achieve good compression without loss in accuracy. Yu
et al. [212] utilize correlation between gradients for linear compression.
Several works have looked at improving communication efficiency by
use of Gossip based protocols [108, 169, 96, 95]. Other methods have
looked into improving efficiency of distributed training by enabling use
of large batch sizes [211, 210, 158, 44] or lower precision [121] without
accuracy loss. Other works have also looked at different forms of paral-
lelism [84, 83, 72, 157, 128, 138] for speeding up distributed training.

Similarly there have been system advances in minimizing activation
synchronization bottlenecks. Gradients for DNNs are calculated layerwise,
therefore, gradients of later layers are available before initial layers. Instead
of waiting for the availability of all the gradients, popular deep learning
frameworks [105, 130, 4] start gradient communication when some of the
gradients are available. This leads to overlapping gradient computation
with communication, hiding the time spent in communication.
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In this dissertation, we primarily target Activation related bottlenecks
in Part II and IV and Model parameter bottlenecks in Part III.
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Part II

Reducing Data Movement in
Distributed Training
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3 adaptive gradient compression

One of the most widely adopted approach for distributed training is Syn-
chronous Data Parallel SGD. One iteration of distributed data parallel SGD
(DDP) comprises two main phases: gradient computation and gradient
aggregation. During the computation phase, the gradient of the model
is typically computed using backpropagation. This is followed by an ag-
gregation phase, where gradients are synchronously averaged among all
participating nodes [75, 55]. During this second phase, for state-of-the-art
neural network models, millions to billions of parameters are communi-
cated among nodes [24], which has been shown to lead to communication
bottlenecks [40, 149, 132, 57, 16]. Alleviating these communication bottle-
necks has been an active area of research in recent years. One extremely
popular approach to reduce the communication bottleneck is to perform
lossy gradient compression [150, 16, 199, 20, 5]. All the lossy gradient com-
pression methods require users to specify an additional hyper-parameter
that determines the degree of compression or sparsification before train-
ing begins. Choosing compression ratios presents a seemingly inherent
trade-off between final model accuracy and the per-iteration communi-
cation overhead. With Accordion we automate this process of choosing
compression ratios.

3.1 Preliminaries

First we formally describe the distributed SGD setting.
Consider the standard synchronous distributed SGD setting with N dis-

tributed workers [151]. For simplicity, we assume that each worker stores
n data points, giving us a total of N× n data points, say {(xi,yi)}

Nn
i=1. The

goal is finding parameter w that minimizes f(w) = 1
Nn

∑Nn
i=1 ℓ(w; xi,yi)

where (xi,yi) is the i-th example. In particular, we minimize f(w) using
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distributed SGD that operates as follows: wk+1 = wk − γk
1
N

∑N
i=1 ĝi(wk)

for k ∈ {0, 1, 2, . . .}, where w0 is the initial model, γk is the step size, and
ĝi(w) is a gradient computed at worker i for a minibatch (of size B, with
B < n).

Distributed SGD with adaptive gradient compression Vanilla distributed
SGD incurs a huge communication cost per iteration that is proportional
to the number of workers N and the size of the gradient. To reduce this
communication overhead, we consider a gradient compression strategy,
say C(·, ℓ), where ℓ is the parameter that determines the compression level
used. With such a gradient compression strategy, the update equation
becomes wk+1 = wk − γk

1
N

∑N
i=1 C(ĝi(wk), ℓk) for k ∈ {0, 1, 2, . . .}, where

communicating C(ĝi(wk), ℓk) requires much fewer bits than communicat-
ing the original gradients.

Distributed SGD with adaptive batch size The number of communica-
tion rounds in a given epoch also depend on the batch size. For example a
batch size Bhigh > Blow will communicate

⌊
Bhigh

Blow

⌋
times less than using

batch size Blow in a given epoch. Although the update equation remains
the same wk+1 = wk − γk

1
N

∑N
i=1 ĝi(wk) for k ∈ {0, 1, 2, . . .}, the number

of steps k, taken by a model decreases by
⌊
Bhigh

Blow

⌋
times for a fixed number

of epochs.

Goals Our goal is to design an algorithm that automatically adapts
the compression rate {ℓk} or batch size Bk while training. Although the
interplay between batch size and compression ratio is interesting, we don’t
explore these together, i.e. we don’t vary batch size when training with
gradient compression. Here, we consider a centralized algorithm, i.e., one
of the participating node decides ℓk+1 or Bk+1 based on all the information
available up till step k. This communication rate is then shared with all the
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N workers so that they can adapt either their compression ratio or batch
size.

3.2 Accordion
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Figure 3.1: Effect of gradient compression in Critical Regimes when Training
ResNet-18 on Cifar-100: (a) Critical regimes in Cifar-100, ResNet-18 (b, Left)
Accuracy vs Epochs. Show the significance of critical regimes in training, using
low compression(Rank 2) in critical regimes is enough to get similar accuracy
as using low compression throughout . (b, Right) Accuracy vs Floats Commu-
nicated, Even when we use uncompressed (Full Rank) gradients everywhere
but use high compression (Rank 1) in critical regimes it is not possible to bridge
accuracy gap.

We first explain why adaptive gradient communication can help main-
tain high generalization performance while minimizing the communica-
tion cost. We study this first with gradient compression techniques and
then based on these insights we propose Accordion a gradient communi-
cation scheduling algorithm. Finally, we show that there is a connection
between batch size and gradient compression, and thus Accordion can
also be used to enable large batch training without accuracy loss.

3.2.1 Adaptive communication using critical regimes

Recent work by [6] has identified critical regimes or phases of training that
are important for training a high quality model. In particular, [6] show that
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the early phase of training is critical. They setup an experiment where the
first few epochs have corrupted training data and then continue training
the DNN with clean training data for the rest of the epochs. Surprisingly,
the DNN trained this way showed a significantly impaired generalization
performance no matter how long it was trained with the clean data after
the critical regime.

We extend these ideas to aid in the design of an adaptive commu-
nication schedule and first study this using PowerSGD as the gradient
compression scheme. We begin by observing how the gradient norm for
each layer behaves while training. When training ResNet-18 on Cifar-100,
in Figure 3.1a we see two regions where gradient norm decreases rapidly;
during the first 20 epochs and the 10 epochs right after the 150-th epoch,
i.e., the point at which learning rate decay occurs. We experimentally
verify that these two regions are critical by considering the following com-
pression schedule ℓ = low for the first 20 epochs and for 10 epochs after
the 150 epoch, and ℓ = high elsewhere. Under this scheme the gradients
will not be over-compressed in the critical regimes, but at the same time
the overall communication will be close to high compression. Figure 3.1b
shows the experimental results with ResNet-18 on Cifar-100 for the above
scheme. It can be observed that just using low compression (rank 2) in
these critical regimes and high compression (rank 1) elsewhere is suffi-
cient to get the same accuracy as using low compression throughout while
reducing communication significantly.

Interestingly we also observe in Figure 3.1b that any loss in accuracy by
using high compression in critical regimes is not recoverable by using low
compression elsewhere. For instance, consider the following compression
schedule: ℓ = high compression rate for first 20 epochs and for 10 epochs
after the 150 epoch, and ℓ = no compression elsewhere. Under this sched-
ule, gradients will be over-compressed in the critical regimes, but will be
uncompressed elsewhere. We see that for ResNet-18 on Cifar-100 even with
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Figure 3.2: Comparison of Critical Regimes found using Analysis of eigenval-
ues of Hessian vs Using the Norm of the Gradient: The experiment is performed
on ResNet-18, for Cifar-10. We show that Critical Regimes detected by rapid
decay in top eigenvalues of Hessian can also be detected using decay in gradient
norm.
significantly higher communication one can not overcome the damage
done to training by over compressing in critical regimes. We hypothesize
that in critical regimes, SGD is navigating to the steeper parts of the loss
surface and if we use over-compressed gradients in these regimes, then the
training algorithm might take a different trajectory than what SGD would
have taken originally. This might cause training to reach a sub-optimal
minima leading to degradation in final test accuracy.
Detecting Critical Regimes: Prior work for detecting critical regimes [80]
used the change in eigenvalues of the Hessian as an indicator. We next
compare the critical regimes identified by the gradient norm approach
described above with the approach used in [80]. In Figure 3.2, we show
that these two approaches yield similar results for ResNet-18 on Cifar-10,
with the latter having an advantage of being orders of magnitude faster to
compute.

Thus, we can see that finding an effective communication schedule is
akin to finding critical regimes in neural network training and these critical
regimes can be identified by measuring the change in gradient norm.
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3.2.2 Accordion’s Design

We now provide a description of Accordion, our proposed algorithm that
automatically switches between lower and higher communication levels
by detecting critical regimes. Accordion’s first goal is to identify critical
regimes efficiently. Our experiments, as discussed previously (Figure 3.2),
reveal that critical regimes can be identified by detecting the rate of change
in gradient norms without using the computationally expensive technique
of [89, 80, 81], where eigenvalues of the Hessian are used to detect critical
regimes. This leads us to propose the following simple way to detect
critical regimes: ∣∣ ∥∆old∥− ∥∆curr∥

∣∣
∥∆old∥

⩾ η,

where ∆curr and ∆prev, denotes the accumulated gradient in the current
epoch and some previous epoch respectively, and η is the threshold used
to declare critical regimes. We set η = 0.5 in all of our experiments.

We depict Accordion for gradient compression in Algorithm 1. For
simplicity and usability, Accordion only switches between two levels of
compression levels: ℓlow and ℓhigh. Once Accordion detects critical regimes,
it sets the compression level as ℓlow to avoid an undesirable drop in accuracy.
Based on our observation, critical regimes also almost always occur after
learning rate decay, therefore we let Accordion declare critical regime
after every learning rate decay. If Accordion detects that the critical phase
ends, it changes the compression level to ℓhigh to save communication cost.
For batch size we use the same algorithm, except instead of switching
between ℓlow and ℓhigh we switch between Blow and Bhigh.

We remark that Accordion operates at the granularity of the gradient
compressor being used. For instance, PowerSGD approximates the gradi-
ents of each layer independently, so Accordion will also operate at each
layer independently and provide a suitable compression ratio for each
layer in an adaptive manner during training. While batch size scheduling
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Algorithm 1: Accordion for Gradient Compression
HyperParameters:compression levels {ℓlow, ℓhigh} and detection
threshold η

Input: accumulated gradients in the current epoch (∆curr) and in the
previous epoch (∆prev)
Input: learning rate of the current epoch (γcurr) and of the next epoch
(γnext)
Output: compression ratio to use ℓ

if |
∥∥∆prev

∥∥− ∥∆curr∥|/
∥∥∆prev

∥∥ ⩾ η or γnext < γcurr then
return ℓlow

else
return ℓhigh

end if

operates at the whole model so Accordion looks at the gradient of whole
model and chooses a suitable batch size.
Computational and memory overhead: Accordion accumulates gradients
of each layer during the backward pass. After each epoch, norms are
calculated, creating ∥∇curr∥. Once the compression ratio is chosen ∥∇curr∥
becomes ∥∇old∥. Thus requiring only size of the model(47 MB in ResNet-
18) and a few float values worth of storage. Also Accordion only uses
the ratio between previous and current gradient norms to detect critical
regimes. This allows Accordion to be easily integrated in a training job
where gradients are already calculated, thus making the computational
overhead negligible.

3.2.3 Relationship between gradient compression and
adaptive batch-size

We first evaluate the effect of batch size on neural network training through
the lens of critical regimes, which suggests using small batch sizes in critical
regimes and large batch size outside critical regimes should not hurt test
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Figure 3.3: Effect of batch size (ResNet-18 on Cifar-10): (a) We show that
there is significant overlap among the Top10% coordinates. (b, left) Shows that
using small batches only in critical regimes is enough to get performance similar
to using small batches everywhere. We scale learning rate linearly with batch
size as in [55], at steps 150 and 250 we decay the learning rate by 10 and 100
respectively. (b, right) accuracy vs communication.

accuracy. We empirically show in Figure 3.3b that this is indeed true.
Next, the connection between compression and batch size tuning can

be made more formal under the following assumption: “each stochastic
gradient is the sum of a sparse mean and a dense noise”, i.e.,

∇wℓ(w; xi,yi) = Ej∇wℓ(w; xj,yj)︸ ︷︷ ︸
sparse, large magnitudes

+ (∇wℓ(w; xi,yi) − Ej∇wℓ(w; xj,yj))︸ ︷︷ ︸
dense, small magnitudes

(3.1)

Under this assumption, we can see that “large batch gradient ≈ highly
compressed gradient”, as a large batch gradient will be close toEj∇wℓ(w; xj,yj)

by the law of large numbers, a highly compressed gradient will also pick
up the same sparse components. Similarly, a small batch gradient is equiv-
alent to weakly compressed gradient. We will like to point out that this
assumption is not general and is not applicable on all data or models. It
will only hold for models trained with sparsity inducing norms.
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We also conduct a simple experiment to support our intuition. We
collect all stochastic gradients in an epoch and compute the overlap in
coordinates of Top10% entries to find how much their supports overlap.
Figure 3.3a shows that > 90% of the top-K entries are common between a
pair of stochastic gradients, thereby justifying the above gradient model-
ing.

Thus, our findings along with prior work in literature can be summa-
rized as high gradient compression, noisy training data, or large batch size
in the critical regimes of training hurts generalization. This connection
also suggests that Accordion can also be used to schedule batch size.

3.3 Evaluation

We experimentally verify the performance of Accordion when paired
with two SOTA gradient compressors, i.e., (i) PowerSGD [184], which
performs low-rank gradient factorization via a computationally efficient
approach, and (ii) TopK sparsification [15], which sparsifies the gradients
by choosing the K entries with largest absolute values. Further we also
use Accordion to schedule batch size switching between batch size 512
and 4096 for Cifar-100and Cifar-10.

Evaluation Setup We implement Accordion in PyTorch [130]. All exper-
iments were conducted on a cluster that consists of 4 p3.2xlarge instances
on Amazon EC2. Our implementation used NCCL an optimized commu-
nication library for use with NVIDIA GPUs. For PowerSGD and Batch
Size experiments we used the all-reduce collective in NCCL and for TopK
we used the all-gather collective. We fix η to be 0.5 and run Accordion
every 10 epochs i.e. Accordion detects critical regimes by calculating rate
of change between gradients accumulated in current epoch and the gra-
dients accumulated 10 epochs back. We empirically observe that these
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choices of hyper-parameters lead to good results and have not tuned them.
One of our primary goal was to design Accordion such that it should not
require signifcant amount of hyper-parameter tuning. Therefore for all of
our experiments we didn’t perform any hyper-parameter tuning and used
the same hyper-parameters as suggested by authors of previous compres-
sion methods, e.g. For PowerSGD we used the same setting as suggested
by Vogels et al. [184]. For large batch size experiments we use the same
hyper-parameters as used for regular training. For all our experiments on
batch size we performed LR Warmup of 5 epochs as suggested by Goyal
et al. [55], i.e. for batch size 512 we linearly increase the learning rate from
0.1 to 0.4 in five epochs where 0.1 is learning rate for batch size 128. Due
to relationship shown between batch Size and learning rate by Smith et al.
[158], Devarakonda et al. [44] when Accordion shifts to large batch it
also correspondingly increases the learning in the same ratio, i.e. when
switching between Batch Size 512 to Batch size 4096, Accordion also scales
the learning rate by 8×.

For image classification tasks we evaluated Accordion on Cifar-10
and Cifar-100. Cifar-10 consists of 50,000 train images and 10,000 test
images for 10 classes. Cifar-100 has similar number of samples but for
100 classes. For language modeling we used WikiText which has around 2
million train tokens and around 245k testing tokens. To show the wide
applicability of Accordion we consider a number of model architectures.
For CNNs, we study networks both with and without skip connections.
VGG-19 and GoogleNet are two networks without skip connections. While
ResNet-18, Densenet, and Squeeze-and -Excitation are networks with skip
connections. For language tasks we used a two layer LSTM.

Accordion on PowerSGD PowerSGD [184] shows that using extremely
low rank updates (Rank-2 or Rank-4) with error-feedback [161] can lead
to the the same accuracy as syncSGD. In Table 3.1 and 3.2 we show that
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Table 3.1: Accordion with PowerSGD
on Cifar-10
Network Rank Accuracy Data Sent

(Million Floats)
Time
(Seconds)

Resnet-18
Rank 2 94.5% 2418.4 (1×) 3509 (1×)
Rank 1 94.1% 1350.4 (1.7×) 3386 (1.03×)
Accordion 94.5% 1571.8 (1.5×) 3398 (1.03×)

VGG-19bn
Rank 4 93.4% 6752.0 (1×) 3613 (1×)
Rank 1 68.6% 2074.9 (3.25×) 3158 (1.14×)
Accordion 92.9% 2945.1 (2.3×) 3220 (1.12×)

Senet
Rank 4 94.5% 4361.3 (1×) 4689 (1×)
Rank 1 94.2% 1392.6 (3.1×) 4134 (1.13×)
Accordion 94.5% 2264.4 (1.9×) 4298 (1.09×)

Table 3.2: Accordion with PowerSGD
on Cifar-100
Network Rank Accuracy Data Sent

(Million Floats)
Time
(Seconds)

Resnet-18
Rank 2 71.7% 2426.3 (1×) 3521 (1×)
Rank 1 70.0% 1355.7 (1.8×) 3388 (1.04×)
Accordion 71.8% 1566.3 (1.6×) 3419 (1.03×)

DenseNet
Rank 2 72.0% 3387.4 (1×) 13613 (1×)
Rank 1 71.6% 2155.6 (1.6×) 12977 (1.04×)
Accordion 72.5% 2284.9 (1.5×) 13173 (1.03×)

Senet
Rank 2 72.5% 2878.1 (1×) 5217 (1×)
Rank 1 71.5% 1683.1 (1.7×) 4994 (1.04×)
Accordion 72.4% 2175.6 (1.3×) 5074 (1.03×)
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Figure 3.4: Accordion using PowerSGD with ℓlow = rank 4 and ℓhigh = rank 1
on VGG-19bn: We show Accordion being able to bridge more that 25% of
accuracy difference with 2.3× less communication .

Accordion by performing adaptive switching between Rank-1 and Rank-
2,4 reaches similar accuracy but with significantly less communication.
For e.g. in Table 3.2 with ResNet-18 on Cifar-100 using ℓlow = Rank 2 leads
to accuracy of 72.4% while ℓhigh = Rank 1 achieves 71.3%. Accordion
switching between Rank 2 and Rank 1 achieves an accuracy of 72.3%.
Figure 3.4 shows the result for VGG-19bn trained with Cifar-10, in this
case Accordion almost bridges accuracy gap of 25% while saving almost
2.3× in communication. Results on more compression schemes can be
found in Section 5 of our original paper [9].

Comparison with Prior Work We compare Accordion with prior work
in adaptive gradient compression and adaptive batch size tuning. For
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(b) ResNet-18 trained of Cifar-100
Figure 3.5: Comparison with AdaQS: We compare Accordion against
AdaQS [59] on Cifar-10 and Cifar-100. We use PowerSGDas the Gradient Com-
pressor. Even though AdaQS communicates more that Accordion it still looses
accuracy compared to low compression. Accordion on other hand with less
communication is able reach the accuracy of low compression.
adaptive gradient compression we consider recent work by [59] that uses
the mean to standard deviation ratio (MSDR) of the gradients. If they
observe that MSDR has reduced by a certain amount(a hyper-parameter),
they correspondingly reduce the compression ratio by half (i.e., switch
to a more accurate gradient). We use this approach with PowerSGD and
our experiments in Figure 3.5 suggest that their switching scheme ends up
requiring more communication and also leads to some loss in accuracy.

Accordion on extremely large batch sizes To push the limits of Batch
Size scaling further we tried using Accordion for scaling Cifar-10 on
ResNet-18 to batch size of 16,384.We observed that using Accordion looses
around (1.6%) accuracy compared to using batch size 512. Interestingly
we also observe that when Accordion first switches the batch size there is
a rapid drop, but then training immediately recovers.

3.4 Conclusion

We propose Accordion, an adaptive gradient compression method that
can automatically switch between low and high compression. Accordion
works by choosing low compression in critical regimes of training and
high compression elsewhere. We show that such regimes can be efficiently
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Figure 3.6: Using Extremely Large Batch Size: We observe that Accordion
looses around 1.6% accuracy when we use batch size of 16,384. Showing Accor-
dion can often prevent large accuracy losses while providing massive gains.

identified using the rate of change of the gradient norm and that our
method matches critical regimes identified by prior work. We also dis-
cuss connections between the compression ratio and batch size used for
training and show that the insights used in Accordion are supported
by prior work in adaptive batch size tuning. Finally, we show that Ac-
cordion is effective in practice and can save upto 3.7× communication
compared to using low compression without affecting generalization per-
formance. Overall, our work provides a new principled approach for
building adaptive-hyperparameter tuning algorithms, and we believe that
further understanding of critical regimes in neural network training can
help us design better hyperparameter tuning algorithms in the future.
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4 utility of gradient compression

A rich body of prior work has highlighted the existence of communica-
tion bottlenecks in synchronous data-parallel training. To alleviate these
bottlenecks, a long line of recent research proposes gradient and model
compression methods. In this work, we evaluate the efficacy of gradient
compression methods and compare their scalability with optimized im-
plementations of synchronous data-parallel SGD across more than 200
realistic distributed setups. Surprisingly, we observe that only in 6 cases
out of more than 200, gradient compression methods provide speedup over
optimized synchronous data-parallel training in the typical data-center
setting. We conduct an extensive investigation to identify the root causes
of this phenomenon, and offer a performance model that can be used
to identify the benefits of gradient compression for a variety of system
setups. Based on our analysis, we propose a list of desirable properties
that gradient compression methods should satisfy, in order for them to
provide meaningful utility.

4.1 Preliminaries

We first provide a brief background of several different threads of prior
work that aim at enabling faster distributed machine learning. Several
lossy gradient compression methods based on quantization [16, 20, 88,
42, 149, 199, 21, 213, 106, 69, 170, 45, 163, 53, 224, 215, 201, 168], sparsifi-
cation [162, 111, 15, 17, 111, 154, 155, 50, 115, 156, 197, 168, 147, 148], low
rank decomposition [187, 184, 189], and other approaches [5, 165, 79]
have been proposed in literature. Recent surveys [204, 171] describe these
methods in detail.

In this work, we benchmark several popular gradient compression
schemes (Table 4.1), and we then pick three gradient compression schemes
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Table 4.1: Encode-Decode of gradient compression methods for ResNet-50 on
V100 GPUs.

Type Method Tencode_decode(ms) All-Reduce

Sparsification MS-TopK - 1% 103 ✗

DGC - 1% 221 ✗

TopK - 1% 273 ✗

RandomK - 1% 163 ✓

Quantization SignSGD 16 ✗

QSGD-2bit 39 ✗

TernGrad 94 ✗

Low Rank PowerSGD-Rank 4 45 ✓

ATOMO-Rank 4 1586 ✗

which have the least compression overheads and high compression ratios
for detailed analysis. We chose, quantization based signSGD [20, 21],
low-rank decomposition based PowerSGD [184] and sparsification based
MSTop-K [156]. We compare and evaluate these schemes to see if they
provide any benefit over off-the-shelf implementation of syncSGD, i.e.
PyTorch DDP [105].

4.1.1 System Advances

Next, we provide a brief overview of several system advances which have
been applied to syncSGD to improve the performance of distributed train-
ing.

All-reduce. In recent years, systems have shifted from using a parameter
server based topology to an all-reduce topology for gradient synchroniza-
tion. For example, we observe that all submissions to DawnBench [34] use
all-reduce for performing distributed training. Communication costs can
be typically modeled using a cost model [146] where cost of sending/re-
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Table 4.2: Comparing aggregation schemes: We show how latency and band-
width term scale for different aggregation strategies. α is the latency, β is the
inverse of bandwidth, and n is the size of vector communicated. p is the number
of machines

Algorithm Latency Bandwidth
Ring Reduce 2(p− 1)α 2β (p−1)

p
n

Tree Reduce 2α log p 2β(log p)n

Parameter Server 2α 2β(p− 1)n

ceiving a vector of size n is computed as the sum of latency and bandwidth
requirements. There are several optimizations [134, 172, 66, 144] for all-
reduce based collectives like ring-reduce [19], tree-reduce [144], recursive
doubling [180], 2D-Torus [122, 86], and etc. These optimizations explore
the trade-off between the latency and bandwidth terms. We list latency
and bandwidth terms for a few aggregation strategies in Table 4.2 for
synchronizing a vector of size n among p machines. In Table 4.2, α rep-
resents the latency term (typically between 0.5 to 1ms in public clouds)
and β represents bandwidth term. We would like to point out that the
bandwidth requirement for ring reduce stays almost constant even with
increase in number of machines p. High performance implementations
like NVIDIA-NCCL [1] dynamically chooses between tree and ring reduce
based on several factors like number of machines, bandwidth, interconnect,
communication size to list a few. In this work for simplicity, we analyze
our results with the communication model of ring-reduce.

Communication and Computation Overlap. Gradients for DNNs are
calculated layerwise, therefore, gradients of later layers are available be-
fore initial layers. Instead of waiting for the availability of all the gradients,
popular deep learning frameworks [105, 130, 4] start gradient communi-
cation when some of the gradients are available. This leads to overlapping
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Figure 4.1: Illustration of how overlapping can reduce the
total iteration time. (Above) Gradient computation and com-
munication done serially. (Below) Gradient computation and
communication being overlapped, i.e. when the gradient of a
layer is computed, it is communicated right after the gradient of
the previous layer.
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Figure 4.2: Effect of Overlap: We plot the iteration time for
computation and gradient synchronization for 64 GPUs, both
with and without overlap. In case of Resnet-50 we observe that
overlapping reduces iteration time by upto 46%.

gradient computation with communication, hiding the time spent in com-
munication. Figure 4.1 illustrates how overlap can provide speedups. In
Figure 4.2, we observe that overlapping can provide speedups of almost
46% for ResNet-50.
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Bucketing Gradients. Calling the all-reduce collective per layer can often
lead to large overheads. To amortize the overhead of calling all-reduce,
optimized implementation of syncSGD [105, 151] create fixed size buckets.
Once the gradients for a bucket are calculated then all-reduce is called on
the entire bucket. Bucket sizes are typically large (25 MB by default in
PyTorch).

In this work, we benchmark the runtime of the systems with the afore-
mentioned optimizations to compare against gradient compression meth-
ods on real-world computer vision and natural language processing tasks.

4.1.2 Evaluating utility of gradient compression

In this section, we perform a detailed experimental evaluation comparing
the scalability of gradient compression methods with an optimized sync-
SGD implementation. We start by analyzing the effects of overlapping
gradient compression with gradient computation. Next we run large scale
experiments to study how gradient compression methods scale across a
range of models.

Methodology. We begin by comparing the overhead of compression
methods which have been reported to scale well. Upon comparing nine
different gradient compression methods using ResNet-50 on 64 V100
GPUs. We observe that most gradient compression methods take around
100ms for compressing and decompressing gradients of ResNet-50 on 64
GPUs. However, there are some methods which are considerably faster,
e.g. signSGD takes only 16ms for encoding-decoding. Among low-rank
methods we find that PowerSGD is around 45× faster than ATOMO (an-
other low rank method) [187]. Based on this comparison, we choose the
most scalable method in each category. Among quantization based meth-
ods we choose signSGD [20, 21] which achieves 32× compression ratio by
only communicating the sign of the gradient. Among sparsification based
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methods we choose MSTop-K [156], a scalable TopK method and among
low rank methods we choose PowerSGD, a low overhead method with
compression ratios of around 100×. For syncSGD we use PyTorch-DDP
module [105].

We would like to point out that we use optimistic compression ratios,
e.g. for PowerSGD we use Rank-4, 8, and 16. Such high compression
ratios have been shown to work [184] for small datasets like CIFAR-10
and WikiText-2 but can lead to accuracy loss for large datasets [184, 137].
While for MSTop-K we are again being optimistic and consider dropping
99.9% gradients and assuming that it will have no loss in accuracy. We
chose these since we wanted to consider a best case scenario for gradient
compression methods.

We use ResNet-50 (97MB), ResNet-101 (170MB) and BERTBASE (418MB)
as the models to study given their disparate communication and compu-
tation requirements. Similar models were used by prior works [184, 205]
in gradient compression to compare the performance of gradient com-
pression schemes and our code can be easily used to benchmark other
models as well. For timing measurements on vision models we use the
ImageNet dataset [41] and we fine-tune the BERTBASE model on Sogou
News dataset [164]. For the timing measurements, we run 60 iterations
for each setup and discard the first 10. We plot the mean of the remaining
50. The error bars in the figure correspond to minimum and maximum
values.

Our experiments are conducted over p3.8xlarge instances on Amazon
EC2. Each instance is equipped with 4 V100 GPUs and provides around
10Gpbs of bandwidth. We scale our experiments up to 96 GPUs (24
p3.8xlarge instances) and consider weak scaling, i.e. the number of inputs
per worker is kept constant as the number of workers increase. This is a
commonly used scenario for evaluating the scalability of deep learning
training [34, 128]. Thus, when we refer to a particular batch size, it is the
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batch size at each worker.

Using Per Iteration Time as A Metric Instead of Accuracy. We consis-
tently use time per iteration as the metric for evaluation. It is well known
from prior works that gradient compression methods can lead to some
final model accuracy loss [205] when used for training. Our main goal in
this work is to study the scalability of distributed training and compare per
iteration time of syncSGD against state-of-the-art gradient compression
methods. Though important, the final model accuracy that the gradient
compression methods achieve is not the main focus of this work. The per-
iteration speedup is a more critical question as if there is limited speedup
from using gradient compression then there is no incentive to deploy such
methods irrespective of the accuracy. Another reason for not performing
an accuracy based study is that gradient compression methods often intro-
duce new hyper-parameters while also requiring modifications to existing
hyper-parameters like the learning rate schedule. It is often non-trivial to
find optimal hyper-parameters which balance compression and accuracy
loss and we plan to study this in future work.

4.1.3 Other Related Work

Several works have looked at improving communication efficiency by
use of Gossip based protocols [108, 169, 96, 95]. Other methods have
looked into improving efficiency of distributed training by enabling use
of large batch sizes [211, 210, 158, 44] or lower precision [121] without
accuracy loss. Other works have also looked at different forms of par-
allelism [84, 83, 72, 157, 128, 138] for speeding up distributed training.
MLPerf [116] and DawnBench [34] are two well known industry sup-
ported efforts to perform periodic benchmarking on training and inference
speed at scale. Our findings about scalability of all-reduce based compres-
sion scheme has also been reported by prior works [184, 31]. A recent
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survey [204] quantitatively compares several gradient compression meth-
ods. However unlike our work it does not account for systems optimization
like overlap of communication and computation. Zhang et al. [217] study
whether network is the bottleneck in distributed training. Unlike [217] and
other listed works, our study focuses on the utility of gradient compression
methods in several different settings and analyzes others aspects beyond
network bandwidth like compute availability, batch size, model size, sys-
tem advances etc. Further, our performance model allows to reason about
performance of distributed training and to predict the performance gains
without running large scale experiments.

4.2 Evaluating Gradient Compression

4.2.1 Overlapping Compression and Computation

We observe that when gradient compression is performed in parallel with
the backward computation it is slower than performing gradient compres-
sion after completing backward pass. Figure 4.3 depicts this phenomenon
on ResNet-50 using PowerSGD Rank-4, MSTop-K-1%, and signSGD. Since
both gradient compression and gradient computation are compute-heavy
steps, when performed in parallel they end up competing for compute
resources on the GPU leading to an overall slow down. On the other
hand, syncSGD only performs all-reduce operation which is communi-
cation heavy with very little compute, thus efficiently utilizing the com-
munication resources on the GPU without affecting the backward pass.
Since we consistently observe that compression schemes perform better
when not overlapped, for the next set of experiments we use non-overlapped
versions of compression.
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Figure 4.3: Overlapping Gradient Compression with Computation: Overlap-
ping compression leads to requiring more time per iteration than performing it
sequentially, due to resource contention for compute resources. The results are
for 64 GPUs.

4.2.2 Comparing Gradient Compression with Optimized
Sync SGD

We next analyse the performance of gradient compression methods against
syncSGD.

PowerSGD. We first study the scalability of PowerSGD when compared
to syncSGD for ResNet-50, ResNet-101 , and BERTBASE. We use Rank-4, 8
and 16 as discussed previously. As shown in Figure 4.4 we can see that
PowerSGD with Rank 4, 8, and, 16 is slower than syncSGD for ResNet-50
and ResNet-101 with batch size 64. This is primarily because syncSGD
does not incur any overheads from compression and is able to overlap com-
munication with computation. On the other hand, for BERTBASE, which
is a much larger model (490MB), we see that for 96 GPUs, Rank-4 and
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Figure 4.4: Scalability of PowerSGD: When compared against an optimized
implementation of syncSGD, PowerSGD provides speedups only in case of
BERTBASE when using Rank-4 and Rank-8 above 32 GPUs. In other cases it has a
high per iteration time.
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Figure 4.5: Scalability of MSTop-K: Comparing MSTop-K against syncSGD we
observe due to lack of compatibility with all-reduce MSTop-K performs slower
than or comparable to syncSGD . For ResNet-101 and BERT we could not scale
TopK beyond 16 and 32 GPUs respectively, due to running out of memory as
memory requirement increasing linearly with number of machines.
Rank-8 are faster than syncSGD by around 18.8% and 11.3% respectively,
while Rank-16 still takes longer than syncSGD.

MSTop-K. Since the MSTop-K [156] operator is incompatible with all-
reduce we use all-gather for communication. As shown in Figure 4.5, only
in 2 out of 15 different setups we observe a minuscule speedup (around
1.3%) when compared against syncSGD. These speedups are achieved
when using MSTop-K-0.1%, i.e., when 99.9% of the entries in the gradient
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Figure 4.6: Scalability of signSGD: Due to lack of support for all-reduce and
linearly increasing decode time, across all three models, signSGD performs con-
siderably slower than syncSGD. For BERTBASE we were not able to scale signSGD
beyond 32 GPUs because we ran out of memory on a V100 GPU. This is due to
the memory requirement increasing linearly with number of machines.
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Figure 4.7: Effect of varying batch size: Here we compare PowerSGD against
ResNet-101 on different batch sizes. We observe that large batch sizes provide
more opportunity to syncSGD to hide the communication time, meanwhile at
small batch sizes due to reduced computation time this overlap is not possible.
Therefore gradient compression methods become more useful at small batch
sizes.
are dropped. Also, due to high memory requirements for creating buffers
for the all-gather primitive MSTop-K does not scale beyond 32 GPUs for
ResNet-101 and 16 GPUs for BERT on a V100 GPU.

signSGD. We study signSGD with majority vote, where 1 bit is sent for
each float (32 bit) leading to 32× compression. Majority vote operation
is not associative thus requiring use of all-gather. Figure 4.6, shows that
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despite signSGD being extremely quick to encode and decode, due to
lack of compatibility with all reduce, communication time scales linearly.
Further, due to overheads in creating buffers for the all-gather primitive
we can not scale signSGD on BERTBASE beyond 32 GPUs.

4.2.3 Effect of Batch Size on Scalability

For analysing the effect of varying batch sizes, we compare PowerSGD
against syncSGD since it is the most scalable method we encounter. In
Figure 4.7, for ResNet-101, we find that the benefits of using PowerSGD
with Rank-4 drops as the batch size increases. For instance, when using 96
GPUs, PowerSGD Rank-4 provides almost 42.5% speedup when training
using batch size 16. This speedup drops to 25.7% for batch size 32 and with
batch size 64, we observe that PowerSGD Rank-4 is around 6.3% slower
than synSGD. In general, increasing batch size leads to an increase in the
compute time which in turn provides more opportunity for syncSGD to
overlap computation and communication.

4.2.4 Exploring utility of gradient compression in
additional setups

In the previous section we looked at the performance of distributed train-
ing and gradient compression of popular models on existing hardware.
Next we try to identify regimes, in terms of hardware or model character-
istics, where gradient compression can provide significant gains i.e. how
will our above results change if we had 100Gbps bandwidth or an 8× faster
GPU. To answer such questions, we develop a performance model that
can be used to reason about expected performance under different setups.
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4.2.4.1 Performance Model for Distributed Data Parallel.

Based on optimizations listed for syncSGD in [105] we build an analytical
performance model. We assume the model can be partitioned into k

buckets, where the first k− 1 buckets are of size b and the last bucket is of
size b̂, where b̂ ⩽ b. The time observed for backward pass and gradient
synchronization for synSGD becomes:

Tobs ≈ max(γTcomp, (k− 1)× Tcomm(b,p,BW))+

Tcomm(b̂,p,BW)

where Tobs is the total time observed for backward pass and synchro-
nization, Tcomp is the compute time for the backward pass on single ma-
chine, (k − 1) × Tcomm(b,p,BW) is the time required to communicate
k − 1 gradient buckets of size b across p GPUs at BW bandwidth, and
Tcomm(b̂,p,BW) is the time to communicate the last bucket of size b̂,
which can not be overlapped with computation. Finally, γ represents the
factor of slowdown in backward pass due to overlap with communication.
We observe γ to between 1.04 to 1.1. In case of syncSGD when using
ring-reduce, Tcomm(b,p,BW) becomes

Tcomm(b,p,BW) = 2α× (p− 1) + 2 × b× (p− 1)
p× BW

(4.1)

where α is the latency coefficient, b is the bucket size, p is the number of
GPUs and BW is the bandwidth available.

Verifying Performance Model. We empirically verify our performance
model using the same experimental setup as mention in Section 4.1.2.
As shown in Figure 4.9 we observe that our model very closely tracks
the actual performance in all cases. The median difference between our
prediction and actual runtime is 1.8% and the maximum is 13.7%.
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Figure 4.8: Required gradient compression for near linear speedups (simu-
lated): Above figure is for ResNet-101 simulated for 64 machines. We observe
that the required gradient compression for near linear scaling at 10 Gbps even
for quite small batch sizes is around 4×.
4.2.5 Insights from the Performance Model
How Much Should We Compress? Using the performance model we
investigate how much compression is required for linear scalability. Fig-
ure 4.8 shows that even at small batch-sizes for ResNet-101 we need around
4× compression for linear scalability, which is significantly smaller than
what most compression methods offer. Our analysis shows that for linear
scaling we do not need extremely high compression ratios.

Effect of Network Bandwidth on Gradient Compression. Figure 4.10
shows comparison between speedups for ResNet-101 when using sync-
SGD and PowerSGD Rank-4 at different network bandwidths. In addition
to estimating time taken with our performance model, we also use the
TC command [2] to limit bandwidth on a real cluster, thereby verifying
our performance model (the markers represent measurements on hard-
ware). The figure shows that gradient compression is very useful in low
bandwidth settings (⩽ 8 Gbps). Although low bandwidths are uncom-
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Figure 4.9: Verifying performance model for syncSGD: Our performance
model matches the actual performance for all three models across wide range of
GPUs. The median difference between predictions and actual runtime is 1.8%.

mon in data centers (10 Gbps is minimum with a V100 GPU on Amazon
EC2), this shows that in certain cases like wide-area learning [23] gradient
compression methods can be extremely useful.

Our performance model also allows us to consider several what-if
scenarios. To understand how and where gradient compression methods
will be useful, we can vary several factors like compute availability, encode-
decode time, network bandwidth etc. Based on our results in Section 4.2.2
which show that PowerSGD Rank-4 is the most scalable compression
scheme, we use PowerSGD with Rank-4 as the baseline for these what-if
analyses.

Required Compression for linear scaling. Existing gradient compres-
sion methods provide massive amount of compression which often leads
to poor accuracy. Using our performance model we study the amount
of gradient compression required for linear scaling. Figure 4.11 shows
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Figure 4.10: Evaluating effect of network bandwidth (simulated): Above curve
is for Resnet-101, batch size 64 on 64 GPUs. We observe that at bandwidth lower
than 8.2 Gbps, PowerSGD Rank-4 can provide speedups but above that syncSGD
performs better.
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(a) ResNet50: 64 GPUs
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(b) ResNet101: 64 GPUs
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Figure 4.11: Required gradient compression for near optimal speedups (sim-
ulated): We observe that the required gradient compression for near optimal
scaling is quite small. At 10 Gbps even for quite small batch sizes we need less
than 4× gradient compression, which is quite small compared to what popular
gradient compression methods.

that in most common models at 10 Gbps we do not need compression
greater than 4×. This shows that focus of gradient compression should be
to reduce the overheads of compression rather than providing very high
compression rates.
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Figure 4.12: Evaluating effect of network bandwidth on training (simulated):
We vary bandwidth availability and analyse the performance of synchronous
SGD vs PowerSGD Rank 4. We observe that as bandwidth increase significantly it
helps synchronous SGD since it has a larger communication overhead. Moreover
we observe the PowerSGD provides massive gains at extremely low bandwidth
(1Gbps) but as bandwidth scales we see PowerSGD gets bounded by compute
availability. The markers are values from actual experiments, this also shows how
close our performance model is to actual measurement.

Effect of Network Bandwidth In Figure 4.12 we vary network bandwidth
available from 1Gbps to 30Gbps and see how this changes the speedup
offered by PowerSGD. We see that, for example, in the case of Resnet-50,
PowerSGD offers considerable speedup at low network bandwidths (1-
7 Gbps) but becomes slower than synchronous SGD when bandwidth
available becomes > 9Gbps. This is due to the fact that syncSGD bene-
fits more from availability of higher bandwidth since it communicates
significantly more while PowerSGD is still limited by extra time spent
in the encode-decode step. For BERT which is a communication heavy
network, PowerSGD becomes slower than syncSGD at around 15Gbps.
In Figure 4.12 the markers represent values from actual experiments. To
perform these experiments we used the tc command in linux to modify the
available bandwidth. For experiments with bandwidth less than 10Gbps
we used p3.8xlarge instances which provide a maximum of 10Gbps band-
width. And for 20 Gbps experiment we used p3.16xlarge instance which
provides 25 Gbps bandwidth. The markers are extremely close to the
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Figure 4.13: Evaluating effect of compute speedup on training time (simu-
lated):Assuming network capacity remains at 10Gigabit but compute capabilities
go up, we observe in that case PowerSGD will end up providing significant bene-
fit, meanwhile synchronous SGD will end up being communication bound and
will not be able to utilize increased compute. Showing that if compute capa-
bilities increase drastically but network bandwidth remains stagnant, gradient
compression methods will become useful.

values from our analytical performance model thus verifying that our
performance model can indeed be useful in several settings.

Effect of faster compute. Next we analyze how the effect of gradient com-
pression changes when newer hardware with higher compute capabilities
arrive in future.

In Figure 4.13, we plot the effect of compute capabilities improving by
up to 4×, while network bandwidth remains constant at 10 Gbps. We can
see that for Resnet-50, PowerSGD with Rank-4 can provide 1.75x speedup
if the compute becomes around 3.5x faster.

There are two reasons for this, (i) As compute gets faster, the encode-
decode time also reduces by the same factor, (ii) with a faster backward
pass, there is less opportunity for synchronous SGD to overlap computa-
tion with communication, making it communication bound.

Tradeoff between encode-decode time and compression ratio. Finally,
we explore the tradeoff between the effect of reducing encode-decode
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Figure 4.14: Varying encoding-decoding time and compression (simulated) :
We observe that reducing encode-decode time even if it leads to reduced gradient
compression is very useful and can make methods like PowerSGD more viable.

time, while simultaneously decreasing the compression ratios by similar
proportions. For this we consider a hypothetical gradient compression
scheme in which if we decrease encode-decode time by a factor k the size
of gradients communicated increases by lk. For example, if say k = 2 and
l = 2 then a 2x decrease in encode-decode time would be accompanied
by a 4x increase in size of gradients. This setup is to study what would
happen if we had compression schemes that offered a variety of trade-off
points. We vary k from 1 to 4 in increments of 1 and try 1,2 and 3 as values
of l. Using PowerSGD with Rank-4 as the baseline, we see in Figure 4.14
that any reduction in encode-decode time even at the expense of increased
communication helps.

4.2.6 Key Takeaways

Here we summarize the key takeaways from our experiments and perfor-
mance model-

• In Section 4.2.1 we show gradient Compression methods are not
good candidates for overlap with gradient computations on popular
GPUs like V100s since both gradient compression and computation
are compute heavy processes leading to an overall slowdown.
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• In Section 4.2.2we show existing gradient compression methods
provide limited benefits either due to encoding overheads or due to
lack of compatibility with all-reduce across a range of models.

• In Section 4.2.3 we observe that using large batch sizes often provides
enough opportunity for syncSGD to overlap communication with
communication thus reducing the extent of benefits achieved from
using gradient compression.

• In Section 4.2.5, with the aid of our performance model we show that
even at small batch sizes we do not need extremely high amount of
compression as proposed by several works.

4.3 Conclusion

In this work, we study several gradient compression methods used to
accelerate distributed ML training. We discover that existing gradient
compression methods provide marginal speedups in a datacenter setup
due to the overheads in compression. We develop a performance model
that can help algorithm designers build scalable gradient compression
algorithms. Our performance model also allows users to conduct what-
if analyses and determine how much compression they need given a
hardware setup. We believe this analysis provides the community clarity
on the desirable properties for gradient compression and will lead to
methods that can provide improved scalability in the future.
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Part III

Reducing Data Movement in
Recommendation Model Training
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5 accelerating recommendation model training

In this chapter we focus on improving recommendation model throughput
by reducing the embedding access overhead.

5.1 Preliminaries

Recommendation models power widely used large-scale internet services.
Recently deep learning is being used to improve the accuracy of recom-
mendations [129, 30, 78]. All deep recommendation models consist of
two types of components (i) a memory-intensive embedding layer that
stores a mapping between the categorical features and their numerical
representations (ii) a compute-intensive neural network-based modeling
layer which models interactions between numerical features and vector
representations of categorical features. Across models, the structure of em-
bedding tables typically remains the same. The number of rows (elements
in the table) usually depends on the dataset, i.e. the number of categories,
while machine learning engineers vary the dimension of embedding i.e.
the size of the vector to represent a categorical feature. Common dimen-
sions of embeddings are 16, 32, 48, and 64 but sometimes can be as large
as 384 [126]. However, the rows in embedding tables vary widely and
can be as small as 3 elements or as big as a few billion elements depend-
ing on the dataset [209, 60]. Neural network layers have more diversity,
and the type of neural network usually depends on the modeling task
at hand. DLRM [129], a recommendation model popular at Meta uses
fully connected layers for both bottom and top neural networks. While,
DeepFM [58] uses a factorization module that learns up to two-order fea-
ture interactions between sparse and dense features (Table 5.2 summarizes
other models we consider in this paper). The forward pass of training
involves looking up embedding vectors corresponding to the data items.
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Table 5.1: Dataset and their embedding tables
Training Input Embedding Tables

Datasets Datapoints Categorical
Features

Num
Features

Num
Emb

Embedding
Dimension

Table
Size

Kaggle Criteo 39.2 Million 26 13 33.76 Million 48 6 GB
Avazu 40.4 Million 21 1 9.4 Million 48 1.7 GB
Terabyte 4.37 Billion 26 13 882.77 Million 16 157 GB

Table 5.2: Model Descriptions: For DLRM, W&D, D&C the numbers indicate
the structure of the different Fully Connected (FC) layers. For DeepFM, Linear
Features represent a linear layer that is used to store feature interactions. For all
the models, we used the standard architectures as suggested by original authors.

Model Architecture of Dense Parameters Number of
Dense Parameters

DLRM [129] FC - 13-512- 256-64-48
FC - 1024-1024-1024-256-128-1 2962289

W&D [30] FC - 13-256-256-256 136673

D&C [192] FC - 1024-512-256-64-48
FC - 1024-512-256-1 2718609

DeepFM [58] Linear Features - 33762577-1
FC - 1248-64-64-64 33851283

All deep learning based recommendation models [193, 198, 195, 182, 35]
use this step to handle categorical features such as location, product type,
gender, etc. Our focus is to reduce data access overheads that arise from
performing embedding lookups and thus speed up the training of all
recommendation models which use embedding tables.

Training Recommendation models Next, we discuss the state-of-the-art
systems used for training recommendation models.
Offline Training vs Online Training. Recommendation models are trained
in both online and offline mode. Offline training involves training the
model on large amounts of historical data with emphasis on throughput.
Alternatively, online training is performed only on the recently acquired
data to account for latest user preferences and is latency sensitive. To boost



48

Top Neural
Network

Embedding
Table 1

Embedding
Table 2

Numerical 
 Feature 1 

Numerical 
 Feature M 

Categorical  
Feature 1

Categorical 
Feature N

Pairwise Interaction

Concatenate

Bottom
Neural

Network

Prediction

Figure 5.1: Architecture of a recommendation model: Model parameters in-
clude top, bottom NNs and embedding tables.

performance and prevent catastrophic forgetting [52, 98], researchers ac-
tively perform offline training, even for models in production. According
to a study by Meta [7] offline training is responsible for more than 50%
cycles of all ML model training cycles. This shows that offline training
of recommendation models is an important workload. In this work our
primary focus is on offline training of recommendation models.
Training Setup. Recommendation models are extremely large and are
currently among the largest ML models used in enterprises. Meta recently
released a 12 Trillion parameter recommendation model [126]; in compar-
ison GPT-3 has 175 Billion parameters. However, embedding tables with
sparse access patterns account for more than 99% of parameters.

The combination of extremely large model sizes with the sparse ac-
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cess pattern introduces several new challenges in distributed training.
Figure 5.1 shows a schematic of a deep learning based recommendation
model. In a typical DLRM training setup, dense neural network (NN)
parameters are replicated and stored on the GPUs and trained in data-
parallel fashion, where gradients are synchronized using the all-reduce
communication collective. However, embedding tables are extremely large
to hold in the GPU memory and are usually partitioned.
Existing Systems. Several systems have been designed to perform offline
recommendation model training due to it’s popularity. Training systems
like TorchRec [118], FB-Research’s DLRM [141] and HugeCTR [74] par-
tition the embedding table across different GPUs and train them in a
model-parallel fashion. Embeddings are fetched using all-to-all collec-
tive [125]. While, TorchRec tries to overlap embedding-related operations,
like remote embedding reads and writebacks, with the compute-intensive
portion of the neural network, the amount of embedding data that needs to
be fetched still adds significant overhead during training. Figure 5.3 shows
a breakdown of the time taken for one iteration of training when using
TorchRec [118]. We observe that when using 8 training machines (AWS
p3.2xlarge instances), the overheads when compared to an ideal baseline
that does not perform any embedding lookups, is around 70% for the
DLRM [129] and 75% for DeepFM [58].

Beyond spending a majority of time in embedding lookups, existing
systems also couple storage and compute resources, e.g. if the embedding
tables for a model are extremely large but the compute requirements are
small, one still has to use a large number of GPU machines to store the
embedding tables. This often leads to sub-optimal use of resources.

To alleviate the embedding access overhead and improve resource
utilization, FAE [8] performed an analysis of embedding accesses and
observed a similar skew in embedding access patterns. However, FAE uses
a reordering approach by dividing examples into hot and cold batches
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Figure 5.3: Training Time Breakdown: Average time spent in various stages
of training when using 8 p3.2xlarge instances with TorchRec [118] (left) and
Bagpipe (right) on DLRM and DeepFM models (Table 5.2). For large models like
DeepFM, we observe that TorchRec spends 75% of each iteration on embedding
access, while Bagpipe can bring it down to 10%.

based on their embedding accesses, this impacts the statistical efficiency
as training continuously with hot batches changes the order of the training
examples and can affect convergence [8]. Further, it is not always possi-
ble to create batches that only access cached embeddings, because some
models [107, 103] use features like Unique User ID (UUID) or Session
ID [178, 167, 179] that are unlikely to be repeated and thus requiring at
least one cache miss per example.

Several other prior works [73, 7, 61, 119, 109] have proposed using
asynchronous training to reduce embedding access overhead. With asyn-
chronous training, embedding fetches can happen in the background, e.g.
in HET trainers can use embeddings that are stale up to a certain number
of iterations. If embeddings are stale beyond the bound HET synchronizes
those embeddings with the embedding server before a training iteration.
However, similar to other ML models, recent works [73, 126] have ob-
served that asynchronous training can lead to degradation in accuracy for
recommendation models. Accuracy degradation is unacceptable to large en-
terprises as it often directly leads to a loss in revenue [126]. Asynchronous
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training is also avoided due to the lack of reproducibility, which is nec-
essary to reason about and compare different model versions. Therefore,
in this work we focus on designing a system for synchronous distributed
training.

5.2 Design

We begin by providing an overview of our design.

5.2.1 Design Overview

Bagpipe consists of four components that collectively perform training as
shown in Figure 5.4. Each iteration of training begins with sampling a
batch of examples, the DataProcessors pre-process the examples and send
them to the Oracle Cacher. Based on the examples, Oracle Cacher runs a
lookahead algorithm to determine embeddings to prefetch and to cache, and
dispatches this information to the Trainers. The trainers typically run
on GPU machines and perform gradient computation. Trainers hold the
dense parameters of the model and Bagpipe’s cache in the GPU memory.
Also, trainers fetch necessary embeddings from the EmbeddingServers.
Embedding servers hold the embedding tables of the recommendation
model. This design introduces the following contributions:

• Bagpipe utilizes both caching and prefetching to reduce embedding
access overhead. Given an offline training regime, we introduce the
concept of lookahead, where we can look beyond the current batch
and decide which elements to cache and prefetch (§5.2.2).

• We extend our scheme to the distributed setting and introduce a
logically replicated, physically partitioned cache design (§5.2.3) to
minimize communication overheads. To further reduce synchro-
nization overheads we use CPA, to selectively synchronize parts of
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Figure 5.4: Bagpipe setup: All the components of Bagpipe can be individually
scaled. The dashed arrows signify async RPCs while solid ones signify sync
RPCs.

the cache that are immediately needed on the critical path while
synchronizing the rest in the background.

• Finally, we discuss how Bagpipe’s dis-aggregated design can help
improve efficiency, by scaling components depending on the prop-
erties of the dataset and the model, and enable low-overhead fault
tolerance (§5.2.4).

5.2.2 Caching and Prefetching in Bagpipe

In Bagpipe, we introduce the idea of each trainer having a local cache. When
designing a system with caching, we need to design a cache insertion policy
(what to cache?) and a cache eviction policy (what to evict?) so as to
maximize the hit rate. However, offline batch training of machine learning
jobs like recommendation model training has additional structure: in offline
batch training future batches and their contents are predictable, i.e. in context
of recommendation models we can look beyond the current batch and
infer which embeddings will be accessed in future batches. This insight
helps us create a perfect or oracular cache. To utilize this insight, we design
a lookahead algorithm. For ease of explanation, the discussion in this
section assumes there is only one trainer (only one cache). We extend this
to the distributed setting in §5.2.3.
Lookahead Algorithm. To decide what to cache and what to evict we
develop a low overhead lookahead algorithm which also ensures consistent
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Figure 5.5: Lookahead Algorithm: The above figure shows an illustration at
different batch steps of how the lookahead algorithm functions. In the above
example, the lookahead value is 2 and the batch size is also 2.

access to embeddings. We denote the lookahead value (L), as the number
of batches beyond the current batch, which will be analyzed to determine
what to cache, e.g. if the current batch is x, we consider embedding accesses
in batches from x to x+L, to determine which elements in batch x should
be cached. The lookahead algorithm takes three inputs: the current batch,
future batches (next L number of batches), and current state of the cache
on the trainer.

The lookahead algorithm outputs two pieces of information. First, for
the current batch, it generates the list of embeddings that will not be found
in the cache on the trainer’s GPUs. This allows Bagpipe to prefetch these
embeddings out of order before the current batch is used for training.
Prefetching allows Bagpipe to hide the data access latency for the long tail
of embeddings that are not frequently accessed. Second, the lookahead
algorithm determines which embeddings from the current batch will be used
in future batches, and the last iteration they will be accessed in the current
lookahead window. Any embeddings from the current batch that will be
used by future batches in the lookahead window will be marked for caching,
so they can be accessed from the GPU memory in the future. The last
iteration an embedding is used within the lookahead range and serves as
time-to-live (TTL) for the embedding in the cache.
Next we describe an example of how lookahead algorithm processes
batches (Figure 5.5), with lookahead value (L) as 2:

• Batch 1 Embedding 3 and 9 are in the batch. For both embeddings
we launch prefetches. However, embedding 3, is accessed again, and
the last occurrence in the window is at Batch 2, so we cache it with
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the TTL set to 2.

• Batch 2 Embedding 3 is in the cache so we do not send a prefetch
request. But the last occurrence for 3 in the window is now in Batch
3. Therefore, a TTL update is sent for 3. We will prefetch 4 since it is
not in the cache.

• Batch 3 We prefetch embedding 6 and cache it with a TTL of 4 since
it will be reused in Batch 4. At this point in our lookahead window
Embedding 3 has no future occurrence so it will be evicted after
batch 3. However, if embedding 3 was being used by batch 4, we
would have kept it in the cache and sent a TTL update with eviction
batch as 4.

• Batch 4 We prefetch 1 since it is not in the cache. We do not send
any TTL updates for 6 as it is absent in future batches and will be
evicted after this batch.

Consistency with the Lookahead algorithm. Our consistency goal is to
avoid staleness and ensure that trainers do not prefetch an embedding from
the embedding servers while it has updates that have not yet been written
back. Despite pre-fetching embeddings out of order, our formulation of
what to cache and what to prefetch , provides an extremely important
guarantee that allows us to maintain consistency and match the execution
of synchronous training. When the trainer is processing batch number x,
an embedding used by the batch will either be available in the cache with
it’s most recent value or no preceding batch in the lookahead range (any
batch number in [x− L, x)) would have updated that specific embedding.
That is, if an embedding was needed by a batch in batch number in range
[x − L, x) it will be in the cache; if an embedding is not in the cache it
means no batch in range of [x− L, x) has updated it. Therefore, as long as
the prefetch request for batch x is issued after updates from training batch



55

number x− L have been written back, we can guarantee that we will not
see stale embeddings.

5.2.3 Distributed Cache Design in Bagpipe

First we discuss the requirements for the distributed cache design and our
goals. Next, we discuss the design space for cache design and finally we
compare these designs both quantitatively and qualitatively.
Distributed Cache Requirements. When extending the caching scheme
described above to a distributed setting, Bagpipe can provide consistency
as long as the following two requirements are satisfied (i) Each trainer
sends prefetch requests for batch number x only when cache eviction and
updates have been performed by all the trainers on x− L batch. (ii) Each
trainer’s cache should contain the latest value of the embedding. The
first requirement is a direct extension of our prior discussion and can be
satisfied by synchronizing the iteration number that each trainer has pro-
cessed. The second condition, however, creates additional communication
overheads and we next discuss the design space and techniques to reduce
these overheads.
Goals of distributed cache design. The primary objective of our dis-
tributed cache design is to minimize the time spent on cache synchro-
nization on the critical path. Thus our objective includes, accounting for
the number of bytes transferred (bandwidth) and connection overheads
(latency) [172].

Next, we explore the distributed cache design space and discuss syn-
chronization costs with each design.
Replicated Cache. In a replicated cache, each trainer will pre-fetch all the
embeddings which are required by the whole batch (not just a worker’s
partition of the batch). After performing the backward pass we synchro-
nize all the elements which have updated gradients across all the workers,
such that embeddings in the caches are synchronized at the end of each
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iteration using all-reduce. This trivially ensures that each trainer’s cache
has the latest version of the embedding. A replicated design results in
high bandwidth cost due to synchronization of all the elements across
all trainers even if the element’s updated value would not be required in
future by other trainers, i.e. it will be evicted from the cache. However,
there is very small control (latency) overhead because all elements are
synchronized.
Partitioned Cache. A partitioned cache is on the other end of the design
spectrum where each trainer is assigned an exclusive portion of the cache.
Before the forward pass of training, each trainer fetches the embeddings
not available locally from their peer trainers. Post backward pass, each
trainer writes back the gradients to the respective peer trainer which has
ownership of the embedding. These steps are required to ensure we
always use the latest version of the embedding. Unlike the replicated
cache, where all the embeddings are synchronized irrespective of whether
a trainer needs it, in the case of a partitioned cache, trainers only fetch and
write back the embeddings they utilize. Further, partitioned caches are
more space efficient as there is only one copy of each embedding in the
distributed cache.

The number of bytes communicated when using a partitioned cache
depends on how batches are partitioned across trainers. To study the
scenario where batch partitioning is communication aware, i.e. batches
are partitioned so as to minimize bytes communicated across trainers,
we formulate a mixed integer linear program (MILP). Given the cache
state on all trainers, the MILP computes a partitioning of examples which
minimizes the amount of inter-node communication. Given a batch of
examples (b) and p trainers, we introduce b × p variables in our MILP.
Each variable is denoted by xi,j where if xi,j = 1, then example i will be
assigned to trainer j. We then compute a cost matrix C, where given the
cache state, Ci,j represents the cost of inter-node communication that will
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be required to fetch embeddings for example i to location j. Our objective
is to minimize the amount of inter-node communication. We formulate it
using our variables and cost matrix as:

Minimize
∑
i∈I

∑
j∈J

Ci,j · xi,j

Where I and J represent the set of examples and trainers respectively.
Further, we include two constraints to ensure that the solution is feasible
and avoids load imbalance:

(i) Each example must be placed on one trainer and all examples need
to be placed on at least one trainer node. ∀i ∈ I

∑
j∈J xi,j = 1. (ii) We

add another constraint to make sure the batch is equally distributed across
machines to prevent load imbalance. The optimization problem can be
solved using existing MILP solvers like Gurobi [62].

However, using communication aware partitioned caches has two dis-
advantages: first solving the MILP takes around 2.36s on a 16-core machine
making it infeasible when iteration times are around 100ms (Figure 5.3).
Secondly, sync time does not solely depend on bytes communicated, as
overheads from maintaining data-structures and establishing connections
also play a role. With partitioned caches we would need to introduce addi-
tional data structures to keep track of embedding locations and establish
multiple connections.
Logically Replicate Physically Partitioned Cache. Ideally, we would like
to design a cache that does not perform unnecessary synchronization of
embeddings but does not introduce additional overheads due to state
tracking. To achieve this goal, we propose using Logically Replicated,
Physically Partitioned (LRPP) caches. By logically replicated we mean that
from the view of Oracle Cacher all caches have all data and are fully
replicated but by being physically partitioned, the trainers decide which
elements need synchronization and which elements can be evicted without
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synchronization. The primary insight behind our idea comes from the
observation that for the Criteo dataset, around 25% of the embeddings are
used by only one of the examples in batch. Therefore, these embeddings
are updated at only one trainer before being evicted. Thus, fetching or
synchronizing them across all trainers is a waste of network bandwidth.
We design a new protocol that modifies the replicated cache based on this
insight.

With LRPP caches, the Oracle Cacher marks embeddings which are
only used by a single trainer. Given this metadata, these embeddings are
only fetched by the trainer which needs them and are ignored by other
trainers. After the forward and backward pass completes, the trainers skip
synchronization for these embeddings and use all-reduce to synchronize
the other embeddings. In the background, the trainer which made the only
update to the marked embedding evicts it back to the Embedding Server.
This optimization is able to reduce the volume of embeddings prefetched
and synchronize with very minimal control logic. LRPP can be further
extended with more fine-grained partitioning, i.e. we can synchronize em-
beddings updated by two workers using a separate communication group
containing just those workers. However, further fine-grained partitioning
will create additional control logic, which in turn would add additional
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latency and thus yield diminishing returns.
There are parallels between design of LRPP to [207] a concurrent work

which only caches elements which are going to be utilized more than once
with a FIFO eviction policy. This is analogous to LRPP only synchronizing
elements which are going to be used in future. We plan to study extensions
of LRPP in future work.
Comparing cache design choices. For Kaggle critieo dataset with batch
size 16,384 and 8 trainer machines (p3.2xlarge) we observe that Replicated
Cache communicates around 65K embeddings per iteration, while Com-
munication Aware-Partitioned Cache communicates 21K embeddings per
iteration and LRPP communicates around 48K embeddings. Further, we
implement all these in Bagpipe and evaluate them in terms of per-iteration
training time using the same setup. To consider the best case scenario
for partitioned caches, we ignore the time taken by the Gurboi solver. In
Figure 5.6, we observe that LRPP outperforms replicated by 22.8% and
communication aware partitioned by 59.8%. Our analysis shows that de-
spite synchronizing fewer embeddings partitioned caches do not perform
well due to hotspots and additional control logic. Since some embeddings
are accessed extremely frequently, the trainers that own those embeddings
become a bottleneck. Further, in partitioned caches, the overhead of per-
forming multiple collective communication calls, creating memory buffers
for each collective communication call and tracking which peer to access
embeddings from, leads to an additional overhead of 80-90ms for a batch
size of 16K with 8 trainers. Therefore, we configure Bagpipe to use LRPP
cache synchronization scheme due to it’s superior performance.
Delayed Synchronization. To further optimize the LRPP protocol we use
Critical Path Analysis [206]. In this scenario, CPA implies that as long as
the embeddings are synchronized before being critically required it can
suffice. However, directly using CPA in context of embedding synchro-
nizations for recommendation models will lead to network contention
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with other competing synchronizations. Therefore, we introduce delayed
synchronization, where we only synchronize the embeddings which will
be required in the next iteration on the critical path. The embeddings
which are not needed immediately are synchronized in the background.
To, avoid network contention due to background synchronization we en-
sure that all background synchronizations are completed before we launch
other critical path synchronizations for future iterations. On Kaggle Criteo
dataset with 8 trainers and batch size 16K, we see that only 22.7K em-
beddings out of 48K embeddings (47.3%) need to be synchronized on
the critical path, the rest can be overlapped with the forward pass of the
next iteration. For two models on Criteo dataset, Figure 5.7 shows that
delayed synchronization can further reduce cache synchronization time
by up to 44% (in addition to LRPP) by overlapping synchronization with
forward pass. We also observe that LRPP and delayed synchornization
can together reduce bytes communicated on critical path by around 70%.

5.2.4 Disaggregated Design and Fault Tolerance

Existing recommendation model training systems [141, 126, 118] couple
storage and compute resources, i.e. it is not possible to scale the number of
embedding table partitions without increasing the number of trainers. This
affects fault tolerance and resource utilization. For fault tolerance, given
the extremely large embedding table sizes, checkpointing a trainer can
take several minutes [46] during which the compute resources stay idle.
The lack of disaggregation also leads to poor resource utilization [36, 18],
e.g. when embedding tables are extremely large but the dense neural
network parameters are small, an optimal configuration would be to use
more servers for embedding tables but have fewer trainers. Thus, we
design a disaggregated architecture for Bagpipe (Figure 5.4) with four
major components: (i) Data Processors (ii) Oracle Cacher (iii) Distributed
Trainer (iv) Embedding Servers.
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Data Processor. Data processors read and batch training data which is
resource intensive. Similar to prior designs [220] we offload data process-
ing to reduce trainer overheads. Data processors are stateless and can be
restarted on failure.
Oracle Cacher. Oracle Cacher is a centralized service that inspects all the
training batches using the lookahead algorithm . Oracle Cacher decides
which elements to prefetch for the current batch and the TTL for eviction
of elements being cached. Oracle Cacher sends the training data as well
as the embedding ids that need to be cached/prefetched using async RPC
calls to the trainers. Oracle Cacher is designed such that all the necessary
internal state is also present on the trainers. Therefore, whenever Oracle
Cacher has to be restarted we only need to fetch the last iteration number
processed by the trainers and the embedding IDs present on them.
Trainer. Trainers hold the dense neural network portion of the recom-
mendation model and the LRPP cache in the GPU memory. The trainers
perform forward and backward passes in a synchronous fashion. Train-
ers also: (i) prefetch the embeddings based on requests sent by Oracle
Cacher (ii) perform cache maintenance including addition and eviction of
embeddings. When a trainer fails, Oracle Cacher makes an RPC call to ask
existing trainers to checkpoint their state (model parameters and cache
contents) and then copies this state to the newly started trainer. Each of
the trainers then discard their gradients and Oracle Cacher starts from the
previous iteration. With delayed synchronization and LRPP enabled we
might loose updates of at most one iteration, which is unlikely to affect
model convergence [160].
Embedding Server. Embedding servers store all the embedding tables
and act as a sharded parameter server, handling the prefetch and update
requests from the trainers. We use the techniques presented in prior
work [46] to checkpoint embedding servers periodically.
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5.2.5 Discussion

Next, we discuss some benefits and limitations of our design.

Generalizing across skew patterns. Unlike prior work [8], Bagpipe’s
optimizations are resistant to embedding access skew changes (evaluated
in §5.4.3). This is because Bagpipe does not just rely on caching of a fixed
set of hot embeddings, it speeds up access to cold embeddings using pre-
fetching. So if there exists datasets that do not display a high degree of
skew, Bagpipe will still outperform prior work.
Applicability in online training. Bagpipe’s optimizations are applica-
ble to offline setup, as it relies on the ability to look at future batches to
build a cache. In case of online training examples arrive sporadically thus
restricting lookahead.
Scalability of Oracle Cacher. The overhead of Oracle Cacher is extremely
small even for extremely large batch sizes and lookahead values. In §5.4.3
we find that Oracle Cacher, even for large batch size of 131K, can dispatch
3.27 Million samples per second. Further, Oracle Cacher only needs to
be faster than the time taken by trainers for the forward and backward
pass. However, if required, Oracle Cacher can be partitioned to increase
scalability for datasets with a large number of embedding tables. To
split the work done by Oracle Cacher, we can partition the embedding
tables such that each partition of the Oracle Cacher can work on a different
embedding table. For instance, if there are 1000 categorical features and we
launch 10 Oracle Cacher; for each example, each Oracle Cacher generates
caching decisions for their subset of 100 categorical features.

5.3 Implementation

Bagpipe is implemented in around 5000 lines of Python. Async RPC’s are
used to communicate across different components. For synchronization of
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dense parameters and caches we use collective communication primitives
present in NCCL [1]. Bagpipe is completely integrated with PyTorch and
existing model training code can use it with 4 to 5 lines of changes. API
details will be present in our open source version.
Overlapping cache management with training. We perform, all cache
management operations in a separate thread thus not affecting the training
process. Our caching data structure can operate completely lock free, be-
cause in our Oracle Cacher’s lookahead formulation, we guarantee that the
training thread and cache maintenance thread will operate on completely
separate indices of the cache. This ensures that cache management has
minimal overhead on training.
Automatically Calculating Lookahead. Bagpipe uses two configuration
parameters: max cache size and lookahead value (L). Providing the max
cache size is mandatory, it can be determined by computing amount of
free memory available after allocating space for the dense neural network
parameters. L can be automatically calculated if it is missing. To calculate
L, at startup Bagpipe keeps prefetching until it detects the cache is full.
On detecting that the cache is full, Bagpipe selects the number of batches
prefetched so far as the L. Further, Bagpipe can also handle scenarios
where the configuration variables are incompatible. Since Oracle Cacher
always has a consistent view of the cache, if it observes that the cache is
going to be full it can reduce the L. We perform a sensitivity analysis on
L in §5.4.3.

5.4 Evaluation

We evaluate Bagpipe by measuring improvements in per iteration time
against four baselines, observing a speedup of 2.1× to 5.6× for the DLRM
model. Further, we vary the recommendation model architecture and
compare Bagpipe against the best-performing baseline with four differ-
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ent models and observe a speedup of up to 3.7×. We also analyze the
performance of Bagpipe on different hardware and datasets and evaluate
other aspects of Bagpipe like fault tolerance (§5.4.2) and sensitivity to
configuration parameters (§5.4.3).
Baseline Systems. To compare Bagpipe we use four open source baselines
discussed in §5.1. We compare Bagpipe with FAE [8], FB-Research’s train-
ing system [141], TorchRec [118] and HET [119]. We discuss additional
details of these systems when comparing them with Bagpipe in §5.4.1.
Models and Datasets. We use four different recommendation models,
Facebook’s DLRM [129], Google’s Wide&Deep [30], Deep&Cross Net-
works [192], and Huawei’s DeepFM [58]. Table 5.2 describes the models
used to evaluate Bagpipe. The models differ markedly in terms of the dense
parameters, e.g. the largest model has 33.8 Million parameters while the
smallest one only has 136K parameters. For datasets, we use the Kaggle
Criteo [100], Avazu [76] and Criteo Terabyte dataset [101] (largest pub-
licly available dataset). Table 5.1 describes the embedding table size for
each dataset.
Cluster Setup. We run all our experiments on Amazon Web Services(AWS).
For trainers, we use p3.2xlarge instances while Embedding Server and Or-
acle Cacher run on a c5.18xlarge instance each. Each p3.2xlarge instance
contains a Nvidia V100 GPU, 8 CPU cores and 64 GB of memory with
inter-node bandwidth of up to 10 Gbps. Each c5.18xlarge has 72 CPU
cores and 144 GB of memory. For Bagpipe we launched dataloaders on
the same c5.18xlarge as Oracle Cacher since the machine had ample com-
pute. To study the performance of Bagpipe in a setting with different
amounts of compute and bandwidth we also run some experiments on
g5.8xlarge where each machine has an Nvidia A10G GPU,32 CPU cores
with inter-node bandwidth of 25 Gbps.
Bagpipe Configuration. Unless otherwise stated, for all our experiments
we set the cache size to enable lookahead of up to 200 batches. We study
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the sensitivity of these parameters and their effect on throughput in §5.4.3.
We run all our experiments for 2000 iterations, which roughly translates
to 1 epoch of Criteo Kaggle Dataset with batch size of 16,384.
Metrics. For all our experiments we plot average per-iteration time with
error bars representing standard deviation. This directly translates to
the time taken to train a fixed number of epochs. As Bagpipe guarantees
consistent access to embeddings, the accuracy after each iteration exactly
matches other synchronous training baselines (validated in §5.4.1).

5.4.1 Comparing Bagpipe

We first evaluate Bagpipe by comparing it against a number of existing sys-
tems and study how our benefits change as we vary the models, datasets,
and hardware.
Comparing Bagpipe with existing systems. In Figure 5.8, we compare
Bagpipe with four existing systems, FAE [8], FB-Research training sys-
tem [141], TorchRec [118] and HET [119]. We use Criteo Kaggle dataset
with batch size 16,384 (a common batch size among MLPerf [117] entries)
and two popular recommendation models DLRM [129] and W&D [30].

FAE performs pre-processing on training data to classify embeddings
as either hot or cold. To evaluate the best case scenario for FAE, we do not
account for the additional time FAE spends in partitioning batches and
deciding the placement of embeddings. As shown in Figure 5.8, Bagpipe
achieves 3.4× speedups for the DLRM model and 3.7× speedups for W&D.
As discussed in §5.1, during hot batch training FAE has similar cache
synchronization overheads as Bagpipe, but when it switches to cold batches,
it suffers additional embedding access overheads due to no prefetching.

Next, we compare Bagpipe with open source FB-Research training sys-
tem [141], built over PyTorch and Caffe-2, is designed for DLRM mod-
els [129] but can be easily modified to support other embedding-based
deep recommendation models like W&D [30]. Bagpipe provides 5.6× and
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4.2× speedups over FB-Research training system. FB-Research system is
slow due to spending almost 60% of the time on data loading, which has
also been observed by prior works [220, 140] as well, leading to worse
throughput compared to Bagpipe which offloads data-preprocessing to
remote machines.

When compared against TorchRec, a recent open source system built
over PyTorch [105] and FBGEMM [142] to facilitate training of recom-
mendation of models, we observe that Bagpipe is around 2.1× faster for
DLRM models and around 1.3× faster for W&D models. Unlike Bagpipe,
TorchRec does not perform any caching or pre-fetching, and therefore
fetches and writes back a large number of embeddings on the critical
path. Bagpipe reduces and overlaps the amount of embedding-related
communication on the critical path.

To compare with HET [119], a system that performs bounded asyn-
chronous training as described in §5.1, we use the author-provided code im-
plemented in C++ with Python bindings to evaluate HET and set the asyn-
chrony bound to 100, as suggested by the authors for maximum speedup.
We find that Bagpipe is around 2.3× faster than HET for DLRM and 1.6×
faster for W&D. We observe that, despite performing asynchronous train-
ing, HET needs to fetch embeddings that are not available in the local
cache from the parameter server on the critical path. With increase in
batch size the number of cache misses increases as well, due to the long
tail of accesses (discussed in . We also verify that our performance closely
matches with those reported in the paper [119].

As the speedup of Bagpipe varies across models, we perform a detailed
investigation to understand this. We observe TorchRec to be the best
performing baseline as it efficiently overlaps different parts of the training
pipeline and make better use of network bandwidth using the all2all
primitive for embedding fetches. Thus, for the next set of experiments we
compare Bagpipe with TorchRec.
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Comparing Bagpipe on other models. In addition to W&D and DLRM,
we also train the Deep&Cross Network (D&C) [192] and DeepFM mod-
els [58] with Bagpipe and TorchRec. D&C models contain an additional
Cross Network component, which performs explicit feature crossing of
sparse features to learn predictive features of bounded degree without
manual feature engineering. DeepFM introduces a factorization module
that learns up to 2-order feature interactions between sparse and dense
features. Details of these models are available in Table 5.2. In Figure 5.9
we observe that performance gains provided by Bagpipe over TorchRec
depends on the size and computation requirements of the dense portion
of recommendation models, e.g. for W&D which only has around 131,000
dense parameters we observe that Bagpipe provides only a 1.2× speedup,
while for DeepFM which has 33.8 million parameters Bagpipe provides a
speedup of over 3.7×. We believe that this is due to the pipelining mech-
anism present in TorchRec where the authors overlap the embedding
write-back with the synchronization of the dense model. As the model size
increases, the bandwidth requirement for synchronization also increases
and the synchronization of dense model and embedding write-backs ends
up competing for the same set of network resources. Meanwhile, Bagpipe
significantly reduces the amount of embedding synchronization due to
caching. Further, delayed synchronization allows Bagpipe overlap forward
pass of the next iteration. Thus, our analysis indicates that TorchRec, un-
like Bagpipe, is heavily bottlenecked by the network bandwidth available.
To verify this, we next run experiments on a different hardware.
Comparing Bagpipe on different hardware. To understand the perfor-
mance of Bagpipe on different hardware setups, especially in terms of
network bandwidth, we evaluate Bagpipe on g5.8xlarge (A10G GPU and
25 Gbps bandwidth) instances. In terms of compute, A10G performs
similar to V100, but the bandwidth on g5.8xlarge is 25 Gbps compared
to 10 Gbps on p3.2xlarge. We use the same hyper-parameters and model
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configurations as in previous sections. Figure 5.10 shows a comparison
of per-iteration time between DLRM and DeepFM, for both Bagpipe and
TorchRec. We observe that Bagpipe with DLRM model on g5.8xlarge train-
ers is around 1.9× faster than p3.2xlarge trainers. On other hand, the
DLRM model with TorchRec on g5.8xlarge trainers is around 2.4× faster
than p3.2xlarge trainers. Similarly for DeepFM, time for TorchRec reduces
by 2.4× (1015ms to 414ms) when we switch from p3.2xlarge instances to
g5.8xlarge. This confirms our hypothesis that for larger models TorchRec
is bounded by bandwidth, while Bagpipe, because of caching and efficient
pipelining of communication, makes better use of network resources. How-
ever, it is unclear yet, what fraction of the iteration time in Bagpipe is spent
on network-bound embedding access and to understand this, we next
compare Bagpipe to an ideal system which has no overhead of embedding
accesses.
Comparing Bagpipe with an ideal system. Comparing Bagpipe to an
ideal system will show how far Bagpipe is from completely alleviating
embedding access overheads. To create such an ideal system, we prefetch
all necessary embeddings to the GPU memory before starting training and
switch off prefetch, cache sync, and cache eviction modules of Bagpipe. In
Figure 5.14, we perform this comparison for DLRM and DeepFM models
on both p3.2xlarge and g5.8xlarge. DLRM model on p3.2xlarge instance on
ideal system takes around 30ms while, Bagpipe takes around 56ms. DLRM
model on g5.8xlarge on the ideal system takes around 19ms while Bagpipe
takes around 30ms. This shows that at lower bandwidths for DLRM, there
are periods in the pipeline when model training is blocked on embedding
operations. We also study the same effect with DeepFM, a larger model
that provides more opportunities for Bagpipe to overlap embedding-related
operations. For DeepFM we observe that on p3.2xlarge instances ideal takes
around 236ms while Bagpipe takes around 253ms (overhead 17ms). On the
high bandwidth g5.8xlarge instance ideal system takes around 116ms while
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Bagpipe takes around 128ms (overhead of 12ms). These results indicate
that Bagpipe gets within 10% of an ideal system with deeper models and
has almost constant overhead for providing embeddings (around 12 to 20
ms) even at lower bandwidths.
Comparison on Different Datasets. We also analyse performance of
Bagpipe on Avazu [76] and Criteo Terabyte [101] (largest publicly available
dataset). Using eight p3.2xlarge instances as trainers, in Figure 5.11 we see
that compared to TorchRec on DLRM model, Bagpipe is 1.9× to 2.4× faster.
This shows that irrespective of the dataset Bagpipe provides a significant
speedup over the best-performing baseline.
Convergence Comparison. Since Bagpipe ensures that embedding reads
are not stale, it should have the same convergence properties as syn-
chronous training using TorchRec. We verify this in Figure 5.12 where
we see that Bagpipe’s convergence is very close to TorchRec with minor
differences arising from random initialization. For HET we observed that
the convergence depends on the model complexity; for DLRM, HET’s open
source code [65] did not converge to the same loss as TorchRec, while
we observed similar convergence as TorchRec for W&D, a smaller model
(We have reported this issue to the HET authors). Overall, we see that
Bagpipe retains the convergence of synchronous training while providing
per-iteration speedups.

5.4.2 Scalability and Fault Tolerance

Scalability. In Figure 5.15a, we scale batch size and number of machines
(up to 32 GPUs and batch size of 65,536). With increase in batch size
the number of embeddings to fetch and synchronize increases. Despite
increase in communication, Bagpipe scales around 1.4× for 2× increase in
resources and work (320K samples/sec for 16 trainers vs 446K samples/sec
for 32 trainers). In Figure 5.15b we scale just batch size, we observe that
batch size 65,536 takes a very similar time as batch size 131,072. Because
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Table 5.3: Effect of increasing L: With increase in L the cache size required
increases but improves throughput till L of 100.

Lookahead Cache Size (MB) Avg Time per Iteration (ms)
5 39.6 535.6
10 66.7 289.3
50 235.2 85.7

100 410.5 67.3
200 720.6 65.1
300 1003.3 65.6

with a higher batch size Bagpipe is able to overlap a bigger proportion of
cache synchronization with the longer forward pass.
Fault Tolerance. In Figure 5.13 we observe that trainer in Bagpipe recover
in less than a minute, compared to FB-research system which is close to 13
minutes. For the FB-Research system we make a best-case assumption that
the framework can checkpoint the iteration just before failure, to avoid
checkpointing at every iteration. Even in this case, FB-Research system
takes around 13 minutes to recover since the amount of state on each
trainer includes a large shard of the embeddings. Meanwhile, trainers
in Bagpipe are able to recover in less than a minute and do not require
checkpointing at every iteration (§5.2.4). Other systems do not discuss
fault tolerance.

5.4.3 Sensitivity Analysis of Bagpipe

Next, we study the performance of Bagpipe with different configurations
and also micro-benchmark components of Bagpipe. Unless stated other-
wise, we use the same setup described §6.3, with a batch size of 16,384 on
Criteo Kaggle dataset.
Overhead of Oracle Cacher. In Figure 5.16a, 5.16b we observe Oracle
Cacher’s overhead increases sub-linearly with increase in categorical fea-
tures and batch size. However, the time per iteration is still significantly
higher than the time taken to perform lookahead by Oracle Cacher. Since
Oracle Cacher is overlaped with training, it only becomes a bottleneck if
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it’s time exceeds that of trainer. Overall, we find that Oracle Cacher can
almost dispatch 3.27 Million examples per second. We find that this is suf-
ficient to power the most optimized systems reported in prior work (e.g.,
8 ZionEx nodes (128 A100 GPUs) processing up to 1.6 Million samples
per second [126]). We benchmarked Oracle Cacher for other parameters
like different L and observe constant throughput, i.e. complexity of Oracle
Cacher does not depend on L.
Effect of L. In Table 5.3 we study how cache size required and throughout
changes for different L. As L increases, cache size required increases
sub-linearly. This sub-linear behavior due to reuse of embeddings found
in the previous batches during lookahead process. We also observe that
throughput benefits from increasing L start plateauing beyond 100. This
is because as the lookahead value goes over 200, we are keeping all the
popular elements in the cache, and increasing L at this point does not
affect communication much.
Effect of Access Pattern Skew. Unlike some prior systems [8], Bagpipe is
designed to handle skew pattern changes. To study performance of Bagpipe
when the skew pattern changes, we create an artificial dataset similar to
Criteo Kaggle dataset with the same number of features and samples
but with different skew patterns. We choose top 1% of embeddings and
then create an exponential function such that cumulative probability of
sampling from top 1% embeddings is equivalent to the chosen skew, e.g.
top 1% of embeddings are responsible for 40% accesses. The remaining
embeddings are sampled uniformly such that they lead to the remaining
60% of accesses. In Figure 5.17 we study how the iteration time changes as
the embedding reuse of top 1% embeddings changes between 90% and 1%;
e.g. the 40% bar reflects the runtime when 1% of embeddings are reused
40% of the time. We observe that due to optimizations present in Bagpipe
like pre-fetching, LRPP and delayed synchronization even when the degree
of skew changes from 90% skew to no skew, Bagpipe’s per iteration time
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changes at most by 13%. On the other hand, FAE [8], which relies only
on caching degrades by 7.2×. Next we vary the skew of embedding
accesses using the popular Zipf [93] distribution. The α parameter in
Zipf distribution determines the skew, with a higher α denoting higher
skew. In Figure 5.18 we observe that even with a large change in skew
(varying Zipf’s parameter between 1 and 5), Bagpipe’s throughput does
not vary significantly. This shows Bagpipe is resistant to changes in skew.
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Figure 5.8: Compare Bagpipe with
Existing Systems: We compare per
iteration time of Bagpipe against ex-
isting FAE [8], FB-Research train-
ing system [141], TorchRec [118]
and HET [119]. Bagpipe provides
speedups betwen 1.2× and 5.6×.
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Figure 5.9: Compare Bagpipe with
different models: We compare Bag-
pipe and TorchRec on four differ-
ent models, DLRM [129], W&D [30],
D&C [192], and DeepFM [58]. We
observe speedups between 1.2× and
3.7×.
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Figure 5.10: Compare Bagpipe on
different Hardware: Speedup pro-
vided by Bagpipe over TorchRec on
p3.2xlarge decreases from 3.7× to
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Figure 5.11: Compare with Differ-
ent Datasets: Bagpipe consistently
provides speedups between 1.9× to
2.4× across datasets.
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due to random initialization.
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Figure 5.14: Comparing with Ideal: Comparing Bagpipe with an ideal system
which has no overhead for embedding fetch, we observe that system comes within
10% of time per iteration for large models where there is potential to overlap
embedding accesses.

4-trainer
BS-8192

8-trainer
BS-16384

16-trainer
BS-32768

32-trainer
BS-65536

0

50

100

150

200

Pe
r I

te
ra

tio
n 

Ti
m

e 
(m

s)

(a) Increasing Trainers

16384 32768 65536 131072
Batch Size

0

25

50

75

100

125

150

175

200

Pe
r I

te
ra

tio
n 

Ti
m

e 
(m

s)

(b) Increasing Batch Size

Figure 5.15: Scalability of Bagpipe: (left) we increase the number of trainers
such that batch size per machine is constant; Bagpipe provides sublinear scala-
bility due to increasing communication bottlenecks. (right) Increasing batch
size with 8 trainers results in better throughput as we are able to better overlap
communication.
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Figure 5.16: Latency of Oracle Cacher: We observe that overall Oracle Cacher
scales very well, it increases sub-linearly with the increase in the number of
features and batch size. However, training time will always hide the latency of
Oracle Cacher.
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Figure 5.17: Effect of change in skew: Comparing when 1% of embeddings
perform 90% of embedding accesses to just 1% of embedding access (no skew).
Unlike FAE, Bagpipe’s time only increases from 60.9ms to 69.7ms showing resis-
tance to change in skew.
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Figure 5.18: Effect of change in skew using Zipf Distribution: Varying the
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5.5 Conclusion

We presented Bagpipe, a new system that can accelerate the training of
deep learning based recommendation models. Our gains are derived
from better resource utilization and by overlapping computation with
data movement. Our disaggregated architecture also allows independent
scaling of resources and better fault tolerance, while retaining synchronous
training semantics. Our experiments show that Bagpipe provides an end-
to-end speedup of up to 5.6× over state-of-the-art baselines.
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Part IV

Reducing Memory Bandwidth
Requirement for LLM Inference.
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6 clustered head attention

In this chapter we introduce Clustered Head Attention a variant of Multi-
Head Attention which reduces both memory bandwidth and compute
requirement for Multi-Head Attention.

6.1 Preliminaries

LLMs have demonstrated remarkable performance on language mod-
elling tasks ranging from question answering, text summarizing, language
translation. However, such performance has been achieved by scaling
models to trillions of parameters, and existing works [67, 176, 87] show
that increasing the model size may lead to even higher model quality.

Inference on LLMs introduce several new challenges. Beyond just the
quadratic computation cost of self-attention [183] with increasing context
and large model sizes, LLMs also store intermediate Key (K) and Value (V)
pairs for subsequent next word prediction. This K,V caching introduces
additional memory related challenges as K,V cache size increases with
increase in sequence length. The architecture of widely used LLMs like
GPT [25] and LLaMa [176, 177] use Multi-Head Attention (MHA) [183].
MHA uses several attention heads to look at a sequence. As models grow
bigger, the number of heads increases as well. For example, LLaMa-7B
uses 32 attention heads in each layer, while LLaMa-65B uses 64 attention
heads per layer [176]. The use of MHA exacerbates bottlenecks for serving
LLMs. First, it increases compute pressure due to repeated application
of the attention operation. Second, it increases the memory pressure due
to requiring storage of Key (K), Value (V) caches that comes with the
additional attention heads.
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6.1.1 Inference in Decoder only Transformer

We first provide background on inference process for decoder only trans-
formers like GPT [135, 25], LLaMa [176, 177] and the bottlenecks in per-
forming inference. Further, we discussed several prior lines of work which
have tried to tackle the inference bottlenecks for transformer based model.

A decoder-only transformer forms the building block of popular LLMs.
A single decoder block consists of a self attention layer and a MLP. An input
token is fed into the decoder block, to perform next-word prediction. The
self attention block uses prior query (Q), key (K) and value (V) vectors
associated with current token. These tokens are extracted by performing
a linear projection with query, key and value weight matrices associated
with a transformer.

To precisely define Multi-Head Attention (MHA), letH, T , d be positive
integers, where H denotes number of heads, T denotes sequence length,
d denotes model dimension. Let x ∈T×d be input to the MHA layer. For
a single head h, then Kh = xWh

K, Qh = xWh
Q and Vh = xWh

V denote the
corresponding key, query and value vector. The attention matrix for head
h is calculated as follows:

Ah = σ(
1√
d
QhKhT )

Output of MHA is denoted by:

y = A0V0 ⊕A1V1 ⊕A2V2 ⊕ · · · ⊕AHVH

For performing inference, self attention needs access to the query, key and
values associated with prior tokens. In order to avoid re-computation,
inference serving systems cache the prior tokens in a sequence.

Compute cost required for multiple attention heads and memory ca-
pacity required for storing key and value vectors associated with each
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head during inference form two primary bottlenecks for LLM inference. In
this work, we focus on reducing both memory and compute requirements
via clustering multiple attention heads with similar output.

6.1.2 Related Work

Building Efficient Transformers. Improving efficiency of transformer
models has been of major focus in recent years. Prior work can be broadly
categorized in the following fields - (i) Hardware-software co-design [39,
38, 63, 64, 166, 49, 133, 190], (ii) Knowledge distillation [70, 85, 145, 194]
(iii) Neural Architecture Search (NAS) [225, 94, 102] and (iv) Prun-
ing [185, 114] and Quantization [51, 203, 91, 152? , 42, 43]. In this work
our focus is on pruning , which we discuss next.

LLM Quantization. Recently several methods have been proposed to
perform post training quantization allowing models to be quantized to
a lower precision [51, 203, 43]. The goal of these methods is to perform
quantization so as to minimize the error, CHAI is orthogonal to quantiza-
tion based mechanisms as it depends on the insight of several attention
heads focusing on the same tokens. The goal of quantization methods is
to keep the same properties of original models, therefore we believe CHAI
can be used to further accelerate post training quantized neural networks.

LLM Pruning. Pruning is a widely studied method to improve infer-
ence time by removing unused weights post training. Several prior works
have looked at pruning for language models [29, 131, 27]. For example,
oBERT is a second order method to reduce the number of weights [99].
Although these approaches can compress a model, they rarely yield in-
ference speedups due to lack of hardware support for sparse operations
on modern GPUs. To overcome the challenges, low rank decomposition
methods [191, 189, 196], attention head pruning [120, 185], layer drop-
ping [143, 48, 37] were proposed. However, these methods are infeasible
for LLMs due to the use of iterative gradient calculations or fine-tuning
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leading to high resource requirements.
To overcome these issues, a recently proposed method, DejaVu [114],

identifies portions of the model which are unused for a given context.
To reduce the overhead of self-attention, DejaVu prunes attention heads
which give uniform weight across tokens. We plot the activations for an
exemplary sentence used by DejaVu for both OPT-66B and LLaMa-7B in
Figure 6.1. We observe that while there are heads which give uniform
weight to each token in OPT-66B model, there are no such heads in more
parameter efficient models like LLaMa-7B, indicating that for smaller
parameter efficient models like LLaMa DejaVu might not be applicable.
The primary difference between OPT andLLaMa activation patterns could
be attributed to the fact that LLaMa models are trained significantly longer
and with more data.

We observe that CHAI’s insight about redundancy in the output of
multiple heads in the attention holds across both OPT and LLaMa fam-
ily of models. In our evaluation , we perform quantitative comparison
between CHAI and DejaVu.

K,V Cache Compression. Prior works which have tried to reduce the
K,V cache size [113, 218] by storing the K,V cache values for the most recent
important tokens. However, they can not directly improve the latency
of generating the next token, as they still perform the full transformer
compute before finally deciding which K,V pairs should be stored. On
the other hand, CHAI reduces not just the K,V cache size, it is also able to
reduce the latency of next word prediction.

Speculative Decoding. Speculative decoding [104, 208, 202] is a popu-
lar method where a draft model is used to cheaply generate a sequence of
draft tokens which can be efficiently verified by a target LLM. Speculative
decoding can significantly reduce the latency of LLM serving, however it
further exacerbates the compute and memory requirements as it requires
additional resources to run both the draft and target model. CHAI on the
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(a) OPT-66B: For several heads the
activation scores are uniform, i.e. the
heads given close to equal impor-
tance to each input token.
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(b) LLaMa-7B: Heads in LLaMa-7B
specifically pay attention to a specific
token. However, multiple heads are
attending to same token, in this case
the first token.

Figure 6.1: Activations for OPT-66B and LLaMa-7B for an exemplary sentence:
We observe that OPT-66B has several heads which give uniform attention scores
to tokens whereas LLaMa-7B does not. However, both models have redundancies
across heads, i.e. groups of heads are give similar attention to each token.

New Model

Offline Cluster
Identification

Num Clusters
per layer

New Inference
Request

Cluster Membership
Identification

Inference with CHAI

Offline Online

Figure 6.2: CHAI Flow: In the offline phase, we run clustering and perform
elbow plot analysis for each new model. Then, for each new inference request we
only perform cluster membership identification based on online performance.
other hand is focused on reducing the resource required for inference.
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Figure 6.3: Average Correlation for 1024 Samples of C4 on LLaMa-7B: The
above figure shows two interesting observations. First, there exists high amount
of correlation across several heads of attention. Second, the correlation is not
uniform across layers, with later layers having higher correlation, i.e., first layer
has very little correlation but correlation increases in later layers.
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Figure 6.4: Correlation on a randomly selected single sample of LLaMa-7B.

6.2 CHAI

Next, we describeCHAI. We first describe the key insights which have been
used to build CHAI. Then, we detail CHAI’s runtime pruning algorithm
which is inspired by our insights and discuss how we perform inference
using CHAI. Figure 6.2 provides a high level overview of inference using
CHAI, which includes offline and online components.

6.2.1 Observations

Our primary insight stems from the observation that there is a high amount
of correlation across the output of various attention heads in MHA, i.e. the
output of several attention heads focuses on the same tokens. In Figure 6.3,
we plot the average correlation across the 32 heads of LLaMa-7B for 1024
samples of the C4 [136] dataset for different layers and in Figure 6.4,
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Figure 6.5: Clustering Error: We plot the clustering error on 1024 samples of
C4-dataset. The markers represent the number of clusters we choose for a layer.
we plot correlation for a single sample of the dataset. These show us
two insights - (i) Several heads output similar attention scores for each
example and (ii) The amount of correlation increases in later layers, with
heads in later layers with having higher correlation. This indicates that
there is an opportunity to cluster attention heads with similar output and
only run the self-attention operation for one of the representative attention
heads within each cluster, thus reducing the amount of computation as
well as the size of K,V cache.

Problem Formulation. Next, we formally define the problem of finding
heads whose attention score is similar. Let H be the total number of
attention heads, let S = {⟨K1,Q1⟩, ⟨K2,Q2⟩, ⟨K3,Q3⟩, · · ·, ⟨KH,VH⟩} be the
set of Q,K pairs associated with each head h. Our goal is to find k subsets,
S1 ⊂ S,S2 ⊂ S,S3 ⊂ S, · · ·Sk ⊂ S such that < Q,K > pairs in each
subset Si produce similar output under function f. Where function f is
the self attention operation, where f(Q,K) = σ(QKT ). Further, we want
∪k

i=1Si = S.
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Figure 6.6: Cluster Membership Evaluation: We evaluate the number of times
the cluster membership changes for performing next token prediction. We ob-
served that if clustering is performed beyond the fifth token the number of times
cluster membership changes is quite small.

Formally, we want to find Si,

∀ < Kn,Qn >,< Km,Qm >∈ Si,

s.t.
f(Kn,Qn) ≈ f(Km,Qm)

Informally, we want subset of heads, where within each subset the self
attention operation gives similar outcome.

In order to solve this problem we need to determine k which represents
the number of such subsets, and the membership of such subset Si. Our
observations empirically demonstrate the existence of such a solution.
We can potentially solve this problem using clustering, where determin-
ing the number of subsets translates to determining number of clusters
and determining cluster membership becomes determination of cluster
membership.

To observe memory and compute savings, we need an accurate and
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Figure 6.7: Schematic of CHAI detailing three phases of the system.

efficient method to determine the number of clusters and their membership
without having access to activations. Solving this forms a core contribution
of our work.

6.2.2 Determination of Number of Clusters

Challenges. Figure 6.3 and Figure 6.4 indicate that the number of clusters
varies widely per layer in a LLM. Specifically, the last few layers in the
LLM exhibit a very low number of clusters (high redundancy), whereas
the early layers demonstrate a high degree of variance across the output of
heads resulting in large number of clusters. This observation suggests that
the method used to determine number of clusters needs to make decisions
for each layer independently. Additionally, widely used methods such as
Elbow plot method [174] for determining number of clusters entail manual
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effort making cluster number determination impractical at inference time.
Design. To determine the number of clusters, we propose an offline

strategy we run once for each model. In our case, we sample a small
number of samples (1024) from the C4 [136] dataset and perform elbow-
plot analysis by plotting clustering error (i.e. sum of squared distance
from the closest cluster) as a function of number of clusters. Figure 6.5
shows the clustering error for LLaMa-7B for the samples selected. Based
on the Elbow-plot analysis we choose the number of clusters when the
error plateaus.

The offline analysis is performed once for each network by using the
C4 [136] dataset. We do not change the number of clusters determined
for a new dataset.

6.2.3 Determination of Cluster Membership

Challenges. Having determined number of clusters, we need to determine
the membership of these clusters, i.e. which heads belong to which cluster
in each layer. For Figure 6.3, 6.4 and 6.5, we perform clustering based
on activations obtained by performing the forward pass. However, for
each decoding step, performing clustering on output of self attention post
forward pass will not yield any performance benefit as we will still be
performing the original compute and using the full K,V cache. In order to
utilize the insights observed in Section 6.2.1, we will need to decide the
cluster members without having access to the output of the self attention.

Design. A simple strategy would have been keeping the cluster mem-
bership static across the tokens and independent of input context, e.g. we
use the same cluster membership found during offline analysis with C4
data in the previous section. For evaluation purposes, we call this version
of head selection CHAI-static.

However, we observed that the cluster membership does not remain
static and varies based on context. When comparing Figure 6.4, which plots
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correlation for a single example, with Figure 6.3, which plots correlation
for 1024 samples, we observe that the correlation across heads varies
with varying context. Therefore, the correlation across the output of the
heads depends on the context (input prompt), i.e. a solution to determine the
membership of each cluster has to account for context. To understand the effects
of accounting for context while clustering heads, we analysed the change
in cluster membership changes and clustering with different context. In
Figure 6.6, we observed an interesting phenomenon, after determining
cluster membership by accounting for five tokens, the cluster membership
does not change frequently. A direct outcome of this observation is that
for each new sequence we can perform clustering based on the output of
self-attention after the first five tokens. We observe that activation from
first five tokens of a new sequence are enough to accurately predict the cluster
membership. This dynamic version of head selection further allows us to
improve accuracy over CHAI-static. Figure 6.7b shows an illustration of
the membership identification step. Furthermore, evaluation results in
Section 6.3 compare CHAI-static and CHAI performance.

6.2.4 Clustered Head Attention

Once we have decided which heads have similar attention output, we can
than use Clustered Head Attention to combine key and query vectors for
the heads.

6.2.5 Inference using CHAI

Next we, discuss the inference flow of CHAI, illustrated in detail in Fig-
ure 6.7. For each new model we first perform offline cluster identification
(Figure 6.7a). Then for each new request, we determine the cluster mem-
bership using K-Means clustering once we have processed five tokens,
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Table 6.1: Accuracy on OPT-66B

Method PIQA Hellaswag Arc-Challenge Arc-Easy Boolq
MHA 78.4 71.1 41.6 64.7 65.4
DejaVu-50% -0.25 -0.7 -0.6 -0.2 -4.0
CHAI-static -1.35 -1.7 -0.7 -0.7 -0.7
CHAI -0.15 0.1 0.1 -0.1 -0.6

using the observed activations (Figure 6.7b). After this step, we keep the
clustered heads same throughout inference (Figure 6.7c).

There are two direct outcomes of CHAI’s design. First, we directly
reduce the amount of computation by removing redundant heads. Sec-
ondly, after a pre-determined token we fix the heads which are going to
be pruned, this also allows us to remove the corresponding Key tokens as-
sociated, which significantly reduces the K,V cache size. Therefore, CHAI
allows us to reduce both the inference compute as well as the size of the
K,V cache required.

6.3 Evaluation

We experimentally verify the performance of CHAI and compare it to
DejaVu [114] and SpAtten [190] on three different models of various
sizes LLaMa-7B [176], LLaMa-33B and OPT-66B [216]. We evaluate the
models on five commonly used NLP tasks: PIQA [22], HellaSwag [214],
Arc-Challenge and Arc-Easy [33] and BoolQA [32].

6.3.1 Experimental Setup

All our experiments are performed on servers with NVIDIA V100 GPUs.
For OPT-66B we used eight GPUs on a single node, for LLaMa-33B we
used four GPUs, and for LLaMa-7B, we used a single GPU for inference.
CHAI is built on top of Meta’s xFormers [47].
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6.3.2 Accuracy Evaluation

In our evaluation, we compare CHAI with Multi-Head Attention as base-
line, static version of CHAI, as well two other state-of-the-art prior prun-
ing methods; DejaVu and SpAtten. For DejaVu, we try different sparsity
ratios, in order to try to match the accuracy number to MHA. We also
compare CHAI to SpAtten, a method which removes unimportant tokens
and heads.

In Table 6.1, we first verify that we are able to reproduce the perfor-
mance numbers reported by DejaVu. To perform this, we took the OPT-
66B and evaluated both DejaVu, CHAI and CHAI-static. We used DejaVu
with 50% sparsity as reported by the authors. We used the author provided
code to train their MLP predictor layers and incorporate their scheme in
our setup. In Table 6.1, we observe that we were able to replicate results
for OPT-66B. Furthermore, CHAI is also able to match the accuracy of
MHA for OPT-66B.

Next, we compare CHAI, CHAI-static and DejaVu with the pre-trained
MHA network, using LLaMa-7B on 5 different datasets. For DejaVu we
used three configurations, 50% sparsity, 30% sparsity and 10% sparsity. In
Table 6.2, we observe that when we use DejaVu with more 10% sparsity
we see significant decrease in accuracy (by 18.6% for DejaVu-30%). On
the other hand, our method based on our close analysis of the behaviour
of layers of LLaMa-7B is able to recover accuracy. We observe a maximum
accuracy degradation of 3.7% for CHAI. Similarly for LLaMa-33B using
sparsity for more than 10% leads to significant accuracy drop, meanwhile
CHAI closely matches the accuracy of the pre-trained model using MHA
with maximum degradation in accuracy by 0.14%. This shows that CHAI
is widely applicable across multiple datasets and models. We also want to
highlight that we do not perform any dataset specific tuning.
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Table 6.2: Accuracy on LLaMa-7B

Method PIQA HellaSwag Arc-Challenge Arc-Easy BoolQ
MHA 79.8 76.1 47.5 72.8 76.0
DejaVu-10% -3.9 -4.7 -5.78 -3.18 -7.4
DejaVu-30% -13.3 -18.6 -18.75 -4.2 -20.2
DejaVu-50% -24.6 -50.7 -19.35 -46.3 -21.6
SpAtten -41.4 -42.5 -18.0 -40.2 -27.1
CHAI-static -4.0 -4.3 -3.7 -2.5 -0.8
CHAI -2.0 -3.2 -0.5 0.3 0.1

Table 6.3: Accuracy on LLaMa-33B

Method PIQA HellaSwag Arc-Challenge Arc-Easy BoolQ
MHA 82.1 82.8 57.8 80.0 83.1
DejaVu-10% -0.7 0.1 -0.2 -0.6 -0.2
DejaVu-30% -9.3 -24.4 -17.91 -12.4 -12.2
DejaVu-50% -27.6 -43.2 -24.6 -37.6 -21.2
SpAtten -31.9 -44.1 -26.4 -40.3 -34.55
CHAI-static -0.5 -0.2 -1.3 -3.7 -1.5
CHAI 0 -0.14 -0.21 0.9 -0.04

6.3.3 Memory Capacity Evaluation

CHAI reduces memory capacity requirements due to reduction in K,V
cache size and minimal additional storage required to store the cluster
map. In Figure 6.8, we show that for LLaMa-7B CHAI reduces the size
of K,V cache by up to 21.4% compared to MHA. Even for comparatively
small models like LLaMa-7B, the size of the K,V cache for a sequence
length of 2048 is around 1.2 GB, while around 12 GB is used for the model
weights. A reduction in K,V cache size can enable use of larger context
length or serving more requests. We would also like to note that CHAI
only removes the keys associated with redundant heads and keeps all the
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Figure 6.8: Memory Savings: We observed that for LLaMa-7B CHAI provides
memory savings of up to 21.4%.

value vectors.

Memory overhead of CHAI. The only additional storage CHAI requires
is storing the cluster map. Size of the map can be determined byn_layers×
(n_heads+n_clusters), for LLama7B the number of layers is 32, and num-
ber of heads is 32 and number of clusters vary from 28 in early layers to
4 in most of the later layers. Thus storing this map only requires a few
hundreds of bytes. We would like to point out that similar methods like
DejaVu require training MLP classifiers per layer to learn the sparsity
pattern which need to be stored.

6.3.4 End-to-End Latency Evaluation

Next, we evaluate time to first token and time to next token comparing it
with MHA. These are two standard metrics used for evaluation of an LLM.
Time to first token evaluates the time for generating a first token given a
new context. Time to first token accounts for generating K,V caches for all
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Figure 6.9: Latency Analysis: We observe that the speedups provided by CHAI
increases as the sequence length becomes larger. Even for a comparatively small
model like LLaMa-7B we observe speedups of up to 1.73× for a large sequence
length.

the tokens in the context. Whereas time to next token evaluates the time
for generating the next token, assuming the K,V caches for all internal
tokens is available.

Time to first token. Next, in our experiments we compare the speedups
provided by CHAI. In Figure 6.9-(a) for LLaMa-7B we show that our
method provides speedup of up to 1.72× on a sequence length of 2048.
The execution times represented in this figure accounts for the overhead
of clustering in CHAI.

Time to next token. Another metric for evaluation of LLMs is time to
next token. We do not account for the overhead of clustering in the case of
time to next token. Our primary wins come from reducing compute and
reducing memory bandwidth requirement for performing time to next
token. Figure 6.9-(b) shows time to predict the next token for different
sequence lengths. We observe that CHAI provides a speedup of over 5×
for a sequence length of 2048.

Unfortunately, we are not able to compare times with DejaVu as the
authors have not released the specialized kernels used for realizing the
speedups on hardware [3], thus inhibiting a runtime comparison. How-
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ever, we believe it is unlikely that at less than 10% sparsity which is
needed by DejaVu to get comparable accuracy to MHA, it will yield high
speedups [68]. We would like to highlight that because of performing
dense computations, unlike DejaVu, CHAI does not need custom GPU
kernels. Further, CHAI’s speedup benefits are independent of the frame-
work used, because irrespective of implementation, CHAI directly reduces
the complexity of MHA.

Compute overhead of CHAI. Existing efficiency enhancing methods
require some fine-tuning or modification to the architecture. While De-
jaVu [114] and SpAtten [190] are runtime methods they still require ad-
ditional compute, e.g. DejaVu requires running MLP classifiers during
inference. CHAI on the other hand only adds the computation overhead
for determining the cluster membership. In our experiments we observed
that clustering takes only 0.6 ms per request, which is about 0.008% of the
inference latency.

6.3.5 Additional Experiments

Next we perform additional studies on our algorithm.
CHAI with Quantization. Next, we run experiments to understand how
CHAI performs in conjunction with quantization. To perform this exper-
iment we take an open source GPTQ [51] quantized model from Hug-
gingFace [173] and run CHAI on the model. In Table 6.4, we show the
performance of CHAI on a LLaMa-7B on the 4-bit quantized model. We
observe that the maximum deviation from accuracy for the quantized
model is 0.1%.
CHAI with Grouped Query Attention.

Grouped Query Attention [14] is a widely used method which shares
single Key and Value vectors across multiple queries. This effectively
reduces the K,V cache size. We perform preliminary studies to understand
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Figure 6.10: Cluster Distribution: We observe that number of heads within the
cluster is quite skewed. We often observe one or two large clusters, while the
remaining heads in the cluster.

Table 6.4: CHAI with Quantization
HellaSwag PIQA BoolQ Arc-Challenge Arc-Easy

LLama-7B 76.1 79.8 76.0 47.5 72.8
LLama-7B-4bit-GPTQ 67.97 71.34 66.73 41.23 64.8
CHAI-LLama-7B-4bit-GPTQ 67.91 72.05 66.48 41.19 64.7

how CHAI can be used in conjunction with GQA. For these experiments
we used models like LLama 2 - 70B that are pre-trained with GQA, we ran
some preliminary experiments where we used CHAI to further reduce
the number of K,Q pairs in grouped query attention. LLama-70B uses
grouping factor of 8, i.e., 8 queries map to single key vector, we were able
to reduce the number of K vectors on average by 1.8x and Q vectors by
3.7x. In Table 6.5. We show this reduction leads to negligible degradation
in accuracy. This indicates that it is possible to use CHAI with GQA.
Pruning K, Q and V. In CHAI, we prune only the Key and Query portion
of an attention head leaving the Value vector intact. Next, we study how
accuracy changes if we remove the value vector as well. To perform this
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Table 6.5: CHAI with GQA

Hellaswag PIQA BoolQ
LLama2-70B-GQA 85.3 82.8 85.0
CHAI-LLama2-70B-GQA 85.2 82.73 85.0

Table 6.6: Pruning Both Q,K,V

CHAI CHAI-QKV MHA
Arc-Challenge 47.0 41.29 47.5
PIQA 77.8 61.93 79.8

experiment we chose to reuse the value vector generated by the chosen
head. In Table 6.6, we show how reusing the full head (Query, Key and
Value vector) lead to additional loss in accuracy. This shows that for
smaller networks like LLaMa it might be hard to remove the whole head
in Multi-Head Attention.
Cluster Distribution. Figure 6.10 shows the distribution across clusters
for Layer-18 on LLaMa-7B for different 1024 samples of C4 dataset. We
observe that typically for LLMs majority of heads can be grouped into a
single head.

6.4 Conclusion

In this work, we present CHAI, an efficient runtime method which identi-
fies attention heads giving similar scores. Using this method we reduce
overhead of Multi-Head Attention by clustering the correlated heads and
computing attention scores only for heads which lead to disparate atten-
tion scores. Our evaluation shows that with minor accuracy loss system
can speedup inference by up to 1.73×.
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Part V

Conclusion and Future Work
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7 conclusion

This chapter reviews key contributions made in this dissertation. We first
highlight the key problems studied in this dissertation. Next, we elucidate
our findings and insights derived from our work. Next, we highlight
learning from works presented in this dissertation and speculate how it
can guide future works.

7.1 Summary and Contributions

The primary goal of this dissertation has been to study how data move-
ment and synchronization bottlenecks lead to degraded performance. In
this dissertation we looked at Gradient Compression in Part II. We studied
how gradient compression can be further improved by varying the amount
of compression during training. Next, we study several existing gradient
compression methods. We observe that a majority of gradient compres-
sion methods do not provide any wall clock speedups despite massive
reduction in amount of communication. We also provide a performance
model which can help designers to come up with a compression scheme
for a new deployment environment.

In Part III we propose Bagpipe, a large scale recommendation model
training system. A key challenge in prior recommendation model training
systems has been the remote embedding access overhead. Bagpipe uses the
idea of lookahead and where it can look beyond the current training and
figure out embedding access patterns. Based on this, it can overlap embed-
ding access overheads with remote accesses. In Bagpipe we also introduce
Logically Replicated and Physically Partitioned Caches, such caches from
a logical point of view are replicated but have different contents in them.
This allows us to minimize the control overhead as we do not have to care
about partitioning and also reduces the amount of communication.
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Finally in Part IV we study multi-head attention. Multi-head attention
is a crucial component of Large Language Model. However, multi-head
attention is heavily memory bandwidth bottleneck. We show that several
heads in multi-head attention often produce redundant activations. Based
on this observation we introduce Clustered Head Attention, which deter-
mines the redundant heads and clusters them to reduce both compute
and memory bandwidth requirement.

7.2 Learnings

The projects presented in this dissertation highlight a few underlying
themes which can be used to tackle problems in the area of machine
learning systems. With Accordion [9], we observed that when building
approximation algorithms we can further improve them by accounting
for neural network training dynamics. Based on the insights in Accordion
we have worked on additional gradient compression algorithms like in
Pufferfish [189]. Next, the utility of gradient compression highlights
that when working on system optimizations, we need to also focus on
how it effects other parts of the application. We observed that several
Gradient Compression algorithms by compressing gradients were actually
making it incompatible with efficient communication primitives leading
to suboptimal performance. When building new optimization we should
always be mindful of how those optimizations can effect compatibility
with other components of the application.

With Bagpipe [11] we highlight that in ML Systems there are often
avenues to extract additional information. Using this additional informa-
tion we can reformulate the data flow to allow us to efficiently overlap
communication with computation thus improve hardware utilization.

We believe that these findings with minor modification can be used
with newer upcoming models. For ex, we are using an extension of looka-
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head to improve state management while serving LLMs.
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