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abstract

This dissertation explores several topics pertaining to quantum computation and
information theory. First, we discuss the distinction between entangled and separable
states from a geometric point of view. In particular, we construct the ellipsoid of
smallest volume that bounds the set of separable states for systems of n qubits,
although the results generalize easily to larger spaces. This ellipsoid serves as an
approximation of the boundary between separable and entangled states. Notably,
we show that when restricted to pure states all separable states lie on the ellipsoid
boundary, and all entangled states lie outside. We demonstrate that this distinguishing
power motivates an entanglement measure on pure states. For 2 qubits, this measure
can be written in a particularly convenient form, while for 3 or more qubits the
ellipsoid structure provides a natural weighting of entanglement shared between
subsystems of varying size.

We then address classical models of quantum noise. Though the classical noise
models are not fully general, it is known that certain classes of quantum noise can be
realized classically. In particular, dephasing noise can always be simulated classically.
For a single qubit, we explicitly construct classical models to simulate arbitrary
dephasing noise. For two qubits, we construct classical models that reproduce a subset
of the dephasing noise; these models can be combined to create more complicated
dephasing behavior. Additionally, we show that depolarizing noise is classical for
quantum systems of arbitrary dimension.

Lastly we discuss error correction. Motivated by experimental capabilities and
limitations of neutral atom qubits, we explore the practical possibility of measurement-
free error correction. For three well known error correction codes—the bit-flip,
Bacon-Shor, and Steane codes—we adapt standard measurement-based procedures
to measurement-free circuits on neutral atom systems. In particular, we present a
novel syndrome extraction technique to achieve fault-tolerance. Using numerical
simulation we estimate first-level depolarizing thresholds for these circuits. We find
that simulating realistic conditions for the bit-flip, Bacon-Shor, and Steane codes
produced error thresholds of pth ≈ 10−2, 10−3, and 10−4, respectively. Encouragingly,
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these results are within the range of expected neutral atom capabilities and compare
well to measurement-based threshold values.
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1 introduction

Although quantum computing was first proposed by Richard Feynman in the 1980s,
only with the discovery of quantum error correction by Peter Shor in 1995 was it
viewed as a practical possibility. In the roughly 20 years since, research in the field has
expanded dramatically. From the theoretical point of view, information, algorithms,
and error correction have all seen dramatic progress. Experimentally, quantum bits
have been realized on a variety of platforms but we have yet to create a fully protected
logical qubit. Significant work remains to be done to realize a functional quantum
computer.

In this work, we explore several topics related to quantum computation and
information theory. We first examine the distinction between separable and entangled
states from a geometric point of view. Second, we compare classical and quantum
noise models, providing explicit constructions of classical models equivalent to certain
classes of quantum models. Lastly, we look at error correction—in particular, we
address some of the challenges associated with implementing error correction using
neutral atomic qubits.

1.1 Document outline

The content is divided into three chapters. Chapter 2 covers the geometry of separable
(non-entangled) states, Chapter 3 covers quantum noise, and Chapter 4 covers error
correction.

Chapter 2 begins with a general summary of the geometry of quantum states
that will also be useful in later chapters. We then address the problem of distin-
guishing entangled and separable states. This problem is much studied and highly
nontrivial—in general the problem is NP-complete. Rather than solving the problem
exactly, we attempt to approximate the set of separable states using techniques from
algebraic geometry. We provide a review of the relevant mathematics which we then
use to construct the minimum-volume ellipsoid that bounds the set of separable
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states, approximating the boundary between separable and entangled states and
providing insight about the geometry. We assess the tightness of this ellipsoid and its
distinguishing power, showing that when restricted to pure states the boundary can
perfectly determine separability. Lastly, we show that when restricted to pure states,
this structure gives rise to an entanglement measure.

In Chapter 3, we construct classical noise models that simulate certain classes of
quantum noise. Thus, we begin with a review of noise models, both quantum and
classical. We then look at three cases of simulating quantum noise with classical
models, beginning with single-qubit dephasing noise. Restricted to this case, we show
that all dephasing noise can be explicitly constructed and we calculate such models
explicitly for several well-known quantum noise models. Somewhat surprisingly,
we see that these classical noise models can reproduce behavior that is typically
viewed as distinctly quantum, such as recoherence. We then assess dephasing for
the 2-qubit case, where we construct classical realizations of a subset of dephasing
noise models. Lastly, we examine depolarizing noise for an N -dimensional quantum
system, demonstrating a classical model to reproduce depolarizing noise for arbitrary
dimension [1].

Chapter 4 focuses on error correction. Error correction is a necessary technique for
reliably storing and processing quantum information. In the typical error correction
paradigm, measurement is used as a frequent resource. This poses a difficulty for
neutral atom qubits which must avoid measurement during computation. Thus error
correction techniques must be adapted to work without measurement. We address the
difficulty using a novel syndrome extraction technique. This technique is particularly
well-suited for neutral atoms, which can in principle implement multiqubit logic gates
for reasonably large numbers of qubits [2].

The chapter begins with a review of standard error correction theory and examples
of three well-known error correction codes. We then introduce the technique of using
additional stabilizers to detect syndrome extraction errors, which is relevant to both
measurement-free and measurement-based error correction. Continuing with the
example codes, we show how this technique can be used with neutral atom resources
to create fault-tolerant, measurement-free error correction circuits.
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To analyze the performance of these circuits, we performed numerical simulation
to determine the error thresholds for each of the three example codes. We provide a
description of the simulation techniques and we summarize the results. The threshold
values demonstrate significant improvement compared to earlier measurement-free
results. Additionally—and somewhat surprisingly—we also find that the thresholds
are quite reasonable compared to measurement-based thresholds for the same codes.
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2 approximating the geometry of
separable quantum states

2.1 Introduction

In quantum mechanics, physical systems are represented by wavefunctions, i.e. vectors
in complex Hilbert space V . For this entire document, we will use the term vector
space interchangeably with Hilbert space. We will also assume that all state vectors
have unit length. Suppose two physical systems are described by states in two vector
spaces V1 and V2 of dimension n and m, respectively. Accounting for the unit norm
and irrelevant global phase, the set of valid state vectors for V1 and V2 have complex
dimension n− 1 and m− 1.

A particularly rich feature of quantum mechanics becomes apparent when consid-
ering two interacting systems. The combination of these two systems is described by
the tensor product V1 ⊗ V2, with dimension nm, or a corresponding set of states with
dimension nm−1. If we have states |ψ1〉 in V1 and |ψ2〉 in V2, then the combined state
is the product state |ψ1〉 ⊗ |ψ2〉 = |ψ1〉 |ψ2〉. The set of all such states has dimension
(n− 1) + (m− 1) < nm− 1. That is, some states in V1 ⊗ V2 can not be written as a
product, but can instead only be written as a linear combination of product states.

A state that cannot be written as a product is called entangled. Entanglement is
a distinctly quantum phenomenon, and arises as both a resource and a nuisance in
processing quantum information. As a resource, the precise role of entanglement is
subject to a fair amount of debate [3–6]. However, a reasonable conclusion is perhaps
that for any practical quantum computation, entanglement is probably necessary.
Entanglement also shows up as our information-processing system becomes entangled
with its environment, leading to quantum noise and decoherence (see Chapter 3).
Furthermore, our best strategies to combat such noise depend on maintaining highly
entangled states (see Chapter 4).

Despite a substantial amount of work on the subject, entanglement remains
particularly difficult to describe. In fact, the problem of determining whether a
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given state is entangled has been shown to be NP-complete [7, 8]. However, this
result does not mean that hope is lost. Certainly, in a variety of important simple
cases, determining whether or not a state is entangled is quite easy. Here, we seek to
approximate the set of entangled states using mathematical results on the theory of
orbitopes.

2.2 Geometry of quantum states

The set of states of a quantum system has a rich geometric structure. This discussion
will be helpful for subsequent chapters as well, so we will describe the general geometry
before focusing on entanglement.

State vectors as projection operators

An N -dimensional quantum system is described by rays in the projective Hilbert
space CPN−1. Typically, we represent these rays by unit vectors in the space

H = CN

and take two vectors to be equivalent if they satisfy |ψ〉 = eiφ |ψ′〉 with θ real. That
is, states are not uniquely defined as vectors.

For a normalized state |ψ〉, consider the operator

ρ = |ψ〉 〈ψ| .

The operator ρ is the projection operator onto |ψ〉. Note that Tr ρ = 1 and ρ2 = ρ. An
operator ρ of this form is called a rank-1 projector, and each such operator uniquely
determines a ray in CPN−1. To see the invariance with respect to global phase, note
that for a state |ψ′〉 = eiθ |ψ〉 we have

|ψ′〉 〈ψ′| = eiθ |ψ〉 〈ψ| e−iθ = |ψ〉 〈ψ| = ρ.
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For two states |ψ〉 and |φ〉 that differ by more than a global phase, note that

Tr(ρψρφ) = Tr(|ψ〉 〈ψ| φ〉 〈φ|) = Tr(〈φ| ψ〉 〈ψ| φ〉) = ||〈ψ| φ〉||2 .

Additionally, unitary evolution is also easily formulated for these operators as

U |ψ〉 → UρU †

while expectation values of a Hermitian operator O are given by

〈ψ|O |ψ〉 = Tr(ρ ·O).

Thus, the projection operators of this form easily reproduce the fundamental tools
needed for state vector quantum mechanics.

Unfortunately, the state vector picture has a notable deficiency. That is, two
interacting systems can create states such that we can no longer adequately describe
the individual subsystems using state vectors. For example, consider the state |ψ〉 in
VA ⊗ VB given by

|ψ〉 =
1√
2
|0〉 |0〉+

1√
2
|1〉 |1〉

where VA and VB are two distinct but isomorphic 2-dimensional systems, each spanned
by basis vectors labeled |0〉 and |1〉. A natural question is, “What is the state of
subsystem A?” It turns out that system A cannot be described by a state vector.
However, we can describe system A using an ensemble, or a classical probability
distribution over the set of state vectors in VA. These ensembles are naturally
described by generalizing the projection operators to density operators.

Density operators

The idea of generalizing state vectors to density operators was introduced indepen-
dently by von Neumann and Landau, both in 1927. Landau introduced the idea as
a way to deal with decoherence that arises as a system interacts with its environ-
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ment, while von Neumann used them to deal with ensembles in statistical mechanics.
Conveniently, the same formalism handles both cases.

Here we will use ensembles to motivate the definition. First, note that diagonal
entries in a matrix |ψ〉 〈ψ| represent probabilities rather than amplitudes. Since
classical probabilities can be combined via convex combination, a natural guess is to
try taking convex combinations of projection operators.

We define density operators as the convex hull of all rank-1 projectors. That is,
an arbitrary density matrix can be written as the convex combination

ρ =
∑

pi |ψi〉 〈ψi|

with 0 ≤ pi ≤ 1 and
∑
pi = 1. In some sense this can be interpreted as corresponding

to the ensemble {( pi, |ψi〉 )}, but this decomposition is not unique in general. A
density operator ρ acting on H is positive semi-definite and satisfies

Tr ρ = 1.

Equivalently, ρ is Hermitian and has eigenvalues pi satisfying 0 ≤ pi ≤ 1 and
∑
pi = 1.

Thus it holds that
Tr ρ2 ≤ 1,

with equality holding for pure states. The pure states are the rank-1 projectors and
are in one-to-one correspondence with the state vectors, up to overall phase. A state
that is not pure is called mixed, although this term is also used to refer to a general
quantum state.

Bloch Coordinates

Here we restrict to 2-dimensional quantum systems, or qubits. We will take |0〉 and
|1〉 to be an orthonormal basis for each qubit. Thus, single qubit states are described
by a 2× 2 density matrices, which can be parameterized in a particularly convenient
way.
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Recall that the Pauli matrices are given by σ0 = I2 and

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)

where IN denotes thes N×N identity operator. These operators satisfy Tr σiσj = 2δij

and Tr σi = 0 for i 6= 0. These four matrices form an orthogonal basis for 2 × 2

Hermitian matrices with respect to the trace inner product. Since density operators
are Hermitian, we can expand all density matrices in this basis with real coefficients
as

ρ =
1

2

∑
viσi. (2.1)

From the condition that Tr ρ = 1, we have v0 = 1. The remaining three coefficients
form the Bloch vector v in R3. From the condition that Tr ρ2 ≤ 1 we have ||v|| ≤ 1.
That is, the set of all single-qubit states is equivalent to the unit ball in R3. The |0〉
state corresponds to the north pole, while |1〉 corresponds to the south pole. The
origin corresponds to the totally mixed state which is simply ρ = 1

2
I2.

The Bloch vector can be easily generalized to n qubits. To do so, we will expand
the density matrix in terms of the n-qubit Pauli group, i.e., operators of the form

σi = σi1 ⊗ · · · ⊗ σin

where each σij is a single-qubit Pauli matrix and the subscript i is shorthand for the
full set of indices. As in the single-qubit case, these operators form an orthogonal
basis. For n qubits, we define the Bloch vector v according to

ρ =
1

2n

(
I +

∑
viσi

)
(2.2)

where the sum runs over all indices i 6= 00 · · · 0. Again, the identity term is fixed
by the trace condition, leaving a remaining 4n − 1 components of the Bloch vector.
Occasionally it is convenient to retain the identity component v00···0 = 1, which we
will refer to as the extended Bloch vector.
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The n-qubit Bloch vector has a maximum norm given by

||v|| ≤
√

2n − 1

with equality for pure states. Note that unlike the single-qubit case, the set of
valid states is not simply the ball with radius

√
2n − 1, although this set is known

to contain a full-dimensional ball [9, 10]. For example, the set of 2-qubit density
matrices is 15-dimensional with a 14-dimensional boundary, and the pure states form
only a 6-dimensional subset of the boundary. In general, let Dn be the set of valid
n-qubit Bloch vectors. The Bloch vector lives in R4n−1, but Dn is compact and has
full dimension so Dn has dimension 4n − 1 with boundary of dimension 4n − 2. For
n qubits, the pure states are given by unit vectors which can be expanded in an
orthonormal basis with 2n elements. Each basis vector provides 2 real degrees of
freedom, leaving 2n+1 real degrees of freedom. Accounting for unit norm and overall
phase leaves 2n+1 − 2 overall real degrees of freedom. Thus, the pure states form only
a small subset of the boundary of Dn.

Geometrically, the Bloch coordinates are quite convenient. Unitary rotations of ρ
induce orthogonal rotations of the corresponding Bloch vector, and the trace inner
product on operators ρ is equivalent to the standard Euclidean inner product on Bloch
vectors, up to a constant multiple. In particular, the SU(2) rotations on a single qubit
induce SO(3) rotations on Bloch vector v. Note that by considering the extended
Bloch vector ~v, we have an action of SO(3) on R4. In this representation, it is clear
that the action decomposes into block-diagonal representations of dimension 1 and 3.
That is, R4 decomposes as 1⊕3 under this action, where 1 is the trivial representation
and 3 is the standard 3-dimensional irreducible representation of SO(3). We will
discuss representation theory in more detail in Section 2.4.

The Partial Trace

A two-qubit density matrix captures all possible measurement information about the
system, including measurements of individual subsystems. Thus, we can construct
a single-qubit density matrix corresponding to a single subsystem by ensuring that
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measurement outcomes agree. In Bloch coordinates, this simply amounts to the
projection v → vA, vB given by

vA = (v10, v20, v30) ,

vB = (v01, v02, v03) .

In terms of the density matrices themselves, this operation is referred to as the partial
trace. To represent this in standard linear algebra notation, let {|ψi〉} and {|φj〉} be
orthonormal bases for VA and VB, respectively. Then vectors of the form |ψi〉 |φj〉
define an orthonormal basis for VA ⊗ VB. Expanding the density matrix in terms of
this basis gives

ρAB =
∑

ak`ij |ψiφj〉 〈ψkφ`| .

Then we can compute the density matrix of subsystem A using the partial trace,

ρA = TrB ρAB =
∑
ijk`

ak`ij |i〉 〈k| 〈φ`| φj〉

=
∑
ijk`

ak`ij |i〉 〈k| δj` .

For operators that can be written as products, we have

TrB (OA ⊗OB) = Tr(OB) ·OA.

2.3 Entangled Multiqubit States

An n-qubit state ρ is said to be separable if it can be written as a convex combination
of product states. That is

ρ =
∑
i

pi · (ρi1 ⊗ · · · ⊗ ρin)

where each ρij is a 2-qubit density operator. Note that if a single-qubit ρi is mixed,
then ρi can be always expanded as a convex combination of two pure states. In the
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product for the n-qubit state ρ, replacing each mixed ρi with its decomposition into
pure states allows us to write an arbitrary separable state as a convex combination of
pure product states. Thus, we can equivalently define separable states as those that
can be written as a convex combination of pure product states.

Let D denote the set of all n-qubit density operators, and let S denote the set of
separable states. A state ρ is said to be entangled if ρ ∈ D − S. It is the boundary
between S and D− S that we approximate using the notion of orbitopes, depicted in
Fig. 2.1.

D

S

Emin

Figure 2.1: The ellipsoid of smallest volume approximates the boundary between
separable and entangled states. Here, the set of all density operators is represented as
a circle, but note that for 2 or more qubits, this object is contained within a sphere
of radius

√
2n − 1, but is not equal to the sphere.



12

2.4 Mathematical background

Representation theory

Let G be a group, V be a vector space of dimension N , and M the set of N × N
matrices acting on V . A function f from G to M defines a representation if the
function f is a homomorphism, satisfying

f(g1 · g2) = f(g1) · f(g2)

for any g1 and g2 in G. Since V is N -dimensional, we say that f defines an N -
dimensional representation.

Note that the function f defines a group action, so that a group element g acts as
a linear transformation on the vectors in V as

g · v = f(g) · v.

A representation is said to be reducible if the elements f(g) can be written block
diagonally in some basis. If no such basis can be chosen, then the representation
defined by f is called irreducible, or an irrep. For a reducible representation, V can
be decomposed as

V = V1 ⊕ · · · ⊕ Vk

where f(g) restricted to each component Vi is irreducible. For our purposes, we
will need only two irreducible representations of SU(2). First, recall the trivial
representation given by V = R and f(g) = 1 for each g. Secondly, SU(2) has a
3-dimensional real representation. By a well-known 2-to-1 mapping, SU(2) maps to
the 3-dimensional rotation matrices, SO(3). This mapping defines a 3-dimensional
real representation of SU(2). We will denote these simply as 1 and 3. For example, a
7-dimensional representation could decompose as 1⊕ 3⊕ 3.

Note that for products of SU(2), the irreps are simply tensor products of irreducible
representations. For example, an irreducible representation of SU(2)×SU(2) is 3⊗ 3.
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Orbitopes

Orbitopes, as stated earlier, are the convex hulls of the orbit of a group action on a
vector. In our case, the groups that we care about are SU(2) and its products of the
form

SU(2)n = SU(2)× · · · × SU(2).

Thinking of group elements as operators acting on V , each element g takes a
vector v in V to the vector g · v. The orbit of v under a group action is defined as
the set

orbG(v) = {g · v : g ∈ G} .

For any set X contained in a vector space V , the convex hull of X is defined as
the set of all convex combinations

conv(X) =

{∑
i

pixi : xi ∈ X
}

where pi > 0 and
∑
pi = 1. Now returning to the group action of G on a vector v,

we can define an orbitope T as

T = conv (orbG(v)) .

One familiar orbitope is the set of all valid density matrices in N -dimensions, with
G = SU(N) and v any pure state. All possible pure states are generated by SU(N)

rotations of a given pure state, and mixed states are convex combinations of these
pure states.

For our purposes, a more important orbitope is the set of separable states. Recall
that a separable state is a convex combination of pure product states. Crucially, all
pure product states can be realized via a SU(2)n action on a single separable pure
state.

To demonstrate this fact, let

ρ0 = |00 · · · 0〉 〈00 · · · 0| .
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For any single-qubit state |φ〉, we can choose an operator U in SU(2) such that
U |0〉 = |φ〉. For n qubits, let

|ψ〉 = |ψ1〉 |ψ2〉 · · · |ψn〉

be an arbitrary pure product state, with corresponding density matrix ρψ. We can
choose n unitary operators {Ui} such that Ui |0〉 = |ψi〉. Then we have

ρψ = (U1 ⊗ · · · ⊗ Un) · ρ0 · (U1 ⊗ · · · ⊗ Un)† .

Therefore the set of all pure and separable states is the orbit of ρ0 under the group
action, so the set of all separable states is

S = conv
(
orbSU(2)n(ρ0)

)
. (2.3)

Bounding orbitopes with ellipsoids

The group action of G on V defines a representation, and can accordingly be decom-
posed into irreducible subrepresentations. The following mathematical result uses
such a decomposition to bound an orbitope within the ellipsoid of smallest volume
[11].

Theorem 2.1 (Barvinok-Blekherman). Let B be the convex hull of a the orbit of a
vector x ∈ V :

B = conv(orbG(x)),

and assume that B has full dimension in V . The space V can be decomposed into a
direct sum of irreducible components Vi:

V =
⊕
i

Vi.
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Then the smallest volume ellipsoid Emin that contains B is given by

Emin =

{
v :

∑
i

dimVi
dimV

· ||vi||
2

||xi||2
= 1

}

where xi and vi are the projections of x and v onto Vi, respectively.

2.5 Emin for separable states

From Eq. 2.3, we can apply the previous theorem to the set of separable states, taking
V the space of 2n × 2n Hermitian matrices, the group G = SU(2)n, and x = ρ0.

Computing Emin

In order to apply Theorem 2.1, we must decompose the action of SU(2)n into
irreducible components. To do this, first consider the action of a single SU(2) acting
on single-qubit states. We can write ρ in terms of the extended Bloch vector ~v as

ρ =
1

2
(σ0 + v1σ1 + v2σ2 + v2σ3)

and as stated earlier, this gives the decomposition get 4 = 1⊕ 3. That is, the space
of 2-qubit density matrices contains a trivial representation and a 3-dimensional
irreducible representation.

For n qubits, we have the semisimple group SU(2)n whose irreducible representa-
tions are n-term tensor products of irreducible representations of SU(2). Fortunately,
n-qubit state space is built by taking tensor products of vector spaces that transform
according to distinct copies of SU(2). Therefore, in constructing the set of n-qubit
density matrices as tensor products of single-qubit operators, we have

4n = (1⊕ 3)⊗n =
⊕

(Vi1 ⊗ · · · ⊗ Vin)

where the direct sum in the final expression is taken over all possible products of the
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1 and 3 representations.
The space of n-qubit density operators decomposes into irreducible products of

the form
V = Vi1 ⊗ · · · ⊗ Vin

with each ij either 0 or 3 (with V0 representing the trivial representation). Thus, there
are 2n ways to choose indices, and each occurs exactly once in the decomposition.
Each of these is completely determined by the set of indices equal to 3. Since indices
with value 0 correspond to trivial representations, the dimension of each irrep is 3m

where m is the number of nonzero indices. Note that the representation determined
by all indices equal to 0 gives the trivial representation, which we delete from the final
decomposition, leaving a vector space of dimension 4n − 1. For the 2-qubit system,
the structure can be seen easily by arranging the Bloch components as in Table. 2.1.
Observe that there are

(
n
m

)
distinct irreps of dimension 3m.

Table 2.1: The extended 2-qubit Bloch vector arranged into irreducible representations.
The trivial component of the extended Bloch vector is the 00 component. The
two 3-component edges form the single-qubit Bloch vectors. The 9-component
interior contains the 2-qubit correlations. This generalizes to n-qubits with the Bloch
components arranged in an n-dimensional grid.

1 = v00 v01 v02 v03

v10 v11 v12 v13

v20 v21 v22 v23

v30 v31 v32 v33

Recall that ρ0 serves as the vector x in Theorem 2.1. As the final preparation step,
we must decompose ρ0 into its projections onto irreducible components. However,
our choice of ρ0 makes this quite simple. Recall that we have ρ0 = |00 · · · 0〉 〈00 · · · 0|.
As a matrix, the single-qubit |0〉 state is given by

|0〉 〈0| =
(

1 0

0 0

)
=

1

2
(σ0 + σ3).
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We get the n-qubit state ρ0 by taking the n-fold tensor product of the previous
expression. Thus, we get

ρ0 =
1

2n
(σ0 + σ3)⊗n .

In terms of the Bloch vector,

ρ0 =
1

2n

(
I +

∑
vi1···inσi1···in

)
we get

vi1···in =

1, if ik = 0 or ik = 3 for all ik

0, otherwise.
(2.4)

For example, in the 2-qubit case we have

v00 = v03 = v30 = v33 = 1

and all other components equal zero. We see that each irreducible representation
has exactly 1 nonzero component, since restricting to a product of V ⊗m3 , the only
diagonal operator is Z⊗m. so the projection onto each irreducible component satisfies
||vi|| = 1. Applying Theorem 2.1, we find that for the n-qubit separable states, the
minimum volume bounding ellipsoid Emin is given in Bloch coordinates as

Emin =
{
v :

∑
αi1···inv

2
i1···in = 1

}
(2.5)

where the coefficients are given by

αi1···in =
3m

4n − 1

where m is the number of non-zero indices of α.
For a single qubit, this simply produces the unit ball in R3, equal to the set of all
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states. For the two-qubit case, we can write Emin as

1

5

∑
i 6=0

v2
i0 +

1

5

∑
j 6=0

v2
0j +

3

5

∑
i,j 6=0

v2
ij = 1.

For three qubits, we get

1

21

∑
m=1

v2
ijk +

1

7

∑
m=2

v2
ijk +

3

7

∑
m=3

v2
ijk = 1

where each sum is taken over all components of the m-qubit representations.

Assessing the tightness of Emin

To assess how well the ellipsoid bounds the separable states, we first consider just
the pure states. For these states we can show that all separable states lie on the
ellipsoid, while all entangled states are outside the ellipsoid. That is, the ellipsoid
perfectly distinguishes entangled pure states from separable pure states. To see this,
it is helpful to define the function

b(ρ) = −1 +
∑

αi1···inv
2
i1···in (2.6)

where the v are the Bloch coordinates of ρ. This function acts as an indicator, with
b(ρ) = 0 if ρ is on the boundary of Emin, b(ρ) < 0 if ρ is inside, and b(ρ) > 0 if ρ is
outside. Thus, states for which b(ρ) is positive are necessarily entangled. Note that
b(ρ) is invariant under the group action of SU(2)n, since all such rotations preserve
magnitudes in irreducible components.

Starting with a separable state |00 · · · 0〉 ↔ ρ0, we can compute b(ρ0). Since the
magnitude of the Bloch vector projected onto each irreducible component is exactly
1, we have

b(ρ0) = −1 +
n∑

m=1

(
n

m

)(
3m

4n − 1

)
= 0. (2.7)

Thus, ρ0 lies on the boundary and by invariance of the group action, it immediately
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follows that all separable pure states lie on the boundary.
To see that pure, entangled states lie outside the ellipse, first recall that a pure

n-qubit state has a Bloch vector of fixed magnitude, ||v|| =
√

2n − 1. Additionally
recall that a pure state is separable if and only if all single-qubit reduced density
operators are pure. This is equivalent to the condition that the projection of v onto
each m = 1 representation must have norm 1. Note that for all valid states, any such
projection vm=1 satisfies ||vm=1|| ≤ 1.

Now observe that the α coefficients are smallest for the m = 1 components of the
Bloch vector, since these representations have the lowest dimension. Call this α1.
Then for we can rewrite the sum in Eq. 2.6 as

b(ρ) = α1 ||v||+
∑

α′i1···inv
2
i1···in

where the sum runs over all terms with 2 or more non-zero indices and α′ = α− α1.
The first term is constant for any pure state. Consider rotating a pure separable state
to a pure entangled state. For the initial state, the projection of the Bloch vector onto
each subrepresentation has norm 1. For the entangled state, at least two single-qubit
Bloch vectors must have norm less than 1. But since the norm of the entire Bloch
vector stays constant, the norm in at least one m > 1 representation must have
norm greater than 1. Thus, the second term in the above sum must increase, and all
entangled states must lie outside Emin.

Since all entangled pure states lie outside the ellipsoid, b(ρ) acts as a measure of
entanglement, taking a value greater than 0 only if ρ is definitely entangled. The
values of b(ρ) for several well known states are listed in Table 2.2.

For mixed states, the situation is less clear. Certainly, there are mixed entangled
states within the ellipsoid. We could attempt to compare the volume of this ellipsoid
to the set Dn, although this turns out not to be very helpful. To see why, note that in
the 2-qubit case, consider where the ellipse intersects the single-qubit v10 axis. With
coefficient α10 = 1/5, the ellipse intersects the axis at v10 =

√
5, which is outside the√

3 maximum radius of 2-qubit Bloch vectors. In 15 dimensions, this extra volume
is quite substantial and the volume of the 2-qubit Emin is actually larger than the



20

Table 2.2: Values of b(v) for several well known entangled states. Wavefunctions are
given up to normalization. In the final row, WAB represents the state obtained by
tracing out the third qubit (C) from the W state, leaving the 2-qubit AB-subsystem
in a mixed state.

b(ρ)

Bell |00〉+ |11〉 0.8

GHZ |000〉+ |111〉 1.1

W |001〉+ |010〉+ |100〉 1.0

WAB TrC ρW 0.22

entire set D2. Thus, determining the ability of Emin to distinguish mixed states is a
nontrivial question. Note that for the 3-qubit W state |001〉+ |010〉+ |100〉, tracing
out the third qubit leaves a 2-qubit entangled mixed state that lies outside Emin.

Using b(ρ) as an entanglement measure

The ability of b(ρ) to distinguish pure from entangled states suggests that it can be
used as an entanglement measure. Entanglement measures are defined in a variety of
ways. In general, a valid entanglement measure satisfies two important properties.
Let µ(ρ) be a real-valued function. For convenience, assume µ(ρ) = 0 for separable ρ.
An entanglement monotone [12] satisfies the following properties:

1. µ(ρ) does not increase under local operations.

2. µ (
∑
piρi) ≤

∑
piµ(ρi).

The first condition includes all operations that can be performed locally, including
measurement and discarding qubits. The second condition expresses the condition that
entanglement cannot be increased by mixing states. Demonstrating that b(ρ) satisfies
these properties is straightforward, so b is a valid entanglement monotone. In principle,
there are infinitely many entanglement monotones for a given system. However, a
particularly convenient property of b is that it is simple to calculate, as opposed to
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many such monotones that require minimization over possible convex combinations.
On the other hand, b(ρ) is not capable of distinguishing certain entangled states. We
can define a more sensitive, albeit more computationally difficult measure B(ρ) as

B(ρ) = min
∑

pib(ρi)

where the minimization is performed over all decompositions ρ =
∑
piρi such that ρi

is pure.
For the case of bipartite pure states, such entanglement monotones take on a

particularly simple form. Let ρAB be a 2-qubit state and take ρA = TrB ρAB. (We
could equivalently use ρB.) The function b(ρAB) reduces to a unitary-invariant
function b′(ρA). Up to unitary invariance, ρA is completely characterized by its
eigenvalues p and 1 − p. Thus, we can consider b′ as a function of the eigenvalue
p. For any entanglement monotone, this process yields a function that satisfies
b′(0) = b′(1) = 0 and

b′(p1λ1 + p2λ2) > p1b
′(λ1) + p2b

′(λ2).

That is, b′ is concave.
For 2-qubits, writing b(ρ) in terms of an eigenvalue p of ρA gives

b′(p) ∝ p(1− p).

2.6 Conclusion

In this chapter, we have shown that viewing the set of separable states as an orbitope
provides substantial insight into the structure of entangled versus non-entangled
states. Using the invariance of separable states under local unitary transformations,
we constructed Emin, the smallest-volume bounding ellipsoid of the separable states.
While this object itself does not provide a particularly tight bound of the separable
states, it can be used to construct an entanglement monotone which serves as a
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measure of entanglement. In the multiqubit case, the ellipsoid dimensions give rise
to a natural weighting of entanglement between different subsystems. Additionally,
Emin provides insight into the geometrical structure of entanglement, demonstrating
that the separable states are confined within a disk contained in the set of all valid
states. In the field of algebraic geometry, orbitopes are still a topic of study, and
this work demonstrates their potential use in quantum mechanics. An interesting
extension of this work would be the determination of Emax, or the largest-volume
ellipsoid bounded by the separable states, which could in principle also be solved
using the orbitope structure.
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3 classical simulation of quantum
noise

3.1 Introduction

When constrained to a physical system storing quantum information, entanglement is
viewed as a resource. However, quantum information platforms are never fully isolated
from their environments. As the system and environment interact, the system can
become entangled with the environment. Even if the computational system begins
in a pure state, tracing out the environment gives rise to a mixed state. Thus, the
evolution of the system state is given by nonunitary evolution. Such a system is
called open.

The notion of an open quantum system has received intense scrutiny in recent
years, motivated initially by questions about the location and nature of the boundary
(if any) between the quantum and classical worlds [13]. Further impetus has been
given by the desire to minimize decoherence in quantum information processing
[14, 15]. Open quantum systems have been conceived in two quite distinct ways: a
system and bath considered as a single quantum entity with overall unitary dynamics,
or a quantum system acted on by random classical forces. The first (system-bath
or SB) approach is usually thought of as being more general since it includes the
transformation of information and the idea that decoherence is connected to the
entanglement of a system with its environment [16]. In the random classical (RC)
force approach these effects are absent. Furthermore, in the question of the quantum-
classical divide, it is often seen as important that the bath be macroscopic since this
precludes the complete measurement of the bath degrees of freedom.

The SB approach is conveniently represented using Kraus operators. In this
formalism, the system evolution is given by

ρS →
∑
i

EiρE
†
i
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with the Ei satisfying ∑
EiE

†
i = IS

where IS is the identity operator. In the classical case, we impose the additional
constraint that the Kraus operators are of the form piUi where each Ui is unitary.

It is very clear from the Kraus operator representation that the SB approach is
more general than the RC one. However, this does not illuminate the precise role of
entanglement in separating the SB and RC methods. In fact, it has been pointed
out that SB models whose coupling is of dephasing type should always be able to
be rewritten as classical models [17]. This is based on general results concerning
existence of certain positive maps [18]. A specific example of a single qubit bath
has been given [19]. Since SB entanglement is present in many dephasing models,
this implies that this entanglement is not the decisive feature of SB models that
distinguishes them from RC models.

In order to understand this particular aspect of the difference between quantum
theory and classical physics, it would be useful to have a general explicit construction
of a method to classically simulate quantum dephasing SB models. The possibility
of such simulation of course does not imply that system-bath entanglement is not
important for quantum decoherence, but it does imply that the distinction between
quantum and classical noise is more subtle than has been previously recognized.

In this paper, we give the explicit construction of the classical model that cor-
responds to any given quantum dephasing in single qubit models and a restricted
class of two-qubit models. As examples, we show explicitly how three paradigmatic
system-macroscopic dephasing bath models can be simulated by subjecting the quan-
tum 2-level system to a classical random force without ever needing the bath. We do
this by describing completely the classical noise source that perfectly mimics the effect
of entanglement of the qubit with the system. The three models are the popular
spin-boson model, a specific central spin model, and the quantum impurity model.
The last model is particularly interesting in this context since it has a “classical” and
a “quantum” phase [20]. We also construct the classical simulations of certain 2-qubit
models and show that pure depolarizing models can always be simulated classically
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for an arbitrary number of qubits.

3.2 Classical simulation of quantum dephasing

models

Quantum models

The class of quantum models considered here consists of a single qubit subject to
dephasing by an arbitrary quantum system. Thus the total Hamiltonian of the open
quantum system is

H = HS [σi] +HB [λi] +HSB [σi, λi] (3.1)

where σ0,x,y,z are the identity matrix and the Pauli matrices that act on the qubit
and the matrices λj are some complete set of Hermitian operators for the bath, taken
for simplicity to be finite-dimensional. HB [λi] +HSB [σi, λi] are linear functions of
the λi. λ0 is proportional to the identity, and TrB λi = 0 for i > 0. For an N -level
bath the λi for i > 0 could be chosen as proportional to the N2 − 1 generators of
SU (N) and λ0 = I/N. TrB is the trace over bath variables. We shall normalize the
λi by the condition that TrB [λiλj] = δij for i, j > 0. HB [λi] is the bath Hamiltonian.
Infinite-dimensional baths can be treated by the same method at the cost of some
additional notational complexity.

For a dephasing model, we take

[HS, HSB] = 0.

The total density matrix can be expanded as

ρ =
∑
ij

Nijσi ⊗ λj (3.2)
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and we can invert this equation :

Nij =
1

2
Tr [(σi ⊗ λj) ρ] .

The reduced density matrix of the system is

ρS = TrB ρ =
1

2

∑
i

niσi

and ni = (1, nx, ny, nz) is the expanded Bloch vector of the system. For quantum
noise we have

ρ (t) = Uρ (0)U †

with U = exp (−iHt) where we have set ~ = 1. In terms of components this is

Nij (t) =
1

2

∑
kl

Tr
[
(σi ⊗ λj)U (σk ⊗ λl)U †

]
Nkl (0) .

Let us write the initial ρ in a product form ρ (0) = ρS (0) ⊗ ρB (0) , which in
components says that Nij (0) = 1

2
ni (0)mj, where

mj = TrB λiρ
B (0) .

Then the dynamics of the system can be rewritten as

Nij (t) =
1

2

∑
kl

Tr
[
(σi ⊗ λj)U (σk ⊗ λl (0))U †

]
nk (0)ml

and the Bloch vector of the qubit at time t is given by

ni (t) = 2Ni0 (t)

=
∑
kl

Tr
[
(σi ⊗ λ0)U (σk ⊗ λl (0))U †

]
nk (0)ml
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Finally we have a linear relation between the initial and final expanded Bloch vectors:

ni (t) =
∑
k

T
(Q)
ik nk (0)

where the quantum transfer matrix is given by

T
(Q)
ik (t) =

∑
l

Tr
[
(σi ⊗ λ0)U (σk ⊗ λl)U †

]
ml. (3.3)

One should note that this represents a linear relation between the initial and final
expanded Bloch vectors. However, if construed as a relation between the usual 3-
dimensional Bloch vectors, it is an affine relation, since if ni (t = 0) = (1, 0, 0, 0) , then
the initial state has zero ordinary Bloch vector, but the final state has ni (t) = T

(Q)
i0 ,

which is not zero. Expanding the Bloch vector to four components is just a convenient
way of including the affine part.

The whole dynamics of the qubit is contained in the matrix T (Q)
ik (t) . Given an

initial Hamiltonian, this matrix is uniquely defined.

Classical noise

A 2-level system acted on by dephasing classical noise has the 2× 2 Hamiltonian

HCl = −1

2
Bσz +

1

2
h (t)σz. (3.4)

h (t) is a random classical (c-number) function of time that represents an external
source of noise. To completely specify the model we need a probability functional
P [h] on the noise histories. Then the system dynamics is given by

ρ(Cl) (t) =

∫
D [h (t′)]P [h (t′)]

× UCl [h (t′)] ρ(Cl) (0)U †Cl [h (t′)] .

(3.5)
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This is a functional integral over all real functions h (t′) defined on the interval
0 ≤ t′ ≤ t. Each h (t′) is assigned a probability P [h (t′)] and∫

D [h (t′)]P [h (t′)] = 1.

Here the time-ordered exponential UCl [h (t)] = T exp
(
−i
∫ t

0
HCl (t

′) dt′
)
is a 2× 2

matrix, unlike UQ (t) , which is infinite-dimensional. In the dephasing case two
Hamiltonians taken at different times commute: [HCl (t) , HCl (t

′)] = 0 and the time-
ordering can be dropped. Note the simplicity of the classical problem relative to the
quantum one.

We now follow the steps of the discussion of the quantum models with the
appropriate modifications. Restating the results in terms of the 3× 3 transfer matrix
T (Cl), we have, in exact analogy to the section above,

ρS =
1

2

3∑
i=0

niσi,

ni =
1

2
Tr σiρ

S

ni (t) =
3∑
j=0

T
(Cl)
ij (t)nj (0)

where
T

(Cl)
ij (t) =

1

2

∫
D [h (t′)]P [h (t′)]×

Tr
{
σiUCl[h (t′)]σjU

†
Cl[h (t′)]

} (3.6)

Note that T (Cl)
i0 = 1

2
Tr σi = δi0, so the classical model always gives a linear relation

between initial and final ordinary Bloch vectors—there is no affine term.

Classical simulation of quantum models

To demonstrate the quantum-classical equivalence we need to prove the existence of
a functional P [h (t)] such that ρ(Cl)

S (t) = ρ
(Q)
S (t) , or, equivalently that T (Cl)

ik (t) =
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T
(Q)
ik (t) . For dephasing models we shall do more than this— we shall give the explicit

construction of the classical model.
In the construction we shall need only the discrete version of Eq. (3.5), which is

ρ(Cl) (t) =
∑
r

prU
(r)
Cl ρ

(Cl) (t = 0)U
(r)†
Cl ,

where r labels the possible noise histories and U (r)
Cl is the evolution operator for that

history. The positive numbers pr satisfy
∑

r pr = 1. The corresponding statement
for the Bloch vector is

ni (t) =
∑
k,r

prO
(r)
ik (t)nk (0) , (3.7)

and the O(r)
ik are orthogonal matrices for every r. Thus the problem of showing that

a quantum noise model is actually classical reduces to the problem of showing that
the matrix T (Q)

ik can be written as a convex combination of orthogonal matrices.
We shall consider the system-bath model of Eq. (3.1), choosing a total Hamiltonian

H = −1

2
Bσz +HB [λi] +HSB [λi]σz; (3.8)

so that the qubit has no non-trivial dynamics and the noise is pure dephasing.
In this model σz is conserved, which implies that

T (Q)
zz = 1 ; T (Q)

xz = T (Q)
zx = T (Q)

yz = T (Q)
zy = 0.

We also have that T (Q)
00 = 1 and T

(Q)
i0 = T

(Q)
0i = 0 for i > 0, so we only need to

calculate T (Q)
xx , T

(Q)
yy , T

(Q)
xy and T (Q)

yx .

First we note that the total evolution operator is

UQ = T exp

(
−i
∫ t

0

H (t′) dt′
)

= u (t) + v (t) σz,

where u (t) and v (t) are time-dependent bath operators and T denotes time-ordering.
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Explicitly,

u (t) =
1

2
TrS

[
T exp

(
−i
∫ t

0

H (t′) dt′
)]

v (t) =
1

2
TrS

[
σzT exp

(
−i
∫ t

0

H (t′) dt′
)]

,

(3.9)

where TrS is the trace over qubit variables. Note that these expressions do not
depend in any way on having a finite-dimensional bath. Since I = UU † we have

uu† + vv† = I

uv† + vu† = 0.

Expressing T (Q) in terms of u and v we find

T (Q)
xx (t) = T (Q)

yy (t) (3.10)

= Tr
[(
u† + v†σz

)
(σx ⊗ λ0) (u+ vσz)

(
σx ⊗ ρB (0)

)]
= 2 TrB

[(
u†u− v†v

)
ρB (0)

]
T (Q)
xy (t) = −T (Q)

yx (t) (3.11)

= TrB
[(
u† + v†σz

)
(σx ⊗ λ0) (u+ vσz)

(
σy ⊗ ρB (0)

)]
= TrB

[(
−2iu†v + 2iv†u

)
ρB (0)

]
,

and defining c = T
(Q)
xx = T

(Q)
yy and s = −T (Q)

xy = T
(Q)
yx , the matrix T (Q) has the form

T (Q) =


1 0 0 0

0 c −s 0

0 s c 0

0 0 0 1

 .

with positivity implying that c2 + s2 = r2 ≤ 1. The submatrix T (Q)
ij with i, j = x, y

is proportional to an orthogonal 2× 2 matrix. All effects of the bath on the system
are summarized by the quantities c (t) and s (t) .

The task is now to construct the equivalent classical model. In two dimensions,
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an orthogonal matrix M is characterized by a single unit vector (cos θ, sin θ) , so a
convex sum of orthogonal matrices is of the form

∑
i

piMi =


∑
i

pi cos θi −
∑
i

pi sin θi∑
i

pi sin θi
∑
i

pi cos θi

 ,

with pi > 0 and
∑

i pi = 1. This matrix is proportional to the i, j = x, y submatrix
of T (Q)

ij .

We first write the vector (c, s) as the convex sum of unit vectors:(
c

s

)
=

1

2

(
c+ βs

s− βc

)
+

1

2

(
c− βs
s+ βc

)

where

r2 = c2 + s2 =
[
T (Q)
xx

]2
+
[
T (Q)
xy

]2
; β =

√
1− r2

r
(3.12)

(It is interesting to note that this decomposition of the vector (c, s) is not unique.)
Then the classical evolution submatrix is written as

T (Cl) =
1

2

(
cos Φ1 sin Φ1

− sin Φ1 cos Φ1

)
+

1

2

(
cos Φ2 sin Φ2

− sin Φ2 cos Φ2

)
.

T (Cl) is the convex sum of rotations through the two angles

Φ1 (t) = tan−1

(
s− βc
c+ βs

)
and

Φ2 (t) = tan−1

(
s+ βc

c− βs

)
.

(3.13)

Hence, by comparison to Eq. (3.7), it defines a classical model. Define the fields
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h1 (t) and h2 (t) by

h1 =
∂Φ1

∂t
+B

and

h2 =
∂Φ2

∂t
+B.

(3.14)

Then the equivalent classical model is given by

HCl = −1

2
Bσz +

1

2
h (t)σz

and the probability distribution for h is: h (t) = h1 (t) with probability 1/2 and
h (t) = h2 (t) with probability 1/2. More formally, P [h (t)] = (1/2) δ [h− h1] +

(1/2) δ [h− h2] . Writing Φi (t) =
∫ t

0
(−B + hi (t

′)) dt′ and following Eq. (3.6) we find

T
(Cl)
ij =

1

4
Tr
[
σie

i
2
σzΦ1(t)σje

− i
2
σzΦ1(t)

]
+

1

4
Tr
[
σie

i
2
σzΦ2(t)σje

− i
2
σzΦ2(t)

]
The contents of this section can be summarized by the following theorem and

constructive proof.

Theorem 3.1. The dynamics of the open quantum system given by Eq. (3.8) can
be simulated by the classical noise model given by Eq. (3.4) with h(t) given by Eqs.
3.14: the density matrix of the qubit is the same for the two models at all times.

Proof. The quantum Hamiltonian H of Eq. (3.8) determines the noise functions
u(t) and v (t) in Eqs. (3.9) and hence the matrix T (Q) in Eqs. (3.10) and (3.11)
uniquely. The classical fields h1 (t) and h2 (t) are given explicitly in terms of the
matrix elements of T (Q) by Eqs. (3.12) through (3.14). h1 (t) and h2 (t) in turn
define the classical Hamiltonian HCl and noise probability functional P given in Eqs.
(3.4) and (3.5). The evolution of the qubit density matrix according to HQ with
the usual partial trace is precisely the same as the qubit evolution according to the
classical Hamiltonian HCl with the averaging over noise histories.



33

3.3 Classical simulation of dephasing models

Spin-boson model

The spin-boson Hamiltonian is

HSB = −1

2
Bσz + σz

∑
k

(
gkb
†
k + g∗kbk

)
+
∑
k

ωkb
†
kbk.

The initial density matrix is ρ (t = 0) = ρS (t = 0)⊗ ρB (t = 0) , where ρS (t = 0) is
the initial state of the 2-level system and ρS (t = 0) is the thermal state of the bath
at temperature 1/β. We are interested in the case of a macroscopic bath, and it is
then conventional to define the coupling function

J (ω) = 4
∑
k

δ (ω − ωk) |gk|2 .

Using UQ (t) = exp (−iHQt), the system dynamics is given by

ρ
(Q)
S (t) = TrB UQ (t) ρ (t = 0)U †Q (t) .

The initially unentangled system and bath are entangled by UQ (t). This model has
been well-studied and is exactly solvable [21], with the result that the off-diagonal
elements of ρS (t) are proportional to eΓ(t), where

Γ (t) = −
∫ ∞

0

dω J (ω) coth (βω/2) (1− cosωt) /ω2 < 0.
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More explicitly,

ρ(Q) =

(
ρ00 ρ01e

Γ(t)+iBt

ρ10e
Γ(t)−iBt ρ11

)
=
ρ00 + ρ11

2
σ0 +

ρ00 − ρ11

2
σz

+
1

2
eΓ(t)

(
ρ01e

iBt + ρ10e
−iBt)σx

+
1

2
eΓ(t)

(
ρ10e

−iBt − ρ01e
iBt
)
σy.

ρij are the (time-independent) initial values for the elements of ρ. In terms of the
Bloch vector we have

nx (t) = eΓ(t) (nx (0) cosBt+ ny (0) sinBt)

ny (t) = eΓ(t) (−nx (0) sinBt+ ny (0) cosBt)

We are free to consider the polarization vector along the z direction by change of basis
and we can also begin with a pure state since total evolution is simply proportional
to the initial polarization vector. Written in terms of elements of T (Q),

csb = eΓ(t) cosBt

ssb = −eΓ(t) sinBt

βsb =

√
1− e2Γ(t)

eΓ(t)
.

According to the prescription in the previous section, therefore,

H
(sb)
Cl = −1

2
Bσz +

1

2
h(sb) (t)σz
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and the noise source h(sb) (t) is

h
(sb)
1 (t) =

∂

∂t
tan−1

(
ssb − βsbcsb
csb + βsbssb

)
+B ; p1 =

1

2

h
(sb)
2 (t) =

∂

∂t
tan−1

(
ssb + βsbcsb
csb − βsbssb

)
+B ; p2 =

1

2

(3.15)

where pi is the probability of hi.
Eq. 3.15 gives the result for a general coupling function J (ω) . A common choice

for J is the ohmic bath: J(ω) = Aωe−ω/Ω, important in quantum optics. In this case
there is [21] the exact result

Γ (t) ∝ −1

2
ln
(
1 + Ω2t2

)
− ln

(
sinh (t/τ)

t/τ

)
.

where Ω is the cutoff frequency and τ = 1
πT

is the thermal correlation time where we
have taken kB = 1. This expression for Γ (t) allows an exact calculation of h1 (t) and
h2 (t) up to an overall scale factor. The results of this calculation are plotted in Fig.
3.1 for the case Ωτ = 20 where we have taken the overall scale factor to be one.
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Figure 3.1: Fields h1(t) and h2(t) for the spin-boson model.

The classical fields have a complicated form, with an initial quadratic decay
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crossing over to exponential at longer times. The behavior for t � τ is due to
thermal decay while the behavior for t� τ is determined by the cutoff Ω and is due
to fluctuations of the field [21].

Central spin model

The central spin Hamiltonian describes a qubit coupled to a bath of nuclear spins.
In the case of free induction decay, the Hamiltonian is

HCS = −1

2
Bσz +Hint +Hhf

where
Hint =

∑
i

ωiJ
z
i +

∑
i 6=j

bij
(
J+
i J
−
j − 2Jzi J

z
j

)
and

Hhf = σz

(
1

2

∑
i

AiJ
z
i +

∑
i 6=j

AiAj
4B

J+
i J
−
j

)
.

ωi are the nuclear Zeeman splittings, bij contain the dipolar interaction, and Ai are
the hyperfine couplings. We assume that the initial state is a product state of the
qubit and the equilibrium bath state. For realistic conditions on ωi, bij, and Ai,
the qubit dynamics can be calculated approximately at experimentally relevant time
scales [22–24]. The off-diagonal component of the qubit density matrix is given by
ρ10 (t) = ρ10 (0)Dcs (t) where

Dcs (t) =
ei arctan(αt)−iBt
√

1 + α2t2

where α is a complicated function of the parameters of the model. The explicit
dependence is found in [22] and α determines the relevant time scales since the model
is valid only for αt� 1. In reference [22], 1/α ≈ 20µs for GaAs dot.

The qubit gains an additional phase from the bath interaction. In terms of T (Q),
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we have

ccs =
1√

1 + α2t2
cos (arctan (αt)−Bt)

scs =
1√

1 + α2t2
sin (arctan (αt)−Bt)

βcs =
αt√

1 + α2t2
.

Then we can write

Φ1 = −Bt+ arctan (αt) + arcsin

(
αt√

1 + α2t2

)
Φ2 = −Bt+ arctan (αt)− arcsin

(
αt√

1 + α2t2

)

Noting that arctan (αt) = arcsin
(

αt√
1+α2t2

)
and applying Eqs. (3.14) we get

h
(cs)
1 (t) =

2α

1 + α2t2

and

h
(cs)
2 (t) =0.

This model shows a Lorentzian fall-off of one of the two possible fields but the other
one vanishes. Unlike the spin-boson model, these fields have a non-zero time average
which indicates that the central spin noise induces an additional relative phase φ
between the two system states. Furthermore, if we write the decoherence function
as reiφ, for r, φ ∈ R so that ρ10(t) =

(
ρ10(0)e−iBt

) (
r(t)eiφ(t)

)
, then the central spin

model gives a simple relation between r and φ. Namely, r = cosφ for all values of t.
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Quantum impurity model

The quantum impurity Hamiltonian is

HQI = −1

2
Bσz +

1

2
v
(
d†d
)
σz +HB

where
HB = ε0d

†d+
∑
k

(
tkc
†
kd+ H.c.

)
+
∑
k

εkc
†
kck.

c†k creates a reservoir electron and d† creates an impurity electron. v represents
the qubit-impurity coupling strength and tk are the tunneling amplitudes between
the impurity and level k. Define the tunneling rate γ = 2π

∑
k |tk|

2 δ(εk − ε0).
Assuming an initial product state and an equilibrium bath, this model can be solved
via numerically exact techniques [25]. The off-diagonal components of the qubit
density matrix satisfy

ρ10 (t) = ρ10 (0) e−iBtDqi(t).

Using the numerical methods outlined in [25], we compute D(t) = r(t)eiφ(t) for
r(t) > 0. Applying the method outlined earlier yields

Φi = −Bt+ φ(t)± cos−1(r(t))

and the classical noise source h(qi) (t) can be calculated using Eqs. (3.14). Numerical
results are shown in Fig. 3.2.

This model is of particular interest because it shows a “classical” phase for v � γ

and a “quantum” phase for v � γ with a crossover region in between. The quantum
phase is characterized by oscillation in the coherence measures such as the visibility.
These oscillations are clearly caused by the oscillations in the noise fields as shown
in Fig. 3.2. There is, however, nothing quantum about the fields at any value of v:
they are classical noise sources.
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Figure 3.2: Fields h1(t) and h2(t) for the quantum impurity model. The solid line
shows coupling v = 3 (quantum phase). The dotted line shows v = 2 (crossover).
The dashed line shows v = 0.6 (classical phase). Note the oscillatory behavior of the
stronger coupling, indicative of coherence oscillation.

3.4 Two-qubit dephasing

We consider a classical two-qubit dephasing model with a Hamiltonian of the form

H = HS +HB +HSB

such that all diagonal two-qubit Pauli operators commute with the total Hamiltonian.
That is,

[H, σi ⊗ σj] = 0

for i, j ∈ {0, 3}. Note that these diagonal Pauli operators also commute with each
other. We assume that the system and bath are initially in a product state so that
the two-qubit system is in the initial state ρS. The diagonal elements of the two-qubit
reduced density matrix will remain constant under time evolution. For a classical
noise source to simulate the system-bath Hamiltonian and preserve the diagonal
elements, each noise source must commute with each diagonal Pauli. Thus, the time
evolution of the density matrix is given by ρij(t) = rij(t)ρij(0) for rij(t) = rji(t)

∗,
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|rij(t)| ≤ 1, and rii(t) = rij(0) = 1.
Consider a classical noise source Hα with probability distribution p(α) for α ∈ R.

The corresponding evolution of the two-qubit density matrix is given by

ρ(t) =

∫ ∞
−∞

p(α)Uα(t)ρ(0)U †α(t)dα.

In order to preserve the diagonal entries, we must have that each Hα is a linear
combination of diagonal two-qubit Paulis. Note that the diagonal Paulis span the
entire set of Hermitian diagonal matrices so we can consider each Hα as a diagonal
matrix with diagonal entries αdαi (t) where we have chosen to scale each Hα by the
parameter α. Then, time evolution is given by diagonal unitary operators Uα with
diagonal entries exp (−iαθαi (t)) for

θαi (t) =

∫ t

0

dαi (t′)dt′.

Then the action UαρU †α gives

ρij → e−iαγ
α
ij(t)ρij

where γαij(t) = θαi (t) − θαj (t). We now make a simplifying assumption that Hα is
simply proportional to α so that γαij(t) = γij(t). Applying this result and averaging
the result over the probability distribution gives

ρij(t) =

∫ ∞
−∞

p(α)ρij(0)e−iαγij(t)dα

=ρij(0)p̃ (γij(t)) (3.16)

where p̃(t) =
∫∞
−∞ p(α)e−iαtdα. That is, for the model specified above,

rij(t) = p̃(γij(t)). (3.17)

This model gives a highly restrictive set conditions of rij(t). However, note that we
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can again average over a variety of such models to obtain more complicated behavior.

3.5 n-dimensional depolarization

Given a quantum system in N dimensions with initial density matrix ρ0, the depolar-
ization channel is given by

ρ(t) = (1− p(t))ρ0 + p(t)

(
1

N

)
I

where p(t) ∈ [0, 1] for all t and p(0) = 0.
We now present a classical model for depolarization in arbitrary dimension.

Consider the unitary group SU(N). Each time-independent U ∈ SU(N) can be
expanded in terms of its eigenvectors |j〉 as

U =
∑
j

e−idj |j〉 〈j|

where the eigenvalues of dj are all in [−π, π]. For a fixed U , define HU as

HU =
∑
j

dj |j〉 〈j|

so that
U = e−iHut

∣∣
t=1

Note that each HU can be expanded as

HU =
∑
r

hrλr

where hr are real and λr are the generators of SU(N). Then consider the Hamiltonian
defined by the set {HU} with the probability distribution equal to the uniform
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distribution over the unitary group. For convenience, choose∫
SU(N)

dU = 1

where the integral is taken with respect to the Haar measure. Time evolution is then
given by

ρ(t) =

∫
SU(N)

e−iHU tρ(0)eiHU tdU. (3.18)

We need to show that this time evolution is purely depolarizing: the polarization
vector remains parallel to the initial polarization vector at all values of t and ρ(1)

is proportional to the identity giving the totally mixed state. Let ρ0 be given by
polarization vector v so that

ρ(0) =
1

N
I +

∑
r

vrλr.

Then consider the unitary operator

V = exp

(
iα
∑
r

vrλr

)
.

where α is an arbitrary non-zero real number. It is clear that

V ρ0V
† = ρ0

and we can write that

ρ(t) =

∫
SU(N)

e−iHU tV ρ0V
†eiHU tdU

from which we can easily obtain

V †ρ(t)V =

∫
SU(N)

V †e−iHU tV ρ0V
†eiHU tV dU.
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Since the above integral runs over the entire unitary group SU(N), conjugation by V
simply amounts to a reparameterization of the integral. Thus, we can write

V †ρ(t)V =

∫
SU(N)

e−iHU tρ0e
iHU tdU = ρ(t). (3.19)

Hence, any rotation leaving the initial polarization vector fixed must also leave ρ(t)

fixed, the polarization vector of ρ(t) must be parallel to that of ρ0.
Now, consider the case t = 1. From our initial definition of HU , we see that

ρ(1) =

∫
SU(N)

Uρ0U
†dU.

Further consider an arbitrary unitary operator W . Then conjugation gives

Wρ(1)W † =

∫
SU(N)

WUρ0U
†W †dU

=

∫
SU(N)

Uρ0U
†dU

since if U runs over the entire unitary group than so does WU . Thus, we see that

Wρ(1)W † = ρ(1).

Since this holds for arbitrary unitary operator W , we must have that ρ(1) is pro-
portional to the identity. Thus, ρ(1) is the totally mixed state and we see that the
model presented is indeed a depolarizing channel.

Single qubit case

For the single qubit case, the depolarizing behavior can be evaluated explicitly.
Without loss of generality, assume that the qubit state is specified by

ρ(0) =
1

2
(I + σz) .
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Then
ρ(t) =

1

2
(I + nz(t)σz) .

Then the integral in Eq. 3.18 becomes

I/2 +
1

2

∫
SU(2)

U(t)ZU(t)†.

Note that we can write any element of SU(2) as

U =

(
a −b̄
b ā

)

where a2 + b2 = 1. Writing a = x+ iy and b = w+ iz it is clear that SU(2) is the man-
ifold S3. Furthermore, the Haar measure on SU(2) is simply the standard Euclidean
measure on the unit 3-sphere, although we will use a different parametrization. Any
element U in SU(2) has eigenvalues e±iλ and we can write a normalized eigenvector
as

|+〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉 .

Thus, we can write any element in SU(2) as

U = eiλ (|+〉 〈+|) + e−iλ (I − |+〉 〈+|) .

Writing cos θ
2

= c and sin θ
2

= s we get

U =
(
eiλ − e−iλ

)
(|+〉〈+|) + e−iλI = 2i sinλ

(
c2 e−iφcs

eiφcs s2

)
+

(
e−iλ 0

0 e−iλ

)
.

To determine how to embed this into the 3-sphere, we only need to look at the 00
and 01 components. This gives

U00 = 2i sinλc2 + cosλ− i sinλ = cosλ+ i sinλ
(
2c2 − 1

)
= cosλ+ i sinλ cos θ



45

and
U01 = 2i sinλe−iφcs = sinλ sin θ sinφ+ i sinλ sin θ cosφ.

Now we can look at the four components of the 3-sphere and we see that this
parametrization is just the generalized spherical coordinates. Then we can write the
properly normalized measure

dU =
1

2π2
sin2 λ sin θdλdθdφ.

To give U the correct time dependence for depolarization, simply replace λ with
λt in each U , but leave the measure sin2 λdλ unchanged. Calculating UσzU † gives
the ρ00 component cos2 θ + cos(2λt) sin2 θ. Then we get

nz(t) =
1

2π2

∫ 2π

0

∫ π

0

∫ π

0

(
cos2 θ + cos(2λt) sin2 θ

)
sin2 λ sin θdλdθdφ.

Evaluating this integral gives

nz(t) =
1

3
+

sin(2πt)

3πt(1− t2)
.

This expression indeed satisfies nz(0) = 1 and nz(1) = 0. Somewhat surprisingly,
this function has a root near t = 0.77 and has a limiting value of 1/3 as t → ∞.
Because of the root, proper depolarization behavior ends before t = 1, however a
simple reparametrization of time allows for more general depolarizing behavior. The
graph of nz(t) is shown in Fig. 3.3.

3.6 Conclusion

By comparing quantum noise models to classical noise models, we have shown that
classical noise models are capable of recreating a broad set of noise features, including
some models that realize behavior that had previously been viewed as distinctly
quantum.
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Figure 3.3: The magnitude of the single-qubit Bloch vector as a function of time
for classical depolarization. Note that proper depolarization ends at the first root
(t ≈ 0.77).

For a single qubit, we explicitly construct classical noise terms that can simulate
arbitrary dephasing noise. For two qubits, we demonstrate how certain dephasing
models can be constructed, and show how the technique can be used to build more
complicated models. Finally, we showed that depolarization can be realized classically
for quantum systems of arbitrary dimension.

In a practical sense, these results can be used to tune noise models for classical
simulations of quantum systems. Philosophically, it is interesting to note that
dephasing noise is easily realized classically,
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4 measurement-free error correction

4.1 Introduction

Due to the inherent fragility of quantum systems, quantum computation was not
widely seen as a realistic possibility until 1995 when Shor demonstrated the possibility
of quantum error correction codes [26]. In the subsequent year, the theory of quantum
error correction was expanded [27–32] and expanded into the more general notion
of fault tolerant quantum computing [33–36]. Broadly, the results concluded that
scalable quantum computation is possible if error rates are sufficiently low. The
general technique is to use multiple entangled physical qubits to represent a single
logical qubit in a manner that allows local errors to be corrected.

Since the initial flurry of work in 1995-96, error correction has continued to
advance in both theoretical and experimental settings. On the theoretical side,
general goals have been to improve error thresholds by using better codes and
optimizing architecture. Kitaev’s topological codes, introduced in 1997, generated
notable optimism [37–39]. Experimentally, small scale error correction protocols have
been demonstrated in both superconducting and trapped ion qubits [40–43]. A fully
protected logical qubit has not yet been demonstrated, although this goal is currently
being pursued in several physical systems [44–47].

We are primarily motivated here by qubits realized as an array of neutral atoms
held in optical or magnetic traps [48, 49]. The quantum information is stored in atomic
hyperfine clock states. This system has several attractive features: each natural
qubit is identical, clock states exhibit long coherence times measured in seconds, and
state preparation and measurement can be performed on msec timescales using well-
developed techniques of optical pumping and detection of resonance fluorescence [50,
51]. Arrays of individually addressable neutral atom qubits have been demonstrated
in 1D [52, 53], 2D [54–57], and 3D [58]. Qubit numbers of order 100 have been
demonstrated in 2D and 3D and in principle these numbers could be extended to
several thousands using available technology. Lastly, the available gate set is universal,
based on microwave and laser light for single qubit rotations together with Rydberg
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state mediated interactions for two-qubit, and multi-qubit, entangling gates [49].
Achieving logical protection requires an error correction procedure compatible

with available operations. Standard error correction protocols rely on performing
frequent syndrome measurements [14, 38]. This turns out not to be well suited
for neutral atom implementations for two reasons. First, the time needed for state
measurements is currently several orders of magnitude longer than for gate operations.
Second, it is difficult to measure a single atomic qubit in an array without scattered
light corrupting the state of nearby qubits, although a number of possible solutions
to this problem are under study [59].

These challenges motivate the consideration of coherent, or measurement-free,
error correction methods [60–63]. Like standard measurement-based error correction
[44–47], techniques for measurement-free error correction are based on stabilizer codes.
However, there has been strong skepticism that measurement-free error correction
can produce error thresholds close to those of measurement-based [27, 29, 34], though
Paz-Silva et al. did achieve a measurement-free threshold only about one order of
magnitude worse than measurement-based [61]. We improve this result by nearly 2
orders of magnitude by taking advantage of the resources available to neutral atoms,
in combination with a novel syndrome extraction technique.

Measurement-free error correction is particularly attractive for neutral atom and
trapped ion approaches that rely on light scattering for entropy removal. As part of
an error correction cycle, entropy in the data qubits is transferred to fresh ancilla
qubits, and is subsequently removed by resetting the ancillas. Although an ancilla
reset requires optical pumping and light scattering, the number of scattered photons
is typically 1–2 orders of magnitude less than would be needed for state measurement
in measurement-based error correction.

Measurement-free error correction can additionally benefit from an additional
resource of neutral atom systems, since the computational capabilities include native
Toffoli and CkNOT gates. These CkNOTs can potentially achieve fidelities as high
as 90% for k ∼ 35, while for smaller k the fidelities of the native gates are expected
to beat fidelities of the decompositions into 1- and 2-qubit gates [64, 65]. Similarly,
Rydberg interactions allow for parallel CNOT gates in which a single control qubit
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targets multiple qubits simultaneously, improving the time required for syndrome
extraction. Native Toffoli gates have also been demonstrated using trapped ion [66]
and superconducting qubits [67]; thus the techniques presented here could potentially
be adapted to other platforms.

Using numerical simulation, we estimated threshold error rates using neutral
atom resources for three well known error correction schemes: the bit-flip code, the
Bacon-Shor code, and the Steane code. For these codes, we found threshold error rates
of ∼ 10−2–10−4 for realistic conditions, demonstrating that measurement-free error
correction can achieve thresholds that are comparable to those of measurement-based
techniques.

The structure of the chapter is organized as follows. We begin with a review of
stabilizer codes and measurement-based error correction procedures. Then we discuss
how these techniques are adapted for neutral atoms, including the novel method of
using an extended set of stabilizers, which is also applicable to measurement-based
error correction. In the following portion, we provide details on the simulation and
discuss the results.

4.2 Stabilizer codes

Here, we will think of errors as unitary operators E that act nontrivially on w qubits,
where w is called the weight of the operator. A general operator on w qubits can
be expanded in terms of the Pauli operators on those qubits, and it is sufficient to
consider Pauli operators, which we will discuss in further detail later.

Basics of stabilizer codes

A [n, k, d] error correction code uses n physical qubits to encode k logical qubits. The
distance d of the code is the weight of the smallest error that cannot be detected. For
the three codes discussed here, k = 1.

An [n, 1, d] code is determined by a set of n− 1 stabilizers, {Si}, logical operators
ZL and XL, and logical states |0〉L and |1〉L. All operators Si, ZL, and XL are taken
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to be Pauli operators. For a linear combination of the logical states |ψ〉, the following
conditions must be satisfied:

1. [Si, Sj] = [Si, ZL] = [Si, XL] = 0

2. {XL, ZL} = 0

3. Si |ψ〉 = |ψ〉.

Furthermore, when restricted to the logical states, ZL and XL act as the standard Z
and X single-qubit operators. The final condition justifies the name stabilizers, since
these operators stabilize the logical subspace. Note that formally these are actually
stabilizer generators, and the full stabilizer subgroup is composed of all products of
the generators.

Let E be a Pauli operator representing an error on the data qubits. In order to
detect this error, at least one stabilizer Si must satisfy

[E, Si] 6= 0.

Note that since E and Si are both Paulis, this implies that {E, Si} = 1. Now
the distance d of the code is the lowest-weight operator E that commutes with all
stabilizers, but that acts nontrivially on the logical subspace.

To see how we use these stabilizers to correct errors, it is helpful to note that
the simultaneous eigenstates of ZL and {Si} form a basis. Thus, the entire space is
spanned by states of the form

|φ〉 = |λZ , λ1, . . . , λn−1〉

where the λ are given by ZL |φ〉 = λZ |φ〉 and Si |φ〉 = λi |φ〉 with λ = ±1. Any state
in the logical subspace can be written

|ψ〉 = |ψL〉 |1, 1, . . . , 1〉 .
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After an error E, the state E |ψ〉 will have eigenvalues λi = −1 if E and Si anticom-
mute. The set of stabilizer eigenvalues {λi} is called the error syndrome, or simply
the syndrome.

Measurement-based error correction procedure

We are now prepared to outline the basic measurement-based error correction proce-
dure. For a logical state |ψ〉 stored on n data qubits, the method is as follows:

1. Use a combination of Hadamard and CNOT gates to extract the values λi onto
a set of ancilla qubits, {|ai〉}, such that the result of Z-basis measurement of
|ai〉 represents the value λi.

2. Measure the ancilla qubits. The collective set of outcomes is a measurement of
the syndrome.

3. Use the syndrome information to determine which Pauli error E occurred.

4. Correct the error using the appropriate unitary operator.

In practice, each of these steps has multiple caveats. Notably, the entire operation
must be performed fault-tolerantly. That is, all of the circuits involved are also
subject to errors and must be able to robustly accommodate errors. Fault-tolerance
is discussed in the following subsection.

Furthermore, determining which error occurred (step 3) is nontrivial as a classical
computation. For n − 1 syndrome bits, there are 2n−1 possible syndromes, from
which we must choose the most likely Pauli error from the set of 4n possible Pauli
operators. However, the 4n Pauli operators are not uniformly likely to occur; in
particular, high-weight operators are much less likely than lower weight operators
that produce an identical syndrome. For a distance d code, we try to correct errors
of weight w for which 2w < d. For large d, interpreting the syndrome information
is nontrivial and several decoding methods exist. In this work, the codes that we
consider are all sufficiently small that syndrome decoding is relatively simple.
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In step 4, it is not truly necessary to apply correction operators. Instead, it is
generally sufficient to simply track errors and simply rotate the computational basis
using Pauli frames [68–70]. However, in the case of measurement-free error correction
this technique is not an option, since tracking the errors requires frequent syndrome
measurements.

Lastly, even with fault-tolerant circuits and good decoding, failures can occur.
Thus, the goal of error correction is merely to improve overall error rates. To obtain
logical error rates sufficiently low for practical computation, various schemes have
been proposed. One technique is concatenation, where error correction codes are
layered such that the logical qubits produced at one layer become components of
the logical qubits at the next level. Another option is to simply increase the code
distance to improve error rates. This is most elegantly done using topological codes
such as the surface code and color code and they are commonly viewed as the most
realistic path forward [37–39].

Fault-tolerant computation

The circuits for syndrome extraction must be fault-tolerant. That is, errors during
syndrome extraction must not propagate back to the data qubits. Similarly, logical
gates between logical qubits must also be fault-tolerant, but here we are only concerned
with error correction.

Here, consider a model in which gates experience error with probability pphys.
Then fault-tolerance demands that any single error does not propagate. Suppose
all gates, including identity gates, experience error with probability pphys, but that
the entire circuit tolerates individual errors. Then the overall likelihood of a logical
failure plog grows as p2

phys. Thus, for sufficiently small pphys, the logical failure rate
plog will be less than the physical error rate pphys. The value pth is the error rate such
that plog < pphys for pphys < pth. This argument is formalized and generalized in a
variety of theorems that guarantee the existence of threshold error rates pth, such
that error correction will work for sufficiently low physical noise [34, 36, 69, 71].
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Pauli versus non-Pauli errors

A general unitary error E can be expanded in the basis of Pauli operators. Thus, the
affected logical state |ψ〉 can also be expanded in terms of these Pauli operators. When
the syndrome is measured in a Pauli basis, the state collapses onto the components
whose Pauli errors match the recorded syndrome. By performing the measurement, we
collapse the entire continuum of errors onto a finite set of possible errors. Therefore,
error correction can deal with arbitrary errors E with sufficiently low weight. This
argument does not apply for measurement-free error correction, although the result
still holds. Since the entire error correction circuit is unitary, expanding in the Pauli
basis is valid simply by linearity.

4.3 Example codes

Here, we review the error correction procedures for three codes. First, we look at
the 3-qubit bit-flip code which corrects arbitrary single-qubit bit-flip errors. Then,
we look at the related [9, 1, 3] Bacon-Shor code, which corrects arbitrary single-qubit
errors. Finally, we look at the [7, 1, 3] Steane code, which also corrects arbitrary
single-qubit errors.

The 3-qubit bit-flip code

The 3-qubit bit-flip code is the simplest example of a quantum error correction code.
The logical states are

|0〉L = |000〉
|1〉L = |111〉
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and the logical X and Z operators are XL = X⊗3 and ZL = Z⊗3. The code has two
stabilizers given by

S1 = Z1Z2

S2 = Z2Z3.

Each stabilizer checks parity of two qubits. For example, S1 has eigenvalue 1 if qubits
1 and 2 are in the same computational state, and has eigenvalue −1 if the two qubits
are in opposite computational states. Ensuring that both stabilizers have eigenvalue 1

ensures that the system remains in the logical subspace. Beginning with an arbitrary
state in the logical subspace, suppose that the first qubit experiences a bit-flip error.
Then stabilizer S1 will have eigenvalue −1 while S2 remains unchanged. Similarly, if
the third qubit experiences an error, only S2 will change. However, if the second qubit
is affected both stabilizers will change sign. Thus, we can associate each syndrome
with a unique single-qubit error. The non-fault-tolerant circuit implementing this
measurement-based procedure is shown in Fig. 4.1.

|q1〉 •

|q2〉 • •

|q3〉 •

|a1〉 = |0〉 ⊕⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴

✤✤✤✤✤✤✤

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴

✤✤
✤✤
✤✤
✤

|a2〉 = |0〉 ⊕⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴

✤✤✤✤✤✤✤

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴

✤✤
✤✤
✤✤
✤

Figure 4.1: Measurement-based error correction circuit for the bit-flip code. The
three data qubits |qi〉 store the logical information. The two syndrome bits are
extracted onto ancilla qubits |ai〉. These bits are measured. Note that this circuit is
not fault-tolerant.
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Bacon-Shor code

The [9, 1, 3] Bacon-Shor code corrects arbitrary single-qubit errors. To construct the
code, we will consider the data qubits arranged in a 3× 3 grid. The X and Z logical
operators are X⊗9 and Z⊗9, respectively. This code requires only 4 stabilizers. They
are

SZ1 =

Z Z Z

Z Z Z

I I I

 , SZ2 =

I I I

Z Z Z

Z Z Z

 ,

SX1 =

X X I

X X I

X X I

 , SX2 =

I X X

I X X

I X X

 .

In principle, the space is not fully defined by ZL and the four stabilizers. Since
the dimension is 29, we can specify up to four additional generators. However, by
intentionally ignoring these degrees of freedom we introduce a convenient symmetry.

First, recall that the operators X⊗X and Z⊗Z commute since they ‘anticommute’
on an even number of qubits. The same holds for arbitrary X and Z type operators
that overlap on an even number of qubits. Now consider the operator X1X2 acting
on the first row of the Bacon-Shor code. Clearly, this operator commutes with the
X-type stabilizers. However, this operator also commutes with the Z-type stabilizers
since they overlap on an even number of qubits. Thus, X1 ⊗X2 does not affect the
logical state, or the syndrome.

This property holds for any pair of X operators in the same row, and also for
any pair of Z operators in the same column. Collectively, these operators act on the
remaining degrees of freedom, although these operators do not all commute. We can
ignore these degrees of freedom by thinking of them as just a choice of gauge that is
free to vary over the course of a computation. We can specify the logical states by
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choosing a gauge. One choice is

|0〉L = (|+ + +〉+ |− − −〉)⊗3

|1〉L = (|+ + +〉 − |− − −〉)⊗3

where each term in parentheses represents a row of qubits. (This gauge is specified by
choosing 4 independent operators Xi ⊗Xj, each acting on the same row, and fixing
their eigenvalues to 1.)

As an aside, notice the symmetry between the X and Z stabilizers. This code
is an example of a Calderbank-Shor-Steane (CSS) code [28, 29]. A CSS code has
Z-type and X-type stabilizers, composed of tensor products of only Z, or X operators,
respectively. The Z-type stabilizers are sensitive to bit-flip errors (X), while the
X-type stabilizers detect phase errors (Z). The process of correcting errors can be
split into separate cycles for bit-flip and phase errors with the two cycles identical
up to a change of basis. Thus, to demonstrate the error correction procedure it is
sufficient to discuss bit-flip errors.

Bit-flip errors are detected by the two Z stabilizers, SZ1 and SZ2 . Due to the gauge
freedom, a bit-flip error in one row can be corrected by applying an X operator to
any qubit in the same row. Thus, we see that the stabilizer structure is identical to
the 3-qubit bit-flip code. The bit-flip portion of the circuit is shown in Fig. 4.2.

Steane code

The [7, 1, 3] Steane code is also a CSS code and is also capable of correcting arbitrary
errors, three X-type and three Z-type. Again, we will focus on bit-flip errors which
are detected by the Z-type stabilizers

S1 = Z1Z5Z6Z7

S2 = Z3Z4Z6Z7

S3 = Z2Z4Z5Z7.
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|q1〉

|q2〉

|q3〉

|q4〉

|q5〉

|q6〉

|q7〉

|q8〉

|q9〉

|a1〉 = |0〉

|a2〉 = |0〉

⊕ ⊕ ⊕ ⊕

⊕

⊕

⊕

⊕

⊕ ⊕ ⊕ ⊕

Figure 4.2: The measurement-based syndrome extraction process for the Bacon-Shor
code. The ancilla qubits are measured in the final step, and the extracted syndrome is
interpreted using classical computation before a correction operator is applied. Note
that this circuit is not fault-tolerant.

With 3 stabilizers, there are 23 = 8 possible error syndromes. One of the 8 cases
corresponds to the logical subspace, leaving 7 possible syndromes indicating that
an error occurred. Each of the 7 single-qubit bit-flip errors corresponds to a unique
syndrome. For example, if q1 experiences an error only S1 is affected. Then measure-
ment based error correction proceeds as in the previous examples—the syndrome is
extracted and appropriate correction operators are applied.

4.4 Measurement-free error correction

The prominent hurdle for error correction using neutral atoms is that measurement
must be avoided during computation. In the measurement-based case, the act of
measurement acts as a way to remove entropy from the system. If measurement is not
allowed, there must be an additional means of removing the entropy that accumulates
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during a computation.
On neutral atom systems, this process is provided using qubit reset. That is,

neutral atoms can reliably be reset to the logical |0〉 state with relatively low induced
noise. Over the course of a coherent error correction cycle, entropy is transferred
from the data qubits to the ancilla qubits and subsequently removed by resetting the
ancillas. Thus, the ability to reset qubits is a crucial resource for measurement-free
error correction.

Neutral atom qubits also benefit from the ability to implement CkNOT gates for
relatively large k. Toffoli gates implement AND gates, swapping the logical state of
the target qubit only if both control qubits are in the logical 1 state. Thus, Toffoli
and X gates are universal for classical logic. The process of decoding error syndromes
and determining the appropriate response is a classical computation, but to perform
measurement-free error correction this computation must be performed on quantum
hardware. The CkNOT gates expedite the process of implementing the required
logical circuits.

The Rydberg interaction used to implement CkNOT gates also provides a way
to perform parallel CNOT gates where a single control qubit targets multiple data
qubits. The ability to implement parallel CNOT gates improves the time required for
syndrome extraction. This ability is also particularly well-suited to measurement-free
error correction, since the extraction process is slightly more elaborate compared to
the measurement-free case, as we explain in the following subsection.

Extended set of stabilizers

In the previous examples, we specified the structure of each code by providing the
stabilizers. As mentioned earlier, the term stabilizer is a slight misnomer. The given
operators were stabilizer generators. Since the generators are abelian and have order
2, the set of all stabilizers generated by m generators has 2m − 1 nontrivial elements,
ignoring possible phases. Each of these operators stabilizes the logical subspace.
If stabilizer values could be extracted and processed without error the additional
stabilizers would not provide additional useful information. The procedure we propose



59

is to copy onto ancillas the redundant information of a subset of these additional
stabilizers. This enables one not only to identify data errors, but also errors that
occur during syndrome extraction. The redundancy becomes useful when combined
with the Toffoli and CkNOT gates, where the quantum gates act as logical ‘AND’
gates to ensure that stabilizer values agree, conditionally targeting errors only if
extracted stabilizer values match expected syndromes. Using this method, the ancilla
qubits store only classical information—i.e., they are immune to phase errors and are
not directly entangled with each other.

Measurement-free circuits

Bit-flip code

Starting with the usual stabilizers

S1 = Z1Z2

S2 = Z2Z3.

we can define the additional stabilizer

S3 = S1S2 = Z1Z3.

Using the third stabilizer, it is possible to correctly identify if a single error occurs
during ancilla preparation or syndrome extraction (collectively: extraction errors).
This property follows from the fact that a correctly extracted syndrome always
produces an even number of ancillas in the logical |1〉 state, as shown in Table 4.1.
Therefore, a single extraction error occurs if an odd number of ancilla qubits occupy a
logical |1〉 state. The error-correction circuit is shown in Fig. 4.3. The circuit makes
use of C3NOT gates, to correct errors on the data qubits only if the ancillary state
corresponds to a valid syndrome.

An advantage of using additional stabilizer information is that the procedure does
not require separate ancilla verification. That is, single-qubit extraction errors can
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Table 4.1: Correctly extracted syndromes for single-qubit bit-flip errors on the logical
|000〉 state. The table is easily extended to errors on the |111〉 state.

|000〉 |100〉 |010〉 |001〉

Z1Z2 0 1 1 0
Z2Z3 0 0 1 1
Z1Z3 0 1 0 1

|q1〉
|q2〉
|q3〉

|a1〉 = |0〉
|a2〉 = |0〉
|a3〉 = |0〉

⊕

⊕

⊕
⊕ ⊕

⊕
X

⊕

X

X

⊕

X

X

⊕

R

R

R

Figure 4.3: The full measurement-free extraction and correction circuit for the BF
code. The first 3 gates are for syndrome extraction. The combination of X gates and
C3NOT gates detect properly extracted syndromes and correct errors accordingly.
If a syndrome value is incorrectly extracted, the data qubits are not affected. Reset
operations are performed in the final step, indicated with R operations. This circuit
also demonstrates the bit-flip correction procedure for the BS code, taking each |qi〉
to be a row in the BS code. Then each CNOT gate is interpreted as 3 CNOT gates,
one controlled by each qubit in the row. The C3NOT gates target any single qubit in
the row. A similar procedure is required for phase errors in the BS code.

be detected simply from the combinatorics of properly extracted syndromes. In our
measurement-free circuits, the CkNOT gates act nontrivially on data qubits—i.e.
correct errors—only if syndromes are properly extracted. This implies that pre-
existing data errors can survive a faulty measurement-free cycle. However, with high
probability the surviving data error is simply corrected during the following cycle.
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Bacon-Shor code

As in the measurement-based case, the procedure to perform error correction then
proceeds in a manner similar to the BF code. To correct bit-flip errors, we consider the
additional stabilizer SZ3 = SZ1 S

Z
2 . Like in the bit-flip code: the extended syndrome is

extracted onto three ancilla qubits. The properly encoded syndromes are identical to
those shown for the bit-flip code in Table 4.1. The circuit then proceeds as in Fig. 4.4,
with C3NOT gates targeting errors row-by-row. The numbering scheme in the circuit
has row (123), (456), and (789). Recall that by the symmetry of the Bacon-Shor code,
the CkNOT gates correcting an error in one row by targeting any qubit in the same
row. The procedure for correcting phase errors is analogous, although extraction and
correction is done by column instead of by row.

|q1〉
|q2〉
|q3〉
|q4〉
|q5〉
|q6〉
|q7〉
|q8〉
|q9〉

|a1〉 = |0〉
|a2〉 = |0〉
|a3〉 = |0〉

⊕

⊕

⊕

⊕

⊕

⊕

⊕
⊕

⊕
⊕

⊕
⊕ ⊕

⊕
⊕
⊕

⊕
⊕

X

⊕

X

X

⊕

X

X

⊕

R

R

R

Figure 4.4: The full bit-flip error extraction and correction circuit for the BS code.
The first 9 gates are for syndrome extraction, the C3NOT gates correct the errors.
Phase errors are corrected in an analogous process, but data qubits are grouped by
columns instead of rows. Here, the rows are (123), (456), and (789).
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Steane code

The procedure for the Steane code is slightly more complicated but also more
interesting—demonstrating the potential combinatorial power of an extended set of
stabilizers. Again focusing on bit-flip errors, we begin with the Z-type stabilizers

SZ1 = Z1Z2Z3Z7

SZ2 = Z1Z2Z4Z6

SZ3 = Z1Z3Z4Z5.

With 3 Z-type generators, we can form 7 distinct stabilizers. The structure of these
stabilizers is shown in Fig. 4.5. This qubit-stabilizer relationship is highly symmetric.
Note that each qubit affects the value of exactly four stabilizers and that any two
stabilizers overlap on exactly two qubits. Furthermore, the diagram is symmetric
under exchanging qubits with stabilizers.

q7

q6

q5

q4

q3

q2

q1

M

S1 S2 S3 S4 S5 S6 S7

Figure 4.5: The qubit-stabilizer structure, where a shaded box indicates that the
corresponding stabilizer (column) acts on the corresponding qubit (row). For Z-type
stabilizers, e.g., S1 = Z1Z5Z6Z7. Thinking of the columns as ancillas, note that a
single error on a data qubit would leave exactly four ancillas in the |1〉 state.
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For error correction, all 7 syndrome bits are extracted. Each qubit affects four
stabilizers, which are used as the control qubits for C4NOT gates which target data
qubits as shown in Fig. 4.6. From the relationships in Fig. 4.5 it is clear that no
single-qubit error during ancilla preparation or extraction will propagate to the data.
For a properly extracted single-qubit error, 4 ancilla qubits will occupy the |1〉 state.
Then an improperly extracted syndrome with one error will have either 3 or 5 ancillas
occupying the |1〉 state. In the 5 case, the C4NOT gates are unaffected. A single-qubit
error is insufficient to trigger an accidental C4NOT. In the case of 3 ancillas in the
|1〉 state, no C4NOT gates will trigger; thus, the data error survives but remains
correctable. With high probability, this error is simply corrected on the next cycle.

|q1〉

|q2〉

|q3〉

|q4〉

|q5〉

|q6〉

|q7〉

|a1〉 = |0〉

|a2〉 = |0〉

|a3〉 = |0〉

|a4〉 = |0〉

|a5〉 = |0〉

|a6〉 = |0〉

|a7〉 = |0〉

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕

⊕
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⊕

⊕

⊕

⊕

⊕
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⊕

⊕

⊕

⊕
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R

R

R

R

R

R

R

Figure 4.6: Error correction circuit for the Steane code for bit-flip errors. The circuit
for phase errors is similar.
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As an aside, the technique of using additional stabilizer information can also be
applied in measurement-based error correction where it is potentially more powerful.
In the measurement-based setting, we do not need to perfectly extract syndromes in
order to correctly identify errors. From the structure of Fig. 4.5, it is clear that 3
or 5 stabilizers in the |1〉 state is sufficient to determine which data error occurred
and also which extraction error occurred. Furthermore, 2 extraction errors lead to
nonsensical syndromes and though the data error can not be identified, the error does
not propagate. Thus, in the measurement-based setting, at least three extraction
errors are required for an extraction error to reach the data.

4.5 Simulation method

We performed a numerical simulation of measurement-free error correction using the
circuits shown in the previous section. We adopted an error model controlled by two
error-rate parameters: the gate rate pgate, and the memory (or idle-gate) rate pmem.
All single-qubit gate errors are assumed to be depolarizing, i.e., if an error occurs on
qubit i, then a single-qubit Pauli is selected at random and applied to qubit i. For
error rate p, this is represented by using the Kraus operators

Ei ∈
{√

1− p I,
√
p

3
Xi,

√
p

3
Yi,

√
p

3
Zi

}
applied for each qubit i at each time step. Two-qubit gate errors occur with the same
probability pgate as single-qubit gates, but the error is chosen at random from the set
of 2-qubit Pauli operators. That is, for a 2-qubit gate G acting on qubits i and j, we
represent this noise using the Kraus operators

Ei ∈
{√

1− pgateG,

√
pgate

15
G · σik ⊗ σj`

}
for (ik, j`) 6= (0, 0). For multiqubit gates, each control–target pair of qubits is treated
as a two-qubit gate site, subject to error model as other two qubit errors. In effect,
CkNOT gates have an error rate of roughly k · pgate, roughly matching physical error
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models [65].
The simulated circuits required the ability to perform single-qubit Pauli, CNOT,

and CkNOT gates. The state evolution was performed using stabilizer simulation,
in a manner similar to the techniques outlined by Aaronson and Gottesman in [72].
The CkNOT gate is not in the Clifford group, and is not typically simulable using the
Aaronson-Gottesman method. However, in every circuit studied here, the CkNOT
gates are always controlled by the ancilla qubits, which only store classical information
and are modeled as classical bits. Thus, CkNOT gates can be easily implemented.

Markovian evolution

The error model that we seek to describe is Markovian, and we can use this fact
to substantially speed up the computation. We will categorize the logical state of
the system into categories of error state. Recall that in coherent error correction,
imperfect states can survive correction cycles, so we consider 5 possible options:

1. Logically correct

2. A single bit-flip error

3. A single-phase flip error

4. Both a bit-flip and a phase flip error

5. A logical failure

The likelihood of encountering one of these options is called the population pk of that
state. Then a single error correction cycle is given by a transfer matrix T , where
entry Tk` is the probability that a state beginning an error cycle in state ` ends in
state k. They satisfy

∑
` Tk` = 1. We pessimistically assume that T55 = 1 so that a

logically failed state never accidentally gets corrected. Then the populations evolve as

p′k =
∑
`

Tk`p`
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so that the full dynamics of the error correction procedure is determined by the
transfer matrix.

To efficiently collect data on circuit performance, we used simulation and computa-
tional techniques similar to those in Refs. [73] and [74]. Rather than simply simulating
circuits and randomly choosing errors according to the appropriate probability as
the simulation proceeds, we sample the space of possible errors directly, eliminating
cycles in which no errors occur.

Naïvely simulating the circuit while randomly assigning errors will encounter a
logical failure with probability plog. Thus, the time needed to perform a simulation
with fixed error rate parameters is O(1/plog). To generate an entire curve then requires
varying the error parameter and computing plog for each set of inputs. Overall, the
number of total simulations required could easily be of order 109, particularly with
multiple input parameters. Using our approach, sampling requires varying input
states and fault paths, up to certain order. Estimating the coefficients αijk` requires
a set of simulations for each input state and fault-type (i, j). With this method, the
number of simulations required for a reasonable estimate is of order 105, with 2 input
parameters, improving the required number of simulations by 4 orders of magnitude.

The error rates pgate and pmem correspond to the likelihood of an error during
a gate time ∆t which we take to be 1. For a circuit requiring t total time steps,
there are then qt possible memory errors. Similarly, the circuit requires a variety of
multiqubit gates. Each single- and two-qubit gate produces a single gate error site,
while each CkNOT gate counts as k error sites. We take g to be the total number of
gate error sites.

Now consider the possible evolutions in which i memory errors and j gate errors
occur. There are

(
qt
i

)
possible ways to choose the memory error sites, and

(
g
j

)
ways to

choose the gate error sites. Thus, the total probability of a fault path with i memory
and j gate errors is

P (i, j) =

(
qt

i

)(
g

j

)
pimem(1− pmem)qt−ipjgate(1− pgate)

g−j. (4.1)

Now let αijk` be the probability that a state beginning in state ` will end in state
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k, averaged over the set of all (i, j) fault paths. Then for each entry Tk`, we can write

Tk` =
∑
ij

αijk`P (i, j).

This sum converges rapidly for p � 1, and can be truncated at low order while
yielding accurate estimates for the transition probabilities. Thus, by sampling the
set of possible input states, and the set of (i, j) fault paths for low i and j, we can
determine the full transition matrix. Since circuits can be efficiently simulated, the
entire simulation procedure is efficient and can be easily scaled to additional qubits.

To determine a single logical error rate from the transfer matrix, we can examine
4× 4 submatrix of T corresponding to correct or correctable states. For each of the
codes examined here, the eigenvalues of each of these matrices had 3 small eigenvalues,
and one eigenvalue near one. Thus, in the correctable subspace, the logical state
rapidly (i.e. within 1 or two applications of T ) converged toward a state whose
populations were held at fixed ratios. This correctable state then simply decayed
as (1− pL)n~p where (1− pL) is the largest eigenvalue of the submatrix. Thus, the
effective likelihood of logical failure is pL.

4.6 Simulation results

With the logical rates pL in terms of the physical parameters, the threshold was
evaluated by determining pgate such that the logical error rate plog satisfied plog(pgate) =

pgate. To reduce plog to a function of a single parameter, we set pmem to a fixed value,
or set pmem = pgate. For neutral atom qubits, memory error rates are one to two
orders of magnitude below gate rates. In this region of parameter space, varying pmem

had little effect on the threshold gate rate, demonstrated in Figs. 4.7 and 4.8. The
threshold results are summarized in Table 4.2.

The difference between the thresholds for the Bacon-Shor and Steane codes
highlights the behavior of CkNOT gates with unprotected ancilla qubits. In the
Steane code, the successful correction of a data error depends on the successful
extraction of 4 syndrome values, while the Bacon-Shor depends on only 3 syndrome
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Table 4.2: We compare our simulated coherent (CEC) threshold values to
measurement-based (MEC) gate thresholds in the literature, for pmem = 0 and
pmem = pgate. The BS and Steane measurement-based values are the best values
obtained for each code in Ref. [75] (using different ancilla verification schemes). The
BF value is obtained from [76] and is scaled by 1.5 since our error rate includes phase
errors. All measurement-based simulations also determined first-level depolarizing
thresholds.

BF BS Steane

CEC pmem = 0 0.010 1.8× 10−3 8.9× 10−5

pmem = pgate 5.5× 10−4 1.0× 10−4 3.2× 10−5

MEC pmem = 0 2.6× 10−4 5.0× 10−4

pmem = pgate ∼ 0.03 2.1× 10−4 2.6× 10−4

values. Furthermore, the syndrome extraction process for the Steane code requires 56
CNOT gates, compared with 36 for the Bacon-Shor code. Thus, the CkNOT gates
performing error correction are significantly more likely to fail in the case of the
Steane code. However, in all procedures studied here, failures in extraction do not
propagate new errors onto data qubits.

4.7 Discussion

Earlier work on measurement free error correction found a threshold of pT ≈ 3.8×
10−5 for the 9-qubit Bacon-Shor code [61]. Thus, our work indicates a substantial
improvement over this value. Additionally, the earlier value needs 18 additional
ancilla qubits, while our protocol needs just 3. The differences can be attributed to
the combination of extracting additional stabilizer values, coupled with the efficiency
of CkNOT gates for performing classical logic.

Directly comparing our result to measurement-based results is not particularly
straightforward— measurement-based values depend on the chosen ancilla verification
scheme and do not use extra stabilizer information. In addition, there is some
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Figure 4.7: Logical error rate vs. gate error rate for the Bacon-Shor code, with
three different choices of memory error rate. The dotted line shows plog = pgate with
pth where plog(pgate) crosses the dotted line. The difference between the curves with
memory rates of 0 and 10−5 is minimal.

arbitrariness in our choice of an error model for CkNOT gates. With these caveats,
in Table 4.2, we compare our results to the best measurement-based threshold values
from Ref. [75], which are also first-level depolarizing thresholds. The dramatic
difference in thresholds for the case of the Bacon-Shor seems to exist only in the
regime where memory error rates are small. In this regime, errors are dominated
by gate errors, but the circuit lengths for measurement-free error correction using
neutral atom resources are typically quite small – and certainly smaller than those
required for ancilla verification. Without the efficiency of multiqubit resources, we
would expect thresholds to drop.

Somewhat surprisingly, the thresholds calculated for measurement-free error
correction are comparable to, and, in the case of Bacon-Shor, better than thresholds
calculated for measurement-based error correction. The threshold error rates are
encouraging – the bit-flip and Bacon-Shor codes both yield values that are realistic
for neutral atom systems [77]. The overhead required for measurement-free is not
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Figure 4.8: Logical error rate vs. gate error rate for the Steane code, with three
different choices of memory error rate. The dotted line shows plog = pgate with pth

where plog(pgate) crosses the dotted line. Note the near overlap between the curves
with memory rates of 0 and 10−5.

greater, and possibly even less than that in measurement-based, though CkNOT gates
are required.

The results demonstrate that coherent error correction is potentially a viable
path towards realizing protected logical qubits, and that the topic warrants further
study. In particular, a variety of questions remain about the scalability of coherent
error correction techniques. The main concern for scalability is the use of additional
stabilizers. Since the number of stabilizer generators grows linearly with the number
of qubits, the scalability question amounts to determining how many additional
stabilizers are required to see a performance gain. If the combinatorial growth of
additional stabilizer information scales favorably, the use of additional stabilizer
information could be a promising technique in measurement-based error correction, as
well as in the measurement-free case. It would be interesting to compare thresholds
between the two cases, although we save this for future work.
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5 conclusion

In this work, we have addressed several topics from the theory of quantum computation
and information. We first discussed the geometry of entanglement. By using a
mathematical result from the theory of orbitopes, we were able to approximate the set
of separable quantum states. Formulating the set of separable states in terms of its
orbitope structure offered insight into the geometric distinction between separable and
entangled states for arbitrary numbers of qubits. This geometric structure motivates
the definition of an entanglement monotone, i.e., a valid measure of entanglement.

We then examined classical models of quantum noise. Though dephasing noise is
known to be classically simulable, the construction of such models is not straightfor-
ward in general. For the single-qubit case, we demonstrated an explicit construction of
a classical model that realizes arbitrary dephasing noise. For two qubits, we explicitly
constructed classical models for a subset of possible dephasing noise models. Lastly,
we showed that depolarization is classical in arbitrary dimensions.

Finally, we discussed error correction, emphasizing measurement-free techniques
motivated by neutral atom qubits. We demonstrated that an expanded set of
stabilizers can be used to enhance fault-tolerance without additional machinery
for ancilla verification, with or without measurement. In combination with the
multiqubit logic gates that neutral atom systems can implement, we demonstrated
error thresholds on the order 10−2–10−4. This result compares surprisingly well to
measurement-based techniques, which is encouraging for the future of neutral atom
computing.

By no means are any of these topics exhausted. Indeed, we will probably never
provide a complete and convenient geometric description of entangled states. However,
we hope that additional work from both the mathematical and physical approaches
will continue to offer new insight into the nature of entanglement.

Regarding classical noise, we constructed only a small set of physical models.
While explicitly constructing these tunable models is useful from a computational
point of view, our results do not provide a way to easily generate classical models
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directly from quantum models.
For error correction, the work can be extended in both theoretical and experimental

directions. Experimentally, neutral atoms are expected to have error rates near
threshold range and could potentially implement measurement-free error correction.
From the theoretical point of view there remain substantial questions about the
scalability of measurement-free techniques, and about the use of extra stabilizers in
traditional measurement-based schemes.

The field of quantum computation and information is progressing rapidly. Theo-
retically, the implications span various topics in physics, mathematics, and computer
science. Experimentally, substantial work remains to achieve practical quantum
computation. We hope that this work contributes, in some way, to the future of these
goals.
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