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abstract
With the recent popularity of machine learning and increase in demand for low power

computing, researchers are investigating alternative architectures that can operate on

streaming input data for real-time applications. These constraints put up a challenge for

existing microarchitects to come up with novel computing techniques that can perform

a variety of computations with limited resources. One such alternative computing tech-

nique is stochastic computing where the input data is represented as single bitstreams.

By reframing algorithms under the stochastic computing paradigm, designers can also

take advantage of the energy efficiency of ultra low-power FPGAs and IBM’s TrueNorth

Neurosynaptic System. For example, a recurrent Hopfield neural network can be used

to find the Moore-Penrose generalized inverse of a matrix, thus enabling a broad class

of linear optimizations to be solved efficiently, at low energy cost. However, deploying

numerical algorithms on hardware platforms that severely limit the range and precision of

representation for numeric quantities can be quite challenging. This dissertation discusses

these challenges and proposes a rigorous mathematical framework for reasoning about

range and precision on such substrates. The dissertation derives techniques for normalizing

inputs so that solvers for those systems can be implemented in a provably correct manner

on hardware-constrained neural substrates. The analytical model is empirically validated

on the IBM TrueNorth platform, and results show that the guarantees provided by the

framework for range analysis. The Hopfield linear solver model is empirically validated

on the IBM TrueNorth and stochastic computing platform, and results show promising

potential for deploying an accurate and energy-efficient generalized matrix inverse engine
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calculator, with compelling real-time applications including target tracking (object localiza-

tion), optical flow, and inverse kinematics. Experiments with optical flow demonstrate the

energy benefits of deploying a reduced-precision and energy-efficient generalized matrix

inverse engine on the IBM TrueNorth platform, reflecting 10× to 100× improvement over

FPGA and ARM core baselines. Moreover, we combine designs from SC with a biological

encoding scheme called population coding to alleviate the long latency associated with SC.

Using the techniques proposed, we achieve up to 25.56x speedup with population coding

scheme, 7x reduction in area and 275x reduction in energy consumption.



1

1 introduction
This chapter serves as an introduction for the readers to look at and understand the

problem of learning invariant transformations in visual cortex. In this chapter we present

readers with the motivation to understand how the visual cortex is able to learn different

affine transformations using approximate computing units called spiking neurons and

why this problem would be useful for various real-time applications. Here readers will

go through different research ideas that we have published and proposed that looks at

mathematically formulating unsupervised learning of affine transformations and later

using these formulations for low-power hardware constrained applications such as Micro

Aerial Vehicles (MAVs).

1.1 Motivation: Learning invariant transformations in vi-

sual cortex

The human visual system is very adept at recognizing objects. Even before a human infant

first opens its eyes, spontaneous retinal activations are driving development of the visual

system [3, 14]. From the very beginning the infant is able to recognize its mother’s face.

An early developmental task is to organize this input into objects and learn to recognize

them despite variations in scale, rotation, and position in the visual field. As humans grow

they start recognizing objects moving in complex scenarios. How is it that our eye is able

to learn these transformations and be able to store them so that we can use them later for

object recognition?
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The human visual system is efficient in recognizing and classifying objects, but comput-

ers are still not robust enough to process the visual information in the same way as humans

do [105]. A considerable number of articles have been published that discuss about how

humans are able to recognize objects based on their invariant features and later extend

the concepts of human visual system to computer visions for robust object recognition

and classification [82], [66], [34] and [45]. One question that remains to be addressed is

how a human being is able to learn invariant transformations that map the seen object to

the reference object present in the memory. Prior work such as [48], [51], and [83] have

addressed how a human brain is able to store invariant features of an object, and proposed

unsupervised learning mechanisms such as Hebbian learning, that are able to store these

invariant features. To the best of our knowledge, there has been no other work that has

proposed a computational model which explains how the mammalian visual system learns

invariant transformations such as translation, rotation and scaling, and organizes them

into independent layers.

We proposed an unsupervised learning method that demonstrated with simple ma-

trix algebra how mappings may emerge in human visual system to distinguish among

independent image transformation functions and is also able to group similar transfor-

mations together in the context of map-seeking-circuits [6](please refer to [92]). Based on

recognition of object permanence, the proposed algorithm matches reference pattern with

the input pattern by comparing an ordered list of interesting or invariant features present

in the two images and later learn the necessary affine transformation to match the two

features. The work done in [92] have proposed that the human brain is able to learn and

retain invariant transformations using spontaneous activation feature of the eye and its
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ability to recognize temporal invariant features of the image, through object permanence

and temporal association, .

In this dissertation we focus on computational framework that proposes how human

cortex is able to learn to recognize invariant transformation mappings between the infor-

mation appearing on the retina and the visual model present in the memory, without any

prior information. Our goal is to have a mathematical framework using which we can

reason about how spiking neurons are able to estimate the affine transformations using

an unsupervised learning approach. Results suggest that the proposed computational

model may be a key to understanding the way that the primate visual system is able to

identify various affine transformations with its remarkable processing speed and its low

energy consumption. These mechanisms are also interesting for artificial vision systems

and robotics systems, particularly for hardware solutions.

1.2 Motivation: Neuromorphic computing

Recent advances in neuromorphic engineering [88] have motivated the development of

neural hardware substrates that are tailored to loosely emulate computations that happen in

a human brain with extremely low power and efficiency. Examples include IBM TrueNorth

Neurosynaptic System [67], NeuroFlow [16], Neurogrid [9], SpiNNaker [29], and the

BrainScaleS project [87], all of which are implemented using Si CMOS. While Si CMOS is the

prevailing technology, the slowdown in transistor scaling has led to broad interest in spiking

neural network substrates that exploit the unique properties of emerging nonvolatile

memory such as memristor crossbar [72] and RRAM [32]. Due to the close match between
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the algorithmic requirements and the underlying hardware architecture, such designs

have the potential to achieve much better computational efficiency than the conventional

Si-CMOS based designs.

In spite of the radically differing hardware implementations of these neural network

substrates, many of them share an inherent design principle: converting input signal

amplitude information into a rate-coded spike train and performing parallel operations of

dot-product computations on these spike trains, based on synaptic weights stored in the

memory array. These similarities also result in a set of common challenges during practical

implementation, especially when using them as computing substrates for applications

with a mathematical algorithmic basis. These challenges include a restricted range of

input values and the limited precision of synaptic weights and inputs. Since a value is

encoded in unary spikes over time (i.e. as a firing rate), each individual input and variable

must take a value in the range [0, 1]. Furthermore, the precision of the encoded value is

directly proportional to the size of the evaluation window, which, for reasons of efficiency,

is typically limited to a few hundred spikes. Finally, because of hardware cost, synaptic

weights can be implemented only by a limited number of memory bits, resulting in limited

precision. For instance, IBM’s TrueNorth supports 9-bit signed weight values.

Mapping existing algorithms to these substrates requires the designer to choose a

strategy for quantizing inputs and weights carefully, so that the range limitations are not

violated (i.e. values represented by firing rates do not saturate), while maintaining sufficient

precision. Prior work notes these challenges, but typically presents only ad hoc solutions

that choose scaling factors and quantization strategies based on empirical measurements

that can guarantee correct operation for the tested scenarios, but provides no guarantees
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in the general case [46], [91]. Error analysis for feedforward networks appear in [37], but

omits recurrent networks and range analysis.

1.3 Low-power computing for robotics applications

The recent popularity of machine learning (ML) has lead to several advancements in

architectures designed to accelerate evaluation in applications such as artificial neural

networks (ANNs). At the same time, utilizing these complex ML models comes at an

increased energy cost, motivating researchers to consider low power computing paradigms

such as stochastic computing (SC) and neuromorphic computing. But the focus so far

has been to emulate the functionality of ANNs using stochastic computing. While this

trend has helped alleviate the energy cost of ANNs, it fails to extract the full potential of

stochastic bitstreams.

While prior work regarded stochastic bitstreams as a low power implementation of

ANNs, we consider stochastic computing as its own emerging paradigm. Recent advance-

ments in control systems and MEMS fabrication has enabled new energy constrained

applications such as micro aerial vehicles (MAVs) [27]. One such popular MAV is RoboBee

[26] [22]. Due to the limited energy budget in MAV based applications, microcontrollers

are not an option for the control system, and current work uses ASICs instead. Unfortu-

nately, these ASICs can only perform a limited set of algorithms (e.g. optical flow) that

are required to keep the robotic bee in flight. While the control of a robotic flapping wing

insect is technically impressive within the robotics community, the overall utility of the

robot is low if it cannot perform any extra functions. Indeed, the prior work indicates
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that a RoboBee should be able to perform the duties of biological bees, perform aerial

surveillance of crops, collect weather data, and assist search and rescue teams [26]. But

current implementations do not support these functions, because they lack a computing

platform capable of performing these complex algorithms while consuming less than 10%

of the available power budget [26].

In addition to performing optical flow for stable flight control, a robotic bee should

be able to perform object recognition and tracking, inverse kinematics, and navigation

and path planning. First, object tracking and inverse kinematics allows the bee to detect

and avoid static and moving obstacles or to identify targets in search and rescue missions.

Second, optical flow and navigation allows the bee to mimic a biological bee’s duties such

as cross-pollination or to automate pathing during surveillance. All these functions can

be implemented with basic matrix operations such as least squares minimization. These

algorithms can be potentially implemented using stochastic computing hardware which

consumes few enough resources to be mapped to ultra low-power FPGAs and at the same

time the proposed methods can be extended to digital neuromorphic computing hardware

like IBM TrueNorth.

1.4 Objectives and Contributions

This dissertation has focused on considerations that have to be kept in mind when mapping

algorithms on a low-precision neural network hardware. In this dissertation we present

the theoretical similarities between performing matrix computations on bitstreams using

stochastic computing hardware and neuromorphic computing hardware. We show that
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arithmetic computing theories that have been developed for stochastic computing can be

applied to spiking neural networks, and similarly, theories that have been developed in

neuroscience such as population coding, can be used to improve performance of stochastic

computing hardware. The mathematical framework has been developed rigorously to

reason about various computation steps and different hardware implementation styles

have been explored to understand strength and limitations of each approach.

1.4.1 Range analysis

This first major contribution of this dissertation develops a rigorous mathematical model

that enables a designer to map numerical algorithms to these substrates and to reason

quantitatively about the range. Unlike prior research [13] [100] [37] our mathematical

framework can be applied to a wide range of problems in linear optimization running

on neural substrates with diverse constraints. The model is validated empirically by

constructing input matrices with random values and computing matrix inverse using a

recurrent Hopfield neural-network-based linear solver. Our results show that the scaling

factor derived by the mathematical model hold for this application under a broad range of

input conditions. We report the computing resources and power numbers for real-time

applications, and quantify how the errors and inefficiencies can be addressed to enable

practical deployment of the Hopfield linear solver.
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1.4.2 Implementation

Later in chapter 5 we will discuss how the proposed Hopfield neural network algorithm

is implemented for stochastic computing platform. Initially we will look at a stochastic

computing datapath for implementing the proposed linear solver, followed by how the

TrueNorth neuron parameters have to be configured so that their calculation behavior is

the same as stochastic computing elements. This system will be end-to-end setup that will

guarantee all of the computations are happening on input random bitstreams.

1.4.3 Population coding

The next major contribution of this dissertation is implementing a population coding

approach to reduce the computing latency of Hopfield linear solver. Prior research on

stochastic computing has suffered from long latency, that is, the proposed algorithms need

longer duration of compute to achieve the desired accuracy. We propose that borrowing

ideas of population coding from neuroscience, we can apply it to stochastic computing, as

a result, reducing the computation latency considerably. To the best of author’s knowledge

this is the first literature within stochastic computing where an architecture has been pro-

posed that addresses the issue of latency by having multiple similar stochastic computing

units operating in parallel.

1.4.4 Adaptive scaling technique

In this topic we have proposed a stochastic computing architecture that can scale the input

values adaptively to ensure the intermediate computing results never saturate. Unlike the
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range analysis proposal that we had presented in subsection 1.4.1, the scaling factor will

be computed on the stochastic computing hardware itself. We won’t need any additional

mechanism to calculate the scale factor offline, rather the scaling factor can be estimated

online for continuous input bitstreams.

1.4.5 Architectural benefits of stochastic computing

We will conclude this dissertation with understanding the architectural benefits of im-

plementing the proposed iterative algorithm on an ultra low-power lattice FPGA and

compare it with more standard implementation approaches. In this part we evaluate how

the proposed architecture can be extended to robotics applications such as Micro-Aerial

Vehicles which have stringent performance and power requirements.

1.5 Related published work

This dissertation encompasses these previously published work

• A self-learning map-seeking circuit for visual object recognition (IJCNN 2015)

This work describes a self-learning approach to identify orthogonal affine transfor-

mations and group similar affine transformations into various layers of Map-Seeking

Circuits. [92]. This work was co-authored with Mikko Lipasti.

• Evaluating Hopfield-network-based linear solvers for hardware constrained neu-

ral substrates (IJCNN 2017) In this work evaluate the TrueNorth based implementa-

tion of proposed Hopfield linear solver for three different real-time robotics applica-
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tions such as object tracking, inverse kinematics and optical flow [91]. This work was

co-authored with Erik Jorgensen and Mikko Lipasti.

• Computing Generalized Matrix Inverse on Spiking Neural Substrate (Frontiers

in Neuroscience: Neuromorphic Engineering 2018) This work presented the algo-

rithm to implement the Hopfield neural network structure on a stochastic computing

platforms as well as on IBM TrueNorth neurosynaptic system [93]. This publication

also presented the mathematical formulation for range analysis. This work was co-

authored with Soorosh Khoram, Erik Jorgensen, Mikko Lipasti, Jing Li and Stephen

Wright.

• A Case for Hardware/Software Codesign of Bitstream Computing (ASPLOS 2019

- under review) This work presented the benefits of population coding approach for

stochastic applications and compared benefits of FPGA based SC implementation

against more standard approaches. This work was co-authored with Kyle Daruwalla,

Heng Zhou and Mikko Lipasti.

1.6 Dissertation structure

The rest of this dissertation is organized as: Chapter 2 provides background material

relating to artificial neuron models, recurrent neural networks, and a brief discussion

on the iterative algorithm to compute matrix pseudoinverse. Chapter 3 presents how to

perform various arithmetic calculations using stochastic computing based digital logic

and this chapter also talks about how to extend these stochastic computing logic to digital
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spiking neural network hardware such as IBM TrueNorth Neurosynaptic system. Chapter 4

presents the mathematical framework for range analysis that would guarantee that the

intermediate computations would never saturate. Chapter 5 presents the algorithm to im-

plement the proposed iterative algorithm on any stochastic computing substrate, including

IBM TrueNorth. Chapter 6 proposes the architecture for population coding approach and

chapter 7 proposes adaptive scaling architecture. Both of these chapters together are meant

to address the issue of long latency that occurs when doing computations with stochastic

computing units. Chapter 8 provides the details of experimental setup that was used to

evaluate the proposed architecture and algorithm. Chapter 9 shows the results of how the

implemented Hopfield neural network based linear solver performs when tested with the

different experimental setup that were proposed in chapter 8. Finally, chapter 10 concludes

the dissertation and discusses potential future directions for this research.
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2 background
Purpose of this chapter is to familiarize the readers with the challenges and opportunities

present in solving inverse problems using the computation scheme of the human brain.

This chapter is divided into three subsections. First, we present the motivation behind

considering artificial and spiking neural networks. Second, we look at the prior work that

has been done in the context of solving systems of linear equations using biological neural

networks. Third, we will look at the Hopfield neural network iterative algorithm that we

implement to compute generalized matrix inverse.

2.1 Artificial Neural Network

Artificial neural networks are a collection of compute nodes, also called neurons that

represent the mathematical abstraction of the way calculations happen in a biological

neuron. With the recent success in the domain of deep learning, ANNs have shown

unprecedented results in the domain of object recognition, localization and detection.

Modeled after the biological neuron, ANNs have shown promising applications in the

areas of computer vision, natural language processing, control systems, financial analysis,

etc.

Fig. 2.1, shows the image of a biological neuron. A biological neuron receives input

electrical signals (input values) from other neurons through an axon. These input signals

are integrated with the neuron’s membrane potential. The value by which the input signals

are integrated depends on synaptic strength (or synaptic weight) between the axons and the

neurons. Once the membrane potential of the neuron reaches a certain value, it will produce
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Figure 2.1: Image of a biological neuron. This image has been taken from [12].

an output electrical signal (output value) that gets sent down to the neuron’s dendrites

and this output signal is later transmitted to other neurons through their respective axon.

Figure 2.2: Mathematical model of a single neuron in an artificial neural network.

Fig. 2.2 shows a simple representation of an artificial neuron. The input values (i1 and i2)

and the output value (o) are the rate-encoded representations of spike based calculations

that happen in a biological neuron. Synaptic strength between the axons and the neurons

is represented with the parametersW1 andW2. After the integration operation a linear or

non-linear activation function f() is applied to the summation result followed by addition
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of a bias term b. The resultant output value is sent to other neurons for processing.

Y = f(WTX) + b (2.1)

Due to the huge demand of ANN based applications, this has motivated the hardware

architecture community to propose hardware implementations of neural networks that

have low latency, high throughput and are energy efficient . Even though there have been

considerable number of design proposals from hardware community with various energy-

efficient based implementations, one of the common themes among these proposals is to

train the neural network off chip, usually using a GPU, then perform operations such as

quantization or pruning to cut down on the number of operations and finally map these

trained neural networks onto the proposed hardware platforms. Although there have been

numerous variants of neural networks such as Hopfield network, Restricted Boltzman

machine, autoencoders, etc., majority of the hardware neural network models have only

considered convolutional neural networks, fully connected networks or long-short term

memory networks. As a result, researchers that are considering low-power neural network

based solutions for robotics applications have to either propose a custom ASIC that can

solve a subset of problems or consider off-the shelf CPUs or GPUs that end up consuming

a considerable amount of power.

2.2 Spiking neural networks

Spiking neural networks are third generation of neural networks that closely mimic the

computing features of the human brain [62] . Unlike ANNs, these spiking neurons closely
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resemble the computing features of a biological neuron. Many models of spiking neurons

have been proposed, ranging from simple integrate and fire models to complex synaptic-

conductance based models which use a large set of differential equations to describe the

behavior of the neuron and its synapses [42]. However, the most common aspect between

these different models is that neurons communicate via spikes (as opposed to rates) and

integrate these spikes over time, giving spiking neurons a concept of time that is absent

from more traditional rate-coded models or ANNs.

Spiking neural networks have gained interest among the neuroscientific community,

because researchers can use these models to better understand the computational behavior

of the human brain which is involved in the process of learning and complex decision

making. At the same time, the hardware architecture community is looking at deploying

these biological solutions for low-power computing based commercial applications.

2.2.1 Leaky-Integrate and Fire model

The leaky integrate and fire model (LIF) proposes the basic computing properties of

biological spiking neurons. As per the LIF model, neurons communicate through spikes

and neurons integrate spikes over time. Eqn 2.2 shows the differential equation of LIF

model.

dV

dt
=

1
τm

(−V + IRm) (2.2)

In the eqn. 2.2, V is the current membrane potential of the neuron, Rm is the membrane

resistance, I is the input current to the neuron, and m is the time constant of the membrane.



16

If the membrane potential reaches a firing threshold, the neuron emits a spike, and is reset

to a resting membrane potential.

In LIF model, neurons are considered as the basic compute unit. As the neuron receives

input spikes (the term I in eqn. 2.2), its internal voltage (the term V in eqn. 2.2) is changed.

If the inputs are excitatory in nature, the neuron membrane potential will increase; on

the other hand, if the neuron inputs are inhibitory , the neuron membrane potential will

decrease. This membrane potential decays as a function of time in the absence of inputs

(referred to as the membrane leak), and eventually stabilizes at a resting voltage (the term

Rm in eqn. 2.2). However, if a neuron receives many strong excitatory inputs (at once, or

across time at a rate greater than the membrane leak), the membrane reaches a critical

firing threshold, produces a spike, and is set to a reset voltage. This spike travels down

the neurons axon (its output), which synapses with the dendrites of other neurons. It

should be noted that the communication between neurons (that is, the communication

between the output of one neuron and the input of the other) is typically considered to

be a chemical, rather than electrical, process. The axon of the presynaptic neuron releases

neurotransmitters after an output spike, which in turn, are absorbed by the neuroreceptors

on the dendrites of the postsynaptic neuron.

LIF neuron models typically have a set of parametrizable variables, such as the synaptic

weights corresponding to each of the dendrites, the reset and a resting membrane potential

values, the firing threshold, the leak of the membrane potential, and other stochastic

elements and transcendental operations [13]. Figure 2.3 also highlights the role of each

of these parameters during the LIF neuron’s computation. At each time step, the neuron

integrates its inputs by evaluating the dot-product of the neuron’s synaptic weights (W1,
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Figure 2.3: Mathematical model of a single neuron in a spiking neural network. Unlike
ANNs, computations in a spiking neuron happens using spikes.

and W2)). This value is then added to the membrane potential of the LLIF neuron. Next,

a leak parameter is added to the updated membrane potential and afterwards the result

is compared with the threshold value. If the resultant membrane potential exceeds the

threshold, the neuron generates a spike that propagates down the axon to other neurons.

The membrane potential of the neuron is then set to a pre-specified reset potential. If

the neuron does not generate a spike, the membrane potential leaks, which models the

tendency of biological neurons to drift towards a resting potential.

The LLIF neuron can be further extended to perform operations such as stochastic

computing, which is a very popular theory in the context of digital VLSI. The relationship

between spiking neural networks and stochastic computing will be discussed in detail in

chapter 3.
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2.3 Biological models to solve the inverse problem

Systems of linear equations can be used to describe a broad class of computational problems

with compelling practical applications. For example, the mammalian visual system is

continuously attempting to map visual stimuli to objects stored in memory in spite of

variations in scale, rotation, and position in the visual field. Numerous prior works have

addressed the mammalian visual system’s ability to recognize objects based on their

invariant features, and have extended these concepts from the mammalian visual system

to computer vision algorithms that enable robust object recognition and classification [82],

[28], [6] and [83]. One question that remains to be addressed is how a human being is

able to learn the invariant transformations that map the seen object to the reference object

present in the memory. And once this mechanism has been understood, can it be mapped

onto low precision spiking neural network platform such as IBM TrueNorth?

Recently deep learning communities have proposed neural network architectures in

which affine transformations are stored as a separate layer of abstraction [43] [84]. These

biologically inspired deep learning models have shown the benefits of having affine trans-

formations stored as a separate abstraction layer would result in reduced training time

without any accuracy loss. Prior biological models such as HMAX[69], and Map-Seeking

Circuits [6] have addressed the problem of transformation discovery and proposed a

computational model which explains how the mammalian visual system learns invariant

transformations such as translation, rotation and scaling, and re-organizes itself as a new

input stimuli is presented so that the input object can be mapped to the object stored in the
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memory. In the following subsections we give a brief overview of how these two biological

models are able to solve for system of linear equations.

2.3.1 Solving system of linear equations using HMAX

In [77] and [5] authors have proposed a multi-layer hierarchical architecture of visual

system that discounts image transformations and generates a discriminative feature vector,

or signature, for learnt images. These signatures are invariant to local and global affine

transformations. Sample complexity of learning models reduces significantly if these

models are able to factor out image transformations during the development phase, as

a result, achieving the goal of recognition with one or very few labeled examples. The

proposed conjecture is to find a computational model for the ventral stream that learns

to factor out image transformations. The formalization and proof of the conjecture was

left as an open problem. The articles state that the ventral stream learns and stores a

group of transformations (G) as seen through the aperture of receptive field. The human

eye stores an image as image patches (tk, where k ∈ [1,K] are the K templates of image

patches stored in the memory) in the memory and simple cells present in human eye

stores the transformed image patch (gitk, where ∀i,gi ∈ G). This learning operation is

performed through Hebbian learning mechanism. A one-layer architecture can store all of

the transformed image patches and achieve global invariance, whereas, to achieve local

invariance and robust signatures for different parts of the image, authors have proposed

a multi-layer hierarchical architecture that is similar to HMAX algorithm [77]. In the

implemented models authors have hardwired translation and scaling transformations.
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2.3.2 Map-Seeking Circuits

Map-Seeking Circuits is a biologically inspired algorithm developed by David Arathorn [6].

It is a model-based approach that assumes that the correspondence between a model and

an observation of it can be represented by a decomposition of invertible transformations,

such as scaling, translation and rotation. Unlike the HMAX algorithm [82] and other similar

feedforward models, which simply report the presence (or absence) of a target object in

the reference image or not, MSC seeks to find an appropriate set of transforms that maps

a stored template to an unknown signal, returning both the recognition/classification

response as well as the set of maps used to identify the object. The algorithm uses super-

position with an iterative matching process to converge on the best set of transforms that

map a template to a target in an input signal.

Figure 2.4: An image depicting the flow of calculations that happen in map-seeking circuits.
This image has been taken from [92]

MSC is composed of one or more layers and a set of templates. Each layer represents a

transformation such as translation, scale or rotation as shown in fig. 2.4. The algorithm
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performs a set of transforms at each layer and sums the result. The result is then sent to

the following layer where the process is repeated for another set of transformations. The

algorithm depends on The Ordering Principle of Superposition [7]. The principle states

that if matches are computed between a pattern, A, and a superposition of a set of patterns,

the match will be greatest for the pattern within the superposition that is most like A. The

use of superposition reduces the computational complexity from exponential growth to

linear growth, thus making the problem tractable.

Even though MSC has a biological basis behind its mathematical framework, the work

presented in [6] never proposed any kind of learning model that would explain how such

an architecture would appear given a set of input examples. Work proposed in [92] and [57]

formulated a learning algorithm for MSC such that a robot or visual model would be able

to learn different layers and transformations of MSC, with a single view. But these learning

algorithms never explained how the computations might be happening in a human brain

using spiking neurons.

2.3.3 Low precision feedforward ANNs for transformation discovery

Both HMAX and MSC have proposed that the invariant transformations are stored as

groups and once the input stimuli is presented, the model searches through all of the stored

transformations and eventually selects the set of transformations that have the best match

between input stimuli and the stored memory object. Even though both the algorithms

have strong biological evidence backing up their claims, due to the structure of their

framework, mapping these algorithms on the current generation of neural substrates is quite
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challenging. To address this problem, this dissertation proposes a mathematical framework

for a Hopfield neural-network based linear solver that discovers these transforms, and

robustly matches objects with visual stimuli while revealing the corresponding affine

transform that maps the input to its corresponding memory template.

Mapping such an algorithm to a low-precision hardware substrate requires the designer

to carefully choose a strategy for quantizing inputs and weights. This paper examines the

challenges that might come up when implementing a Hopfield network-based linear solver.

In addition to affine transform-based object recognition and localization, which enables

real-time object tracking, we also study two additional applications which also require

finding the pseudo-inverse of a system of linear equations under real-time constraints:

optical flow, which determines the direction and velocity of motion from successive frames

of visual input, and inverse kinematics, which is used for motion planning of robotic arms.

We report the computing resources that are required for these algorithms, and quantify

how the errors or inefficiencies can be addressed to enable practical deployment of the

Hopfield linear solver for these applications.

2.4 Hopfield Neural Network

In the context of recurrent neural networks, attractor states play a significant role. An

attractor is a state towards which a dynamical system will converge over time. It is often

the case that when a system can start many different initial points or states, eventually the

system will stabilize towards a particular attractor state. The behavior of such attractor

neural networks is often regarded as being similar to working memory in the neocortex,
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allowing RNNs to retrieve partial or corrupted information present in the memory, at the

same time controlling the motion of human body by maintaining it in a stable state.

Figure 2.5: Neural network architecture of Hopfield Linear Solver

One particular implementation of RNNs is Hopfield neural networks (as shown in

fig. 2.5) that was first proposed by J.J. Hopfield in 1982 [36]. They are a form of recurrent

neural network that consists of a single layer where each node is an input to every other

node in the network. Just like ANNs, theory of Hopfield neural networks is built around the

concept of rate coded-neurons. The Hopfield network is commonly used for applications

such as auto-association and optimization. We explain these two tasks more thoroughly as

follows:

1. Auto-association: Hopfield neural networks or auto-associative memories have been

used for storing and retrieving patterns based on partial matches and corrupted

input data. For example one of the popular applications of Hopfield neural network

has been in image restoration and correction [76]. Hopfield neural networks have

demonstrated that even though an image might have partial information or they are
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corrupted, these neural networks can reconstruct the original images using the partial

information that was presented to it.

2. Optimization: Classically, the recurrent behavior of Hopfield neural networks have

also shown the capabilities to tackle optimization based problems. Using the sim-

ilarity between the cost function and energy function, the highly interconnected

neurons can solve optimization problems. This property of Hopfield neural networks

have been used to tackle applications such as the traveling salesman problem, linear

dynamical systems and constrained optimization problems in robotics.

2.4.1 Calculating generalized matrix inverse with Hopfield neural net-

work

Prior work have shown that Hopfield neural networks can be used to compute general-

ized matrix inverses and this property can be extended to a variety of signal processing

and controls applications. For example, Zhang et.al. [106] have shown the similarities

between computing generalized matrix inverse using back propagation neural networks

and Hopfield neural networks. Research presented in [Hopfield_linear_solver] shows that

Hopfield neural network can be used to compute Moore-Penrose pseudoinverse and can

be applied in tasks such as estimating the "structured noise" component of a signal, adjust

the parameters of an appropriate filter on-line and finally to control robotic arm through

inverse kinematics.

Researchers have also considered using optical neural network hardware for imple-

menting Hopfield neural network based matrix inversion [102] as a result bringing down
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the computation time significantly. But all of these prior work have only considered imple-

menting the algorithm on a floating point compute platform. In this dissertation we have

proposed how spiking neural networks are able to compute generalized matrix inverse on

random bitstream of data. This idea can also be extended to stochastic computing hardware

substrates so that complex matrix operations can be done for robotics applications while

consuming very low-power and at the same time using up simple logic gates.

2.5 Solving Linear Systems with a Hopfield Neural Network

Mathematically Hopfield neural networks can be written in form of iterative equations to

solve a system of linear equations. This theory is explained in details as follows:

A linear equations solver is used to solve matrix equations of the form AX = B. More

generally, to accommodate the case of infeasible systems, we obtain X from the following

linear least squares problem:

min
X

1
2
‖AX− B‖2

F, (2.3)

where A is anM×Nmatrix withM > N, B is a matrix of dimensionM× P, and ‖ · ‖F is

the Frobenius norm. Note that the problem decomposes by columns of B, so we can write

(2.3) equivalently as

min
[X]·j

1
2
‖A[X]·j − B·j‖2

2, j = 1, 2, . . . ,P, (2.4)

where [X]·j denotes the jth column of the matrix X. By setting the gradient of (2.3) to zero,
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we obtain the following “normal equations:”

ATAX = ATB. (2.5)

This system can be solved by the following stationary iterative process:

Xk+1 = Xk + α(−A
TAXk +A

TB) (2.6)

= (I− αATA)Xk + αA
TB, (2.7)

where X0 := αA
TB, (2.8)

and α is a positive steplength. (This process can also be thought of as a steepest descent

method applied to the optimization problems (2.4).) For convergence of this process, we

require

0 < α < 2
λmax(ATA)

, (2.9)

where λmax(A
TA) denotes the maximum eigenvalue ofATA. This condition ensures that all

eigenvalues of (I−αATA) lie in the interval (−1, 1]. (If A is rank deficient, ATA is singular,

so some eigenvalues of (I−αATA) will be 1 in this case.) See [8] for a proof of convergence.

We can map this process (2.6) to a recurrent Hopfield network cleanly by rewriting it as

follows:

Xk+1 =WhopXk +WffB, k = 0, 1, 2, . . . , (2.10)



27

where

Whop := I− αATA, (2.11a)

Wff := αAT . (2.11b)

The Hopfield neural network architecture for implementing (2.10) is shown in Figure 2.5.

This elementary derivation shows that we can solve arbitrary systems of linear equations

(which we refer to also as “matrix division”) directly in a recurrent neural network by

loading synaptic weight coefficients Wff and Whop derived from A and α into the neural

network, and connecting the inputs b and recurrent outputsXk+1 appropriately. The weight

matrixWff serves as the feedforward weight for the input matrix B, whileWhop serves as

the weight for the recurrent part for the values Xk.

A major contribution of this dissertation is to have a mathematical formulation that will

reason about how biological spiking neurons are able to perform complex tasks such as

solving system of linear equation using Hopfield neural network models. In this dissertation

we have proposed how the Hopfield neural network can be prototyped in two ways using

the spiking neural networks computation scheme to perform least squares minimization

operation. The first prototype is for applications in which Hopfield network weights

could be hard-coded on a low-precision hardware, while the second prototype is for

applications in which Hopfield network weights are encoded as dynamic spike trains.

These implementation schemes have been discussed in chapter 5.
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2.6 Summary

In this chapter we have introduced the importance of having a mathematical model that can

explain how biological spiking neurons are able to solve inverse problems. The motivation

of having affine transformations as a separate layer of abstraction has been proposed by

prior literature that have looked at computations that happen in biological neural network.

But none of these prior articles have ever presented how spiking neural network models

are able to learn these affine transformations. Generally, these prior approaches have

performed supervised training using a GPU or CPU and later mapped the "learned" neural

network on a low-precision computation models. Additionally there have been prior

work that has shown that ANNs are capable of solving inverse problems using a variant

of recurrent neural network models called Hopfield neural networks. Hopfield neural

network are capable of solving optimization problems without any prior offline training.

The intention of this dissertation is to come up with a formulation on how such Hopfield

neural network models can be deployed using spiking neural network computation scheme.

Additionally this dissertation provides mathematical framework that would explain how

biological neurons are able to solve a system of linear equations without any prior training

for a variety of tasks such as object tracking, inverse kinematics, optical flow, etc.
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3 neuromorphic hardware
There has been growing interest among the researchers in hardware architecture commu-

nity to look at computing platforms and calculation techniques that can be performed

on streaming input bitstreams. Keeping in mind the challenges provided by the tasks

that require the computations to be performed at ultra low-power hardware, architec-

ture researchers have started exploring techniques that can do arithmetic calculations on

streaming input bits using simple low-precision logic hardware. In this section we will look

at two types of computing hardware that can perform tasks such as pattern recognition

or matrix operations on extremely low-power hardware, viz, stochastic computing and

neuromorphic computing. Aim of this section is to provide readers with the background

detail about stochastic computing and neurosynaptic hardware details which we will be

using extensively as part of this dissertation.

3.1 Stochastic Computing

Stochastic computing was first proposed by John von Neumann in 1952 [75] and its digital

circuit realization was presented by B.R. Gaines in 1967 [30]. Stochastic computing is a

compilation of rules and techniques that describe how to perform arithmetic computations

on streams of random bits using simple logic gates. Stochastic computing has shown

promise in domains such as machine learning [81], image processing [2], and decoding

error correcting codes [31]. Since it is the time at which the bit is set that carries information

about the value and not the position of this bit, a longer bit-stream would represent a more
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accurate value. A single bit- flip in a long bit-stream will result in a small change in the

value of the stochastic number represented. Whereas, if there is a bit-flip in floating point

or fixed point representation then the magnitude of error can range from very small (if the

bit flip is in lower-order bits) to very high (if the bit flip is in higher-order bits).

Researchers have looked at applications of stochastic computing in the context of signal

processing [85], image processing [53], deep learning [81] [95] and fault tolerant comput-

ing [79]. If the objective is to perform filtering on the incoming analog signals [85] [56], with

a stochastic computing scheme we can side step the need to perform expensive ADC-DAC

conversion. Instead a simple sigma-delta modulator would perform the function of convert-

ing analog signals into bit streams and stochastic-arithmetic would perform computations

on these streams of bit-pulses.

In this section we will look how computations are performed using stochastic computing

and logic gate design to perform these computations.

3.1.1 Data Representation

In stochastic computing the numbers are represented using streams of random bits and this

representation can be reconstructed to the corresponding value based on the frequency of

occurrence of bit value 1. For example, fig. 3.1 shows a stochastic unipolar representation

of the number 0.4. The bit-stream contains eight ones in a twenty-bit time tick, thus it

represents P(X = 1) = 8/20 = 0.4.

Another way of representing numbers in stochastic computing is using bipolar repre-

sentation scheme. In bipolar representation the input bitstream that might have frequency
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Figure 3.1: This image illustrates the stochastic computing encoding scheme. Example
shown in this image illustrates how the number 0.4 will be represented as a stochastic
bitstream over a period of 20 time ticks.

of bits in the range of x ∈ [0, 1] can be converted to the range of y ∈ [−1, 1] via the function

y = 2x - 1. In this dissertation we will be considering only unipolar representations unless

we state any other scheme specifically. The reason for selecting unipolar representation is

explained thoroughly in section 3.3.

Figure 3.2: Digital logic design to encode and decode stochastic bitstreams. (a) Generates
a stochastic bit stream from a binary number, (b) decodes an incoming bitstream into its
binary number representation.

The stochastic bitstreams can be generated using a system that consists of a register

which stores binary representation of the value, random number generator (like an LFSR)

and a comparator. Fig. 3.2(a) shows the system to generate random bitstreams from a

binary value. On the other hand, fig. 3.2(b) shows the system to convert a stochastic stream
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into its corresponding binary value.

3.1.2 Arithmetic Computations

This subsection explains basic setup of logic gates to perform arithmetic computations

and intuition behind how the calculations are carried out. We have limited our discussion

to operations that are considered for the implementation of Hopfield neural network.

Figures 3.3 and 3.4 show the setup of digital logic elements that perform various arithmetic

operations.

Figure 3.3: Digital logic design of different stochastic computing circuit elements. (a) AND
gate based stochastic multiplier, (b) fixed gain multiplier, (c) stochastic division circuit, (d)
fixed gain division circuit, (e) stochastic squarer (element D represents D-Flip Flop), (f)
stochastic square-root unit (element D represents D-Flip Flop), (g) stochastic scaled adder,
(h) stochastic lossless adder and (i) stochastic averaging unit

MULTIPLICATION: The major advantage of stochastic computing is that it can per-

form complex arithmetic computations on streaming input values with simple hardware.
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For instance, values that have been encoded using a unipolar representation, can be mul-

tiplied with a single AND gate. Fig. 3.3(a) shows the setup for multiplying to stochastic

bitstreams.

Eqn. 3.1 presents the mathematical intuition behind performing multiplication using

an AND gate. Given two input values S1 and S2, these have been represented stochastically

using independent random bit-streams. The AND gate can multiply these two bit streams

based on the theory of expectation of random variables [30].

E[S3] = E[S1S2] = E[S1]E[S2] (3.1)

FIXED GAIN MULTIPLICATION: For scenarios where fixed gain multiplications

need to be performed on input bitstreams, these kind of computations can be done using a

setup as shown in fig. 3.3(b). Each bit value in an input bitstream is multiplied with the

number n and the multiplication result is later integrated to the counter register. If the

counter is greater than or equal to 1, then an output bit is generated followed by decrement

in counter value.

DIVISION: Fig. 3.3(c) shows the digital circuit setup for stochastic division, where S1

and S2 are the inputs to division unit and the goal of the circuit is to compute S1
S2

. The logic

design is same as the one that was presented by Gaines [30]. Mathematical intuition behind

the digital circuit operation is that, rate at which the S1 is coming into the system will be

responsible for incrementing the counter. To negate this, the output will let the input bit

S2 pass and let it decrement the counter. Intuitively, the digital design is responsible for

balancing the rate of S1 with respect to S2.
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FIXED GAIN DIVISION: For the steps where input bitstreams have to be divided by

a constant value, the digital circuit is much simpler, as shown in fig. 3.3(d). The incoming

bit stream S1, will store its value in a counter. If the value of counter reaches a threshold C

(where C is a constant number), the counter will decrement its value by C and send the

output bit to next set of compute logic. Because the output bits are generated by counter

only after it receives C of them, this is equivalent to performing division operation by a

constant term.

STOCHASTIC SQUARER: Just like multiplication, the squaring operation on an input

bitstream can be performed using an AND gate. The difference between multiplication

and the squarer logic is that there is an additional D Flip-Flop in the datapath, as shown in

fig. 3.3(e). Since the generated input bitstream has an identical independent distribution

(i.i.d.), if the generated bitstream is delayed by one-unit (using a single D-Flip Flop),

statistically the delayed bitstream and non-delayed bitstream should be independent from

one another. This is because an i.i.d. is only dependent on the input value and it is

independent from the set of bits that were generated in previous time steps.

SQUARE ROOT: Fig. 3.3(f) shows the digital design implementation stochastic square

root, where S1 is the inputs to square-root unit and the goal of the circuit is to compute
√
S1. The logic design is exactly same as the one presented in [30]. Mathematical intuition

behind the digital circuit operation is that, rate at which the X1 is coming into the system

will be responsible for incrementing the counter, whereas, the counter will be decrement

by a rate proportional to S2
1.

ADDITION: Even though multiplication is easy in stochastic computing, addition is

comparatively harder. Since the bitstreams represent values that are in the range of either
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[0,1] (or [-1,1]), an addition of two independent bitstreams may result in a value that might

be more than1, that is, the result may end up in the range of [0,2] (or [-2,2]). These design

and compute issues can be addressed by using following two approaches:

1. Perform scaled addition using a multiplexer based design. Fig. 3.3(g), shows the

setup of multiplexer based scaled addition of two input bitstreams. The select line of

the multiplexer is a stochastic bitstream with a value of 0.5. Goal of this multiplexer

line is to select either one of the two streams with a probability of 0.5 given to each

stream. Given input streams that represent the value s1 and s2, the result of this

scaled addition setup will be s1+s2
2 .

2. Another technique to perform addition is by performing lossless addition on stochas-

tic bitstreams, as depicted in fig. 3.3(h). This can be achieved by first scaling down the

input values appropriately so that the user can guarantee that subsequent arithmetic

operations will always keep the intermediate result in the range of [0,1]. In this

dissertation we have chosen lossless addition technique for stochastic computing.

Scaled addition is appropriate in setup where we already know the exact number of

additions that we will be performing and rescale the final result based on these predeter-

mined number of additions. Whereas, for situations where number of addition operations

may vary, for example, in iterative equations like eqn. 2.6, user would not know the number

of times scaled addition was performed as a result it would be impossible to guess the

value by which final result has to be rescaled to get the correct output value. Therefore, to

circumvent this issue of estimating the number additions before implementation, we have

selected the lossless addition scheme. For lossless addition, user would have to first reason
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about the maximum and minimum values that intermediate results might take up and

scale the input and output values based on the approximate range of intermediate values.

AVERAGING: The digital circuit setup shown in fig. 3.3(i) is meant to compute average

of n bitstreams. Just like the lossless adder unit, the n input bitstreams integrate with the

counter value. If the value of counter is greater than or equal to n, then an output bit gets

generated from the unit and the value of counter gets decremented by n.

Figure 3.4: Digital logic design to perform subtraction operation between two input bit-
stream values. (a) computes max(S1 − S2, 0), and (b) computes max(S2 − S1, 0)

SUBTRACTION: Similar to lossless addition, subtraction on stochastic bitstreams can

be performed with a similar setup. But to perform subtraction, we would need two compute

setups to handle results of different signs because unipolar representation does not have

notion of sign. As a result, if the input values are in the range of [0,1], the subtraction

results can be in the range of [-1,1]. Thus, one compute path will handle values that are in

the range of [0,1], whereas, the other path will handle computations that are in the range

of [-1,0]. For example, if we have two input values S1 and S2, their unipolar stochastic

bitstream representation will lie in the range of [0,1], but unipolar stochastic representation

of (S1 − S2) ∈ [−1, 1]. Fig. 3.4(a) will carry a positive value if (S2 > S1) and fig. 3.4(b) will

have a value 0; or fig. 3.4(b) will carry a positive value if (S1 > S2) and fig. 3.4(a) will have a

value 0; fig. 3.4(a) and fig. 3.4(b) will have a value 0 if S1 = S2.
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Figure 3.5: Digital design setup for implementing decorrelator operation.

DECORRELATOR: Since we will be implementing an iterative equation using stochas-

tic computing scheme, our model will have recurrent connections (or feedback loops). To

ensure that the iteration variable Xk in eqn. 2.10 is uncorrelated from the input bitstream,

we pass it through a decorrelator. Function of this unit is to add additional randomness in

the computation so that the multiplication between input bitstream and iteration variable

bitstream will yield correct result. Fig. 3.5 shows the digital logic to implement a decor-

relator. The input bitstream S1 will increment the value of counter based on its bit value

at that time tick. There is a separate random number generator (RNG) whose output will

be compared with the counter value at every time tick. If the value of counter is greater

than or equal to the output of RNG, the setup will output a single bit at that time tick, and

in the same instant it will decrement the value of the counter; otherwise, the setup will

output a zero bit at that time tick, and counter value will remain the same.

3.1.3 Pros and cons of stochastic computing

Although one of the major advantages of stochastic computing is that complex arithmetic

operations could be performed on bitstreams using simple logic gates, some other advan-
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tages for this computing scheme are as follows:

1. One major advantage of stochastic computing scheme is its fault tolerant computing

nature. Since the value is represented with bit streams over a period of time, therefore,

if there is a spurious bit-flip at a time tick, the representation error would be small.

2. Stochastic computing elements can also tolerate error that might occur due to clock

skew [71]. Because of the additional delay that gets introduced due to skew, additional

randomness gets added between two bitstreams. As a result, stochastic computing

systems can operate using inexpensive locally generated clocks, instead of using

expensive global clocks and handling the system-wide clock distribution.

3. Another major strength of stochastic computing is "progressive precision". If the

calculations are performed over a long period of time, the value becomes more

accurate, as a result, the output values also become more precise. Thus, accuracy

of results can be improved significantly if the user operates the system for a longer

duration

Even though operation on random bitstreams allow us to perform calculations on

inexpensive low-power hardware systems, these types of operations also present the user

with some challenges. These issues have been discussed as follows:

1. Stochastic computing systems are disadvantageous for applications where latency is

primary concern. Although, precision of output values would improve significantly

if the calculation duration is increased, the application would suffer from the issue

of getting results after a long period of time. Therefore, for applications where
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precision and accuracy is critical, stochastic computing is not yet a viable solution. This

dissertation addresses this challenge using a population coding scheme in chapter 6).

2. To perform correct set of calculations, it is important to keep the bit streams uncorre-

lated especially for iterative algorithms. To handle feedback operations, users would

have to either add additional LFSR units in the circuit or add delay units to feed-

back loop [15]. Additional LFSR would increase the cost of hardware consumption,

whereas, delay units would slow down the computation time.

In spite of the challenges that are introduced with stochastic computing, these calcula-

tion techniques still seem promising especially because of the similarity between stochastic

logic circuits and digital spiking neural network computing hardware. In the next section

we will look at IBM TrueNorth neurosynaptic substrate, and we will also draw similarities

between computing that happens in stochastic logic and digital spiking neurons.

3.2 IBM TrueNorth NeuroSynaptic System

In this dissertation we will focus on IBM NeuroSynaptic system for deploying least squares

minimization algorithm (eqn. 2.3) on neuromorphic hardware substrate. The goal of select-

ing this hardware is to bridge the gap between mathematical theory that would explain

how a human brain is able to solve for a system of linear equations and how are such com-

putations performed using spiking neural network. Porting the proposed algorithms onto

IBM TrueNorth helps us evaluate the benefits of using spiking neural network hardware

to perform complex matrix operations when compared to using traditional architectures
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such as an FPGA or an ARM CPU to perform these calculations.

3.2.1 TrueNorth Architecture

Figure 3.6: Single chip "ns1e" truenorth hardware. This image has been taken from [70]

The IBM Neurosynaptic System "TrueNorth" is a low power spiking neural network

architecture that integrates 1 million programmable spiking neurons. The single chip

system consists of 4096 cores where each core is composed of 256 axons (inputs) and 256

neurons (outputs), connected via a 256 x 256 crossbar of configurable synapses (about 65536

programmable synapse connections). The system operates at a rate of 1KHz, during which

membrane potential processing and spike event routing occur asynchronously inside the

chip. Spikes generated by a neuron can target any axon on the chip, with each neuron

presenting over 20 individually programmable features (e.g. threshold, leak, and reset).

Each neuron’s equations and synaptic states are updated every millisecond, which is

referred to as 1 tick. In this dissertation, we evaluate the proposed algorithm on IBM’s

ns1e single chip TrueNorth neurosynaptic hardware (as shown in fig. 3.6).

The following equations define the membrane potential (defined as Vj(t)) dynamics of
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Figure 3.7: A higher level abstraction of Truenorth (from [73]) that shows, (a) Axons serve
as inputs to the core. Each axon can be connected to 256 neurons. (b) Synaptic connections
are programmable on a core with a weight value associated to each connection.

a j-th TrueNorth neuron at time t.

Vj(t) = Vj(t− 1) +
255∑
i=0

Ai(t)wi,js
Gi
j (3.2)

Vj(t) = Vj(t) + λj (3.3)

if Vj(t) > (αj + ηj) : Spike and set Vj(t)← (δ(γj)Vrstj

+ δ(γj − 1)Vj(t) − (αj + ηj) + δ(γj − 2)Vj(t))

else if Vj(t) 6 −(βjκj)Vj(t)← −βj

(3.4)

Fig. 3.7, shows a high level architecture of TrueNorth’s neurosynaptic core and equa-

tions 3.2, 3.3 and 3.4 formulate the basic set of operations that are performed on a TrueNorth’s

spiking neural model. Fig. 3.7(a) shows the idea that axons serve as inputs to the neurosy-
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naptic core. Each one of these 256 axons is connected to each 256 neurons through a 256

x 256 configurable crossbar, as shown in fig. 3.7(b). Fig. 3.7(b) shows the step-by-step of

computations of the neurosynaptic core. At time tick t the input spikes are first received

by a decoder (as shown by 1 ) and are later sent to the ith axon, Ai(t) (marked by 2

). Based on the value of binary term wi,j these input spikes are later redirected from ith

axon to jth neuron (marked by 4 ). Next step marked by 3 represents the term sGij which

parameterizes the synaptic weight between axon i and neuron j, where Gi indicates which

one of the four types was selected for i-th axon. In fig. 3.7(b) Gi has been set to 2 for ith

axon. As a result, any input spike that is received by the ith axon will be multiplied by

the second weight of any jth neuron. Each neuron has configurable 9-bit signed integer

weight, where most significant bit serves as the sign bit and the possible range of value

that weights can take ∈ [−255, 255].

Eqn. 3.3 shows the mathematical formulation of the Linear Leaky Integrate and Fire

(LLIF) model of a TrueNorth neuron. As per eqn. 3.3, leak value λj gets integrated to the

neuron’s membrane potential Vj(t) at time instant t itself. The nature of this integration is

"linear", that is, TrueNorth does not support non-linear leak parameter such as exponential

or transcendental neuron decay. The value of leak (λ) can be either a positive or a negative

constant and it can take up any integer value in the range ∈ [0, 255]. The leak parameter

can also be stochastic, that is, at every time tick t it can have any integer value in the range

∈ [0, 2TM − 1], where TM is the threshold value, which is specified by the user during

design time and it can have an integer value in the range ∈ [0, 8]. In this dissertation we

will not be considering the stochastic leak property of the TrueNorth neuron.

Lastly, equation 3.4 compares the updated membrane potential (after weight integration)
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Vj(t) with the threshold parameters αj,ηj and βjκj. The term αj is an 18-bit integer

parameter for positive spike threshold, ηj is also an 18-bit integer parameter which can

assume any integer value in the range ∈ [0, 2TM − 1], where TM is an 18-bit positive spike

threshold mask that can take integer value ∈ [0, 18]. Parameter βj is meant for negative

spike threshold, that is, to evaluate the condition whether neuron membrane potential

Vj(t) < βj and κj parameter is meant to decide whether the membrane potential should

saturate at the negative floor, that is, if the value of κj is set, the membrane potential should

saturate at the negative spike threshold βj and it should not go any lower than this value.

As per eqn. 3.4, if Vj(t) is equal to or greater than the threshold (αj + ηj), the neuron

will spike and its membrane potential gets adjusted based on the selected reset mode (value

of parameter γj). Following points explain how each one of the reset mode operates after

the TrueNorth neuron j fires:

1. Normal reset ( γj = 0 ) : In this reset mode, after the neuron fires, its potential will

go back to the specified reset membrane potential, Vresj, that was defined by the

user during design time.

2. Linear reset ( γj = 1 ) : In linear reset, after the neuron fires, its membrane potential

is decreased linearly by the amount (αj + ηj).

3. No reset ( γj = 3 ) : This is the third reset mode that TrueNorth neurons can

support. As per the mathematical formulation, this is the saturating reset mode, that

is, even after the neuron fires, the membrane potential does not change and carries

forward its membrane potential value even in the next time tick.
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Figure 3.8: Shows a TN core being used as splitter

One of the limitations of the TrueNorth architecture is that neurons have a fan-out of

one, that is, a single neuron can be either connected to only one axon or can be connected as

an output port. If a neuron has to be connected to multiple axons, then we would require a

set of neurons to act as "splitters" (as shown in fig. 3.8); these splitter neurons would not be

performing any compute operations and their sole purpose would be to redirect the spikes

received by the corresponding axon.

3.3 Mapping stochastic computing to TrueNorth

One of the major motivations for us to select IBM TrueNorth for evaluation is that digital

spiking neurons have shown the ability to perform computations that are similar to stochas-

tic computations. If the neuron parameters of TrueNorth are set appropriately, then we can
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replicate the behavior of stochastic computing logic gates. For example, we can replicate an

AND gate using a single TrueNorth neuron. If we have a two input TrueNorth neuron, the

weights of both of these inputs can be set to 1, leak parameter to be -1 and have a no-reset

mode, with this scheme a neuron can behave like an AND gate. In section 3.1.1 we had

mentioned that the computations will be performed on unipolar stochastic representation

scheme. This is because it is much easier to model an AND gate with a TrueNorth neuron

instead of modeling an XNOR gate.

Figure 3.9: This image shows the stochastic computing arithmetic units that have been
modeled using TrueNorth neurons (from [41]). Black circles in the image mean that there
is connection present at that point in the crossbar setup. The compute elements refer to
fig. 3.3(a)-(f)

The elements shown in fig. 3.9, show the neuron parameters and neuron connections

that can perform stochastic computing operations using TrueNorth neurosynaptic system.

Black circles in the image correspond to connections present at that point in the crossbar
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setup. The elements in fig. 3.9 correspond to six stochastic computing calculation units of

fig. 3.3(a)-(f), viz., unipolar bitstream multiplication using AND gate, fixed gain multiplica-

tion, stochastic division, fixed gain division, stochastic squarer and stochastic square root

operation.

Figure 3.10: This image shows theTrueNorth neuron parameters and connections to perform
lossless stochastic addition, averaging and subtraction operations (from [41]). The neuron
connections and parameters replicate the behavior of stochastic elements shown fig. 3.3(h)-
(i) and fig. 3.4(a)-(b)

Fig. 3.10 shows the neuron parameters and connections to perform computation tasks,

viz., lossless adder, bitstream averaging (fig. 3.3(h) and (i) respectively) and stochastic

subtraction (fig. 3.4(a) and (b) ).

Truenorth neuron parameters and connections for implementing decorrelator is shown
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Figure 3.11: TrueNorth neuron parameters and connections for implementing decorrelator
(from [41]). The digital logic implementation of this function has been shown in fig. 3.5

in fig. 3.11. The decorrelator digital logic shown in fig. 3.5 can be implemented with a single

neuron (N1) of TrueNorth. Since TrueNorth neurons have a fan-out of 1, the second neuron

N2 is meant to forward the decorrelated spikes to other axons or output logic, similar to a

splitter neuron, which is shown in fig. 3.8.

3.4 Summary

In this chapter we presented how arithmetic calculations happen using stochastic comput-

ing. Using the theory which has already been proposed for stochastic computing, we can

perform complex set of computations on input bitstreams using very simple digital logic.

In this chapter we also discussed about the architecture of IBM TrueNorth neurosynaptic

system and basic parameters that control the computing behavior of TrueNorth’s LLIF

neurons. For this dissertation we selected TrueNorth as our neuromorphic hardware eval-

uation board because with the correct set of parameters TrueNorth neurons can behave as
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stochastic computing elements. Therefore, with TrueNorth we can bridge the gap between

proposed mathematical framework that we can use to solve a system of linear equations

and also have a biological model to explain how such computations can be performed using

spiking neurons. The arithmetic computing units introduced in this chapter serve as the

basic building blocks for implementing the proposed Hopfield linear solver in chapter 5;

analyzing the recurrent path for population coding in chapter 6 and implementing an

adaptive scaling unit for correct operation of the linear solver in chapter 7. Finally, the

accuracy analysis and hardware benefits of the proposed neuromorphic computing units

is presented in chapter 9, where we have presented a thorough analysis for FPGAs and

TrueNorth hardware .
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4 range analysis to determine input
scaling factor
In chapter 3 we introduced the hardware designs for stochastic computing so that complex

arithmetic calculations can be performed on random input bitstreams. In this chapter

we will present the arithmetic challenges that come up when doing computations with

random bitstreams. Specifically the challenge to guarantee that all of the intermediate

computations will have value in the range ∈ [0, 1]. In this chapter we will discuss how such

incorrect result might come up and mathematically how can we address these issues and

still guarantee correct result.

4.1 Computations with Random Bitstreams : Challenges

Biologically-inspired neural network architectures, such as IBM TrueNorth, perform com-

putations using spiking neurons or random input bitstreams. Input values are represented

in a stochastic time-based coding, in which the probability of occurrence of a spike at

a particular time tick is directly proportional to the input value. Since the computation

values are represented as spike trains, designers are faced with two key issues in mapping

algorithms to these spiking neural substrate.

1. Signed computations on spiking neural network substrates that have input values

represented as rate based encoding must be performed by splitting all numbers (and

intermediate results) into positive and negative parts.

2. Data representation is limited by maximum frequency of spikes. To represent different
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values within a matrix, we need to scale all quantities so that no number exceeds this

maximum frequency.

To repeat the argument presented in [91], Figure 4.1 illustrates the importance of se-

lecting a correct scaling factor to represent multiple values in an input vector or an input

matrix. Three values are given as inputs to TrueNorth (2, 4 and 5) and represented as spike

trains. In Fig. 4.1 (a), all values have been scaled by the maximum-magnitude element 5, so

all values can be represented within the available range of spiking rate. In Figure 4.1 (b), the

inputs are scaled by a value smaller than the maximum magnitude, so saturation occurs:

two elements (4 and 5) are represented by the same spike rate. Selecting the correct scaling

factor is important when spike based arithmetic operations may produce results that are

larger than any of the inputs. Fig. 4.1 (c) shows addition between two values represented

as spike trains. Although both operands can be represented exactly with a scale factor of

4, the result of the addition is greater than the chosen scale factor, so the representation

saturates and the result is inaccurate.

When implementing algorithms for random bitstreams, we must choose a scale factor

that ensures that the intermediate computations never saturate. On the other hand, the

scale factor should not be much larger than necessary, as this will result in loss of precision

for the spike-train representations.

4.2 Scaling Factor

A Hopfield linear solver ([Hopfield_linear_solver] and [91]) can be used to compute the

Moore-Penrose generalized matrix inverse based on the mathematical principles proposed
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Figure 4.1: Example illustrating the importance of proper scaling for spike-based computa-
tion. (a) All three values of a vector are scaled properly. (b) Inappropriate scaling: Two
values (4 and 5) are represented by the same spike rate. (c) Addition of two numbers that
are scaled properly, but the scale factor is too small to allow proper storage of the result of
the addition, leading to saturation.

by [8]. This section derives scaling factors that must be applied to the inputs to the system to

guarantee that the vectors Xk that arise in the stationary iterative process (2.6) (equivalently,

(2.10)) have no elements greater than 1 in absolute value, for all k. This requirement is

achieved by means of a scaling factor η applied to the right-hand side B in (2.3).

For purposes of this section we define the max-norm of a matrix to be its largest element

in absolute value, that is,

‖Y‖max := max
i,j

|[Y]ij|. (4.1)

(Note that when Y is a vector, the max-norm is the same as the ∞-norm.) Suppose that the

(i, j) element of Y is the one that achieves the maximum norm. We have that

‖Y‖2 >
‖Yej‖2

‖ej‖2
> |[Y]ij|, for any i,
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where ej is the vector whose elements are all zero except for a 1 in position j. Thus

‖Y‖2 > ‖Y‖max. (4.2)

We write the singular value decomposition of A as follows:

A = UΣVT , (4.3)

where U is anM×Nmatrix with orthornormal columns, Σ is an N×N diagonal matrix

with nonnegative diagonals, and V is anN×N orthogonal matrix. In fact, the diagonals of

Σ are the singular values of A:

Σ = diag(σ1,σ2, . . . ,σN), (4.4)

where σ1 > σ2 > . . . > σN > 0. We further use notation

σmax := σ1, σmin := min
σi>0

σi. (4.5)

In this notation, we have that λmax(A
TA) = σ2

max, so that condition (2.9) becomes

0 < α < 2
σ2

max
. (4.6)

Note too that ‖A‖2 = ‖AT‖2 = σmax.

The following claim shows how we can scale the elements ofB to ensure that ‖Xk‖max 6 1
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for all k.

Claim 4.1. For the iterative process defined by (2.6), and supposing that condition (4.6) holds, we

have that

‖Xl‖max 6
2
σmin

√
MN‖B‖max, for l = 0, 1, 2, . . . . (4.7)

Proof. By applying (2.6) recursively, we have for all l that

Xl = α

l∑
k=0

(I− αATA)kATB. (4.8)

From (4.3) we have that, I−αATA = V(I−αΣ2)VT , so that, Xl = α
∑l
k=0 V(I−αΣ

2)kΣUTB.

By multiplying both sides by VT , we have that

VTXl = α

[
l∑
k=0

(I− ασ2
i)
kσiU

T
·iB

]
i=1,2,...,N

,

where U·i is the ith column of U. By carrying out the summation, we have

[VTXl]i· = α
1 − (1 − ασ2

i)
l+1

1 − (1 − ασ2
i)
σiU

T
·iB, i = 1, 2, . . . ,N,

so that

[VTXl]i· =


0 for σi = 0;

1
σi
[1 − (1 − ασ2

i)
l+1]UT·iB for σi > 0.
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Since 1 − ασ2
i ∈ (−1, 1) for all i = 1, 2, . . . ,N with σi > 0, we have for such i that

‖[VTXl]i·‖max 6
2
σi
‖UT·iB‖max 6

2
σi
‖U·i‖1‖B‖max 6

2
σmin

√
M‖B‖max (4.9)

where the last inequality follows from ‖U·i‖2 = 1, the standard inequality that relates ‖ · ‖2

to ‖ · ‖1, and the definition (4.5). By considering VTXl one column at a time, we have

‖Xl‖max = ‖VVTXl‖max 6 ‖V‖1‖VTXl‖max 6
√
N

2
σmin

√
M‖B‖max,

and by applying (4.5), we obtain the result.

An immediate corollary of this result is that if we replace B by B/(η ‖B‖max) in (2.3),

where

η :=
2
σmin

√
MN, (4.10)

then the matrices Xl produced by the iterative process (2.10) have ‖Xl‖max 6 1 for all

l = 0, 1, 2, . . . . We note too that from the definition (2.11b) of Wff and (4.10), we have by

setting B = I and l = 0 in Claim 4.1 that

‖Wff‖/η 6 1. (4.11)

By applying this scaling, and writing the solution X of (2.3) as an infinite sum, we have

X = (η ‖B‖max)

∞∑
k=0

(I− αATA)kαAT
B

η ‖B‖max
= (η ‖B‖max)

∞∑
k=0

(I− αATA)kαATBn,

(4.12)
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where Bn := B/(η ‖B‖max). We use Hj to denote the jth scaled partial summation in (4.12),

that is

Hj+1 =

j∑
k=0

(Whop)
kWff

B

η ‖B‖max
(4.13a)

=

j∑
k=0

(Whop)
kWffBn (4.13b)

=WhopHj +WffBn. (4.13c)

By setting j = 0 in (4.13c), we obtain

H1 =WffBn. (4.14)

Note that Hl and Xl differ from each other only by the scaling factor η‖B‖max, so we have

from Claim 4.1 and eqn.(4.10) that

‖Hl‖max =
1

η‖B‖max
‖Xl‖max 6 1, l = 1, 2, . . . , (4.15)

and thus

‖Hl‖2 6
√
NP, l = 1, 2, . . . . (4.16)

Algorithm 1 shows the steps to implement a Hopfield linear solver with scaled inputs.

Goal of this algorithm is to find matrix X that can map matrix A to matrix B. Before we

implement the iterative algorithm the input matrix B has to be scaled by parameter η (as

derived in eqn. 4.10) and ‖B‖max so that we can guarantee that intermediate computation
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terms will always be in range ∈ [0, 1].

Algorithm 1 Compute the transformation matrix that will map initial set of features (B) to
the current set of observed input features (A). This recurrent algorithm was proposed in
[Hopfield_linear_solver]
Input: Currently observed set of features (after proper scaling), Bn = B/η‖B‖max

Output: Transformation matrix that will map matrix A to matrix B
1: procedure HopfieldSolver
2: while δ >Mininum Error do
3: Hj+1 =WffBn +WhopHj

4: δ = ‖Hj+1 −Hj‖
5: j = j+ 1
6: end while
7: X = H∞η‖B‖max
8: end procedure

4.3 Summary

In this chapter we presented derived the scaling factor η (eqn. 4.10), for the input matrices,

which will guarantee that the intermediate results would always be in range ∈ [0, 1]. The

iterative nature of Hopfield neural networks involve multiple steps of matrix multiplica-

tions and additions. Because of these repeating arithmetic calculations the intermediate

values may end up saturating. Therefore, it is important to maintain the correct range of

computations otherwise the saturated result may get propagated to next set of iteration

steps and would result in the algorithm to have an incorrect convergence value. Readers

are advised to refer to chapter 9,section 9.1 to look at the analysis between the fraction of

neurons that have saturated and the calculated scaling factor η for the input matrices.
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5 implementation
In chapter 3 we presented the digital logic design and TrueNorth neuron configurations to

perform stochastic computing. Building upon the proposed arithmetic calculation units,

in this chapter we will propose the architecture for implementing the proposed Hopfield

neural network. The readers will understand how matrix multiplication is implemented

with unipolar stochastic number representation (section 5.1), two ways to encode Hopfield

neural network weights on TrueNorth hardware (section 5.2) and a complete setup to

calculate generalized matrix using the recurrent neural network structure (section 5.3

and 5.4). The aim of this chapter is to present a complete picture to the readers about how

the calculations are happening for streaming input random bitstreams.

5.1 Matrix multiplication with random bitstreams

In section 3.2 we had mentioned that the stochastic bitstreams will be represented using

unipolar representation scheme, that is, the value will always be represented in range

∈ [0, 1]. If we are performing calculations with both positive and negative values, then the

computations would have to be divided into two different planes, that is, separate set of

computations for positive and negative values.

Fig. 5.1 shows five steps involved in performing matrix multiplication of matrices P

and Q that have been encoded using unipolar representation scheme. The red color in the

image is meant to represent flow of "positive" values whereas the green color is meant to

represent flow of "negative" values. First step is to divide each input matrix P and Q into



58

Figure 5.1: This figure illustrates how two matrices P and Q are multiplied using unipolar
representation scheme for stochastic bitstreams.

positive (matrices P+ andQ+) and negative planes (matrices P− andQ−). Then each one of

the four matrix is multiplied by the other three. Multiplication of two positive and negative

terms will always have a positive result (hence, the red path), whereas, multiplication of

a positive term with a negative term will always have a negative result (hence, the green

path). In the next two steps we perform max-subtraction (detailed discussion in presented

section 3.1.2). Finally we add the resulting matrices to get the final matrix multiplication

answer.

The reason to perform max-subtraction in two steps is to ensure that if there is a non-

zero value present in one of the signed planes, then the corresponding value in the other

signed plane should be zero. For example, ifmij is a non-zero value that is present in ith

row and jth column of matrixM, and ifmij is a positive value, then the (i, j) in matrixM+
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will be non-zero, whereas, (i, j) in matrixM− will be zero. On the other hand, ifmij is a

negative value, then the (i, j) in matrixM− will be non-zero, whereas, (i, j) in matrixM+

will be zero.

5.2 Weight Assignment

We present two techniques to encode weights for the Hopfield neural network based linear

solver. In the first subsection, we consider hardcoding the Hopfield neural network weights

as TrueNorth neuron parameters. The extracted features of the image are used to com-

pute weight matricesWhop andWff, and these are converted further as TrueNorth neuron

weight and threshold parameters. This scheme is suitable when the initial features do not

change, as in 2-D image tracking. In the second subsection, we see how the computations

are performed when weights are represented as spike trains (or represented as random

bitstreams). This scheme is appropriate for scenarios in which the initial conditions may

vary frequently, such as optical flow and inverse kinematics.

5.2.1 Hopfield neural network features encoded as TrueNorth weights

and threshold

To perform matrix multiplication with weight matrices Wff and Whop, the floating point

values of these two weight matrices are encoded as a ratio of TrueNorth weights to thresh-

olds; see Algorithm 2. Here, a single synapse is used for each term in the dot product

computation. In TrueNorth, each neuron can have up to four axon types as input, each

of which can be assigned a unique synaptic weight in the range [−255, 255]. Figure 5.2(a)
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Algorithm 2 Computes the weights and threshold values for performing dot product on
TrueNorth
Input: Floating point values in the ith row of weight matrices (Wi,.)
Output: Assigned TrueNorth weight and threshold

1: procedure WeightThresholdAssignment

2: Threshold = Round
(

255
maxi(|Wi,.|)

)
3: Weights = Round

(
255

maxi(|Wi,.|)
×Wi,.

)
4: end procedure

shows the synaptic connections in TrueNorth that implement dot product between the

vector [Hk(1, 1);Hk(2, 1);Hk(3, 1)] and the columns of the 3× 3 weight matrixWhop (which

can have either positive or negative values). Each of the three values in Hk have been

assigned a different axon type, so that they are multiplied with a corresponding weight

value to compute a dot product of the form w1Hk(1, 1) +w2Hk(2, 1) +w3Hk(3, 1). Each

neuron i, has its reset mode set to linear reset (γi = 1) and rest of the parameters of the

LLIF neuron have the default initial value.

Figure 5.2(a) presents the scenario where all weights in the Hopfield neural network

(bothWff andWhop) can be encoded on a single TrueNorth neuron. Using all of the four

axon types available in a single TrueNorth neuron, we can encode a Hopfield neural net-

work that has fourWff andWhop neurons. For scenarios where the Hopfield neural network

might have more than four neurons in eitherWff orWhop, then the matrix multiplication

would have to be divided as partial sums across multiple TrueNorth neurons. Figure 5.2(b)

presents the setup for multiplying vector Hk by a single column of the matrixWhop. Mul-

tiple neurons would be required to handle partial sums in matrix multiplication. Partial

summation of matrix dot product are computed in neurons N1 and N2. Both of these

neurons have linear reset mode, and their weight and threshold values are computed using
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Figure 5.2: Synapse connection showing the dot product between first column of Hk and
the weight matrixWhop, and the corresponding threshold values for each neuron. (a) Shows
the matrix dot product for the scenario in which Wff and Whop can be encoded using a
single neuron. (b) Shows the matrix dot product for the scenario where Wff and Whop
cannot be encoded using a single neuron. We would need multiple neurons to compute
partial sums and later add them up together.

Algorithm 2. Once the partial sums have been computed, the results would go through

a separate adder neuron where all of the intermediate sums would be computed. LLIF

neuron parameters for an adder neuron is shown in fig. 3.10(a).

5.2.2 Hopfield neural network features using spiking inputs

For applications such as optical flow and inverse kinematics, where the initial input condi-

tions may change dynamically, the hard-coding of TrueNorth weights discussed in previous

subsection is not appropriate. We need an algorithm in which TrueNorth neurons can be

used as arithmetic computation units and operate over spiking inputs. Chapter 3 showed

that when the data is represented as stochastic rate-based coding, the theory of stochastic

computing (as presented in the survey paper of [1]) shows that neurons can perform such
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Algorithm 3 Computes weight matricesWff andWhop using spiking inputs
Input: Spiking coding of the elements in the matrices I2 , (

√
α
2 )A

T , (
√
α
2 )A, αAT

η
. Before

giving these elements as input to Truenorth, separate the elements into positive and negative
domains.

Output: Assigned TrueNorth weight and threshold
1: procedure ComputeWeightsUsingSpikes
2: (αATA)+ = max(αATA, 0);
3: (αATA)− = max(−αATA, 0);
4: (αAT )+ = max(αAT , 0);
5: (αAT )− = max(−αAT , 0);

6: P1 = max
(
I
2 −

(αATA)+

2 , 0
)

;

7: P2 = max
(

(αATA)+

2 − I
2 , 0
)

;

8: P3 =
(

(αATA)−

2

)
;

9: W+
hop = 2(P1 + P3);

10: W−
hop = 2(P2);

11: W+
ff = (αAT )+/η;

12: W−
ff = (αAT )−/η;

13: end procedure

arithmetic operations as multiplication, addition, subtraction, and division. Algorithm 3

shows the computation scheme for representing the Hopfield neural network weight ma-

trices Whop and Wff using spikes. Fig. 3.9(a) and 3.10(a) show the LLIF parameters of

TrueNorth neurons that needs to be set to perform arithmetic operations such as multipli-

cation and addition, Similarly, fig. 3.10(c) and (d) shows the LLIF parameters of TrueNorth

neurons that needs to be set to perform subtraction.

Since the matrix computations for Whop and Wff will be done in the hardware itself,

we need to reconstruct the iteration formula in such a way that every term that serves as

an input to the hardware has magnitude less than 1, otherwise the computations might

saturate and give us the wrong result. We rewrite (4.13a) as follows, to ensure that each
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bracketed term has all its elements in the range [−1, 1]:

Hj+1 =

j∑
k=0

(
I

2
−

(√
α

2
AT
)(√

α

2
A

))k
2k
(
αAT

η

)(
B

‖B‖max

)
. (5.1)

We state the formal claim as follows.

Claim 5.1. All elements of the matrices
(√

α
2A
)

,
(√

α
2A

T
)

,Whop, and
(
αAT

η

)
lie in the interval

[−1, 1]. That is, the max-norms (4.1) of these four matrices are all less than 1.

Proof: Because of (4.2), it suffices to show that ‖ · ‖2 6 1 for all four of the matrices in

question.

For the first matrix, note from (4.6) that
√
α/2 6 1/σmax = 1/‖A‖2. Thus

∥∥√α
2A
∥∥

2 6 1,

as required. The proof for the second matrix is identical.

For the third matrix we note thatWhop is a square symmetric matrix with eigenvalues

in the range [−1, 1]. Thus the eigenvalues ofW2
hop will be in the range [0, 1], so ‖Whop‖2 6 1,

as required.

For the fourth matrix, we have from (4.6), the definition of η in (4.10), and the fact that

‖A‖2 = σmax that

∥∥∥∥αATη
∥∥∥∥

2
6

2
σ2

max
σmax

σmin

2
√
MN

=
σmin

σmax
√
MN

6 1.

�
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5.3 Datapath

5.3.1 TrueNorth implementation

The spiking neural substrates can operate only for values in the range [0, 1]. Thus, to perform

computation on numbers that can be either positive or negative, the computations must be

divided into two separate domains, one working with the positive parts of the matrices

and one with the negative parts (as discussed in section 5.1). As discussed in chapter 3,

we have selected unipolar data representation for stochastic computing implementation.

We selected this representation scheme because TrueNorth does not have XNOR gates,

as a result supporting bipolar multiplication would be complicated because we would

have to setup neuron connections and parameters to replicate XNOR gate. As discussed in

section 3.2, it is easier to implement an AND gate on TrueNorth, therefore, a SNN hardware

setup to perform calculations with unipolar representation is easier when compared to a

SNN hardware setup to perform calculations with bipolar representation. Algorithms 4

and 5 implement the formula (4.13b). Algorithm 4 performs the preprocessing step or the

feedforward path of the neural network architecture, while algorithm 5 implements the

recurrent part of the Hopfield architecture. The steps shown in Algorithms 4 and 5 ensure

that the intermediate computation values never saturate. This is managed by performing

subtraction of intermediate results followed by addition in the final step. Since the input

values were normalized by the scaling factor, as shown in equation 4.10, the addition of

partial sums would never saturate. We use the following definition of the positive and
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negative parts of a matrix:

Y+ := max(Y, 0), Y− := max(−Y, 0), (5.2)

where the max-operation is applied component-wise. The proposed architecture ensures

that nonzero elements in the positive-part matrices have zeros in the corresponding ele-

ments of the negative-part matrices, and vice versa. We do not have to scale the values in

Algorithm 5 while computing matrices M, PS1, and PS2 because Claim 4.1 guarantees that

no quantity will exceed 1, by choice of scale factor η. The max function used in Algorithms 3,

4, and 5 can be implemented with a LLIF (linear leaky integrated fire) neuron.

To implement these arithmetic operations we set the TrueNorth neuron parameters

appropriately. A detailed description of individual neuron parameters and their behavior

with respect to TrueNorth’s spiking neurons can be found in [13]. Figure 3.10(a) shows the

neuron parameters and connections for implementing an adder function that is required

to compute variables such as M in Algorithm 5. Similarly, Figure 3.10(c) and (d) shows the

neuron parameters and connections for max-subtractor neuron that is meant to compute

variables such as PS1, and PS2 in Algorithm 5, or, variable Bs in Algorithm 4.

5.3.2 Computation with Spiking Weights

For applications in which matrixAmight change dynamically, it is not possible to hard-code

the weights on TrueNorth. Instead, we borrow concepts from stochastic computing ([30,

1]) to perform multiplication between input streams using a single neuron. In stochastic

computing, if the inputs are represented as independent streams of bits, then the multi-
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Algorithm 4 Computes the scaled value of input features B based onWff and the normal-
izing factor. These scaled values serve as the input for recurrent network
Input: Coordinates of the current input features B
Output: Scaled values of input features for the recurrent network. These values are divided
among four domains

1: procedure Preprocessing
2: if Weights are hard-coded on TrueNorth then
3: Bn = Normalize(B,η ‖B‖max);
4: else if Weights are given as spiking inputs then
5: Bn = Normalize(B, ‖B‖max);
6: end if
7: T 〈+,+〉 = max(W+

ff B
+
n −W+

ff B
−
n , 0);

8: T 〈+,−〉 = max(W+
ff B

−
n −W+

ff B
+
n , 0);

9: T 〈−,−〉 = max(W−
ff B

−
n −W−

ff B
+
n , 0);

10: T 〈−,+〉 = max(W−
ff B

+
n −W−

ff B
−
n , 0);

11: B
〈+,+〉
s = max(T 〈+,+〉 − T 〈−,+〉, 0);

12: B
〈−,+〉
s = max(T 〈−,+〉 − T 〈+,+〉, 0);

13: B
〈−,−〉
s = max(T 〈−,−〉 − T 〈+,−〉, 0);

14: B
〈+,−〉
s = max(T 〈+,−〉 − T 〈−,−〉, 0);

15: end procedure

plication between these two values can be implemented with just one AND gate. In our

implementation, the values are represented as stochastically rate coded spikes, similar to

bit streams mentioned earlier. The AND gate can be modeled with an LLIF neuron as

shown in Figure 3.9(a).

5.3.3 Importance of decorrelators in recurrent path

Since the computation involves sending the values through a recurrent path, it is crucial

to maintain independence of spike occurrence (occurence of bit value 1) between the

inputs from feedforward path and inputs coming in from recurrent path. Therefore, the

inputs that are fed back need to be passed through a decorrelator. Fig. 3.11 shows the

TrueNorth setup that adds the decorrelation in the recurrent path. On the other hand,
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Algorithm 5 Solve for system of linear equations defined as AX = B. Computations are
divided into negative and positive parts
Input: Matrices A and B that have been divided into positive and negative domains
Output: Solution for the system of linear equation, matrix X

1: procedure HopfieldSolver_Split
2: while δ >Minimum Error do
3: M〈+,+〉 = (B

〈+,+〉
s ) + (W+

hopH
+
k );

4: M〈+,−〉 = (B
〈+,−〉
s ) + (W+

hopH
−
k );

5: M〈−,−〉 = (B
〈−,−〉
s ) + (W−

hopH
−
k );

6: M〈−,+〉 = (B
〈−,+〉
s ) + (W−

hopH
+
k );

7: PS
〈+,+〉
1 = max(M〈+,+〉 −M〈+,−〉, 0);

8: PS
〈+,−〉
1 = max(M〈+,−〉 −M〈+,+〉, 0);

9: PS
〈−,−〉
1 = max(M〈−,−〉 −M〈−,+〉, 0);

10: PS
〈−,+〉
1 = max(M〈−,+〉 −M〈−,−〉, 0);

11: PS
〈+,+〉
2 = max(PS〈+,+〉

1 − PS
〈−,+〉
1 , 0);

12: PS
〈−,+〉
2 = max(PS〈−,+〉

1 − PS
〈+,+〉
1 , 0);

13: PS
〈−,−〉
2 = max(PS〈−,−〉

1 − PS
〈+,−〉
1 , 0);

14: PS
〈+,−〉
2 = max(PS〈+,−〉

1 − PS
〈−,−〉
1 , 0);

15: H̃+

k+1 = (PS
〈+,+〉
2 + PS

〈−,−〉
2 );

16: H̃−

k+1 = (PS
〈+,−〉
2 + PS

〈−,+〉
2 );

17: if Weights are hard-coded on TrueNorth then
18: H+

k+1 = H̃+

k+1;
19: H−

k+1 = H̃−

k+1;
20: else if Weights are given as spiking inputs then
21: H+

k+1 = Decorrelate(H̃+

k+1);
22: H−

k+1 = Decorrelate(H̃−

k+1);
23: end if
24: δ =

∥∥(H+
k+1 −H

−
k+1) − (H+

k −H−
k )
∥∥;

25: k = k+ 1;
26: end while
27: Xk = Rescale(Hk,η ‖B‖max);
28: end procedure

fig 3.5 shows the digital logic setup which introduces decorrelation in the recurrent path.

Sections 3.1.2 and 3.2, we explained how the decorrelator units operate. Figure. 5.3 shows

two different setups of simple Hopfield neural network architecture. Fig. 5.3a the recurrent
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paths in Hopfield neural network do not have decorrelators, whereas in fig. 5.3b there are

decorrelators (marked with green boxes) present in the recurrent path.

(a) (b)

Figure 5.3: Two different setups for Hopfield neural network. In fig. 5.3a the recurrent
paths in Hopfield neural network do not have decorrelators, whereas in fig. 5.3b there are
decorrelators (marked with green boxes) present in the recurrent path.

The decorrelator (presented in [15]) preserves the spiking rate (frequency of bitstream) of

the input signal, but makes the occurrence of spikes (bits in random bitstream) independent

of the randomly generated feedforward values. To evaluate the presence of decorrelators

for the proposed linear solver, we generated 25 different input matrices each with different

matrix size. The smallest matrix dimension was 2 and the largest dimension was 10. Each

element in the generated matrix was randomly selected in the range ∈ [−1, 1]. The loss was

calculated based on the formula shown in equation 5.3, where Xactual refers to the output

matrix computed using stochastic linear solver andXexpected is the output matrix computed

using the proposed iterative equation 2.6 that had 64-bit double precision compute units

when simulated in MATLAB. The experiment was repeated 25 times and we report average

loss for all 25 experiments in the results.
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Loss = ‖Xactual − Xexpected‖F (5.3)

Fig. 5.4 shows the change in loss over time due to the absence or presence of decorrelators

in recurrent path of linear solver. It can be observed in fig. 5.4, for the scenario when we

did not have decorrelators present in the recurrent path (shown by red plot, corresponding

setup shown in fig. 5.3a), the loss eventually started to increase over time. This is because as

the number of ticks increased, there were correlations that started appearing between the

input values and recurrent path spikes (or bitstream). As a result, the two multiplication

bitstreams were no longer independent. As discussed in chapter 3, the AND gate based

multiplication works in stochastic computing only if two input bitstreams are independent

from each other. Having an independent decorrelator unit in the recurrent path ensures that

there is additional randomness that gets introduced in the recurrent path values. As result

the Hopfield neural network that had decorrelator decorrelators present in the recurrent

path (shown by blue plot, corresponding setup shown in fig. 5.3b), its loss decreased over

time.

5.4 Computing α on-chip using stochastic computing

As shown in eqn 2.9, the term α will guarantee that the proposed iterative equation 2.6 is

guaranteed to converge. In this section we will discuss the steps to calculate the learning

rate α using input random bitstreams.
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Figure 5.4: Variation is loss over time for linear solver with and without decorrelators in
the recurrent path.

α̃ =
c

trace(ATA)
,

where, c is a constant term which satisfies the condition,c ∈ (0, 2)
(5.4)

Based on the condition derived in eqn. 2.9, we can guarantee that α̃ computed using

the eqn. 5.4 will always converge. This statement is based on the argument that Frobe-

nius norm of a matrix (denoted as ‖.‖F) is always greater than the 2-norm of the same

matrix (denoted as ‖.‖2) [64]; that is, ‖ATA‖F > ‖ATA‖2. Computationally it is much

easier to calculate trace (or Frobenius norm ) of a square matrix instead of 2-norm square

matrix [Hopfield_linear_solver]. Calculating the 2-norm of ATA requires the designer

to design the datapath for implementing power iteration [78] or Rayleigh quotient itera-

tion [80]. Whereas, trace of ATA can be easily calculated by squaring each term of the
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matrix and adding them up. Fig. 5.5 shows the mathematical intuition behind element

wise operations that happen when calculating trace(ATA).

Figure 5.5: Element-wise matrix calculations to compute trace of ATA

Building upon the concepts presented in eqn. 5.4 and fig. 5.5, the term α̃ can be calculated

using stochastic bitstreams with the setup shown in fig. 5.6.
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Figure 5.6: Setup for computing α̃ on-chip on stochastic bitstreams. The term c ∈ (0, 2) to
guarantee that iterative eqn. 2.6 will converge.

Let us assume input matrix A in fig. 5.6, has a dimension ofMxN. The following steps

tell us how α̃ is calculated using stochastic bitstreams.

1. Calculate trace(ATA). As discussed earlier this is achieved by squaring every element

of matrix A. In fig. 5.6 aij represents an element present in ith row and jth column
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of matrix A. After this we calculate an averaged summation of the squared values.

Because aij ∈ [0, 1], then
M∑
i=1

N∑
j=1
aij 6 MN. To make sure every intermediate value

falls in the specified range of [0,1], we average the summation result by a factor of

MN. At the end of first step, we have calculated trace(ATA)
MN

2. Divide the constant input bitstream c
MN

(where c is a constant∈ (0, 2)) with trace(ATA)
MN

.

After the second step we get the value of α̃. The computed α̃ can be multiplied with

every element of input matrix AT to getWff

3. Calculate
√
α̃which can be implemented using the stochastic square root compute unit

(refer to fig. 3.3(f) and fig. 3.9(h) for the implementation details regarding stochastic

computing and TrueNorth setup to calculate square-root operation.). The computed
√
α̃ can be used for calculatingWhop for the recurrent path weights.

5.5 Summary

This section proposed the datapath design for implementing Hopfield neural network

based linear solver using the stochastic arithmetic computing units that were presented in

chapter 3. There have been considerable number of literature that discuss about implement-

ing iterative functions using stochastic computing such as CORDIC algorithm [39], singular

value decomposition [100], long short term memory [90]; but this is the first work where

we discussed about implementing an iterative algorithm to compute generalized matrix

inverse using random bitstreams. As discussed in chapter 2, the intention of this proposal

was to bridge the gap between the mathematical framework that reason about how neurons
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are able to compute generalized matrix inverse with Hopfield neural networks, and how

such a recurrent neural network model can be implemented using spiking neurons. The

proposed datapath can also be extended to stochastic computing hardware platforms such

as FPGAs, or low-power ASICs.
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6 population coding
In section 3.1.3 we discussed about the advantages and disadvantages of performing

stochastic computing. One of the challenges that we face with stochastic computing is the

issue of latency [35]. In this chapter we will discuss about how latency of computations can

be reduced by taking inspiration from biology called population coding scheme. Readers

will first learn about the significance of population coding from the perspective of neu-

roscience and how these concepts get translated to stochastic computing. Later we will

also discuss how to address the hardware requirements that come up due to presence of

decorrelators in linear solver architectures, especially in the proposed population coding

scheme where each linear solver is meant to operate on different bitstream. Finally, we will

evaluate the population coding scheme against a minimum error selection technique, an

approach which takes inspiration from stochastic gradient descent [49]. In this minimum

error selection technique we have parallel linear solver units and each unit has different α

or Hopfield neural network weights.

6.1 Neural coding

There are three ways in which information gets encoded in biological neurons [13], viz., (i)

rate coding, (ii) population coding, and (iii) temporal coding. Fig. 6.1 shows how a value

say 0.4 can be encoded using one of the encoding techniques. Following points describe

each one of the encoding techniques:

• Rate coding This type of encoding scheme represents frequency of occurrence of
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Figure 6.1: Three different neural coding techniques to encode information for computations
in biological neurons. This figure shows a value like 0.4 can be encoded with three different
neural coding techniques. (a) Rate coding. (b) Population coding. (c) Temporal coding

spikes (or bits) over a period of time. For instance, if the user wants to encode a value

∈ [0, 1], then # of spikes in t clock ticks
tclockticks

= value. Fig. 6.1(a), a value of 0.4 has been encoded

over a period of 20 time ticks. This 20 time tick window needs to have 8 spikes to

represent the value 0.4.

• Population coding The values are encoded based on number of neurons that fire in

a single time instance. Unlike rate coding scheme where the value is represented

over a time period, in population coding scheme the values get represented in space.

The encoding scheme can be formulated as # of neurons firing at time t
totalnumberofneurons

= value. As per

the example shown in fig. 6.1(b) a value of 0.4 has been encoded in space by having

any four neurons (out of ten available neurons ) start firing at that time instant.

• Temporal coding In temporal coding, the time at which a spiking activity occurs

carries the information. For instance, to represent a value, say 1, a spike should occur

at the last time tick of a period t. Similarly, having a spike occur at the middle of the
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time period t can represent a value say 0.5. As presented in fig. 6.1(c), a value say 0.4

can be represented over a period of 20 time ticks by having a spike occur at 8th time

slot.

6.1.1 Population coding

Population coding formulates how a group of neuron body will respond to external stimu-

lus. As explained in [63], in tasks such as motion planning, the information is encoded

using grid cells. These group of neurons that form a grid, fire with a certain distinct pattern

to navigate a biological body through maze or certain path. Experimental studies have

shown that this type of encoding scheme is common in sensory and motor areas of the

brain [65]. Also one of the most interesting discoveries show that population coding is much

faster than rate, and with population coding scheme neurons can respond much faster

to external stimuli, almost instantaneously [40]. This finding motivated us to understand

how can we take the advantage of population coding, a scheme which motivated nicely

by neuroscience, and apply it to our mathematical framework of Hopfield neural network

based linear solver. As a part of this dissertation, we have proposed a parallel computation

scheme in which we have divided our computations in both time and space, and later

empirically show that this parallel computing scheme (motivated from population coding)

reduces the latency of calculations significantly.
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6.2 A population coding based Hopfield linear solver

Figure 6.2 shows a high-level idea for a population coding based architecture that divides

the computations into temporal and spatial domain. The input values and partial summa-

tion Hk of matrices are fed to n different feedforward computation units. To ensure that

each feedforward unit receives the same value with different stochastic bitstream, input

values would have to go through a decorrelator, and every linear solver has its own decor-

relator implementation. Similarly to ensure that each recurrent path value is sufficiently

independent from the input values, there are decorrelators addd in the recurrent path of

the linear solvers. The output of all of the linear solvers is collected and averaged across

space and time.

Figure 6.2: A high-level idea for population coding architecture for linear solver. The
motivation here is to divide computations in temporal and spatial domain

The motivation behind this proposal is that since we are performing computations on

random bitstreams, the average of all of these independent units will reduce the error

that comes up due to variance [93]. Because the error gets reduced faster, the results will

stabilize early as a result speeding up the computation.
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6.3 Removing decorrelators

Sec. 5.3.3 explains the need for decorrelators. Especially, for a population coding based

setup as discussed in previous section 6.2, we would need decorrelators for input matrices

as well as recurrent path values to make sure each instance of linear solver is operating on

different set of values at a given time tick. Unfortunately, decorrelators require random

number generators (RNGs) which can be expensive in terms of hardware resource require-

ments and power. In a matrix-based algorithm, a single feedback loop could require several

decorrelators for each element of a matrix. For this reason, we want to eliminate the need

for decorrelators whenever possible. Indeed, our experiments show that this is possible if

population coding is implemented in a specific way. Before we make the decision regarding

which population coding based setup would be best for us, it is important for us to first

understand different possible population coding architectures configurations that we can

have with Hopfield neural network style linear solvers. As shown in table 6.1 there are

eight possible configurations to design the population coding based architecture.

Individual linear solver with parallel operations refers to the setup where we have n

different instances of linear solver unit, each one operating in isolation from the other units.

Once the iterations are complete, the user would collect the results from every of of these

linear solver units and average out the n-different results to get the output matrix. The

setup for individual linear solvers have been shown in figures 6.3, 6.5, 6.7 and 6.9.

Averaged feedback linear solver refers to the setup where we have n different feedfor-

ward linear solver units operating in parallel, then we take an average of all of the n results,
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and finally the averaged result is passed back in to the linear solver through recurrent path.

The averaging unit is implemented using the fixed gain division circuit that was proposed

in chapter 3 (refer to fig. 3.3(d) for stochastic computing based design and fig. 3.9(d) for

TrueNorth based spiking neural network design). The setup for averaged feedback linear

solvers have been shown in figures 6.4, 6.6, 6.8 and 6.10

Table 6.1: Population coding based architectures with different allotment of decorrelators

Linear solver setup Decorrelators for
input values

Decorrelators in
recurrent path

Individual linear solver with
parallel operations Yes Yes

Individual linear solver with
parallel operations Yes No

Individual linear solver with
parallel operations No Yes

Individual linear solver with
parallel operations No No

Averaged feedback linear
solver Yes Yes

Averaged feedback linear
solver Yes No

Averaged feedback linear
solver No Yes

Averaged feedback linear
solver No No

In later subsections we will discuss the architecture for each one of the eight units as

proposed in table 6.1.

6.3.1 Decorrelators for input values and feedback path

This section describes the setup where we have decorrelators present for both the input

values as well as the recurrent path values. Figures. 6.3 and 6.4 shows two possible setup
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for linear solver when we have decorrelators present for the input values as well as the

recurrent path values. In fig. 6.3 we have individual linear solvers operating in parallel.

Whereas in fig. 6.4 we average out the linear solver results before they are fed back into

each one of the linear solver units.

Figure 6.3: The proposed architecture for population coding based approach when we
have decorrelators present for input values and feedback path values. This figure shows
the setup for individual linear solvers operating in parallel.

Figure 6.4: The proposed architecture for population coding based approach when we
have decorrelators present for input values and feedback path values. This figure shows
the setup where the linear solver results are first passed through a constant averaging unit
before they are fed back into each one of the linear solver units.
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6.3.2 Decorrelators only for input values

This section describes the setup where we have decorrelators only in the front path, that is,

decorrelators present for input values. Figures. 6.5 and 6.6 shows two possible setup for

linear solver when we have decorrelators present only for the input values and are absent

from the recurrent path. In fig. 6.5 we have individual linear solvers operating in parallel.

Whereas in fig. 6.6 we average out the linear solver results before they are fed back into

each one of the linear solver units.

Figure 6.5: The proposed architecture for population coding based approach when we
have decorrelators present only for the input values and are absent in the recurrent path.
This figure shows the setup for individual linear solvers operating in parallel.

6.3.3 Decorrelators only in the recurrent path

This section describes the setup where we have decorrelators only in the recurrent path,

that is, decorrelators present for the values are fed back into the linear solver. Figures. 6.7

and 6.8 shows two possible setup for linear solver when we have decorrelators present

only for the recurrent path values and are absent for the input values. In fig. 6.7 we have
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Figure 6.6: The proposed architecture for population coding based approach when we have
decorrelators present only for the input values and are absent in the recurrent path. This
figure shows the setup where the linear solver results are first passed through a constant
averaging unit before they are fed back into each one of the linear solver units.

individual linear solvers operating in parallel. Whereas in fig. 6.8 we average out the linear

solver results before they are fed back into each one of the linear solver units.

Figure 6.7: The proposed architecture for population coding based approach when we have
decorrelators present for recurrent path values. This figure shows the setup for individual
linear solvers operating in parallel.
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Figure 6.8: The proposed architecture for population coding based approach when we
have decorrelators present for recurrent path values. This figure shows the setup where
the linear solver results are first passed through a constant averaging unit before they are
fed back into each one of the linear solver units.

6.3.4 No decorrelators present in the population coding architecture

This section describes the setup where we have do not have any decorrelators present.

Figures. 6.9 and 6.10 shows two possible setup for linear solver when we do not have any

decorrelators. In fig. 6.9 we have individual linear solvers operating in parallel. Whereas

in fig. 6.10 we average out the linear solver results before they are fed back into each one of

the linear solver units.

Even though the two setups explained in this section are part of the 8 configurations

that were proposed in table 6.1, we won’t be analyzing these two setups because they are

not interesting from evaluation point-of-view. As per the proposed design for both of these

setup, each one of the linear solver is performing the exact same set of operations, on exact

same bitstream, at the same instance of time. The behavior of these two architectures will

be similar to having a single instance of linear solver because the spatial representation of

data is not present.
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Figure 6.9: The proposed architecture for population coding based approach when we do
not have decorrelators. This figure shows the setup for individual linear solvers operating
in parallel.

Figure 6.10: The proposed architecture for population coding based approach when we
do not have decorrelators. This figure shows the setup where the linear solver results are
first passed through a constant averaging unit before they are fed back into each one of the
linear solver units.

6.3.5 Removing decorrelators analysis

We conducted accuracy and precision experiments for 6 different architectures (as proposed

in table 6.1) to empirically evaluate which implementation style would be the better option

when compared with the baseline models of figures 6.3 and 6.4. As discussed in previous

section 6.3.4, we did not evaluate the architecture style where no decorrelators were present
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in the proposed design. The evaluation was done by generating 10 different matrices

all of which have dimensions of 3x3. The data for for each one of these matrices was

generated randomly in the range ∈ [−1, 1]. The population count was 5 for all of the

different implementation style.

The results of these experiments are shown in figures 6.11 and 6.12. As expected,

in fig. 6.11 the lowest loss is achieved by the architectures where we have decorrelators

present for input values and in recurrent path (figures 6.3 and 6.4). Because each one of the

linear solver instance is performing calculations for different independently distributed

bitstream at the same instance of time, the average of this architecture achieves the fastest

reduction in loss. Unsurprisingly we can observe that for the setup that individual linear

solver units without decorrelators in recurrent path (refer to fig. 6.5) shows an increase

in loss over time because the inputs become more and more correlated. This behavior is

similar to the architectures that we had looked when we discussed about importance of

decorrelators in section 5.3.3. Interestingly, as per the plots shown of fig. 6.12, the average

loss of the implementation in Fig. 6.6 is similar to the results that we get from the baseline

implementation of figures 6.3 and 6.4. Intuitively, the averaging operation introduces

enough randomness to the feedback to keep the inputs uncorrelated (since each output is

uncorrelated with the other outputs it is being averaged against).

Thus, using the proposed implementation of population coding in Fig. 6.6 can provide

up to 1.7x reduction in FPGA resource utilization requirement (# LUTs and # FFs). This

advantage, along with the ability to combat scaling issues, illustrates that the implementa-

tion details of population coding matter. Additionally, the trade-off space is not simply

latency versus area – it includes accuracy, scaling factors, and non-intuitive implementation
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Figure 6.11: Average loss of population coded linear solver implementation. The popula-
tion count is 5 for all of the different implementation style. The average loss was calculated
over 200,000 iterations. This figure shows the comparison of average loss between six
different implementation style. Individual feedback refers to the implementation shown
in figures 6.3, 6.5, and 6.7. Averaged feedback refers to the implementation style of fig-
ures 6.4, 6.6, and 6.8.
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Figure 6.12: This figure shows the shows the zoomed-in plot of fig. 6.11 for averaged
feedback linear solver architecture(fig 6.6) and baseline models that have decorrelators
present for input values and recurrent path (fig. 6.3 and 6.4).

dynamics.
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6.4 Selecting output from multiple linear solvers each with

different α

In section 5.4 we had proposed a stochastic computing architecture for computing the

learning rate parameter α that will guarantee the iterative equation 2.6 will always con-

verge. But the proposed α is a conservative value that will guarantee convergence. Taking

inspiration from theory of stochastic gradient descent [49] we will evaluate if there are

multiple linear solvers that are operating in parallel, each with different value of α, how

fast can such a setup converge.

Fig. 6.13 shows the setup for proposed error selection method. There are n different

linear solver units, each operating on same input value bitstream, with decorrelators present

in recurrent path. Each linear solver unit has a different α value, as a result, every Hopfield

neural network in the proposed setup has differentWff andWhop weight values. Once the

required number of iterations are complete, a separate hardware unit will iterate through

all of the n linear solver units and in the end select the output value that has the minimum

error, calculated as per the eqn. 6.1.

Error = min
k
‖ATAXk −ATB‖F (6.1)

Where Xk in eqn. 6.1 is the output matrix for the kth linear solver and k ∈ [1,n].
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Figure 6.13: Shows multiple linear solver units operating in parallel where each one of the
instances has a different α. Once the required number of iterations are complete, a separate
hardware unit would iterate through each one of the n linear solvers, and select the output
bits with the minimum error, that is, mink ‖ATAXk −ATB‖F

6.4.1 Minimum error selection technique evaluation

To understand the behavior of minimum error selection technique, we generated 25 different

input matrices each with different matrix size. The smallest matrix dimension was 2 and

the largest dimension was 10. Each element in the generated matrix was randomly selected

in the range ∈ [−1, 1]. The value of αk for each one of the linear solver units was selected in

range from [α, 2α]. The population count (number of independent linear solver units) was

25 for this experiment. The loss was calculated based on the formula shown in equation 6.2,

where Xactual refers to the output matrix computed from stochastic linear solver with

minimum error (as given by eqn. 6.1) and Xexpected is the output matrix computed using

the proposed iterative equation 2.6 that had 64-bit double precision compute units when

simulated in MATLAB. The experiment was repeated 25 times and we report average loss

for all 25 experiments in the results.

Loss = ‖Xactual − Xexpected‖F (6.2)
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Plots shown in figures 6.14 and 6.15 represent a comparison between the variation of

loss over increasing number of time ticks for different population coding based setup and

minimum error selection technique as presented in this section. Just as we had predicted,

similar to stochastic gradient descent theory, having multiple linear solvers that are operat-

ing in parallel, each with different value of α, has a much faster reduction in loss compared

to a single instance based approach. But a naive population coding technique with a

population count of 5 and 10, attains a much smaller loss with fewer time ticks compared

to minimum error selection technique. Unlike minimum error selection technique, a basic

population coding architecture does not require any additional hardware that would iterate

through every linear solver and select the output values that achieves the minimum loss.

As a result, the primary focus of this dissertation will be on population coding architectures

that were discussed in previous section 6.2.
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Figure 6.14: Shows the variation in loss over time for single instance of linear solver, the
variation of loss due to minimum error selection technique and comparison with population
coding technique (discussed in section 6.2) for population count of 5 and 10. Even though it
seems that the loss with minimum error selection technique does not change, a zoomed-in
plot as shown in fig. 6.15 shows that the loss value does reduce over time.
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Figure 6.15: This figure is a zoomed-in plot of fig. 6.14, which shows the variation of loss
over time ticks for minimum error selection technique.

6.5 Summary

As stated in section 3.1.3, one of the challenges with stochastic computing is long latency.

We build upon the theory and functional units that was presented in chapter 3, and 5,

and propose a population coding based architecture for stochastic computing. Similar to

neuroscience, our approach here is to speed up the calculations by having multiple linear

solver units performing calculations in parallel and combining the results that we get from

each one of the independent linear solver unit. We also discussed having a population

coding setup where the input values have to pass through decorrelators and the recurrent

path values have to first pass through an averaging unit before they get fed back in, shows

reduction in loss which is very close to baseline approaches. This evaluation helped us

in achieving 1.7x reduction in hardware resources (# LUTs and # FFs in FPGA) when

compared to baseline approaches where we had decorrelators present for input values

and recurrent path values. Finally, we evaluated the population coding scheme against a
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minimum error selection technique, an approach which takes inspiration from stochastic

gradient descent [49]. We observed that having multiple linear solvers that are operating

in parallel, each with different value of α, has a much faster reduction in loss compared

to a single instance based approach. But a naive population coding technique with a

population count of 5 and 10, attains a much smaller loss compared to minimum error

selection technique.Readers are advised to refer to chapter 9; section 9.4 to look at the

evaluation of population coding approach against more standard approaches. Later in

chapter 9; section 9.5 we will be analyzing power and energy consumption of population

coding based approach on an FPGA against more standard techniques.
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7 adaptive scaling
Chapter 4 introduced the importance of having a proper scaling factor to guarantee that

intermediate computations never saturate. The term scaling factor, η, that was computed in

equation 4.10 guarantees that under no circumstance, the spiking neural implementation

will saturate. But this mathematical bound takes into account the worst case behavior

of the algorithm. It is very likely that the firing rate of neurons are not even close to the

estimated bound, as can be observed from figure 9.1. Therefore, division by such a high

value scaling factor might slow down the computation speed since it will take longer time

to represent the same value in terms of number of spikes. Apart from slower calculations,

estimating the term η requires us to first compute the minimum singular value of matrix

A, that is, σmin. This approach has a crucial drawback, that is, now we would need a

separate hardware that computes σmin for streaming applications. Hence, in this chapter

we propose an on-chip architectural solution for adaptively scaling the calculations in

Hopfield based linear solver implementation. To address this issue we have proposed an

adaptive scaling unit, which would detect if there is a neuron that is firing at the maximum

firing frequency, then it would scale down the input matrix appropriately. The following

subsections will present the architectural change in detail.

7.1 Adaptive scaling spiking neural network architecture

Figure 7.1 shows the proposed architecture for adaptive on-chip scaling. The figure shows

the architectural implementation for hard-coded weights, where the values of input ma-
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trix B are being scaled. In case of spike based weight representation scheme as per the

mathematical proofs and equation 5.1, the values of matrix A would have to be scaled.

Figure 7.1: The TrueNorth architecture for adaptive scaling

Figures 7.2(a) and (b) show the TrueNorth neuron setup for overflow detector and

rate generator neurons. The rate generator neuron initially fires at maximum frequency,

thus representing the value 1. Initially, all of the values of input matrix B are passed

through stochastic multiplier and serve as input to Hopfield linear solver. The overflow

detector makes sure that none of the neurons inside the linear solver implementation fire

at maximum frequency. Logically purpose of overflow detector is to count the number of

ones that are appearing continuously. It is meant for the user to specify how many number

of continuous ones represent that a neuron has saturated. The TrueNorth based neuron

circuit that calculates this string of ones is shown in fig. 7.2(a). If the overflow detector

detects any one of the neuron in linear solver is firing at maximum frequency, it will send an

inhibition signal to the rate generator (shown as red circle in figure 7.2(b) ) and reduce the

membrane potential (or counter value in fig. 7.3(b)) of the said neuron so that its firing rate

decreases, as a result, the scaled down values of input matrix B are passed on to the linear
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solver. There would be an additional buffer at the output of linear solver which would

store the results. So whenever a neuron saturation is detected, the buffer would flush the

values that it was storing. As the spike rate represents value in the range ∈ (0, 1], we would

have to do the conversion to proper scaling factor off-chip, that is, not on TrueNorth or in

stochastic computing hardware. Since the denominator will have a value less than or equal

to 1, this division cannot be done on a spiking neural substrate.

Figure 7.2: The neuron parameters and setup for (a) Overflow detector (b) Rate generator
neuron

7.2 Adaptive scaling stochastic computing architecture

Figures 7.3(a) and (b) show the digital logic design setup for overflow detector and rate

generator units in a stochastic computing environment. The goal of this architecture is the

same as spiking neural network setup, that is, if there is any arithmetic unit that is firing at

maximum frequency, then overflow detector 7.3(a), will detect this firing saturation. The

Th1 and Th2 parameters shown in fig. 7.3(a) are the threshold values for overflow detector

logic. To replicate the TrueNorth neuron behavior (as shown in fig. 7.2(a)), the parameters

Th1 and Th2 can be set to 255 and 258. Similarly, rate generator logic of fig. 7.3(b) can be
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made to behave similar to the TrueNorth neuron by having the decrement value to be -100

and let the random number generator (RNG) vary between 0 to 1024.

Figure 7.3: The stochastic computing setup for (a) Overflow detector (b) Rate generator
logic, using digital circuit design.

7.3 Summary

This chapter described an adaptive scaling architecture for random input bitstreams that

would keep the computations in the range ∈ [0, 1]. The digital design can be implemented

on IBM TrueNorth and it can be also extended to stochastic computing substrate. This

computation mechanism does not require the user to calculate the value of minimum

singular value of matrixA, that is, σmin and if there is any compute unit whose intermediate

calculation value has saturated, the proposed mechanism will automatically scale the

input matrix values appropriately. A thorough evaluation of adaptive scaling approach is

presented in chapter 9, section 9.6. Readers are advised to refer to the evaluation to better

understand the impact of adaptive scaling architecture when compared to scaling the input

matrix values by the factor η in eqn. 4.10.
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8 experimental setup
This chapter will present a detailed experimental setup using which we performed our

evaluations. The initial portion of this chapter will focus on generating the test examples

which we used to evaluated the accuracy and performance of the algorithms. Later we

will present the methodology we used to evaluate the proposed algorithm on different

hardware substrates such as IBM TrueNorth, Xilinx FPGAs and Lattice FPGAs.

8.1 Bitstream accuracy and precision analysis

To understand the behavior of minimum error selection technique, we generated 25 different

input matrices each with different matrix size. The smallest matrix dimension was 2 and the

largest dimension was 10. The matrix does not have to be a square matrix. Each element in

the generated matrix was randomly selected in the range ∈ [−1, 1]. The loss was calculated

based on the formula shown in equation 8.2, where Xactual refers to the output matrix

computed from stochastic linear solver and Xexpected is the output matrix computed using

the proposed iterative equation 2.6 that had 64-bit double precision compute units when

simulated in MATLAB. A lower absolute error would be preferred. The experiment was

repeated 25 times and we report average loss for all 25 experiments in the results.

AX = B (8.1)

δabsolute−float = ‖(Xactual − Xexpected)‖F (8.2)



97

8.2 Application analysis

This section describes the experimental setup for applications that were tested using

TrueNorth based linear Hopfield solver.

8.2.1 Target tracking

The first class of application that is considered is a typical target tracking scenario, shown

in Fig. 8.1. These examples are widely popular in drone control, image localization and

image tracking. Usually for such applications the image or target is predefined, that is, the

shape of the object is known beforehand and the goal is to be able to continuously monitor

the motion of the said object by placing a bounding box around it.

In the proposed example, a real-time video input is preprocessed to extract features (e.g.

edges of particular orientations) to form a feature set. This feature set is then compared

against a set of templates to identify objects of interest, with the goal of tracking the objects

in the image frame as they move in three dimensions. As a proof of concept, a very simple

image was drawn whose feature set consists of just three edges similar in appearance to

the letter H. The height and width of this symbol is 1 cms, each. The position of the image

can vary from -15 cms to 15 cms along vertical and horizontal directions and the scale can

change by 0.5, 0.25, 1, 2, and 4 times from the previous size.

Equations 8.3 and 8.4 show the structure of matrices A and B that contains x and y

coordinates of the features. To determine size and placement of the bounding box for

the tracked image, the theory of affine transforms [38] is used which states that a current
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image B can be matched to its template Awith an affine transformation X using a matrix

multiplication AX = B, as long as the image has only been transformed with respect to

that template in scale, rotation, or 2D translation (a similar self-learning visual architecture

was investigated in [92]). Algorithm 6 presents the algorithmic details of performing object

tracking. By employing matrix division implemented in a recurrent Hopfield network, the

affine transformX can be derived that maps the current image inputB to the templateA, and

can determine the scale, horizontal and vertical transformations from the corresponding

entries in matrix X.

Figure 8.1: Screenshot illustrates target tracking application.

A =


x1 y1 1

x2 y2 1

x3 y3 1

 (8.3)

B =


x̂1 ŷ1 1

x̂2 ŷ2 1

x̂3 ŷ3 1

 (8.4)
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Algorithm 6 Object detection using Harris corner detector for feature extraction
1: Extract pairs of feature points [47] and keep the coordinates in matrix A
2: Extract pairs of feature points and keep the new set of coordinates in matrix B
3: Solve for X to to get transformation matrix for determining the location, scale and

rotation of the target : X = (A>A)−1B.

8.2.2 Inverse Kinematics

The second class of application that is considered is inverse kinematics, specifically the two

joint arm problem as shown in fig. 8.2. In this algorithm the objective is to move the two

joints of an arm until the end effector is close to the target position (shown as a bold ’X’

symbol in the image).

Eqn. 8.5 shows the equation for two-joint arm based inverse kinematics equation for

which the Hopfield network based linear solver was used. Equations 8.6 and 8.7 show A

and B matrices, respectively. For the purpose of these experiments the arm lengths, viz.,

L1 and L2 have been selected as unit lengths or 1 cms. The target can appear at any spot

within a radius of 2 cms from the origin. When the target changed its position, the arm

would start moving from the position it stopped at in the previous iteration, that is, the

position of end-effector would start from where it previously left-off.

This demonstration shows how a linear solver can be used in inverse kinematics based

applications. Steps involved in inverse kinematics application has been shown in algo. 7.

The coordinates of arm 2 (represented by green markers in fig. 8.2) can be extracted using

a feature extraction technique. As the length of arms have been set to unit length, the

values in matrix A will all have a magnitude of less than 1. When the arm moves from one

position to another, the matrix Θk+1 gets updated in every step. Based on the new position
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of arms, the value of matrices A and B are computed again so that they can be later used

for the next step.

Figure 8.2: This screenshot that illustrates inverse kinematics experiment.

Θk+1 = Θk − (LearningRate)A†B (8.5)

A =

−L1sin(θk,1) −L2sin(θk,2)

L1cos(θk,1) L2cos(θk,2)

 (8.6)

B =

xtarget − xcurrent
ytarget − ycurrent

 (8.7)

8.2.3 Optical flow

Finally, the third class of application which we considered is optical flow, shown in fig. 8.3.

Optical flow is another popular algorithm that is used in applications such as drone control

and object tracking. Unlike the previously described target tracking algorithm, there is
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Algorithm 7 Inverse Kinematics
Require: Learning rate, γ, that decides motion of robotic arm.

1: for k = 1, 2, . . . do
2: Current value of angles of the robotic arm w.r.t x-axis. Store these angles in matrix
Θk

3: Compute current x and y coordinates of robotic arm positions. Have these values
in matrix A.

4: Compute difference between desired coordinates for the end of robotic arm to reach
and current coordinates for the end of robotic arm. keep the difference in matrix B.

5: Get the matrix inverse of A.
6: Solve the equation Θk+1 = Θk − γA

−1B

7: end for

no need for feature extraction, rather the computations are carried out by calculating the

Jacobian between pixel intensities across different frames, as a result, significantly reducing

the computation time. The main underlying principle of this algorithm is that for a short

duration of time there is no change in pixel intensity. Optical flow outputs direction and

speed by which an observed object is moving.

To compute the velocities of optical flow, the Lucas-Kanade algorithm was used. Algo. 8

summarizes the steps for performing Lucas-Kanade algorithm [58]. Equations 8.8 and 8.9

show matrices A and B, respectively. Ix(qi), Iy(qi) and It(qi) represent derivatives across

x direction, y direction and time, respectively, around pixel qi. For this experiment, we

assume a window of size 5-by-5 pixels.

The presented optical flow demonstration is similar to the one reported in [24] where

the horizontal bar is continuously moving upwards and the vertical bars are moving to

the left of the screen. In the developed prototype it is demonstrated that the direction of

the bar’s movement can be reported without any error and also the approximate speed by

which the two bar’s move can be reported. The thickness of the two lines was selected to

be 3 cms and the speed of the bar’s movements was set to 12 cms per second. The size of
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the frame that was selected to draw these lines is 50 cm by 50 cm. The velocity of the two

line’s movement is calculated by solving for X in the equation AX = B, where matrix A

contains partial derivatives of initial image frame with respect to directions x and y, and

matrix B contains partial derivatives of pixel positions between initial image frame and

image frame at time t. After implementing matrix division, output matrix Xwill report the

speed and direction of the image pixels, by computing the pseudoinverse of matrix A.

Figure 8.3: Optical flow application screenshot

A =



Ix(q1) Iy(q1)

Ix(q2) Iy(q2)

... ...

Ix(qn) Iy(qn)


(8.8)

B =



−It(q1)

−It(q2)

...

−It(qn)


(8.9)
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Algorithm 8 Lucas Kanade Optical Flow
1: Compute x and y spatial derivatives of frame at time t. These values are in present in

matrix A.
2: Compute temporal derivatives between frame at time t and frame at time (t+T), where
T > 0. These values are in present in matrix B.

3: Solve for X to get velocity of motion of the object appearing in field of vision : X =
(A>A)−1B.

8.2.4 Error analysis

To analyze these proposed set of applications, we report the relative error (eqn. 8.10) and

absolute error (eqn. 8.11) between the output that is obtained from the TrueNorth-based

Hopfield linear solver and the output that is obtained using MATLAB’s double precision

pseudoinverse library function. A lower absolute error or relative error would be preferred

based on how much error can the application tolerate. T

δrelative = ‖
(Outputexperiment −Outputactual)

Outputactual
‖F (8.10)

δabsolute = ‖(Outputexperiment −Outputactual)‖F (8.11)

8.2.5 Robotic Bee

We evaluate the proposed architecture for deployment on robotics applications such as

micro-aerial vehicles (MAVs) [61]. Particularly, in this dissertation we will be focusing on

deploying algorithms on the Robotic Bee MAV. Robotic bee (RoboBee) as shown in Fig. 8.4

is an insect-scale micro-aerial vehicle (50-500 mg) that can be used for many applications,

such as surveillance, climate monitoring, hazardous environment exploration and assisted



104

agriculture. The size of this robot imposes stringent mass (<500 mg) and power (<350 mW)

constraints [22] on all components of the system. But 90% is used by the actuator to keep

the robot airborne [26]. Therefore, all of the matrix computations have to be performed

in a power budget of 35 mW. The onboard computing must be optimized to perform a

variety of computations within acceptable bounds on performance and under the available

power budget. Prior works [18] and [17] have considered a spiking neural network based

controller for stabilizing the flapping insect-scale robot. Similarly, other works such as [22]

have proposed an ASIC that can perform optical flow based control, while keeping the

computations in the acceptable power budget for RoboBee. Unfortunately, these designs

can only perform the minimum computation required to keep the bee in stable flight. They

fail to address how the RoboBee will be able to perform the computations required for

its many use-cases. Having identified the underlying algorithms to target the RoboBee’s

applications, the goal of our work is to devise algorithmic and computing schemes for

operations such as calculating matrix pseudoinverse and singular value decomposition,

and deploy these computations on low-power hardware substrates like FPGAs. Unlike the

work done in [22], our approach is not restricted to a custom ASIC that can perform only

one kind of operation. Instead, we can map the proposed computations to any hardware

that supports stochastic computing.

Matrix dimensions

In this section we summarize the matrix dimensions on which we performed the experi-

ments for different algorithms. The least squares minimization were deployed on FPGA

for the matrix dimensions described in this section.
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Figure 8.4: Image of RoboBee, a micro-aerial vehicle. This image has been taken from [60].

Optical Flow

For this application, the convolution window size is 5× 5 pixels, the matrix A will have a

dimension of 25 × 2 and matrix B will have a dimension of 25 × 1. The output vector X

(which reports the motion vectors) will be of dimension 2× 1.

Inverse Kinematics

Since the proposed algorithm is for two-arm inverse kinematics problem, the rotation

matrix A will have a dimension of size 2× 2, and coordinate vector B will be of dimension

2× 1. The output vector, X, will have a dimension of size 2× 1.

Object tracking

We consider a simple setup where matrix A had a dimension of 3× 3 containing only three

extracted features. Similarly, matrix B had a dimension of 3× 3. The resulting 2-D affine

transformation matrix Xwill have a dimension of 3× 3.
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8.2.6 Hardware substrate evaluation

Keeping in mind the power and latency constraints that are discussed in Sec. 8.2.5, the first

objective was to evaluate the feasibility of deploying standard algorithms and architectures

for matrix computations. We performed the first set of evaluations on an ARM A15

processor. The QR inverse algorithm (for least squares minimization) were implemented

using eigen library [33] and the simulations were done on Gem5 [10] using system call

emulation mode. The power numbers were collected using McPat simulator [Li2009].

Based on the power numbers that were reported from McPAT, ARM A15 would consume

static power of 11.73mW and a peak dynamic power 779.85 mW. This is more than the

allowable power budget for RoboBee.

A second set of evaluations were performed for ultra low-power Lattice FPGAs, because

they are able to meet the power constraints of RoboBee. For deploying algorithms on Lattice

FPGAs, we first develop these algorithms for Xilinx platforms in Vivado and based on the

post-implementation utilization report generated, we extrapolate the resource consumption

to Lattice FPGAs. Since logic cell design for Xilinx FPGAs [101] and Lattice FPGAs [89] are

the same, we assume that the LUT and flip-flop counts that are reported for the Xilinx-based

implementation will be similar on a Lattice FPGA. If an algorithm consumes resources

unavailable on a Lattice FGPA, then we report the data with respect to the Xilinx ZYNQ-

7000 FPGA. Our complete FPGA-based evaluations include floating point and fixed point

HLS implementations, as well as SC implementations of varying population size.

All our implementations are required to meet the real-time deadline of the RoboBee.

Some implementations, such as the floating point HLS implementation, may be much
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faster than the deadline.

8.3 Experimental setup for hardware analysis

In this dissertation we have compared the power and energy consumption stochastic

computing based linear solver implementation on three different hardware platforms.

TrueNorth: The spiking neural network deployment was done on IBM’s TrueNorth

neurosynaptic system, specifically we did the evaluation on ns1e board (as shown in fig. 3.6)

FPGA: The second set of hardware substrates on which we performed our evaluation

are Xilinx and Lattice FPGAs. We deployed the proposed stochastic computing architecture

on Xilinx Virtex-7 and Xilinx ZedBoard hardware. Based on the resource utilization report

that we collected from Xilinx Vivado software, we estimated the amount of resources that

might be consumed on a Lattice FPGA. The evaluations were done on different FPGA

models to see which architecture would give us the least power consumption for the

deployed algorithm without sacrificing on performance.

For evaluations against more standard approaches, we implemented two baseline

models on FPGA. In the first baseline model we selected the QR-inverse function which

is a part of Xilinx HLS linear algebra library. Input matrices of different applications

were provided as arguments to the QR-inverse function library. In the second baseline we

implemented the iterative Hopfield neural network algorithm using Xilinx HLS syntax.

The iterative algorithm was implemented using floating point and fixed point arithmetic

units. The proposed fixed point arithmetic implementation was for 24-bit compute units

out of which 20 bits were allocated to fractional bits. We made sure that while reporting
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the resource utilization for fixed point implementation, no DSP units were being used and

all of the arithmetic operations were being performed using only LUT and FF units. The

target hardware operated at 50 MHz operating frequency.

ARM A15 processor: Third hardware substrate against which we performed the com-

parison is ARM A-15 processor. The ARM A-15 processor was simulated using gem5 [11]

in the system call emulation mode and the power consumption details were collected using

McPat [54]. We used the ARM A15 configurations for Gem5 and McPat simulations that

have been presented in [23].

ASIC: The power numbers for ASIC implementation of linear solver have been re-

ported using DesignVision software. The power numbers were reported for TSMC 40nm

technology.

8.4 Summary

This chapter presented the various experimental setup using which we evaluated the

proposed algorithm. These experimental setup are later used in chapter 9 to empirically

understand various implementation trade-offs and benefits of stochastic computing. Sec-

tion 8.1 serves as the basic setup for accuracy and precision analysis of the linear solver by

generating matrices of different sizes and different values making up its elements. Later, in

section 8.2 we presented three different applications that were used for understanding the

behavior of stochastic computing based linear solver in the context of real-time applications

and extend these evaluations for RoboBee hardware that was presented in section 8.2.5.

Finally, Section 8.3 presented three different hardware platforms that were used for eval-



109

uating the proposed algorithm and analyze the energy, power and area benefits that we

get from the proposed stochastic computing architecture. Section 8.3 also serves as an

extension to study the power and energy constrains for RoboBee application
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9 results
This section presents the validation results and observations for the mathematical models

for scaling factor and the precision analysis. For all experiments, we setα = 1.9/trace(ATA);

equation (2.9) guarantees convergence of the iterative process for this value of the parameter.

9.1 Implementation Analysis

When the firing rates of TrueNorth neurons saturate, the actual outputs of the Hopfield

linear solver algorithm may no longer match the expected output; in fact, the difference

may be quite large. However, for a large enough input scaling factor, the firing rates of

neurons will be low enough so that they will never saturate.

Figure 9.1: Comparison of scaling factor for different matrix structures

We refer to cases 1, 2, and 3 in Table 9.1 for range analysis. Figures 9.1(a), 9.1(b), and

9.1(c) show the plots for number of neurons that are saturating at maximum frequency vs.

the scaling factor that was assigned to normalize the values of input. The neuron firing

rates were collected using the corelet filter API which is a part of IBM TrueNorth’s corelet

programming environment [4]. The firing rate of neurons was gathered for matrices A and

B with different set of values, as shown in Table 9.1. The factor η (the scale factor bound
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Table 9.1: Sample matrices for worked out examples

Case 1 Case 2 Case 3 Case 4 Case 5

A =

0.1 0 0
0 0.1 0
0 0 0.1

 A =

0.1 0.1 0.1
0.1 0.1 0.1
0.1 0.1 0.1

 A =

 0.1 −0.1 0.2
−0.2 0.1 0.1
0.1 0.4 −0.1

 A =

[
0.08 8
−1 0.01

]
A =

[
0.8 1.25
1 0.00008

]

B =

1 0 0
0 1 0
0 0 1

 B =

1 1 1
1 1 1
1 1 1

 B =

 1 −1 1
−1 1 1
1 1 −1

 B =

[
−4
0.2

]
B =

[
1
1

]

η = 60 η = 20 η = 30
δhardcoded = 0.025%
δspiking = 3.39%

δhardcoded = N/A
δspiking = 0.8%

calculated in Section 4) proves that the computed values never saturate, irrespective of

whether the computations are happening in the positive or negative domain. The bounds

shown are high because the maximum value that every element in the matrix can have

after the geometric series summation would be a multiple of σ−1
min. If the matrix A contains

elements with very small magnitude then the term σmin will be small as well; as a result

we get a larger scale factor. The scenarios where η is close to the desired bound is when all

of the elements in a matrix are the same and each element has values of high magnitude,

similar to Case 2 in Table 9.1 (Figure 9.1(b)).

Cases 4 and 5 of Table 9.1 show the comparison of absolute errors when the same

matrices are given as inputs, whereWff andWhop are either hard coded on TrueNorth or

are supplied as spike train inputs. As per case 4, absolute error for hardcoded weights

(δhardcoded) is less than spiking weights (δspiking) for same number of spike ticks. This is

because hardcoding the weights gives us more control over precision when compared with

spiking weights. In Case 5, δhardcoded cannot be computed because TrueNorth neuron’s

threshold parameter has a limited number of bits, soWff cannot be mapped onto the board
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using the technique of Algorithm 2. This problem does not occur with the spike train

representation, as higher precision can be represented with longer duration.

9.2 Application analysis

This section presents the results and discussions for the applications that were tested on

TrueNorth using Hopfield linear solver. Table 9.2 shows the amount of hardware that

was utilized to map the relevant Hopfield linear solver for the corresponding applications.

Note that, optical flow requires considerable number of more neurons than the other two

applications. This is because for optical flow, rather than having hard-coded weights on

TrueNorth, we chose to implement matrix multiplication by using neurons as multipliers.

Since one neuron is being used to multiply two spike based inputs, the amount of required

hardware grows quickly. We report the relative error (eqn. 8.10) and absolute error (eqn.

8.11) between the output that is obtained from the TrueNorth-based Hopfield linear solver

and the output that is obtained using MATLAB’s double precision pseudoinverse library

function. A lower absolute error would be preferred as it would indicate how close is the

predicted value from the ideal value in terms of precision. The result tables also summarize

the number of ticks it took to compute the generalized inverse on TrueNorth.

9.2.1 Target Tracking

In this section the precision errors for target tracking application is reported. The setup for

the experiment has been described in section 8.2.1. Matrix A was fixed during the entire

simulation, but matrix B changed its values randomly. The simulations were done for 100
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Table 9.2: TrueNorth hardware utilization

Application Number of
neurons used

Number of
cores

Amount of
on-chip cores
utilized (in %)

Target tracking 288 2 0.05
Inverse kinematics

(Hard-coded weights) 288 2 0.05

Inverse kinematics
(Spiking weights) 160 11 0.2

Optical flow 712 11 0.2

different random feature values of matrix B. Table 9.3 presents the error that is seen for

image scaling parameter, specifically the height and width of the bounding box, table 9.4

reports the error in calculated x-coordinates of bounding box and lastly, table 9.5 reports

the error in computed y-coordinates of bounding box. It can be inferred from the reported

results that if the computations are carried out for longer duration of time ticks, the error

reduces.

Table 9.3: Error in reporting bounding box scale (width and height)

Number of clock ticks Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute

error(in cms)

Standard
deviation
absolute

error(in cms)
3000 10.67 18.94 0.1647 0.1943
5000 4.14 9.89 0.0825 0.13

10000 2.96 4.78 0.0736 0.098

Note there is one anomaly in the results and that is for computing x-coordinate of

bounding box after the simulation runs for 10,000 clock ticks. The relative error for this

case increases instead of decreasing. This happens because for the cases where ideal x-
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Table 9.4: Error in reporting bounding box horizontal position (x-coordinate)

Number of clock ticks Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute

error(in cms)

Standard
deviation
absolute

error(in cms)
3000 5.92 21.26 0.1039 0.102
5000 1.13 2.09 0.049 0.0559

10000 6.88 34.16 0.039 0.0379

Table 9.5: Error in reporting bounding box vertical position (y-coordinate)

Number of clock ticks Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute

error(in cms)

Standard
deviation
absolute

error(in cms)
3000 1.72 4.83 0.0922 0.0960
5000 1.69 3.23 0.052 0.0703

10000 0.74 2.29 0.0443 0.0392

coordinate is supposed to be 0, the Hopfield solver computes a value of 0.02 or 0.03, as

a result, showing a relative of 200% or 300% for just these cases. Therefore, the reported

relative error increases, but the absolute error is still small.

Fig. 9.2 shows the bar plot of the error in estimating the affine transformation matrix in

target tacking application. These error plots represent the affine transformations that were

computed using TrueNorth hardware over a period of 5000 ticks and were later compared

with MATLAB’s double precision pseudoinverse function for the same set of input matrices.

Y-axis shows the error in estimating the affine transformation and X-axis the precision by

which different image parameters (scale, x-shift and y-shift) changed in the developed

target tracking application.

From fig. 9.2(a) we can observe that the neuromorphic implementation of the proposed
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Figure 9.2: Error plots of the estimated affine transformation matrix in target tracking
application. The TrueNorth based affine transformations were computed over a period
of 5000 ticks and were later compared with MATLAB’s double precision pseudoinverse
function for the same set of input matrices.(a) Average absolute error for the estimated
affine transformation. (b) Average relative error for the estimated affine transformation

Hopfield linear solver has very small absolute error (< 0.1 cm ) when the affine transfor-

mation changes are very small in the proposed target tracking application; whereas, the

absolute error is quite high (> 0.5 cm) when the affine transformation changes are consider-

ably more. But the relative error shows an opposite trend when compared with absolute

error trend. Similar to the discussion presented earlier, the relative error is very high when

the affine transformation changes are very small because even though the estimated result

is very close to the double precision result, the relative difference is very high. The relative

error can be reduced significantly if we run the experiments for a longer duration (as

inferred from table 9.13).

9.2.2 Inverse kinematics

To evaluate the results of experimental setup for inverse kinematics (as described in sec-

tion 8.2.2), we chose to setup two different implementation schemes. In the first imple-

mentation technique the feedforward and recurrent weights Hopfield linear solver are
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hard-coded on TrueNorth, whereas in the second implementation technique the weights

were represented as spikes.

Hopfield network weights hard-coded on TrueNorth

Similar to target tracking application, this experimental setup was tested for 100 different

random positions of the arm. The simulations were done for 60,000 clock ticks for each step.

Unlike target tracking, here the computations have to be done on high-precision values,

as a result, the algorithm takes longer to converge and requires a larger time window to

represent very small values as spikes. Also, the matrices A and B change for every set of

simulations that were conducted. Table 9.6 summarizes the results that were obtained

following the experiments with inverse kinematics setup.

Apart from the results shown in table 9.6, we note that the Euclidean distance between

the end effector position of the arm and the intended target position has exactly the same

value when compared between MATLAB’s pseudoinverse function and the Hopfield

linear solver. That is, despite using an approximate computing technique with several

sources of intermediate error, the effector always reaches the correct position irrespective of

whether the computations were done using Hopfield solver or they were done with double

precision MATLAB pseudoinverse function. These values were checked for 60 different

target positions.

Error analysis of inverse kinematics with hard-coded weights on TrueNorth

Fig. 9.3 shows the relative and absolute error plots in estimating the position of the robotic

arm along horizontal or vertical directions. Y-axis shows the % error in estimating the
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Table 9.6: Error in reporting end effector positions

Attribute Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute error

(in cms)

Standard
deviation

absolute error
(in cms)

Horizontal position of
end effector 8.38 34.32 0.0886 0.076

Vertical position of
end effector 49.39 83.1 0.357 0.3

position of robotic arm along x or y direction and X-axis represents the precision up to

which the robotics arm motion were changing. The blue bars represent relative error %,

whereas the yellow bars represent absolute error %. Note that we are computing error at

each position where we update the vector Θ of eqn. 8.5. So until the arm reaches its desired

position, after every update the error keeps on getting accumulated. As a result, if there

are multiple positions where we make an error in estimating the vertical position of the

robotic arm, all of these error get added up.

The error plots for estimating horizontal position of the end effector (as shown in fig. 9.3a)

has a trend that is similar to target tracking error plots of fig. 9.2. In experiment setups

where the x shift is small in magnitude (around 0.001 cm or 0.01 cm), the relative error of the

estimated result is high when compared to absolute error in the same experiment. Whereas

for x shift values that are comparatively larger in magnitude (5cm or 10cm), relative error

is small but the absolute error is high.

On the contrary, the error plots for estimating vertical position of the end effector (as

shown in fig. 9.3b) has a different trend. Similar to all of the other previous experiments we

can see as the magnitude of shift increases (from 0.001 cm to 10 cm), the % absolute error
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increases (yellow bar in fig. 9.3b). Absolute error % for estimating the vertical position

is similar to absolute error % for estimating the horizontal position. There is very small

difference in terms of absolute error % values. But, the % relative error is consistently high

for all of the experiments. This is because of the error in estimating the vertical position

for the scenarios where robotic arm is closer to the x-axis (y-axis component is < 0.1cm).

Even though the estimated position is very close to the actual result, because the y-axis

component is very small, it takes multiple steps to reach the desired position, as a result,

because of these multiple steps of error, relative error % gets added up and becomes high.

As stated earlier, despite using an approximate computing technique with several

sources of intermediate error, the effector always reaches the correct position irrespective

of whether the computations were done using Hopfield solver or they were done with

double precision MATLAB pseudoinverse function.
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Figure 9.3: Y-axis shows the % error in estimating the movement of robotic arm along x or
y direction and X-axis represents the precision up to which the robotics arm motion were
changing.Fig. 9.3a % error in estimating the horizontal position of robotic arm. Fig. 9.3b %
error in estimating the vertical position of the robotic arm
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Hopfield network weights encoded as spikes

This experimental setup is similar to optical flow experiment and it was tested for 100

different random positions of the arm. The simulations were done for over 3 million clock

ticks for each step. As the Hopfield solver weights are represented as spikes, it requires

longer clock ticks to reach an answer that is close enough to the expected result.

In addition to the results shown in table 9.7, we note that the Euclidean distance between

the end effector position of the arm and the intended target position has an average error of

0.0069 cms when compared between MATLAB’s pseudoinverse function and the Hopfield

linear solver. These values were checked for 20 different target positions. Even though

the results show high relative error for vertical position of robotic arm, the end effector

reaches very close to the intended position (an average difference of 0.0069 units) irrespec-

tive of whether the computations are done using Hopfield linear solver or MATLAB’s

pseudoinverse function.

Table 9.7: Error in reporting end effector positions

Attribute Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute error

(in cms)

Standard
deviation

absolute error
(in cms)

Horizontal position of
end effector 10.81 35.31 0.1263 0.3799

Vertical position of
end effector 137.67 82.42 0.0978 0.1885
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9.2.3 Optical flow

Experiments for optical flow application differ from the previous two applications. As the

weight representation scheme chosen for these experiments is stochastically-code spike

based, the simulations need to run for a considerably longer duration to converge to a

solution. The purpose for such a computation scheme is that the proposed Hopfield

linear model has the potential to be used as an online pseudoinverse calculator where the

TrueNorth neurons could be used as arithmetic operation units. Table 9.8 summarizes

the precision error that were obtained when the optical flow matrices were simulated for

3 million clock ticks for 100 different randomly chosen values from frame number 1 and

frame number 12. While selecting the matrices A and B we ensured that the ideal output

after matrix inverse should not have both the velocities as 0. Otherwise, the results would

report incorrect observations for regions where there is no motion present. Similar to

inverse kinematics testing, the A and B matrices for this application were tested in every

set of simulations that were carried out. The results never gave the wrong prediction in

terms of direction of motion or the velocity. In fact, the signs converged to correct values

very early during the simulations. Table 9.8 summarizes the results that were obtained

following the experiments with optical flow setup (as described in section 8.2.3).

9.2.4 Application analysis summary

This section presented precision and latency achieved for three different applications that

were analyzed using TrueNorth based linear solver implementation. This section presented

the hard-coded implementation style proposed in section 5.2.1 for object recognition
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Table 9.8: Error in reporting magnitude of velocities for optical flow

Attribute Mean relative
error (in %)

Standard
deviation of
relative error

(in %)

Mean
absolute
error(in

cms/sec)

Standard
deviation
absolute
error(in

cms/sec)
Magnitude of

horizontal velocity 18.39 36.56 0.1649 0.5485

Magnitude of vertical
velocity 7.65 18.27 0.2057 1.0

application and showed that users can achieve mean absolute error that is as low as

0.0886 cms. Similarly, we also presented a stochastic computing style implementation

of section 5.2.2 for optical flow and showed that we can achieve mean absolute error

as low as 0.2 cm/sec in estimating the motion of object. The common issue that we

observe across all three applications is that to estimate low-precision results we may need

a longer computation time. This observation is evaluated empirically later in section 9.7

for TrueNorth based optical flow implementation.

9.3 Architecture-Application Analysis

9.3.1 Motivation: Comparison of TrueNorth with Standard Matrix In-

version Approach

Analysis presented in this section is meant to understand the strengths and weaknesses of

implementing a stochastic computing based linear solver on TrueNorth when compared

to more standard approaches. The evaluations presented in this section serves as the
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motivation for architectural changes that were proposed in chapter 6 and chapter 7.

9.3.2 Proposed linear solver vs QR-inverse implementation

Prior work [91] showed how these linear solvers can be used to compute transformation

matrices for applications such as inverse kinematics, object tracking and optical flow. To

analyze the proposed Hopfield linear solver in a practical implementation scenario, we

tested the proposed work for Lucas-Kanade based optical flow application that has a setup

similar to the one shown in fig. 8.3 and described in the section 8.2.3. The image in fig. 8.3

is a grayscale image in which high intensity pixels are represented with a value of 1 and

low-intensity pixels are represented with 0. The two black bars in the figure have a pixel

width of 5 pixels. The resolution of the image was set at 240-by-320 pixels which is same

as QVGA format videos. The horizontal and vertical bars were initially positioned at the

center along height and width of the image, respectively. The two lines intersected at the

center of the image. The sequences of images are streaming in to the hardware at 30 frames

per second. For the first set of frames, the horizontal bar is moving upwards, and the

vertical bar is moving towards left. In the implementation, the frame size of QVGA video

was first reduced by a factor of 4 to 120-by-160 pixels, then a 5-by-5 pixels convolutional

operation was applied to it.

The implementation of a Hopfield linear solver in such a setup is challenging since

the Hopfield neural network (Wff andWhop) weights change continuously . Also, in this

setup there is no training or testing data involved. The goal here is to compute the results

online by just looking at the streaming input values without any prior knowledge of the



123

experiment or scenario. We observe additional benefits by deploying multiple linear solvers

in parallel since we have to calculate pseudoinverse for multiple different locations on the

image at the same time. These experiments give us better insights with respect to selecting

TrueNorth as a potential substrate for deployment of such algorithms, and provides a

vehicle for energy analysis when compared with more traditional approaches. In this

experiment we measure the motion vector error against the baseline, but have also utilized

an approximately correct metric: as long as the solver correctly detects flow in one of

eight possible ordinal and cardinal directions, we count it as correct. The velocity of the

movement of two bars is calculated by solving for X in the equation AX = B. Matrix A

contains partial derivatives of initial image frame with respect to directions x and y around

pixel qi. This is represented by terms Ix(qi) and Iy(qi), in equation 8.8. Matrix B contains

partial derivatives of pixel positions between initial image frame and image frame at time t

around pixel qi. This is represented by terms It(qi), in equation 8.9. After implementing

matrix division, output matrix Xwill report the speed and direction of the image pixels, by

computing the pseudoinverse of matrix A.

In the proposed setup, we can have multiple input matrices A and B (see (2.5)), that

are independent of each other, since the convolution operation can operate on separate

and independent patches of image at the same time. The results of these independent

convolutions can be streamed as different input matrices A and B. As a result, we can

have multiple independent linear solvers running in parallel to compute different pseudo-

inverses for these different input matrices. For a frame of size 120-by-160 pixels, linear

solver implementation processed 9800 pixels of a single frame to predict the motion vectors.

Using the optical flow implementation described above, we compare the power and
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energy consumption of TrueNorth based linear solver implementation with more traditional

approaches like QR inverse algorithm on Virtex-7 FPGA (xc7vx980t) and on an ARM cortex

A15 mobile processor.

On TrueNorth we can implement 392 instances of the Hopfield linear solver that operate

in parallel independent from one another. These 392 instances required 4092 cores of the

available 4096 cores and can process roughly 9800 pixels for predicting the motion vectors.

Therefore, we would need to compute optical flow motion vectors in the specified scenario

in batches of two streaming input pixels for a single 120-by-160 pixels frame.

To maintain the throughput of 30 FPS for 9800 pixels we needed an 8-core ARM chip

operating at 2.5 GHz. For the same FPS and pixel count we had to instantiate 32 instances of

QR inverse algorithm on Virtex-7. A detailed discussion about each of the implementation

technique is presented as follows:

TrueNorth: We have implemented 392 instances of the Hopfield linear solver which

operate in parallel, independent from one another. These 392 instances required 4092 cores

of the available 4096 cores. The power consumption values were reported from IBM’s test

and development board. For a supply voltage of 0.8 V and 1KHz operating frequency,

the scaled leakage power of our implementation is 46.31 mW and the scaled active power

18.67 mW. Since the goal is to implement optical flow at 30 FPS, we increase the operating

frequency of TrueNorth NS1e hardware to 9KHz and report a linearly scaled active power

of 168.03 mW for these experiments.

Virtex-7 FPGA: The QR inverse algorithm was implemented using the matrix algebra

libraries present in Xilinx Vivado HLS [103] and the frequency of the platform was set

at 20 MHz. Power analysis of the following implementations were done using Xilinx
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Power Estimator tool [104]. For 32 parallel instances of QR inverse solver the total power

consumption is 1.881W with a static power consumption of 383 mW.

8-core ARM A15 processor: The QR inverse algorithm was implemented using the

C++-based eigen library [33]. The simulator setup of ARM processor has been described

in section 8.3. For processing the QR inverse algorithm, the combined 8-cores of ARM

Cortex A-15 chip consumed 6 W of power which includes 93.5 mW of static power.
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Figure 9.4: This figure shows a comparison between three different implementation tech-
niques for matrix inversion. Y-axis of the plot shows the percentage accuracy in predicting
the motion of bars for optical flow. And, X-axis of the plot shows the energy consumed
per frame (in Joules) for optical flow. (a) Comparison of power consumed between FPGA
and TrueNorth hardware. (b) Comparison of power consumed between ARM, FPGA and
TrueNorth hardware.

Figure 9.4 shows the comparison of energy consumption and time elapsed for computa-

tion on three different hardware platforms. Since TrueNorth can perform computations on

9800 pixels at a time, it would have to time-multiplex 120-by-160 pixels into two batches

to perform the linear solver operation. At 9KHz frequency each time multiplexed batch

would need a maximum of 150 time ticks for computing the inverse on a portion of the
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image. After 150 ticks, the accuracy of predicting the direction in optical flow is 99.33%

and the speed of motion can be estimated with an accuracy of 80.9%. As per the plots

in Figure 9.4 (a) and (b), the TrueNorth-based linear solver is more energy efficient than

the ARM or FPGA implementations. For both the FPGA- and ARM-based QR inverse

solvers, the accuracy is 100% as they are using floating point units for computation. The

TrueNorth-based linear solver consumes 0.0575 J of energy per frame, the FPGA consumes

0.4074 J of energy per frame and, the ARM processor consumes 4.986 J of energy per frame.

On the other hand, the accuracy of TrueNorth depends on how many ticks it requires. As

a result, if TrueNorth is operated for more ticks, the solution achieves higher accuracy but

consumes more energy.

9.3.3 Proposed linear solver implemented on TrueNorth vs Xilinx Zed-

Board

Figure 9.5 shows the comparison of energy consumption and time elapsed for performing

stochastic computing based matrix inversion when implemented on TrueNorth and Xilinx

ZedBoard. As stated earlier, we observe additional benefits by deploying multiple linear

solvers in parallel since we have to calculate pseudoinverse for multiple different locations

on the image at the same time. TrueNorth based Hopfield neural network implementation

is the same as we had described previous in subsection 9.3.2. In contrast, 262 stochastic

computing based Hopfield linear solvers can be deployed in parallel on a Xilinx ZedBoard.

The static power of a Xilinx ZedBoard is 120mW and the peak dynamic power is 115mW

while operating at 20 MHz frequency.
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Figure 9.5: This figure shows an energy comparison of optical flow matrix inversion
application that was implemented on TrueNorth and Xilinx ZedBoard.

Because the FPGA board is operating at a much higher frequency (when compared

to operating frequency of TrueNorth being 9 KHz), it is able to achieve better accuracy

much faster. But due to the difference in static power present between the two hardware

substrates ( 120mW of FPGA and 40 mW in TrueNorth), the stochastic computing based

FPGA implementation is not able to achieve energy consumption that is lower than 0.120

Joules. These results motivated us to deploy these stochastic computing architectures on

hardware substrates such as Lattice FPGAs, that can operate at a higher clock frequency

and consume much lower energy.

9.3.4 TrueNorth Performance Summary

It can be observed from results plotted in fig. 9.4, if TrueNorth based linear solver is ready

consume as much energy as the 8-core ARM A15 based QR-inverse implementation, the

accuracy of this stochastic computing based linear solver gets very close to 100%. But
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there is still a considerable gap in terms (energy, accuracy) between a QR-inverse algorithm

implemented on Virtex-7 FPGA and TrueNorth based linear solver. We did try to overcome

this difference in performance by implementing the proposed linear solver on an FPGA

that can operate at a higher clock frequency of 20 MHz (refer to fig. 9.5). Eventually, the

goal of our algorithm would be to achieve better accuracy or lower loss in fewer number

of time ticks, without having to use a hardware that operates at higher clock frequency.

As we will see later, this can be achieved with population coding scheme in linear solver

implementation (refer to evaluations presented in section 9.4).

9.4 Population coding results

As discussed in section 3.1.3, one of the challenges that we face with stochastic computing

is the issue of latency [35]. Taking inspiration from neuroscience we proposed a population

coding architecture in chapter 6 that would implement multiple stochastic linear solvers in

parallel and cut down on computation latency to achieve the desired final accuracy. This

section provides experimental results that support this analysis as shown in Fig. 9.6. For

this result, we evaluated varying population sizes of an Hopfield neural network based

linear solver with random input data as described in section 8.1. Each data point represents

the average loss across all simulations at that time step. Notice that the population coded

implementation for 2 and 5 populations approaches the same loss as the conventional im-

plementation in approximately 1/2 and 1/5 the time. But, as we approach 100 populations,

there is no reduction in latency compared to 20 or 50 populations. This is because the

algorithms are iterative, so they require a minimum number of ticks to converge. Addition-
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ally, if we are willing to consume more energy, we can increase the overall accuracy of an

application by instantiating more populations without increasing the overall runtime (see

Fig. 9.5).
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Figure 9.6: Average loss for linear solver for varying populations.

9.4.1 Population Coding Speedup

In this section we will analyze by how much amount do the population coded linear solvers

achieve speedup when compared to a single instance (population count 1) based naive

approach. In fig. 9.7 we carried out the linear solver simulations for longer number of time

ticks for population counts of 1 and 2. To quantify the amount of speedup that is achieved

with population coding scheme, we selected the same loss value for different linear solver

implementations (as shown by solid red line in fig. 9.7) and measured number of ticks it

took to reach that loss.

Fig. 9.8 shows the amount of speedup was achieved with population coding scheme

when compared with a single instance implementation of a linear solver. As explained
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Figure 9.7: Average loss for linear solver for varying populations. Simulations for popu-
lation counts of 1 and 2 were carried out for more number of time ticks to quantify the
amount of speedup which we achieve with population coding scheme.

earlier, the same loss value was selected for all of the different linear solver implementations

(as shown by solid red line in fig. 9.7) and measured number of ticks it took to reach that

loss. Unsurprisingly, as we kept on increasing the population count we see an exponential

increase in speedup compared to single instance based implementation. It can be observed

from the plots shown in fig. 9.8, for a population count of 20, we achieve a speedup of

25.56x. As we keep on increasing the population to 50 and 100, we do not enjoy from a

similar trend of speedup increase. This is because the algorithms are iterative, so they

require a minimum number of ticks to converge.

9.4.2 Population Coding Analysis

This presented an empirical evaluation of benefits of population coding scheme for linear

solver. It can be observed from plots in figures 9.6 and 9.7 having multiple linear solvers
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Figure 9.8: Speedup achieved with different population counts when compared with a
single instance implementation of a linear solver.

operating in parallel and later combining their results allows us to achieve a smaller loss in

shorter number of time ticks. As per the results shown in fig. 9.8, we can achieve a speedup

of 25.56x with a population count of 20 when compared to a single instance implementation

of linear solver. But, as we keep on increasing the population count we do not enjoy from

a similar trend of speedup increase. This is because the algorithms are iterative, so they

require a minimum number of ticks to converge.

The energy and power tradeoffs of stochastic computing based implementations on an

FPGA are presented in section 9.5. This section complements the results shown in fig. 9.6

and presents the trade-offs and benefits that users can achieve with stochastic computing

when compared to baseline implementations using HLS language.
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9.5 Hardware Analysis

9.5.1 Area Results
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Figure 9.9: Normalized area consumption relative to floating implementation. Area is
computed as # of LUTs + # of FFs. Normalized area does not include DSP units for floating
point implementation. “SC n” indicates a stochastic computing implementation with n
populations.

As shown in Fig. 9.9, SC implementations of each algorithm consume less area compared

to floating point or fixed point implementations. For most of the linear solver SC implemen-

tations, the overall area is still lower than the floating point or fixed point implementations

despite instantiating multiple populations. This is due to the large dimensionality of the in-

puts to each population. Each input is a matrix, and each element in the matrix requires its

own decorrelator per population. Decorrelator units consume a large number of flip-flops

which contributes significantly to the overall area of the SC implementations. Section 8.3
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has explained the fixed-point implementation setup for hardware analysis. Due to the

difference in size of matrices for different applications, we use different lattice FPGA family

models for object tracking application and the other two applications. For object tracking

application we use a lattice FPGA from LP8K model, whereas for optical flow and inverse

kinematics applications we use LM4K lattice FPGA model.

It can be observed in Fig. 9.9, population count of 5 and 10 of SC object tracking

implementation requires more LUT and FF count when compared to the same parallel

implementations of inverse kinematics and optical flow applications. This is because the

transformation matrix Xk has a dimension of 3x3 for object tracking, whereas for inverse

kinematics and object tracking, the transformation matrix has a dimension of 2x1. That is,

there are 4.5 times more values present in Xk of object tracking when compared to the same

matrix of inverse kinematics and object tracking. When we start increasing the number of

populations for SC implementations, the resource requirements grow proportionally to

the dimension of Xk. Therefore, we can see that for population counts of 5 and 10, where

dimension of Xk becomes significant in resource consumption, the number of LUT and

FF counts for object tracking increases when compared to LUT and FF counts for inverse

kinematics and optical flow.

9.5.2 Power and Energy Results

As discussed in Sec. 8.2.5, all designs are required to meet a 35 mW power budget. This

is plotted as a dashed red line in Fig. 9.10. For all algorithms, the floating point and

fixed point FPGA implementations fail to meet the power budget. This is largely due
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Figure 9.10: Power consumption for different implementations of the linear solver on
FPGAs. This figure shows the comparison of power consumption between floating point,
fixed point and SC based linear solvers for three different applications. “SC n” indicates a
stochastic computing implementation with n populations. The red dashed line indicates
the 35 mW power budget for the RoboBee. Refer to fig. 9.12 for energy plots for different
FPGA based linear solver implementation.

to their heavy resource requirements which prohibit them from being mapped to ultra

low-power FPGAs. Fig. 9.10 also illustrates that dynamic power is a more significant

percentage of the total power in the floating point and fixed point implementations than

the SC implementations (see Fig. 9.11). So, even if we were to partition the floating/fixed

point designs across multiple low-power FPGAs to reduce the static power consumption,

the HLS designs would still suffer a greater overall energy consumption due to their high

dynamic power. For reference, our optical flow implementation would consume 375.3

uW of dynamic power and 1.14 uW of static power at a 40 nm technology node (which is

considerably less than the required 35 mW power budget [22] [26]).

In all of the SC based implementations, a single instance of SC linear solver can fit on
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Figure 9.11: Power consumption for different implementations of the linear solver on FPGAs.
This figure shows the comparison of power consumption between SC based linear solvers
for three different applications. “SC n” indicates a stochastic computing implementation
with n populations. Refer to fig. 9.12 for energy plots for different FPGA based linear solver
implementation.

an ultra low power lattice FPGA. But as we keep on increasing the population, some of

the proposed population coding setup may not fit on a single FPGA chip. Because of the

regular compute that is present in population coding scheme, we can use multiple FPGA

chips to map higher population count. As a result, there is an increase in static power

for SC implementations that have higher population count. This behavior is evident in

inverse kinematics application, when SC-10 requires more resources compared to SC-5.

Therefore, we use two lattice FPGAs to implement SC-10 inverse kinematics application

which explains an increase in static power (refer to fig. 9.11). Similarly, in optical flow

application, when SC-5 required more resources compared to SC-2. Therefore, we use two

lattice FPGAs to implement SC-5 and SC-10 population coded optical flow application

which explains an increase in static power when moving from SC-2 to SC-5.
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Figure 9.12: Energy consumption for different implementations of the linear solver on
FPGAs. Fig. 9.12a shows the comparison of energy consumption between floating point,
fixed point and SC based linear solvers for three different applications. Fig. 9.12b shows
the comparison of energy consumption between SC based linear solvers for three different
applications. “SC n” indicates a stochastic computing implementation with n populations.
For comparison of power consumption between SC and baseline implementation techniques
refer to figures 9.10 and 9.11

Despite running for a longer amount of time, all the SC implementations consume

significantly less energy. Again, this is due to ultra low power consumption which is

only possible because SC implementations consume very few resources. As discussed in

section 9.4 one of the crucial advantage that we achieve from population coding approach

is that we can cut down on the number of ticks to achieve a certain loss, by increasing

the population size up to a certain point. Since population coding requires us to perform

computations for shorter time duration, energy reduces with increase in SC population

count (refer to fig. 9.12b). But reduction in energy is non-linear. For example, for inverse

kinematics application, when going from SC-5 to SC-10, the energy consumption is the

same because SC-10 requires two FPGAs for implementation whereas SC-5 requires only

one FPGA for implementation. Therefore, static power of SC-10 is higher, hence, we do not
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see any decrease in energy when moving from SC-5 to SC-10 for inverse kinematics.

9.5.3 Hardware Analysis of Population Coding Architecture

When an SC design consumes significantly low resources, multiple populations can fit on

a single ultra low-power FPGA chip. This is the case for the linear solver implementations

in Fig. 9.11. Since each population consumes < 1 mW of dynamic power, the total power

remains effectively the same as populations increase, because static power dominates the

total consumption. As illustrated in Fig. 9.12b, the linear solver enjoys an approximately

linear reduction in energy. With stochastic computing based designs designers can achieve

7x area reduction and 275x reduction in power while achieving the same accuracy as fixed

point implementation.

9.6 Adaptive Scaling Analysis

This section provides the analysis of stochastic computing architecture for adaptive scaling

technique that was proposed in chapter 7,section 7.2. Table 9.9 lists the default values

that were set for different parameters in the adaptive scaling architecture (as presented in

fig. 7.1). Evaluation of the proposed architecture was done using the experimental setup

and error analysis formula that was discussed in section 8.1.

Figure 9.13 shows how adaptive saturation can help us in getting better results faster

compared to having a linear solver implementation where the input matrices scaled with

a scaling factor parameter. Figure 9.13 shows the comparison between two different im-

plementations of single instance of linear solver. The plot with blue colored line has its
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Table 9.9: Parameter values of adaptive scaling architecture

Compute unit Parameter value
Threshold 1 (Th1) 255
Threshold 2 (Th2) 258

RNG range 0-1024
Rate generator counter decrement value 4

input values were scaled by parameter η (as derived in eqn. 4.10), whereas, the plot with

red colored line has implemented adaptive scaling architecture in the linear solver design.

The experimental data was generated using the conditions explained in section 8.1 for 10

different randomly generated matrices.
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Figure 9.13: Average loss for linear solver with adaptive scaling implementation. This
figure shows the comparison between average loss that was achieved in a linear solver
where the input values were scaled by parameter η and a linear solver implementation
with adaptive scaling architecture.

We can observe from fig. 9.13 that having an adaptive scaling implementation improves

the speed of convergence. The yellow line in fig. 9.13 is meant to evaluate the number of

time ticks it took to reach the same loss value with two different scaling factor approaches.

As observed the adaptive scaling technique can achieve up to 5.4x speedup when compared
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to having a conservative scaling factor value η.

Figure 9.14: Calculated scaling factor for four different input matrices. Blue bars represent
the scaling factor that was calculated using the conservative approach discussed in eqn. 4.10,
whereas, yellow bar show the scaling factor values that were calculated using the adaptive
scaling technique.

Fig. 9.14 presents an intuitive reason behind why adaptive scaling technique achieves

smaller loss faster when compared to using a conservative scaling factor approach. The

scale factors in fig. 9.14 were calculated after 106 time ticks for four different input matrices.

An ideal scaling factor should not make the input values unnecessarily small. If the inputs

become very small, it would require longer time ticks to represent small values accurately,

as a result, it would take longer number of time ticks for the linear solver to achieve the

desired accuracy. The adaptive scaling architecture addresses the issue of estimating scale

factor values that are closer to 1. A scale factor that is close to 1, indicates that most of the

input value bits are allowed to go into the linear solver. It can be inferred from the plots in

fig. 9.14 that the adaptive scaling technique can estimate a scaling factor that is up to 33.41x

smaller than the scaling factor estimated from eqn. 4.10. As a result, the input values get

scaled by a reasonable amount and linear solver is able to achieve desired convergence
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with fewer time ticks.

In the later part of this section we will present how the loss of linear solver gets affected

when we vary different parameters of the architecture ( as listed in table 9.9). It is crucial for

users to select the correct set of parameter values for adaptive scaling because these values

govern how much faster can the linear solver. Otherwise, if the user ends up selecting

arbitrary parameter either the rate of convergence will become too small or the errors might

accumulating, as a result, we will get incorrect result from the linear solver implementation.

Similar to our prior work on bit precision analysis, the matrix values were generated

using the conditions as explained in section 8.1, and we repeated this experiments for over

25 random matrix values.

9.6.1 Experiments with decrement unit in rate generator

This subsection discusses how the average loss gets affected when we vary the value by

which counter of rate generator unit gets decremented after overflow is detected. Table 9.10

lists out the different parameter values that were selected to decrement the counter value,

and fig. 9.15 shows loss of the proposed linear solver over increasing number of ticks.

It can be observed from the plots that if the decrement value is low, such as, 2 or 4

(experiments 1 and 2 in table 9.10), the amount by which loss decreases over time is much

slower because the adaptive scaling architecture has to keep adjusting itself multiple times

to address saturation happening in compute units. On the other hand, if we set decrement

parameter value to be too high such as, 256 or 512 (experiments 8 and 9 in table 9.10), the

input values may end up becoming zero or too low, as a result, the loss increases over
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Table 9.10: Different decrement values of rate generator counter

Experiment number Parameter value
1 2
2 4
3 12
4 24
5 64
6 128
7 192
8 256
9 512
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Figure 9.15: Average loss for linear solver when we vary the counter decrement value in
adaptive scaling architecture.

time because the architecture would require longer time to converge and a very low rate

generator frequency will result in a much larger scaling factor (refer to fig. 7.1).

Figures 9.16 and 9.17 explain the unusual behavior that appears in fig. 9.15 due to select-

ing high decrement values. The value of loss in fig. 9.16 and (ScaleFactor)
−1 in fig. 9.17

were calculated after 106 number of time ticks. Because of aggressively decrementing

the counter value in rate generator unit, there are scenaiors when (ScaleFactor)
−1 may
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Figure 9.17: Computed (ScaleFactor)
−1 for 8 different input matrices with adaptive scaling

architecture.

become 0 (Matrices 2, 4 and 6). As a result only stream of 0 bits come in as input values,

hence, the loss for corresponding input matrices become high because linear solver is

operating only on input matrices that have value 0. Therefore, when implementing any

kind of adaptive scaling technique to iterative algorithms it is important to avoid selecting
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extremely high values otherwise the scale factor may become zero and our linear solver

may end up operating only on streams of 0 bits.

9.6.2 Experiments with different RNG range

Here we will discuss how the average loss gets affected when we vary the range of values

that random number generator (RNG) can take. As explained in section 7.2, RNG and

counter together are an integral part of rate generator unit (or neuron) of the adaptive

scaling architecture because based on the value of counter and RNG range, the scaling

signal is generated for the input matrices. Table 9.11 lists out the different range of values

that RNG can have, and fig. 9.18 shows loss of the proposed linear solver over increasing

number of ticks with respect to varying the range of values that RNG can have.

Table 9.11: Maximum range of values that random number generator (RNG) has

Experiment number RNG range
1 0-1024
2 0-255
3 0-128

Based on the observations presented in section 9.6.1 and set of values that were defined

in table 9.9, having a high range of values for RNG would mean that rate generator unit can

have a fine-grained control over the amount by which input values can be scaled. But on the

flip side, it would take longer to set the counter at an appropriate value so that the inputs

get scaled to the proper value with fewer number of ticks. This analysis is corroborated in

fig. 9.18, where an RNG that can have any value in the range from 0 to 1024 takes much

longer to decrease its loss. On the contrary, an RNG with much smaller range like from
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Figure 9.18: Average loss for linear solver when we vary the counter decrement value in
adaptive scaling architecture.

0-16 decreases the rate generator frequency very fast, as a result, the loss (not shown in

fig. 9.18) becomes very high in the initial number of ticks.

9.6.3 Experiments with overflow detector’s threshold values

In this last analysis of adaptive scaling, we will look at how different threshold values

for overflow detector affects convergence of the linear solver. As discussed in chapter 7,

function of the overflow detector is to detect if there is any compute unit that has saturated

and relay the result to rate generator unit. The stochastic computing logic design was

presented in fig. 7.3(a). Table 9.12 shows the different threshold values that were selected

for the overflow detector and fig. 9.18 shows how average loss changes over time with

different threshold parameters.

It can be inferred from earlier discussions and fig. 9.19, a set of high threshold values

indicate that it would take longer for overflow detector to detect if there are any compute

units that are saturating. As a result, the adaptive scaling unit would have to adjust itself
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Table 9.12: Different threshold values of overflow detector

Experiment number Threshold 1 value Threshold 2 value
1 255 258
2 128 130
3 64 66
4 32 34
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Figure 9.19: Average loss for linear solver with different threshold values of overflow
detector in adaptive scaling architecture.

multiple times until the input values are scaled down by the appropriate factor. On the

contrary, a set of low threshold values indicate that the overflow detector would let multiple

volley of spikes to pass through if there are any compute units that have saturated. As a

result, the counter in rate generator unit would decrement multiple number of times which

would eventually lead to having higher average loss of the proposed linear solver.

9.6.4 Adaptive scaling analysis summary

This section presented the advantages of having an adaptive scaling technique for a single

instance of linear solver instead of using a mathematical parameter η that was derived
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in eqn. 4.10. Users can achieve up to 5.4x speedup with an adaptive scaling architecture

when compared to an implementation where the input values had to be scaled. With an

adaptive scaling architecture the estimated scale factor can be up to 33.41x smaller than the

conservative value of parameter η. We also looked at the effect of change in loss after we

select different design parameters. When designing these adaptive scaling architecture it

is important for designers to select proper parameters listed in table 9.9 to ensure that the

proposed Hopfield architecture converges to the desired solution within desired number

of iterations. Designers should avoid assigning extremely high values or aggressive values

to parameters in adaptive scaling architecture, otherwise, the calculated scaling factor may

become very small or close to zero, which might result in rate generator unit inhibiting all

of the input value bits.

9.7 TrueNorth convergence and precision analysis

A TrueNorth-based Hopfield linear solver was applied in the context of real-time robotics

applications in [91]. This article looked at three different applications — target tracking

(fig. 8.1), optical flow (fig. 8.3), and inverse kinematics (fig. 8.2) — and reported relative error

and absolute error of these experiments. Each of these experiments required a different

input matrix dimension, and results were reported for over 500 different input matrix

values. However, [91] did not include a mathematically complete architecture, nor did it

study the effects of computational limitations, both of which have been examined in this

dissertation.

Table 9.13 shows the results for 15 different types of matrices, with each matrix repeated
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20 times. These experiments were conducted using spike based weight representation

scheme on the TrueNorth system. In total, 712 TrueNorth neurons were required to

implement the proposed algorithm (just 0.067% of available hardware neurons) and we

needed just 11 cores of the 4096 available cores. In the notation of Section 2, the dimensions

areM = 25, N = 2, and P = 1. Thus, A is 25× 2, B 25× 1 and Hj in (4.13a) is 2× 1.

In Table 9.13, Columns 5 and 6 show the percentage mean squared error (MSE) and

percentage standard deviation squared error(SDSE) of the Hopfield linear solver output

relative to double-precision MATLAB quantity (‖∆H‖). The results of Hopfield linear

solver (matrix H) were compared against the results that were obtained using MATLAB’s

double precision pseudoinverse function. Per the principles of stochastic computing [1],

progressive precision holds true for the proposed Hopfield solver. That is, as the number

of clock ticks increases, the stochastic error asymptotically approaches zero. We can say

from the results of Table 9.13 that the output matrix has a value which is quite close to its

double-precision pseudoinverse counterpart in many cases.

Inputs that require low precision for computations (Experiments 1, 2, and 3 in Table 9.13)

converge faster and show lower MSE in comparison to inputs that require higher precision

(Experiments 9, 14, and 15 in Table 9.13). Note that the scenarios in which the Hopfield

linear solver algorithm shows high MSE occur because the algorithm requires considerably

more iterations to converge and precision greater than or equal to 10−6 to reach a solution.

Since the proposed work is using stochastic computing, it would require at least 1 million

ticks in the best-case scenario to represent a precision of 10−6 for a single value, as well

as requiring more iterations to converge. While implementing the Hopfield solver on

spiking neural substrate such as TrueNorth, the developer would have to consider this
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speed-accuracy tradeoff. For low-precision values, the Hopfield solver would converge

faster, but many more ticks may be required for high precision values.

9.8 Summary

This chapter presents a thorough evaluation of different style of proposed linear solver

implementation. First, Section 9.1 presents the range analysis of Hopfield linear solver.

We can guarantee that the proposed scaling factor will keep the firing rates of neurons

low enough that they never saturate. Similarly, in section 9.2, we validate the proposed

Hopfield neural network against robotics applications such as object tracking, optical flow

and inverse kinematics. The output results were compared against the results achieved from

MATLAB’s double precision pseudoinverse function for the same set of input matrices.

Second, section 9.3 compares the TrueNorth-based Hopfield linear solver against stan-

dard QR inverse algorithms that were implemented on the ARM processor and in FPGA.

Experiments with the optical-flow application showed the energy benefits of deploying

a reduced-precision and energy-efficient generalized matrix inverse engine on the IBM

TrueNorth platform. Since TrueNorth architecture was designed to be low power, deploy-

ment of multiple linear solvers running in parallel could give a 10× to 100× improvement

in terms of energy consumed per frame over FPGA and ARM core baselines.

Third, we present the benefits of population coding approach against a single instance

implementation in section 9.4, followed by section 9.5 which shows the benefits of imple-

menting stochastic computing on an ultra low-power FPGA compared to more standard

implementation approaches. With population coding approach we can achieve up to



149

25.56x speedup when compared to a single instance implementation of linear solver. The

hardware analysis shows that with stochastic computing, designers can achieve 7x area

reduction and 275x reduction in power while achieving the same accuracy as fixed point

implementation.

Fourth, section 9.6 covers the benefits of having an adaptive scaling architecture over

scaling the input values by the factor η (refer to eqn. 4.10). When compared to a single

instance implementation of the linear solver with input values scaled by the factor η, the

proposed adaptive scaling technique a linear solver can achieve up to 5.4x speedup and up

to 33.41x smaller estimation of scaling factor.

Finally, Section 9.7 compares the results of proposed linear solver against MATLAB’s

double precision pseudo-inverse function. Results presented in Table 9.13 suggests that a

stochastic-computing implementation can produce an output matrix that are quite close to

their double-precision pseudoinverse counterparts in many cases. However, the developer

would have to keep in mind speed-accuracy tradeoff. For low precision values, the Hopfield

solver would converge faster, while many more ticks would be required for high precision

values.
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Table 9.13: Results for Hopfield linear solver with spike based weight representation.
Column 2 describes how the values of matrices A and B were generated, while Column 3
explains why these matrices were chosen. Column 4 presents the number of clock ticks
(or the spike duration) for each experiment. Columns 5 and 6 show the percentage mean
(MSE) and percentage standard deviation (SDSE) of the squared error of the Hopfield
linear solver output relative to double-precision MATLAB quantity (‖∆H‖).

Experiment
number Properties of matrices A and B Additional comments

Time
ticks (in
millions)

MSE for
‖∆H‖ (%)

SDSE for
‖∆H‖ (%)

1 Each element chosen
uniformly in [−1, 1]

Most basic test for Hopfield
linear solver 1.05 0.0004 0.0013

2
Each element is an integer

chosen uniformly in
[−100, 100]

Observe the behavior of linear
solver as the input range is

increased
3.5 0.0025 0.008

3 Each element chosen
uniformly in [−100, 100]

Each element can have
fractional values 3.5 0.0014 0.0028

4 Each element chosen
uniformly in [1, 100]

All elements of A have the same
sign 4 0.0353 0.19

5 Each element chosen
uniformly in [0.001, 1]

Analyzing the convergence
when the values are small 4 0.0038 0.008

6 Each element chosen
uniformly in [0.0001, 1]

Analyzing the convergence
when the possible values are

smaller than previous
experiments

4.25 0.0068 0.0234

7 Each element chosen
uniformly in [−1000, 1000]

Higher precision is required for
calculation 4 0.0186 0.0413

8 Each element chosen
uniformly in [−10, 000, 10, 000]

Testing for the cases when even
more precision is required for

calculation
4 0.32 0.83

9 Each element chosen
uniformly in [1, 10, 000]

Matrix A has elements with
same sign; requires higher
precision for convergence

4 1.16 2.97

10

Each element chosen
uniformly in [−1000, 1000]

except that 50% of elements in
A and B are 0

Effect of sparsity on final result
and convergence 4 0.024 0.0488

11
Each element chosen

uniformly in [1, 10, 000] except
for 50% zeros

Effect of sparsity on final result
and convergence 4 0.24 0.94

12
Each element chosen

uniformly in [0.0001, 1] except
for 45% zeros in A and B

Effect of sparsity on final result
and convergence when
elements of A are small

4.25 0.0038 0.0114

13

Each element chosen
uniformly in [0, 50]. For matrix
A, ratio of smallest to largest
singular values is about .25

Both the eigenvalues ofWhop
will have magnitude close to 1,

but will have opposite signs
4.25 0.37 1.01

14 Each element chosen
uniformly in [−5× 105, 5× 105]

Testing for the cases when up-to
10−6 precision would be
required for calculation

4.25 5.11 9.54

15 Each element chosen
uniformly in [1, 5× 105]

Precision of better than 10−6

would be required for
calculation and all matrix input

values have the same sign

4.25 96.48 316.54
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10conclusion and reflections
To the best of our knowledge, this dissertation is the first attempt to formalize a computa-

tional framework for determining scaling factors and population coding when deploying a

recurrent numerical solver on limited-precision neural hardware. The proposed research

developed a mathematical and algorithmic framework for calculating generalized matrix

inverses on this hardware platform. Apart from using the proposed algorithm for real-time

robotics applications, it could also be used for on-chip training of multi-layered perceptrons

and extreme-learning machines [98] for a variety of classification and regression based

tasks. We validate the mathematical model using a Hopfield network-based linear solver

that has been implemented on the IBM TrueNorth spiking neural substrate. Our empirical

results show that the analytic bounds are never violated for the scenarios evaluated.

10.1 Extending Hopfield neural network based linear solver

to other hardware substrates

Sections 5.2.2 and 5.3 present algorithms that can compute matrix inverses using concepts

from stochastic computing [30]. The proposed algorithms can be extended to other spiking

and non-spiking hardware substrates that have the ability to perform stochastic computing

and provides the capability to have recurrent neural network connections.

Prior work such as [68], [74], [29], [19], [97], [99] and [13] show that digital spiking neural

substrates can perform stochastic computing. Because of the energy-efficiency of these

architectures, they are promising for robotic control operations [18] and online learning [19].
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The similarity in data representation allows these SNN architecture to perform arithmetic

similar to stochastic computing [97] [50].

We can also perform stochastic computing on non-spiking hardware substrates such as

FPGAs [52], FinFETs [107], and magnetic-tunnel-junction [59]. These technologies provide

us with a promising opportunity to implement linear solvers based on Hopfield neural

networks while being energy-efficient and operate at a higher frequency. Developers

would have to keep in mind that the proposed linear solver is performing lossless addition

(Figure 3.3(h)). When a neuron receives spikes from multiple inputs at the same time, its

membrane potential increases by the same amount as the number of input spikes it has

received at that time tick. The membrane potential decreases by one after the neuron fires.

Scaling factor η that was derived in (4.10) and Claim 4.1 guarantees that even with a lossless

addition present in the equations, the intermediate computation will never saturate.

Deterministic bitstreams: Other work [44] has proposed deterministic bitstreams to

reduce latency. Unfortunately, this work only describes how to implement single arith-

metic operations and does not discuss how to extend the work to cascaded, dependent

operations, such as those required for the algorithms explored in this paper. To the best of

our understanding, this would require buffering between each operation to regenerate the

deterministic encoding. For this reason, we feel this scheme is less flexible than population

coding, which seamlessly enables streaming dataflow computation in both feedforward

and feedback configurations.
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10.2 Reflections

It is very encouraging to see that research community has spent a considerable amount of

effort in understanding the computations that are performed in a human brain and using

these lessons to propose ultra-low power spiking neural network architectures that can be

used for commercial applications. But even after these significant achievements there are

certain problems both in neuroscience and stochastic computing that need to be addressed

before we see these hardware getting deployed for real-time applications.

10.2.1 Information theory gap in neuroscience and stochastic comput-

ing

In chapter 6 we presented different coding schemes that is used by spiking neural net-

works to represent information. But the primary focus of neuromorphic community has

been on developing algorithms that represent the numbers or values with rate coding

scheme and replicate the behavior of traditional deep learning models [25] [20] or regular

compute platforms. Recently, there have been work from architecture community that

have proposed temporal coding scheme to divide the computations into space and time

simultaneously [96].

At present we need better information theory models that bridge the gap between

values that are presented by different coding schemes and how multiple neurons operate

on these different representations and later interact with each other to output a sensible

information. These mathematical and theoretical models will help the community to come
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up with hardware platforms that can be extremely useful in real-world practical scenarios.

These kind of research has benefitted deep learning community considerably [86] [94] and

we hope such reasoning will take the neuromorphic community further.

10.2.2 Unsupervised learning for regression based problems in SNNs

The last decade has seen numerous research being proposed that is related to STDP learn-

ing mechanism. But so far most of these research have only focused on using STDP as

unsupervised learning algorithm for image classification task [48] [21]. At present there

is dearth of literature that explains how is it a human brain is able to perform regression

based tasks effortlessly and at the same time learn the necessary model using unsupervised

learning mechanism. Since the computations are being performed on streams of spikes

(or bits), it is important for us to understand how is it that even after such a noisy data

representation scheme a human brain is able to perform complex regression based tasks

with very low latency. This dissertation has attempted to answer this question with the

proposed mathematical model of Hopfield neural network but research community would

need more theoretical models that can explain how new recurrent neural networks model

emerge and learn to identify regression based problems.

10.2.3 Domain Specific Language for rapid stochastic computing proto-

typing

As we have seen in this dissertation and in prior work [100] stochastic computing has shown

considerable promise for real-time applications, But these computing techniques are lim-



155

ited by lack of programming tools that we can use for rapid prototyping and deployment

to reconfigurable fabrics. Various research groups have started looking at programming

languages and compilation tools for rapid prototyping of SNNs on neuromorphic hard-

ware [55] [4], but there still aren’t any programming tools that we can use to rapidly

prototype stochastic computing hardware and evaluate how much benefits we might get

when we use such computing schemes when performing calculations on streaming input

data.
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