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Abstract

The focus of this thesis is twofold: to report the results of X-ray absorption studies of metal-

organic dye molecules for dye-sensitized solar cells and to provide a basic training manual on

X-ray absorption spectroscopy techniques and data analysis. The purpose of our research on

solar cell dyes is to work toward an understanding of the factors influencing the electronic

structure of the dye: the choice of the metal, its oxidation state, ligands, and cage structure.

First we study the effect of replacing Ru in several common dye structures by Fe. First-

principles calculations and X-ray absorption spectroscopy at the C 1s and N 1s edges are

combined to investigate transition metal dyes in octahedral and square planar N cages.

Octahedral molecules are found to have a downward shift in the N 1s-to-π∗ transition energy

and an upward shift in C 1s-to-π∗ transition energy when Ru is replaced by Fe, explained by

an extra transfer of negative charge from Fe to the N ligands compared to Ru. For the square

planar molecules, the behavior is more complex because of the influence of axial ligands and

oxidation state.

Next the crystal field parameters for a series of phthalocyanine and porphyrin dyes are

systematically determined using density functional calculations and atomic multiplet calcu-

lations with polarization-dependent X-ray absorption spectra. The polarization dependence

of the spectra provides information on orbital symmetries which ensures the determination

of the crystal field parameters is unique. A uniform downward scaling of the calculated

crystal field parameters by 5-30% is found to be necessary to best fit the spectra.

This work is a part of the ongoing effort to design and test new solar cell dyes. Replacing

the rare metal Ru with abundant metals like Fe would be a significant advance for dye-

sensitized solar cells. Understanding the effects of changing the metal centers in these dyes in

terms of optical absorption, charge transfer, and electronic structure enables the systematic

design of new dyes using less expensive materials.
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Chapter 1

Introduction

1.1 Motivation

The world faces a growing energy and environmental problem as the contributions to the

greenhouse effect of burning fossil fuels become increasingly apparent and remaining fossil

fuel resources become more expensive, environmentally damaging, and resource-intensive

to exploit. The solution to this growing issue will not be a single source of energy, but a

combination of multiple sources of renewable and non-renewable energy and improved energy

storage and efficiency. The most prominent renewable energy technologies are biofuels,

wind, tidal, and solar, with wind and solar having the two largest shares of U.S. and global

investment.[1] Each of these sources is actively researched, but the fastest growing is solar

energy. In particular, the U.S. Department of Energy launched the SunShot Initiative in

2011, with the aim of making solar energy cost competitive by 2020. This work focuses on

a specific facet of solar energy: dye-sensitized solar cells.

The key obstacles to widespread usage of solar cells are cost, reliability, and energy

storage. Reliability is a function of the construction, manufacturing, and location of the

cells. The cost of solar cells comes mainly from the materials used, manufacturing process,
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Figure 1.1: Diagram of the cost efficiency of three generations of solar cells.

Group I are those based on Si wafers and comprise the majority of the market. Group
II includes dye-sensitized solar cells, thin film cells, amorphous Si, and other inexpensive
materials. Their efficiency is currently lower than the ideal, but they are an active area
of research and are recently seeing greater commercial use. The eventual goal of research
on second generation solar cells is to reach group III, cells which would use inexpensive
materials, but take advantage of better control over charge transfer, carrier multiplication,
or multiple junction structures. Chart from Ref. [2].
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and support infrastructure, which are all fundamentally linked to the cells’ photoconversion

efficiency.[3] Improved photoconversion efficiency is thus a primary objective in the pursuit

of broad scale usage of solar cells. Improved energy storage is particularly important if solar

is to become a major power source because of the need to cover the night and other low

light situations, which is not an issue for current power sources. Energy storage materials

and techniques are active areas of research, but will not be discussed here.

One avenue for improving the cost efficiency of solar cells is to focus on high efficiency

photovoltaic materials to further increase photoconversion efficiency or reduce production

cost. Since these materials typically have high material and production costs and more

restrictive operating conditions, they are less suitable for widespread usage. Instead they

have potential for use in applications such as utility scale solar concentrators, in which

sunlight is reflected and focused from a large area onto a relatively small cell. These types

of solar cells would require much more support infrastructure such as mirrors, cooling, and

a large area of available land.

Another avenue is to take what is in principle the opposite approach: use materials with

relatively low photoconversion efficiencies and compensate for the lower efficiency by having

a much larger surface area using existing support structures, e.g., rooftop solar, greenhouse

shades, and incorporating solar into large buildings. These cells would be much more cheaply

produced due to using simpler prodution methods and less expensive materials such as or-

ganic dyes, carbon nanotubes, and perovskites. The primary objective in their research is

increasing their efficiency while keeping their cost low. This work focuses on the electronic

structure of metal-organic dyes, an established category of dyes which have yielded photo-

conversion efficiencies over 12%.[4]
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Figure 1.2: Record research solar cell efficiencies from mid-70s to present.

The current best cells use multijunction architecture and solar concentration to achieve such
high efficiency, but are prohibitively expensive for most uses. Organic and dye-sensitized
solar cells, which take the opposite approach of lower efficiency with much lower cost, have
a relatively short history of development but have seen rapid improvements in efficiency
during that time. Chart is updated by the National Renewable Energy Laboratory and
available at http://www.nrel.gov/ncpv/

1.2 Semiconductor vs. Dye-Sensitized Solar Cells

The most common commercial solar cells currently on the market are made of mono- or

polycrystalline Si, with thin film Si, CdTe, and copper indium gallium selenide (CIGS)

making up a growing portion of the market. These cells have 10-20% efficiency and are

typically used for rooftop power generation. However, such cells require the installation of

infrastructure which limits where they can be used and constitute a large initial cost for the

user. CIGS and CdTe cells additionally use materials with relatively low abundance. These

factors limit the potential for current commercial solar technologies to see widespread use.
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The limitations of conventional solar cells spurred interest in solar cell materials which are

lightweight, easily produced, can be used with little to no modification of existing structures,

and use abundant, easily synthesized materials. Dye-sensitized solar cells (DSSCs) using

purely organic or metal-organic dyes with molecular structures resembling those found in

nature (e.g., chlorophyll in photosystem II, hemes in hemoglobin) have emerged in recent

decades as compelling choices for mass produced solar cells. DSSCs can be produced using

roll-to-roll printing techniques to create thin, lightweight sheets which can be laid over

windows and other surfaces where conventional solar cells are not feasible.[5, 6, 7, 8] Since

little to no specialized supporting infrastructure is needed, the initial cost is much lower,

and while the efficiency of DSSCs is lower by almost a factor of two due to reasons which

will be discussed later, their lower cost per square foot and greater potentially usable area

could compensate for their decreased efficiency. Efforts to improve the efficiency of these

cells have gone in many different directions, but in this work we will focus on the electronic

structure of the dye itself.

Before discussing the electronic structure of DSSCs, it is first necessary to discuss the

electronic structure of a typical semiconductor solar cell (Fig. 1.3). Semiconductor solar

cells possess a band gap slightly smaller than the visible portion of the solar spectrum (for

example, Si has a band gap of 1.1 eV and CdTe has a nearly ideal band gap at about

1.5 eV). An absorbed photon excites an electron from the valence band to the conduction

band, leaving a hole in the valence band. The electron and hole then separate to different

electrodes, generating a current. If the electron and hole recombine, no current is generated.

Recombination can can be caused by low carrier mobility, grain boundaries in polycrystalline

or amorphous cells, and poor charge separation within the absorber. These problems can

be reduced by improvements in materials, device architecture, and production techniques.

The band gap of a semiconductor cell is crucial to its efficiency, as it determines the cutoff

energy for the cell’s absorption, which influences the quantum efficiency of the cell.
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Figure 1.3: Simplified open circuit energy level diagram of a semiconductor solar cell under
illumination.

An electron in the valence band is excited by a photon into the conduction band,
leaving a hole. The electrons and holes follow the electrostatic potential of the p-n
junction and build up on opposite sides of the junction. This buildup of charge creates a
photovoltage at the electrodes which counteracts the junction potential until the system
reaches a dynamic equilibrium. The open circuit voltage is given by e · Voc = En

f − E
p
f .

DSSCs (Fig. 1.4) operate in a similar way to semiconductor solar cells, however rather

than using valence and conduction bands, DSSCs use the orbitals of a dye molecule, namely

the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital

(LUMO). Unlike semiconductor solar cells where the bulk of the semiconductor is also the

charge transport medium, electrons and holes remain bound to an isolated dye molecule in a

DSSC after separation. To avoid recombination, the electrons and holes must be separately

removed from the absorber, which requires a donor to fill the hole in the HOMO and an

acceptor to remove the excited electron in the LUMO. The donor and acceptor thus add

another two energy levels which must be considered in the design of the cell: the LUMO or

conduction band minimum (CBM) of the acceptor and the HOMO or valence band maximum
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Figure 1.4: Simplified energy level diagram of a dye-sensitized solar cell.

While semiconductor solar cells have conduction and valence bands with the band
gap determining the UV-visible absorption of the cell, DSSCs’ absorption is determined
by the HOMO-LUMO gap of the dye molecule. Additionally, while a semiconductor acts
as both the absorber and charge transport medium, a dye can act only as an absorber.
Acceptor and donor molecules are required to transport the electrons and holes away from
the dye before they recombine. As with semiconductor solar cells, the open circuit voltage
is given by e ·Voc = En

f −E
p
f . This figure is shown for doping higher than the semiconductor

to metal transition in the acceptor and donor (typically > 1020 cm−3).

(VBM) of the donor.

Efficient electron transfer from the dye to the acceptor (and hole transfer from the dye

to the donor) requires a relatively large energy difference between both the dye LUMO and

acceptor and the dye HOMO and donor. A larger energy difference reduces electron-hole

recombination because charge transfer will occur more quickly, thus increasing photocurrent.

However, this increased photocurrent comes at the cost of reduced photovoltage and thus

reduced power generation. Conversely, a high photovoltage comes at the cost of reduced

photocurrent. The choice of dye, donor, and acceptor is then a problem of optimizing their
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energy levels to maximize both photovoltage and photocurrent, which requires knowledge

of the electronic structure of each part of the cell. These insights can be gained from X-ray

absorption spectroscopy.

1.3 Previous Work on Common Solar Cell Dyes

Polypyridyl-Based Dyes

Polypyridyl-based dyes with transition metal centers have a long history of development,

including some of the most widely known dyes being modifications of a tris(bipyridine)

structure. In a seminal 1991 paper by O’Regan and Grätzel [9], a trimeric ruthenium complex

with bipyridine ligands was deposited on a TiO2 nanoparticle substrate to achieve a higher

efficiency than previous attempts to use dye-sensitized solar cells. One of the most efficient

dyes currently in use is the dye molecule N3, which is similar to Ru2+tris(bipyridine), but

with one of the bipyridines replaced by two isothiocyanato (-NCS) groups. The N3 molecules

bond to the TiO2 substrate via carboxylic acid groups on the bipyridine ligands, which allows

transfer of excited electrons from the ligands to the acceptor. A number of modifications on

the basic design of N3 dye exist which change the attachment groups, but the Ru2+ ion and

its nearest neighbors are typically kept the same.

While N3 dye and similar molecules have the potential issue of using relatively low

abundance Ru, polypyridyl-based molecules using other, more abundant transition metals

are seeing potential use in solar cells in capacities other than as the absorber. For example,

tris(bipyridine) molecules with transition metal centers tend to have useful redox properties.

In particular, Co2+/3+tris(bipyridyl) complexes have higher reduction potentials which could

make them an option for replacing the corrosive iodide/triiodide electrolyte that has been

commonly used as a donor.[4, 10, 11, 12] Other potential electrolytes are metallic redox

complexes [13, 14, 15, 16, 17] and organic hole conductors.[18, 19, 20, 21]
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Figure 1.5: Molecular structures of common solar cell dyes.

A) The basic structure of tris(bipyridine) molecules with transition metal ion centers
are a foundation for many solar cell dyes with reltively high efficiency. B) N3 dye is a
modification of the tris(bipyridine) structure and is currently one of the most efficient
sensitizers. C) Porphyrins with transition metal ion centers are commonly found in nature,
and modified porphyrins have received much attention recently for higher efficiency solar
cells. D) Phthalocyanines have a similar central structure to porphyrins, but are stable at
higher temperatures and have different electronic structure.

Porphyrins and Phthalocyanines

Much of recent solar cell dye research and development has begun to focus on phthalocya-

nines and porphyrins with transition metal centers. Transition metal phthalocyanines and

porphyrins are heteorcylic molecules with 4 N atoms bonded to the metal ion in the center.

Compared to porphyrins, phthalocyanines have additional N atoms in the ring surrounding

the metal and additional aromatic rings on their corners, giving them increased temperature

stability. These molecules are convenient choices for solar cell dyes because they have a simi-
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lar structure to many molecules found commonly in nature, in particular in heme (which has

a porphyrin with an Fe2+ center) and chlorophyll (which has a porphyrin with an Mg2+ cen-

ter). Additionally, they are a well known, stable set of dyes with a relatively simple synthesis

process and energy levels strongly dependent on their transition metal center.[22, 23] While

porphyrin-based dye molecules have long had efficiencies <10%, in recent years new molecule

designs have been developed which have efficiencies over 12%.[4] These new molecules keep

the porphyrin ring intact, but add ligands which retard recombination and enhance charge

transfer.

The dominant transition in porphyrins and phthalocyanines when exposed to light is

a metal to ligand charge transfer (MLCT) in which a valence electron from the metal ion

delocalizes over the N cage surrounding the metal. Assuming the electron and hole do not

recombine, the electron is then removed from the ring by a linker to the acceptor and the hole

in the metal ion filled by the donor. Other transitions at about the same energy also involve

the π system in the N cage, such as π-π∗ transitions and ligand to metal charge transfer,

whose excitation strength is dependent on the degree to which the metal and ligand wave

functions are mixed.[24]

Excluding the porphyrins and phthalocyanines whose metal ions have full or nearly full d

shells, the orbital ordering and electronic structure of these molecules is not well understood.

This is particularly true when the metal ion is Fe2+, which has a number of possible spin

states. The electronic structure of the metal ion is further complicated by the square planar

symmetry of the surrounding molecule, which splits the d levels into five different levels (two

of which are degenerate) that are then further split into a large manifold by electron-electron

interactions. These difficulties will be discussed further in Chapter 4.
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1.4 Scope of the Thesis

This work discusses X-ray absorption measurements performed on multiple solar cell dyes

in order to better understand their electronic structure and the effects of systematically

changing the transition metal in each dye. In particular the effects of replacing Ru by Fe

in polypyridyl complexes and porphyrins and the differences in the crystal fields among Fe,

Co, and Ni porphyrins and phthalocyanines will be covered. Knowledge of the effects of the

transition metal and the surrounding molecular structure on the energy levels of the dye

molecule is important for design of future sensitizers such as donor-π-acceptor complexes.

The ultimate goal is to design solar cell sensitizers from the ground up to have specific

properties.
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Chapter 2

Experimental Techniques

2.1 X-ray Absorption Spectroscopy

Introduction to X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) determines the unoccupied electronic structure of

molecules or crystals in the presence of a core hole. Absorption of X-rays of order 100-1000 eV

excites an electron from a core level (commonly 1s or 2p) into an unoccupied orbital or band.

These transitions occur at specific, distinct energies, which makes the technique element and

bond selective. Additionally, XAS allows for simultaneous independent measurements of the

surface and bulk of a given sample through electron yield and fluorescence yield, respectively.

Figure 2.1 compares XAS to other common electronic spectroscopy techniques, ultraviolet

and X-ray photoelectron spectroscopy and UV-vis spectroscopy.

Figure 2.2 shows the basic processes which occur in XAS. A photon excites an electron

from a core level (typically 1s or 2p) to an unoccupied state, leaving a hole in the core. The

core hole can be filled in one of two ways: an electron in an occupied state can drop into the

hole while electrons are emitted from the atom, or an electron can drop into the hole and

emit a photon. The former process is detected in electron yield measurements and the latter
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Figure 2.1: Comparison of transitions in UPS, XPS, XAS, and UV-vis spectroscopies.

While the photoelectron spectroscopies provide information on the binding energies
of valence and core levels and UV-vis spectroscopy gives information on band or HOMO-
LUMO gaps, X-ray absorption spectroscopy provides information on unoccupied energy
levels. Since the transitions are from a well-defined core level, the unoccupied energy levels
can be determined unambiguously, unlike in UV-vis spectroscopy, which might have many
degenerate transitions. The creation of a core hole reduces the transition energy slightly
due to the electron-hole interaction.

in fluorescence or photon yield measurements. The most important distinction between total

electron yield (TEY) and fluorescence yield (FY) measurements is that electron yield mea-

surements are sensitive to the surface of a sample while fluorescence yield measurements are

sensitive to the bulk of the sample. This distinction comes about because of the differences

in escape depth between electrons and photons.

While photons in the soft X-ray region have penetration depths of up to several µm,

electrons have an escape depth of only a few nanometers, which limits electron yield mea-

surements to the first few layers of a sample. Photons however have an escape depth on the
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Figure 2.2: X-ray absorption and fluorescence or electron emission processes.

After absorbing an X-ray, a core level electron is excited into an unoccupied state.
The resulting core hole is then quickly filled by another electron, releasing either a photon
(fluorescence) or causing emission of a cascade of lower energy electrons.

order of 100 nm, which means that the majority of the fluorescence yield signal comes from

deep in the sample instead of the surface.[25] Fluorescence emission is however much less

common than electron emission by a factor of ∼ 100-1000 for low Z elements since many

electrons can come from one excitation due to inelastic scattering while fluorescence yields

only a single photon.[25] Fluorescence detection does however have the benefit of avoiding

issues with the surface of an insulating sample charging, which can negatively affect electron

yield measurements.

Figure 2.3 shows series of both TEY and FY spectra taken simultaneously for a sample of

an organic molecule that is damaged by radiation during measurement. A set of sharp peaks

indicating evolution of N2 trapped in the bulk of the sample as a result of radiation damage

processes is visible in the FY spectra but absent in the TEY spectra since any N2 near the

surface would escape into vacuum. Measurement of the bulk properties of the materials in

this work is less relevant than measurement of the surface properties since samples are, when

possible, thin films, and practical applications for these dye molecules would in principle
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Figure 2.3: Comparison of TEY (surface sensitive) and FY (bulk sensitive) measurements
taken simultaneously.

The bulk-sensitive FY spectra of SSMCC reveal generation of N2 during irradiation,
which is trapped in voids below the surface. In the simultaneous surface-sensitive TEY
spectra, on the other hand, N2 is not visible because it will desorb into vacuum.[26] The
two complementary detection methods reveal differences in orientation, oxidation state, or
sample composition between the surface of a sample and the bulk.

involve at most a few monolayers of the absorber molecules on the surface of nanoparticles

or nanorods of TiO2 or another acceptor material. Additionally, no significant differences

were found between the TEY and FY spectra in this work when such measurements were

possible, so all spectra are, unless stated otherwise, taken in TEY detection mode.

X-ray absorption spectroscopy is used in this work because it is a powerful tool for de-

termining the electronic structure of dye molecules. UV-visible spectroscopy is of course

directly relevant to the transitions that occur in normal solar cell operation, but it does not
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reveal any information about electronic structure. In fact many different types of transi-

tions (e.g., MLCT, LMCT, and π-π∗ transitions) in different parts of the molecule occur at

similar energies, which complicates identification of energy levels. X-ray absorption spec-

troscopy is, however, element- and bond-selective because it uses transitions from atomic

core levels into unoccupied orbitals. This selectivity removes the complication of competing

transitions. Additionally, XAS is polarization-dependent because the transitions studied are

dipole transitions. The polarization dependence of the spectra is useful for determining the

orientation of molecules on a surface and in particular can be used to identify the symmetry

of transitions into d levels, which will be discussed further in Chapter 4.

X-ray absorption spectroscopy requires a tunable, high intensity X-ray source such as an

undulator beamline at a synchrotron. The measurements in this work were performed on the

U2 VLS-PGM at the Synchrotron Radiation Center and at the Bio-NEXAFS end station

on Beamline 8.0 at the Advanced Light Source at Lawrence Berkeley National Laboratory.

Elements of X-ray Absorption Spectra

The transitions from core level to unoccupied orbitals are the focus of XAS, but are not the

only transitions present in the spectra. The background of any given spectrum is composed

of transitions from valence or other higher-lying energy levels into vacuum/continuum states.

The background from valence excitations is flat below the lowest soft X-ray transition (often

the C 1s edge) in the sample and so does not interfere with the spectra to a significant

degree. However, once above the lowest edge the background includes the contributions from

excitations of those core electrons into vacuum or continuum states, which are frequently

several times stronger than the pre-edge background. The same addition occurs at each

successive edge. Over the next ∼ 100 eV the post-edge region will return to being flat, but

will provide a much greater background for the next edge than was present for the lower

absorption edge. Figure 2.4 is a cartoon showing the changes from one absorption edge to
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Figure 2.4: Extended spectrum of a transition metal dye.

Valence excitations make up the background below the C 1s region, which has features
many times greater than the finite pre-edge background (the substrate also contributes to
the background if the film is not continuous). Above the C 1s region the spectrum levels
off to a new background which contains the valence excitations as well as electrons excited
out of the C 1s core level. The N 1s region sits on this much larger background, so that
its features are much smaller relative to the background than the C 1s region’s features
were to its pre-edge background. This full spectrum covering both absorption edges would
span ∼ 150 eV, so it is rarely useful to take an extended spectrum covering more than one
absorption edge.

the next.

This trend is particularly noticeable when moving from the C 1s edge to the higher N

1s edge (energy ranges for common absorption edges and those in this work can be found in

Table 2.1). The C 1s edge usually has signal several times greater than the background on

which it sits, largely due to carbon’s prevalence in organic molecules. The N 1s edge sits on

this background, but due to the very low abundance of N relative to C in organic molecules,

the N 1s signal is generally only a few percent above the background. The relatively low

signal of the N 1s edge also makes the spectra much more susceptible to drifts in the C 1s

background. Very thin samples are especially vulnerable to background instabilities because
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Absorption Edge Energy Range (eV)
C 1s 280-320
N 1s 390-420
O 1s 525-555

Mn 2p 630-660
Fe 2p 695-735
Co 2p 770-805
Ni 2p 840-870

Table 2.1: Energy ranges for common absorption edges.

of their lower signal compared to thick samples.

It should be noted that many factors influence the height of peaks X-ray absorption

spectra, particularly the shape and energy density of the final state orbitals (see Section 2.2

for the equations and quantities governing the X-ray absorption cross section). One should

thus not generally expect that transitions into two different orbitals, even if they are near in

energy, would have a 1:1 correspondence between them. For example, transitions from the

N 1s core level into the nitrile π∗ orbitals (after their degeneracy is broken by a nearby π

system) have very different intensities despite a separation of <1 eV between the peaks (see

Fig. 6c in Ref. [27]). Likewise one should not expect a peak corresponding to a transition into

an imine π∗ orbital to have the same characteristics as a transition into an amide π∗ orbital

or a nitrile π∗ orbital.

Figure 2.5 shows a typical N 1s NEXAFS spectrum with its major components labeled.

The region at lower energy than the first transition peak is called the pre-edge region.

This region contains the background from valence transitions and lower energy core level

transitions and is in most cases flat. The lowest energy peaks in a spectrum correspond to

transitions into π∗ orbitals (provided π bonds are present in the molecule). These peaks are

commonly very sharp (FWHM of ∼ 1 eV) and exhibit strong polarization because they are

highly directional, making them usually the best choice for determining the orientation of

molecules on a surface. Each peak belongs to a different π∗ orbital, and they are narrow
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Figure 2.5: Example N 1s absorption spectrum of a polymer.

X-ray absorption spectra can be divided generally into three regions, from low to
high photon energy: the π∗ region, σ∗ region, and the step edge containing continuum exci-
tations. The excitations into the continuum cut off here because it is typically featureless.
Transitions into π∗ orbitals occur at the lowest photon energies in a spectrum, and they
produce sharp, intense intense peaks that are often well-separated in energy, which are
useful properties. The σ∗ region at higher energy consists of broader peaks which sit on the
background leading into the step-edge, which makes them more difficult to isolate.

enough that energy differences as small as a few tenths of an eV due to different orbital

symmetries or binding energies can be detected.

Above the π∗ region is the onset of σ∗ peaks and the continuum excitations. The σ∗ peaks

are typically very broad (FWHM of several eV) and have significant overlap, and since they

sit on top of the broad step function produced by continuum excitations are significantly more

difficult to isolate compared to the π∗ peaks. While they also show polarization dependence

like π∗ orbitals, their width and the greater spatial extent of σ∗ orbitals makes them less

useful for determining molecular orientations. In some cases, e.g., C-H bonds, the core-to-

σ∗ transitions can be sharp and of similar energy to π∗ transitions. It should be noted also
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that there is in many cases not a well defined boundary between the π∗ and σ∗ regions, and

that the two regions may overlap.

Above the σ∗ region the spectrum flattens out again, as photon energies are high enough

that no more bound states remain and core electrons are simply emitted from the atoms. This

portion of the spectrum is called the post-edge region or continuum step. Since excitations

into the continuum are independent of the polarization of the incoming X-rays, it is useful

to normalize spectra at the post-edge, which will be discussed in Section 2.5. It is common

to extend a spectrum well above the σ∗ region to ensure that the continuum step flattens

out for normalization purposes.

An additional complication in the spectra arises when the core level is changed from an

s to a p level, that of the spin-orbit splitting of p levels into p3/2 and p1/2 components with

different binding energies. Electrons in both levels can undergo transitions into the same

orbitals, but the transitions will be separated by the difference in binding energy between

the two levels. Since the binding energy of electrons in the p3/2 level is lower than those in

the p1/2 level, transitions from the p3/2 level into unoccupied orbitals occur at a lower photon

energy than transitions from the p1/2 level. Additionally, since twice as many electrons are in

the p3/2 level as are in the p1/2 level, the peaks corresponding to transitions of p3/2 electrons

are about twice as intense as those for p1/2 electrons.

In cases where the binding energy difference is small enough that the p3/2 and p1/2 regions

of the spectrum overlap (common among lower Z elements than the 3d transition metals),

the p1/2 contribution must be removed. The basis of this process is given in Ref. [28].

Fortunately, for the molecules and edges in this work, the difference in binding energies

between 2p3/2 and 2p1/2 is sufficiently large that the two regions do not overlap. The binding

energies for the 2p3/2 and 2p1/2 levels relevant to this work are given in Table 2.2 (binding

energies are from [29]). Since the 2p3/2 and 2p1/2 regions in 3d transition metals are well

separated, and the 2p1/2 region has both lower intensity and resolution, this work focuses
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Transition Metal 2p3/2 2p1/2

Mn 638.7 649.9
Fe 706.8 719.9
Co 778.1 793.2
Ni 852.7 870.0

Table 2.2: 2p3/2 and 2p1/2 binding energies for elements in this work. Binding energies are
from [29].

only on the 2p3/2 region.

2.2 Theory of Core Level Excitation Spectra

A thorough treatment of the theory of core level excitation spectra is given in NEXAFS

Spectroscopy by J. Stöhr [25] and Core Level Spectroscopy of Solids by F. de Groot and A.

Kotani.[30] In this work only a brief summary of the theory related to the transition matrix

elements, the intensity and width of transitions, and their polarization dependence will be

given.

X-ray Absorption Cross-section

The X-ray absorption cross-section is calculated from Fermi’s “Golden Rule” for a transition

from an initial state i to final state f consisting of a photoelectron with energy ε and an ion

in state j [31],

σij (ε) =
4π2αa20

3gi
(ε+ Iij) |Mif |2 (2.1)

where α is the fine structure constant (∼ 1/137), a0 is the Bohr radius (5.29× 10−9cm), gi is

the degeneracy of the initial state, and Iij is the ionization energy in Rydbergs. The matrix

element Mif is given by

|Mif |2 =
4

(ε+ Iij)
2

∑
i,f

|〈f |
∑
µ

exp (ikν · rµ)∇µ|i〉|2 (2.2)
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For photon energies on the order of hundreds of eV, the exponential term in 2.2 can be

reduced to the dipole approximation

exp (ikν · rµ) = 1 + ikν · rµ (2.3)

Since the second term is imaginary only the unity term is relevant, so the dipole approxi-

mation reduces 2.2 to the following [31]:

|Mif |2 =
4

(ε+ Iij)
2

∑
i,f

|〈f |
∑
µ

∇µ|i〉|2 =
∑
i,f

|〈f |
∑
µ

rµ|i〉|2 (2.4)

Polarization Dependence

In most cases, however, the full description of the X-ray absorption cross section is not

needed for interpreting spectra, particularly when studying the polarization dependence of

a transition. Instead just the dependence of the transition intensity on the dipole matrix

element is sufficient:

Iif ∝ |〈f |A (r) · p|i〉|2 (2.5)

This proportionality involves the polarization of the incident X-rays and the symmetry of

the initial and final states. For the common case where the initial state is an s level, 2.5

reduces to simply

Iif ∝ cos2δ (2.6)

where δ is the angle between the electric field vector of the incident X-rays and the orbital

vector of the final state.[25] It is not possible to know δ without prior knowledge of the

orientation of the molecules. However, if one assumes that over a large sampling area

there are many domains with random azimuthal orientation but consistent polar tilt, the

dependence on δ can be transformed into a dependence on θ, the incident angle of the X-rays,

and α, the polar tilt angle of the final state orbital.

The relationship in 2.6 illustrates the usefulness of 1s core level spectra for identifying the

orientation of molecules on a surface. Because the s core level is spherically symmetric, only
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the final state orbital vector and electric field vector determine the intensity of the transition.

In the case of an s initial state, the final state will be a p-like orbital, typically a π∗ orbital,

which are well-defined and yield sharp, distinct peaks in the spectra. In aromatic molecules

such as pyridine,[32] thiophene,[33] or phthalocyanines,[22] the π∗ orbitals are orthogonal to

the molecular plane, so for example maximum intensity for the transition to the π∗ orbital

occurring at normal incidence indicates that the molecules stand on edge on the surface.

Electron and Fluorescence Yields

An important quantity to consider in X-ray absorption spectroscopy is the mean free path

of the incident photons, as it is one factor which influences how much signal comes from the

adsorbate vs. from the substrate. The photon mean free path is the inverse of the X-ray

absorption coefficient µx (hν), which is related to the X-ray absorption cross-section and is

given by

µx (hν) = nvσx (hν) (2.7)

where nv is the volume density of the adsorbate.[25] Values for both the absorption cross

sections and coefficients for common materials have been compiled in Refs. [34] and [35].

The mean free path of the incident photons is many orders of magnitude longer than those

of the photoelectrons generated by the excitations, but inelastic scattering processes can

generate a large number of lower energy secondary electrons which can escape the surface,

increasing the effective escape depth of electrons to many times the mean free path of a

single photoelectron. Typical effective escape depths are on the order of 1-10 nm and tend

to be longer in insulators than metals or semiconductors.[25, 36]

Assuming a thick sample, the absorption coefficient in 2.7 will depend on the X-ray

incidence angle θ (measured from the surface) according to

µx (θ, hν) =
µx (hν)

sinθ
(2.8)
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This modification then allows for the calculation of the number of photoelectrons created at

a depth z within interval dz

Ne = I0A0µx (θ, hν) e−µx(θ,hν)zdz (2.9)

where I0 is the incident photon flux density and A0 is the area exposed to the beam. The

number of photoelectrons in 2.9 contributes a fraction dIt of the TEY given by

dIt =
Ω

4π
Nee

−z/LhνM (2.10)

where Ω is the solid angle into which the electrons are emitted, L is the effective electron

escape depth (i.e., the effective electron scattering length projected onto the surface normal),

and hνM is a total gain function that accounts for the additional secondary electrons created

by inelastic scattering processes with M being a material constant for conversion efficiency

into low-energy electrons.[25] Assuming a thick sample, integrating 2.10 over the sample

thickness gives

It (θ, hν) =
Ω

4π
I0A0

µx (θ, hν)

µx (θ, hν) + 1/L
hνM (2.11)

The above equations approximate the TEY for thick samples where the influence of the

substrate is minimal. For samples a few monolayers at most, the substrate contributions to

the TEY can no longer be ignored. However, since this work does not use such thin samples,

the case of monolayer samples will not be covered here.

Fluorescence yield is somewhat easier to describe due to the lack of inelastic scattering

interactions for fluorescent photons, but the longer mean free path of fluorescent photons

means that an adsorbate layer must be much thicker to avoid substrate contributions to the

FY. Assuming a sufficiently thick sample (> 100 nm) that substrate contributions to the

FY are negligible. In this case a sufficiently thick sample is again assumed, so by a similar

derivation as for the TEY, we have

dIf =
Ω

4π
I0A0µx (θ, hν)ωfe

−µx(θ,hν)ze−z/D(εf)dz (2.12)
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where ωf is the strongest component of the FY with energy εf , and D (εf ) is the effective

X-ray escape depth at energy εf , measured along the surface normal. D (εf ) is related to

the X-ray absorption coefficient by D (εf ) = cosδ/µx (εf ) where δ is the detection angle from

the surface normal.[25]

Integrating 2.12 over the sample thickness yields

If (θ, hν) =
Ω

4π
I0A0

µx (θ, hν)ωf
µx (θ, hν) + 1/D (εf )

(2.13)

which parallels 2.11 without the gain factor hνM which accounts for generation of additional

secondary electrons, as those inelastic scattering process are negligible for FY. In the case of

a sample thin enough that the substrate’s contribution to the FY signal cannot be neglected,

the adsorbate signal will sit on a large background coming mostly from the substrate FY. In

such a case 2.13 will describe the FY from the substrate, and the FY from the thin adsorbate

layer will be given by

If (hν) =
Ω

4π
I0A0ωx (hν) ρωf (2.14)

which is typically many orders of magnitude smaller than the other background contributions.[25]

Without some means of suppressing the background (e.g., by means of filters, special de-

tectors, or monochromators), FY detection is impractical for thin samples. Al filters for

example are commonly used with microchannel plate detectors to assist FY detection.

2.3 Ultrahigh Vacuum System and Measurement

Apparatus

The photon energies in X-ray absorption measurements are typically in the 100-2000 eV

range. These energies are sufficient to ionize molecules in air and thus have very short mean

free paths. X-ray absorption measurements must then be performed in ultrahigh vacuum

(UHV) conditions to maintain high photon flux over the length of a beamline, which is
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typically tens of meters. Exact operating pressures are largely determined by the synchrotron

ring’s operating pressure (low 10−10 to 10−11 torr), but depending on the distance from the

ring and amount of differential pumping present, adequate chamber pressures can be up to

the high 10−9 torr region. Specially constructed cells with very thin windows are capable

of sustaining large pressure differences, which allow for measurements of gaseous or liquid

media, though these will not be discussed here.

All measurements in this work were performed in UHV conditions, typically <10−9 torr.

This pressure was maintained during measurements by an ion pump and titanium sublima-

tion pump (TSP). A load lock for sample introduction and a crucible for in situ evaporation

are kept under vacuum by a turbopump that is typically isolated from the measurement

chamber.

Fig. 2.6 is a simple schematic of the measurement apparatus. Samples are mounted

on a manipulator with 5 degrees of freedom (x, y, and z motion with polar and azimuthal

rotation), which is connected to a picoammeter. A Cu ring held at a +500 V bias potential

is a few centimeters upstream of the manipulator to increase the electron yield from the

sample. Upstream of the Cu ring is a Ni mesh which has been coated in situ with Au which

intercepts ∼ 10% of the incoming photons and is connected to a second picoammeter. The

Au mesh is used to correct for changes in photon flux due to fluctuations in the beam or

grating transmission because Au has no transitions at the relevant energies in this work.

The mesh also has a ring less than 1 cm in upstream of it which is held at a +45 V bias

potential to increase its electron yield. Further upstream of the Au-coated mesh is a Ni

mesh of similar design which is used for energy calibration purposes. Microchannel plates

mounted near the sample detect fluorescent photons.
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Figure 2.6: Cartoon of XAS measurement apparatus.

XAS measurements typically record three quantities as a function of photon energy:
current to the sample, current to an upstream mesh, and fluorescent photon count from
microchannel plates. Cu rings at a positive bias voltage are kept upstream of both the mesh
and sample to increase electron yield. The mesh intercepts ∼ 10% of the incoming photons
and is ideally coated by evaporation in situ with a metal that has no absorption features at
the relevant energy ranges (typically Au is a suitable metal).

2.4 Sample Preparation

Samples for the XAS measurements performed in this work were prepared in one of two

ways: by drop casting from solution or by in situ sublimation. Both methods have ad-

vantages and disadvantages which will be detailed in the following sections. Occasionally a

third preparation method, simply pressing a powder into carbon tape, was used, but this

preparation method has many drawbacks which make it unsuitable for any but the most

basic diagnostic use. In general drop cast samples sacrifice quality for time while samples

prepared by in situ sublimation are of higher quality but sacrifice time.
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Solution Preparation Methods

Preparation of samples by drop casting is used to make initial measurements on samples

before more potentially destructive preparation methods such as sublimation are used. In

some cases sublimation is not possible and drop casting is the only available preparation

option, which is typically the case for smaller organic molecules or molecules which are

stored in solution. Drop cast samples are prepared by dissolving or suspending a powder in

some solvent (typically ethanol) and depositing a few drops of that solution onto a Si or Au

substrate.

This method typically produces either thick, disordered films or nonuniform distribution

of nucleated particles. In either case, the molecules are randomly oriented within the film,

and the thickness of the film is sufficient that the effects of interactions with the substrate

can be ignored. The quality of these samples in terms of peak height and resolution in their

spectra is lower than for other preparation methods, but the drop cast samples serve as a good

comparison to evaluate the quality of samples produced by other methods. Additionally, drop

cast samples can be produced more quickly than by other methods of preparation. Details

on specific drop cast samples will be given in later sections.

In Situ Sublimation

The preferred method for producing samples is in situ sublimation. This method uses a

Knudsen cell (Fig. 2.7), which is a small Ta crucible through which current is run to heat a

small amount of powder. Since this process occurs in vacuum, the powder sublimes out of

the crucible and onto a room temperature substrate <1 cm away. The sublimed molecules

then attach to the room temperature substrate and self-orient in layers. The temperature

of the crucible is monitored by a thermocouple at its base.

In situ sublimation provides much greater control over the thickness of the samples
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Figure 2.7: Knudsen cell for in situ sublimation.

The crucible is Ta foil which is heated by running a current through wires connected
at its base, and the temperature is monitored by a thermocouple connected at the same
point. When fully inserted into the vacuum chamber, the crucible sits < 1 cm from the
substrate. The cell is kept under vacuum by a turbopump when not in use.

produced, creates well ordered samples, and provides the highest quality samples in terms

of the relative intensities of spectral peaks. Additionally, since the samples are prepared in

vacuum and at relatively high temperatures, oxidation of the molecules can in some cases

be avoided or reversed, which is particularly important for molecules containing Fe.[22]

The downside of in situ sublimation as a preparation method is that it risks destroying

the molecule if the temperature is too high. In some cases the molecule completely disso-

ciates, leaving nothing on the substrate. This is typical of lighter molecules or molecules

with smaller ligands such as polypyridyl-based molecules. Transition metal porphyrins and

phthalocyanines decompose at high evaporation temperatures in a characteristic way that

leaves nitrile fragments on the substrate with little to no trace of the metal center (see

Chapter 3 for details). The method is also time consuming,
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2.5 Methodology

Data Taking and Basic Analysis

Samples to be measured are attached to small aluminum holders using conductive carbon

tape and loaded into the load lock on the chamber, where they are pumped on by a roughing

pump and turbopump. The pumping process generally takes 2-3 hours to reach a similar

vacuum to the measurement chamber, depending on the volatility of the samples. The

samples can then be transferred onto the manipulator in the measurement chamber.

During measurement, the currents through the sample and the Au mesh are measured as

a function of photon energy. If applicable, the count rate from microchannel plates measuring

FY is also measured. These currents are proportional to the strength of the transitions at

that energy. Photon flux is controlled by entrance and exit slits in the beamline, which are

kept as narrow as possible along with changing spots on the sample after each spectrum to

mitigate radiation damage to the samples. Spectra typically take 5-15 minutes depending

on absorption edge and desired resolution. Calibration spectra are taken near in time to

spectra of samples and each time a grating change is required.

The data processing procedure uses the recorded currents from the sample and the Au

mesh in order to construct the spectra. The first step in data processing is dividing the

sample current by the mesh current, which removes variations in photon flux from noise or

monochromator transmission based on photon energy. This divided spectrum has a linear

background in the pre-edge region, from which a straight line fit is subtracted. After the

linear background is subtracted, the spectrum should in principle flatten out in the post-edge

region. It should be noted that normalization to the pre-edge and subtraction of the linear

background leaves the y axis as a measure of the signal-to-background ratio, which varies

from one absorption edge to another, as mentioned in an earlier section. Figure 2.8 shows

an example of these data processing steps for the N 1s edge of a phthalocyanine very similar
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Figure 2.8: Initial steps in processing of spectra.

Top: Raw TEY signal from the sample and an upstream mesh, typically varying
from pA to nA. Both are subject to the same change in flux with photon energy. Middle:
The spectrum produced after dividing the signal from the sample by that from the mesh.
The beamline drift is removed, but a linear background remains. The red line is a fit to the
pre-edge background. Bottom: The spectrum after subtraction of the pre-edge background,
which is now flattened.

to those in this work.

Calibration

Due to shifts in photon energy because of minor irreproducibility of grating position, it is

necessary to calibrate all spectra using a convenient standard with well defined transition
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Reference Absorption Transition Calibrated
Compound Edge Energy [eV] Absorption Edges

Highly Oriented C 1s 285.35 C 1s
Pyrolitic Graphite [37, 38] (C=C π∗ )

TiO2 (Rutile) Ti 2p 458.0 N, O 1s
(Calibrated using N2 [39]) (Lowest 2p-to-3d)

Ni mesh [40] Ni 2p 852.6 Fe, Co, Ni,
(Ni 2p-to-3d) Cu, Zn 2p

Table 2.3: Commonly used calibration references.

energies. The best choices for calibration standards are molecules or crystals with transition

energies near the absorption edge in question. For example, the C 1s edge is best calibrated

using highly oriented pyrolitic graphite, which has a well defined C 1s to C=C π∗ transition at

285.35 eV. Several common calibration standards and the absorption edges for which they are

used are listed in Table 2.3. Because the monochromator is a plane grating, the calibration

is linear in wavelength, i.e., λa = λm + ∆λ, where λa is the wavelength corresponding to

the actual energy, λm is the wavelength corresponding to the measured energy, and ∆λ is

the required shift in wavelength for calibration. The shift in wavelength ∆λ is determined

using the appropriate reference compound, since the actual transition energy (thus λa) for

that compound is known from literature. This shift is then applied to the spectra for the

relevant sample.

Since the photon energy rather than wavelength is the quantity that is actually recorded,

it is useful to derive a calibration formula in terms of the energies involved rather than

wavelengths. Taking ∆λ = λ′a − λ′m where the prime indicates that both values are for a

specific transition in the reference compound, we have

λa = λm + λ′a − λ′m (2.15)

Since λ = hc/E, then

1

Ea
=

1

Em
+

1

E ′a
− 1

E ′m
(2.16)
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which gives for the calibrated energy

Ea =

(
1

Em
+

1

E ′a
− 1

E ′m

)−1
=

EmE
′
aE
′
m

E ′aE
′
m + EmE ′m − EmE ′a

(2.17)

where the measured and accepted from literature energies of a specific transition (E ′m and

E ′a, respectively) are used to shift the spectrum of a sample appropriately.

Normalization for Polarization Dependence Experiments

For an isolated spectrum, the data processing is finished once the spectrum has had its

linear background subtracted and energy calibrated. The resulting spectrum then has ac-

curate transition energies and can be used to identify bonds if the sample is unknown or

to contribute to an understanding of the electronic structure of the sample in conjunction

with other types of spectroscopy. However, if the aim is to identify molecular orientation

by studying the polarization dependence of specific orbitals, then additional processing is

required, namely normalization of multiple spectra.

While all spectra are normalized at the pre-edge as a matter of standard procedure, pre-

edge normalization does not account for the difference in exposed area due to rotation of

the sample. For TEY measurements, the difference in effective path length of the incident

photons has negligible effect on the signal. Likewise the shallow escape depth of the emitted

electrons means that the primary increase to TEY signal is simply the larger exposed area,

which in principle scales with 1/cosθ. The larger exposed area causes an increase in the

intensity of the whole spectrum rather than any specific transitions, so only a constant

scaling factor is needed to renormalize spectra taken at different angles of incidence. Any

sufficiently flat portion of the spectra can also be used for a normalization region, but it

is best to renormalize the spectra at an energy well above the absorption edge, where any

tails from high energy transitions have flattened out and only transitions into continuum



34

states are present. After normalization at the step edge, transitions scale only based on the

strength of the transition, which is dependent on molecular orientation.

In some cases the step edge is not consistent enough among the spectra to serve as a good

region for renormalization. This typically occurs when the sample is very thin, on the order

of a monolayer or less, or when the sample is prone to charging. In those cases the step edge

varies beyond what one would expect from simply a greater exposed area, or the spectrum

has a nonlinear background. The better choice for a normalization region for such samples

is to find the point in each spectrum where there is a crossover between orthogonal orbitals

(typically between the π∗ and σ∗ regions). Such a normalization risks misrepresenting the

angular dependence of the transitions because the chosen point of normalization will in

general sit on one or more tails from nearby transitions or potentially sit on a small transition

masked by the larger tails, causing the normalization point to change beyond what would

be expected based on just the larger exposed area. This technique is best used for simple

molecules with fewer, well separated peaks where the risk of sitting on a nearby tail is

minimized.

Au Double Division

A common but correctable source of error is contamination of the Au mesh, typically by

hydrocarbons or nitrogen-containing molecules. This contamination shows up as peaks in

the mesh spectrum which, when the sample spectrum is divided by the mesh spectrum, will

produce dips below the baseline. While these dips are very small and have a negligible effect

on the spectra of samples with good signal, very thin samples have low enough signal that

the dips can no longer be ignored. The best solution to contamination of the mesh is to

evaporate a fresh layer of Au onto the mesh, but when doing so is not practical then it is

possible to remove the effects of mesh contamination by a double division process. Double

division requires taking a spectrum of a clean Au sample at the same absorption edge and
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Figure 2.9: Effect of double division by clean Au.

This spectrum of an EG4-terminated alkanethiol SAM on Au was taken when the
upstream Au mesh had been contaminated with hydrocarbons (red spectrum), which is
apparent from a dip below the baseline at 285 eV, characteristic of transitions into the C=C
π∗ orbital. For thick samples this small amount of contamination would be negligible, but
for monolayers it cannot be ignored. The black spectrum is the same spectrum after double
division by a clean Au sample. The C=C π∗ contamination is almost completely removed.

dividing it by the contaminated mesh. The divided spectrum of the original sample is then

divided by that of the clean Au sample, with the end result that the signal from the sample

is divided by the signal from the clean Au, i.e.,

ISample
I0

· I
′
0

IAu
=
ISample
IAu

(2.18)

where ISample is the signal from the sample, I0 is the signal from the mesh taken simultane-

ously with ISample, IAu is the signal from the clean Au, and I ′0 is the signal from the mesh

taken simultaneously with IAu which should be identical to I0. Because the mesh contam-

ination is a significant contribution to the divided spectra, it is imperative that all spectra

are exactly aligned to each other to properly cancel out the contamination on the mesh.

Figure 2.9 shows an example of how double division by clean Au can remove the effects of

C contamination on the mesh from the spectra.
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Chapter 3

Ruthenium Substitution by Iron

This work is published in P. S. Johnson, P. L. Cook, I. Zegkinoglou, J. M. Garćıa-Lastra, A.

Rubio, R. E. Ruther, R. J. Hamers, F. J. Himpsel, “Electronic Structure of Ru- vs. Fe-Based

Dye Molecules,” J. Chem. Phys. 138, 044709 (2013).[41]

3.1 Introduction

Dye-sensitized solar cells frequently use metal-organic dye molecules containing the rare

metal ruthenium,[42] which hampers large-scale applications in photovoltaic power plants.

On the other hand, similar types of charge transfer reactions are carried out in biological

systems by heme-based molecules containing iron as the active redox center. Since Fe is

located just above Ru in the periodic table, the question arises whether it is possible to use

abundant Fe instead of the rare Ru for dye-sensitized solar cells.[22] A similar question has

come up in the context of Fe- versus Ru-based catalysts.[43]

Many different metal-organic dye molecules have been used for photovoltaics[44, 42, 45,

4], but most of them are characterized by a metal atom surrounded by a cage of N atoms.

The cage can be two-dimensional (in porphyrins and phthalocyanines) or three-dimensional
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(in polypyridyl structures). Systematic work on the electronic structure of two-dimensional

dyes can be found in Refs. [44, 23, 46, 47, 48, 49]. For three-dimensional complexes the

electronic structure[50, 51, 52, 53, 54, 55] and charge transfer[56, 57, 58, 59, 60, 61, 62] have

been investigated using many spectroscopic[63, 64, 65, 66, 67, 68, 69, 66] and theoretical[70,

71, 72, 73, 74, 75, 76, 77, 78] methods.

Despite the analogy between Fe and Ru in the periodic table, there are several subtle

differences in their electronic structure. For example, Fe is significantly less electronegative

than Ru (1.83 versus 2.2) and thus more prone to transfer electron charge to ligands. Both

Fe and Ru exhibit a wide range of oxidation states (from -2 to +6 for Fe and from -2 to +8 for

Ru), but Fe prefers the +3 oxidation state while Ru prefers +2 and +4, with +2 representing

the typical oxidation state of Ru in dye molecules. A special feature of neutral Ru is the

transfer of an outer s-electron to the d-shell, which leads to a different configuration of the

active d-electrons. This is less important in dye molecules, where Fe and Ru are oxidized to

+2 (d6) or +3 (d5).

The 3d valence electrons of Fe differ from the 4d electrons of Ru in several aspects.

The smaller spatial extent of the Fe 3d vs. Ru 4d wave functions leads to a smaller bond

length between Fe and N (see Section 3.4 for two-dimensional molecules and Ref. [79] for

three-dimensional molecules). Superficially, this suggests a larger overlap between the metal

d-electrons and the adjacent N 2p electrons for Fe. On the other hand, the N cage is

fairly stiff, particularly in planar dye molecules. It is not flexible enough to completely

accommodate the difference in the ionic radii. Therefore the overlap is smaller for Fe, and

likewise the hybridization between the metal d electrons and the N 2p electrons.

Like the hybridization, the crystal field splitting decreases substantially from the 4d

to the 3d manifold. The lower crystal field splitting in Fe makes it possible to promote

electrons from the filled t2g to the empty eg states in order to have parallel spins.[80] As a

consequence, Ru tends to be in the low spin configuration while Fe can also occur in the
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high spin configuration. For example, the gap between the t2g- and eg-derived states is 2.9

eV for RuCO octaethyl porphyrin and 0.8 eV for FeCl octaethyl porphyrin according to our

calculations.

An additional splitting is caused by the spin-orbit interaction, which can be quantified

by the parameter ζ ′ defined in Refs. [81] and [82], which is 0.13 eV for the 4d electrons[81] in

atomic Ru2+ and 0.05 eV for the 3d electrons[82] in atomic Fe2+. The different strength of

the spin-orbit interaction affects the optical transitions in the visible and UV, particularly

luminescence and circular dichroism. When compared to the interaction between the transi-

tion dipoles on the ligands, the spin-orbit interaction dominates in Ru(phen)2+3 while being

small in Fe(phen)2+3 (see Table 1 in Ref. [78]). That changes the sequence of the lowest ex-

cited orbitals from 3A2<
1A2<

1E for Ru to 1E<3A2<
1A2 for Fe. The effect of the spin-orbit

interaction on the electronic structure has been studied in detail for the Fe-, Ru-, and Os-

tris(bipyridine) series which covers the 3d, 4d, and 5d shells.[50, 83, 84, 85] Here we restrict

ourselves to the Fe-Ru comparison, but extend the scope to a broader class of dye molecules,

i.e. tris(phenanthroline) and octaethyl porphyrin (OEP) in addition to tris(bipyridine).

The spin-orbit splitting affects the highest occupied molecular orbital (HOMO), which

tends to have metal d character, while the lowest unoccupied molecular orbital (LUMO)

has usually N 2p character in the metal-organic dye molecules discussed here.[50, 23] In a

dye-sensitized solar cell the HOMO is relevant to refilling the hole, which may occur from

the donor or the acceptor (as undesirable back electron transfer). The LUMO mediates

the extraction of excited electrons via injection into an oxide acceptor, such as TiO2. This

part of the electron-hole separation involves very little voltage loss, but the lack of a strong

driving potential makes it slow. A rapid refilling of the hole via the donor is required to

minimize back electron transfer from the acceptor, and that entails a substantial loss of open

circuit voltage.[42, 4] This has been a particular problem with Fe-based dyes.

The most glaring chemical difference between Fe and Ru is the resistance of Ru against
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oxidation, which is related to its higher electronegativity. This property is important for

practical purposes (lifetime of a solar cell and necessity of careful encapsulation). For exam-

ple, Fe2+-phthalocyanine has been found to oxidize in air to Fe3+ (Ref. [22]), while Ru2+-

phthalocyanines remain stable.[52, 86] Fe2+-porphyrin appears to be even more difficult to

stabilize. We were unable to desorb Cl from FeCl-OEP. In biomolecules, such as the heme,

the central Fe atom is protected from oxidation by a three-dimensional cage of N (or S)

atoms with approximately octahedral symmetry. This suggests searching for dye molecules

containing Fe in similar octahedral cages, but without the protein backbone which is fragile

and prone to radiation damage.[87, 27] This avenue will be pursued further in a separate

publication.[88] Overall, this research is part of a program to measure the energy levels

relevant to the performance of solar cells.[89] Such results provide the input for designing

optimized combinations of materials for solar cells.

With this goal in mind we have investigated the differences in the electronic structure of

Fe- and Ru-based dye molecules, combining X-ray absorption spectroscopy at the N 1s and

C 1s edges with density functional theory (DFT). Thereby we address the LUMO, which

can be accessed by the same absorption edge (N 1s-to-2p) for both Fe and Ru complexes

(for previous work see Refs. [50, 67, 53, 57]). Addressing the HOMO requires two different

absorption edges, i.e., Fe 2p-to-3d at 0.7 keV (see Refs. [63, 68, 64, 61, 69, 66]) and Ru

2p-to-4d at 2.8 keV (see Ref. [62, 65, 57]). Various core level absorption edges have been

studied by ultrafast core level pump-probe techniques.[63, 64, 61, 62, 65, 66, 67]

The N 1s absorption edge is of particular interest, because the immediate neighbors of

the metal atom are N atoms in the dyes studied here. Their π∗ orbitals tend to dominate

the LUMO,[23] although occasionally one of the unoccupied metal d-orbitals drops below

the lowest π∗ level or hybridizes with it.[51] The transition energy from the N 1s core level to

the LUMO is sensitive to the charge transfer between the metal atom and the surrounding

N cage, as demonstrated for a series of OEPs with 3d metals at the center.[23] We find a
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similar charge transfer shift in a variety of Fe- and Ru-based dye molecules.

The key result can be summarized as follows: 1) There is a systematic downward shift of

the N 1s-to-π∗ transition when replacing Ru by Fe in tris(bipyridines) and tris(phenanthrolines),

while OEPs exhibit a more subtle behavior. 2) The origin of this shift can be traced to a

chemical shift of the N 1s core level, caused by electron charge transfer from the metal to

the surrounding nitrogens. 3) This charge transfer is larger for Fe than Ru, due to the lower

electronegativity of Fe.

3.2 Experimental

Materials

Ruthenium(II) tris(bipyridine) Ru(bpy)2+3 , iron(II) tris(bipyridine) Fe(bpy)2+3 , ruthenium(II)

tris(phenanthroline) Ru(phen)2+3 , iron(II) tris(phenanthroline) Fe(phen)2+3 , more commonly

known as the redox indicator ferroin, ruthenium(II) carbonyl octaethyl porphine RuCO-

OEP, iron(III) chloride octaethyl porphine FeCl-OEP, H2 octaethyl porphine H2-OEP, bathophenan-

throline, and dimethyl phenanthroline were purchased from Sigma-Aldrich and used as re-

ceived. Carboxylated bipyridine (a.k.a. biisonicotinic acid) was deposited on a smooth

layer of ZnO nanoparticles. Ru(bpy)2+3 , Fe(bpy)2+3 , Ru(phen)2+3 , bathophenanthroline, and

dimethyl phenanthroline were dissolved in ethanol and drop cast on Au-coated Si wafers.

Fe(phen)2+3 was purchased in aqueous solution and drop cast on Au-coated Si.

The best quality spectra (with the narrowest peaks and largest peak-to-valley ratios)

were obtained from in-situ sublimed samples. However, sublimation was not suitable for

all dye molecules, as some of them decomposed before reaching sufficient vapor pressure

(Fig. 3.1). Typical decay products were nitriles, which give rise to a characteristic π∗ peak

at 399.9 eV (Ref. [27]). Drop casting was also used. Spectra from such samples showed only

weak dependence on the solvent, as long as pure solvents without aqueous contamination
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Figure 3.1: Removal of the CO ligand from RuCO-OEP by sublimation at high temperature.

O 1s spectrum of RuCO-OEP sublimed at 253±5 ◦C (center), compared to that of
Ru-OEP sublimed at 415±5 ◦C (bottom), where the CO ligand is thermally desorbed.
Correspondingly, the characteristic π∗ transition of the axial CO ligand disappears. It
reappears after exposure to air (top).

were used.

Thermal desorption was used to remove the axial CO ligand from RuCO-OEP at about

400 ◦C, well above the typical OEP sublimation temperature of 250 ◦C (Fig. 3.1). However

this requires that the axial ligand be less strongly bound than the porphyrin ring. For

FeCl-OEP, the porphyrin ring breaks before Cl is removed (see Fig. 3.2).
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Figure 3.2: Decomposition of FeCl-OEP by high temperature sublimation.

Preparation of a well-ordered thin film of FeCl-OEP dye molecules by in-situ subli-
mation (bottom and center). Care needs to be taken to keep the sublimation temperature
below the decomposition temperature. At higher temperatures (411±5 ◦C, top), nitrile
fragments can be detected at the N 1s edge by their characteristic π∗ peak at 399.9 eV (see
Fig. 6 b,c in Ref. [27]).

X-ray Absorption Measurements

X-ray absorption measurements were performed at two undulator beamlines: Beamline 8.0

of the ALS and the VLS-PGM beamline at the SRC. At the ALS it was possible to simulta-

neously acquire surface-sensitive total electron yield (TEY) spectra and bulk-sensitive total

fluorescence yield (TFY) spectra. Details of the experimental setup have been reported

elsewhere.[27, 26] For measuring the small energy shifts at the N 1s edge, it was necessary to

ensure that the photon energy was stable. Therefore analogous spectra of Fe- and Ru-based
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molecules were taken right after each other. The absolute photon energy calibration was

checked frequently by measuring the C 1s edge of graphite at grazing incidence, the Ti 2p

edge of rutile TiO2, and the Ni 2p edge of a Ni mesh. Details about the energy calibration

and resolution can be found in Ref. [27].

Density Functional Theory Calculations

Density Functional Theory (DFT) calculations were performed by Juan Maria Garćıa-Lastra

of the Department of Energy Conversion and Storage at the Technical University of Denmark.

The DFT calculations were carried out by means of the Amsterdam density functional

(ADF) code.[90] All atoms were described through basis sets of TZP quality (triple-ζ STO

plus one polarization function) given in the program database, including all the core electrons

in the calculation (i.e. with no frozen core approximation). The exchange-correlation energy

was computed according to the local density approximation (LDA) by means of the Vosko-

Wilk-Nussair[91] (VWN) functional. The first step of the calculations consists of obtaining

the structures of the different OEPs in their ground state. In a second step the N 1s-to-

LUMO transition was calculated using the ∆SCF method. We have also performed DFT

calculations using the transition state (TS) theory proposed by Slater. The details of the

∆SCF and TS methods are described in Ref. [23].

3.3 Results

N 1s Absorption Spectra

Figure 3.3 compares the N 1s absorption spectra of various bipyridines. For Ru(bpy)2+3 and

Fe(bpy)2+3 the bulk-sensitive fluorescence yield spectra are shown (in order to eliminate the

contribution from surface oxides), and for metal-free carboxylated bipyridine on ZnO the
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Figure 3.3: N 1s spectra of bipyridine-based molecules.

The lowest N 1s-to-π∗ transition shifts down by 0.15 eV when replacing Ru by Fe,
due to a decrease in the N 1s core level binding energy that is caused by an extra transfer
of negative charge from Fe to the N ligands.
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Figure 3.4: N 1s spectra of phenanthroline-based molecules.

The lowest N 1s-to-π∗ transition shifts down by 0.3 eV when replacing Ru by Fe.
Similar to the bipyridine-based molecules, the shift is due to a decrease in the N 1s core
level binding energy.
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Figure 3.5: N 1s spectra of OEP-based molecules.

The lowest N 1s-to-π∗ transition shifts down by 0.2 eV going from RuCO-OEP to
FeCl-OEP (second and third curves). Removal of the CO ligand from RuCO-OEP increases
the transition energy by 0.2 eV (top curve). In H2-OEP the lowest π∗ transition splits
because of two inequivalent N atoms (bottom curve).
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electron yield spectrum. The dominant peak in all spectra is the transition from the N 1s core

level to the lowest π∗ orbital below 400 eV. Weaker transitions into higher-lying π∗ orbitals

are visible in the 400-405 eV range, plus a broad σ∗ resonance near 408 eV. When going

from Ru- to Fe-tris(bipyridine), the dominant π∗ peak shifts down in energy by 0.15 eV. The

next three peaks shift in the same direction, indicating a common contribution from a shift

of the N 1s core level induced by charge transfer. This is confirmed by the calculations in

Section 3.4, where the N 1s core level shifts, while the LUMO stays constant. A common

shift of two π∗ peaks is also observed at the C 1s edge of the bipyridine-based molecules (see

Section 3.3).

Figure 3.4 shows the N 1s absorption spectra for a series of phenanthrolines in the

TEY mode, i.e., Ru(phen)2+3 , Fe(phen)2+3 , together with metal-free dimethyl phenanthroline

and bathophenanthroline. The spectra are again dominated by the lowest π∗ transition,

with weaker π∗ and σ∗ features at higher energy. Analogous to the bipyridine molecules,

a downward energy shift of the lowest π∗ peak is observed going from Ru to Fe (here 0.3

eV), together with a further downshift for the metal-free variants. The noisy signal from

dimethyl phenanthroline is due to its higher vapor pressure, which causes bursts of molecules

to desorb from the substrate during the measurement.

Figure 3.5 is analogous to Figs. 3.3 and 3.4, but for octaethylporphyrin (OEP) molecules.

They exhibit a planar cage of four nitrogens around the metal atom instead of three-

dimensional cage of six N atoms. The N 1s absorption spectra are given for RuCO-OEP,

Ru-OEP, FeCl-OEP, and H2-OEP, all in the TEY mode. For Ru-OEP the CO ligand was

removed by sublimation at a higher temperature, as shown in Fig. 3.2. The metal-OEPs gen-

erally exhibit smaller shifts of the lowest π∗ peak than the molecules with three-dimensional

cages in Figs. 3.3 and 3.4. In the metal-free H2-OEP the lowest π∗ peak is split, because

there are two pairs of inequivalent N atoms (one pair bonding to H, the other not). The

lower peak (397.75 eV) is due to the H-free N atoms, and the higher peak (399.95 eV) to
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Table 3.1: Observed N 1s-to-π∗ Transition Energies

Molecule Transition Energy [eV]
Ru(bpy)2+3 399.51 (±0.05)
Fe(bpy)2+3 399.36

Bipyridine on ZnO 398.97
Ru(phen)2+3 399.34
Fe(phen)2+3 399.05

Dimethyl Phenanthroline 399.75
Bathophenanthroline 399.48

Ru-OEP 398.95
RuCO-OEP 398.76
FeCl-OEP 398.56
H2-OEP 397.75, 399.95

the N bonded to H (see the two vertical lines in the bottom curve of Fig. 3.5).

The energies of the lowest N 1s-to-π∗ transitions marked by lines in Figs. 3.3-3.5 are

summarized in Table 3.1. The origin of the energy shifts will be investigated in Section 3.4.

C 1s Absorption Spectra

Figure 3.6 shows the C 1s fluorescence yield spectra of Ru(bpy)2+3 , Fe(bpy)2+3 , and the

electron yield spectrum of carboxylated bipyridine on ZnO. Compared to the N 1s edge in

Fig. 3.3, the shifts of the LUMO transition are in the opposite direction at the C 1s edge.

Instead of a 0.15 eV downward shift at the N 1s edge one observes an upward shift of 0.15

eV for C 1s when going from Ru to Fe. A second strong π∗ transition is observed at 0.8-0.9

eV higher energy. The two π∗ peaks are assigned to transitions into the same π∗ orbital,

but from inequivalent C atoms. The lower peak is assigned to the three C atoms bonded

to other carbons (C3,4,5) and the upper peak to the two C atoms bonded to nitrogen (C2,6).

The latter has higher binding energy due to electronic charge transfer from C to N. The

two corresponding C 1s core levels have been observed by XPS[50] with a similar splitting

(about 1.0 eV), similar intensity ratio (3:2), and the same assignment. Both π∗ transitions
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Figure 3.6: C 1s spectra of bipyridine-based molecules.

The C 1s-to-π∗ transition energy increases by 0.15 eV when replacing Ru by Fe. The second
π∗ transition at higher energy shifts by the same amount, suggesting a transition into the
same π∗ orbital from a second set of C atoms with higher binding energy (those binding to
N).

shift by a similar amount, indicating a similar charge transfer to both types of C atoms via

the common π system. The sign of the shift indicates removal of electronic charge from the

π system.

Figure 3.7 shows a similar trend in the C 1s spectra of Ru(phen)2+3 , Fe(phen)2+3 , dimethyl

phenanthroline, and bathophenanthroline. Again there is an upward shift of the LUMO peak

when going from Ru to Fe (by 0.05 eV), compared to a downward shift at the N 1s edge in

Fig. 3.4 (by 0.3 eV). It is tempting to assign the three strong π∗ peaks to transitions from

three inequivalent C atoms into the same, delocalized π∗ system, as in the tris(bipyridines).
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Figure 3.7: C 1s spectra of phenanthroline-based molecules.

The C 1s-to-π∗ transition energy increases by 0.05 eV when replacing Ru by Fe.
The smaller shift compared to the bipyridine-based molecules is likely due to delocalization
of the charge transfer over the larger π system of phenanthroline.

In contrast to the tris(bipyridine) dyes, the magnitude of this C 1s shift is significantly

smaller, pointing toward a delocalization of the charge transfer over the larger π system of

phenanthroline.

In bathophenanthroline the extra phenyl groups are responsible for the dominant C=C

π∗ feature which obscures the double peaks seen in the other phenanthroline-based molecules.

The low-energy shoulder in the bathophenanthroline spectrum lies close to the lowest π∗ peaks

of the other molecules.

Figure 3.8 shows the C 1s spectra for Ru-OEP, RuCO-OEP, FeCl-OEP, and H2-OEP.

Unlike for the other molecules, the lowest π∗ peak shifts upward when going from FeCl-
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Figure 3.8: C 1s spectra of OEP-based molecules with a planar N cage.

The C 1s-to-π∗ transition energy decreases by about 0.1 eV when going from Ru- to
Fe-based OEPs, opposite to the behavior of the dye molecules with three-dimensional cages
in Figs. 3.6 and 3.7.

to RuCO-OEP. It shifts further upward when removing the CO to form Ru-OEP. The

magnitude of each of these shifts is about 0.1 eV. The energies of the C 1s transitions

marked by lines in Figs. 3.6, 3.7, and 3.8 are summarized in Table 3.2.
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Table 3.2: Observed C 1s-to-π∗ Transition Energies

Molecule Transition Energies [eV]
Ru(bpy)3 284.72, 285.60 (±0.05)
Fe(bpy)3 284.87, 285.70

Bipyridine on ZnO 284.72, 285.60
Ru(phen)3 284.50, 285.27, 285.67
Fe(phen)3 284.55, 285.30, 285.67

Dimethyl Phenanthroline 284.75, 285.85
Bathophenanthroline 285.03

Ru-OEP 284.40
RuCO-OEP 284.31
FeCl-OEP 284.23
H2-OEP 284.60

3.4 Discussion

Systematic Shift at the N 1s Edge

The key trend at the N 1s absorption edge is a systematic downward shift of the N 1s-to-

π∗ transition when going from Ru to Fe (and eventually to metal-free dye molecules). Such

a shift can be explained by transfer of negative charge from the metal to the neighboring N

atoms, as investigated in more detail in previous work on 3d metal OEPs.[23] The smaller

electronegativity of Fe compared to Ru increases the transfer of negative charge from Fe

to its N ligands, thus decreasing the binding energy of the N 1s electrons. This model is

supported by XPS measurements of the N 1s core level and the HOMO for the Fe-, Ru-,

Os-tris(bipyridine) series.[50] From Ru to Fe, the N 1s level shifts up by 0.08 eV and the

HOMO shifts up by 0.35 eV.[50] This gives an upwards shift of 0.28 eV for the binding

energy of the N 1s relative to the HOMO, which parallels the observed upward shift of 0.15

eV for the N 1s-to-π∗ transition.

While the N atoms in the tris(bipyridine) and tris(phenanthroline) molecules exhibit a

six-fold, approximately octahedral arrangement around the metal,[79] there are only four

N atoms surrounding the metal in the OEPs. These structures may be viewed as three-
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dimensional and two-dimensional cages, respectively. Aside from the change in the number

of N ligands, the cage structure also affects the crystal field that splits the metal d-levels and

shifts the N 2p levels. The bonding geometry of the metal atom also affects the oxidation

state, which in turn affects the charge transfer to the N ligands. In particular, Fe is in the +2

oxidation state in the three-dimensional cages of the tris(bipyridine) and tris(phenanthroline)

molecules, whereas it prefers the +3 oxidation state in the two-dimensional, planar cages of

OEP or phthalocyanine molecules. Ru, on the other hand, prefers the +2 oxidation state

in OEPs and phthalocyanines.[52, 86] As a result we have only been able to make a direct

comparison between Ru2+ in RuCO-OEP and Fe3+ in FeCl-OEP. Removal of the Cl from

FeCl-OEP without breaking the molecule apart has not been possible (compare Fig. 3.2).

In order to sort out the contributions from the oxidation state and the axial ligand we have

calculated the electronic structure of Ru- and Fe-OEPs for various combinations of oxidation

states and axial ligands.

Calculation of the Energy Shift

First-principles DFT calculations of the N 1s-to-π∗ transitions were performed for the combi-

nations of metal, oxidation state, and axial ligand that are relevant to our data (RuCO-OEP,

FeCO-OEP, RuCl-OEP, FeCl-OEP). The methodology has been tested previously with a se-

ries of 3d transition metal OEPs,[23] where the details of the calculations are described.

The results are given in Table 3.3. The N 1s-to-π∗ transition energy can be decomposed into

three contributions, i.e., the N 1s core level energy, the LUMO energy, and the Coulomb

interaction between an electron in the LUMO and the N 1s core hole. In previous systematic

work it was found that the largest variation within the 3d metal series was caused by a shift

of the N 1s level due to varying charge transfer from the transition metal to the N.[50] Here

we have to consider two additional effects, the change in the oxidation state and the change

from a 3d to a 4d metal. It turns out that these effects have comparable influence on the
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shifts.

The calculated shifts in Table 3.3 reveal some trends for the porphyrins. Going from

Ru to Fe in the same molecule, the N 1s level moves down, which is opposite to the trend

encountered with the three-dimensional cages. But this is consistent with the calculated

charge on the N atoms which is less negative with Fe. At a first glance, such a charge

transfer seems to be at variance with the lower electronegativity of Fe. The calculation

reveals that some of the negative charge donated by Fe is diverted to the axial Cl ligand,

which leaves less negative charge on the N. For example, the Cl ligand receives a charge of

-0.375 e in FeCl-OEP, while it gets only -0.335 e in RuCl-OEP.

The LUMO and the electron-hole interaction do not change significantly, analogous to

the trend found along the 3d series.[23] The fact that the LUMO remains nearly unchanged

relative to the vacuum level implies that one should not expect a large difference in the

band offset between LUMO and acceptor, at least within the approximate electron affinity

model. The band offset is an important factor in the back electron transfer. The change in

oxidation state shifts the LUMO by at most 0.01 eV, which is within the uncertainty of the

calculation.

The comparison between theory and experiment for the measured N 1s-to-π∗ shift be-

tween RuCO-OEP and FeCl-OEP comes out qualitatively correct in the ∆SCF calculation:

The calculated shift is 0.06 eV toward lower energy, while the experimental shift is 0.2 eV in

the same direction. These shifts are close to the theoretical and experimental accuracy lim-

its and should not be taken quantitatively. The ∆SCF method has been recently compared

to the more sophisticated time-dependent DFT method and was found to give comparable

accuracy.[92]

The HOMO is formed by the metal dxy orbital and the HOMO-1 by the dxz,yz and N

2pz orbitals, but all three are nearly degenerate in energy. The occupancy of the d-orbitals

differs from that of Mn-OEP in Ref. [23], because Mn-OEP is in the high spin configuration
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with a total spin of 5/2 for the five d electrons of Mn2+. As a result, all the d-levels of Mn

are singly occupied. Fe2+ in FeCO-OEP and Ru2+ in RuCO-OEP contain six d-electrons,

and these are in the low spin state with total spin 0. Consequently, the three lowest d-levels

of Fe and Ru are doubly occupied, and the two uppermost d-levels are empty. The occupied

d-levels are derived from t2g states, and the unoccupied d-levels eg.

In order to compare the differences between Ru and Fe we have investigated the degree

of hybridization between their states and its relation to the bond length. The Fe-N distance

in FeCO-OEP is 0.08 Å shorter than the Ru-N distance in RuCO-OEP (both in the same

oxidation state). In the three-dimensional cage molecules Fe(bpy)2+3 and Ru(bpy)2+3 , the

Fe-N bond length is 0.085 Å smaller than the Ru-N bond length.[79] This trend reflects

the smaller radius of the 3d wave function in Fe compared to the 4d wave function in Ru.

However, the difference is significantly smaller than 0.13 Å, the difference between the ionic

radii of Ru and Fe. The porphyrin ring is too stiff to allow relaxation of the N atoms to the

unconstrained equilibrium bond length with Fe, which is smaller. As a result, the overlap

between the Fe 3d and N 2p orbitals is reduced. This is reflected in the smaller hybridization

of the HOMO, i.e. 48% Fe 3d and 10% N 2p in FeCO-OEP versus 31% Ru 4d and 15% N

2p in RuCO-OEP, with the remaining contribution from other orbitals. Note that in both

cases the metal atom is displaced from the N plane due to the axial ligand, Fe by 0.15 Å

and Ru by 0.19 Å.

Shifts at the C 1s Edge

The shifts at the C 1s edge are smaller than those at the N 1s edge due to the increased

distance of the C atoms from the metal. The binding energy of the C 1s core level increases

when going from Ru to Fe in the three-dimensional molecules, but it decreases in the two-

dimensional OEP. This difference is most likely due to changes in the C 1s binding energy,

since different π∗ transitions are shifted by the same amount. A smaller contribution might
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Table 3.3: Calculated N 1s-to-π∗ Transition Energies for Ru- and Fe-OEPs. The results for
the N 1s core level and the LUMO are obtained relative to the vacuum level from a transition
state calculation (with 1.5 electrons in the N 1s core level), while the N 1s-to-π∗ transition
is obtained from a ∆SCF calculation. The N charge has been obtained using the Bader
analysis.[93]

N 1s-to-π∗ LUMO N 1s energy N charge Electron-core hole
Molecule [eV] [eV] [eV] (per atom) [e] interaction [eV]

RuCO-OEP 402.56 -2.62 -405.20 -0.959 3.16
FeCO-OEP 402.63 -2.65 -405.38 -0.954 3.18
RuCl-OEP 402.53 -2.62 -405.17 -0.970 3.16
FeCl-OEP 402.50 -2.66 -405.24 -0.962 3.17

come from change in the energy of the unoccupied orbitals due to the different structure

of the OEPs. Like for the N 1s spectrum of H2-OEP, the structure of the C 1s spectrum

differs from those of the metal OEPs because of the inequivalent N species, which produce

inequivalent C species. In all the dye molecules, the C atoms are farther from the metal

than the N atoms and therefore less affected by going from Ru to Fe. Therefore, we do not

attempt to provide an in-depth explanation of the C 1s shifts. We only comment on the

smaller shift of the C 1s-to-π∗ transitions from Ru to Fe in tris(phenanthroline) compared

to tris(bipyridine) molecules. This could be due to higher delocalization of the LUMO in

the larger π system of phenanthroline.

3.5 Conclusions

In summary, we have investigated differences in the electronic structure of Ru- and Fe-based

dyes, in order to find out whether it might be possible to replace Ru by Fe in solar cell

applications. A consistent trend is observed in the N 1s X-ray absorption spectra of three-

dimensional cage molecules, where the N 1s-to-π∗ transition shifts down in energy, and the

C 1s-to-π∗ transition shifts up when going from Ru to Fe. This trend is explained by a

charge transfer between the metal and the surrounding N ligands using DFT calculations.
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Fe transfers more negative charge to its N ligands than Ru. Smaller and less uniform effects

are observed for planar cages. Calculations reveal a delicate balance between several driving

forces, such as the oxidation state, the crystal field, the presence of axial ligands, and the

delocalization of the π system.

The next step in this quest for inexpensive Fe-based dye molecules will be an investigation

of the electronic states at the Fe atom, particularly the 3d valence states. The empty part

can be probed by X-ray absorption spectroscopy at the Fe 2p edge, which exhibits a rich

manifold of sharp Fe 2p-to-3d transitions.[89, 94] Such a study should be able to address

how the cage structure of the Fe atom affects its 3d manifold via the crystal field splitting.

That in turn controls the stability of the dye molecules against oxidation, which is one of

the major issues with Fe-based molecules.

Another direction would be to test Ru- vs. Fe-based dyes in dye sensitized solar cells

or their components. Particularly interesting would be the influence of the observed energy

level shifts on the electronic properties, such as internal quantum efficiency and back electron

transfer.
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Chapter 4

Crystal Fields of Transition Metal

Poprhyrins and Phthalocyanines

This work is published in P. S. Johnson, J. M. Garćıa-Lastra, C. K. Kennedy, N. J. Jersett,

I. Boukahil, F. J. Himpsel, P. L. Cook, “Crystal Fields of Porphyrins and Phthalocyanines

from Polarization-Dependent 2p-to-3d Multiplets,” J. Chem. Phys. 140, 114706 (2014).[95]

4.1 Introduction

In order to systematically design dye molecules for solar cells with optimized sunlight ab-

sorption and charge separation, it is important to control their energy levels together with

the driving forces that separate electrons and holes. Typical dye molecules, such as por-

phyrins and phthalocyanines, contain a central 3d or 4d metal ion surrounded by an or-

ganic π system. In previous work we have used a combination of X-ray absorption spec-

troscopy (XAS) and first principles DFT calculations to systematically investigate their

energy level structure,[96, 23] to detect the influence of axial and peripheral ligands on the

energy levels,[97] to compare the level structure of Ru- and Fe-based dye molecules,[41] and
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to investigate the energy levels in different parts of donor-π-acceptor complexes.[98] There

is a substantial amount of literature on the characteristic multiplet structure of the 2p-to-

3d transitions in such molecules.[99, 49, 100, 101, 102, 103, 104, 105, 106, 107] For Mn dye

molecules specifically, see Refs. [108, 109]; Fe, Refs. [47, 110, 111, 112, 113, 114, 115, 116, 117];

Co, Ref. [118]; Ni, Ref. [119]; Cu, Refs. [120, 121]; Zn, Ref. [122]. TiO-Pcs[20, 97] and VO-

Pcs[123, 124] have also been studied as possible dye molecules.

Here we focus on the crystal field generated by the negatively-charged N atoms surround-

ing the central metal ion of porphyrins and phthalocyanines. Usually, the HOMO is located

at the metal atom and the LUMO is delocalized over the N atoms and the surrounding

π-system. This results in optical transitions with charge-transfer character, which start the

separation of electrons and holes. The crystal field then can either assist charge separation

or suppress it. In both cases it is important to know its sign and magnitude to find ways of

steering the carriers in the right direction.

The crystal field parameters of π-bonded, square planar transition metal complexes such

as phthalocyanines and porphyrins are difficult to obtain from UV-visible absorption spectra,

since the d-d electronic transitions are masked by stronger π-π∗ transitions, as well as metal-

ligand or ligand-metal charge transfer bands.[125, 126, 127] As a result, a search for published

values of crystal field parameters from optical spectroscopy did not produce any results for

the molecules investigated here. As stated in a review of UV-visible absorption spectra of

phthalocyanines and porphyrins[125]: “Despite the large number of spectra that have been

measured and analyzed since the 1970s, a complete model that could accurately account for

all optical properties of even just the π→π∗ and n→π∗ transitions of the phthalocyanine

ring is not available.”

Our approach is based on the fine structure of the 2p-to-3d core-to-valence transitions of

the 3d transition metal series. These transitions are highly dipole selective toward 3d final

states, thereby eliminating competing transitions involving π∗ orbitals. The multiplet struc-
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ture reveals both the crystal field at the transition metal atom and the Coulomb interaction

between its 3d electrons. This has been amply demonstrated in previous work,[112, 128, 94]

and codes have been developed to calculate the full multiplet structure originating from the

crystal field plus the Coulomb/exchange interaction between the 3d valence electrons and

the 2p core hole.[128, 129, 94]

In addition, we use the polarization dependence of the multiplet intensities from molecu-

lar films oriented by the substrate (compare Refs. [103, 100, 118, 116, 47, 101, 104, 120, 130]).

This doubles the experimental information and strongly constrains the crystal field parame-

ters. The extra information is particularly important when going from the frequently-studied

octahedral Oh symmetry to planar molecules with lower symmetry, here D4h. These require

two additional parameters Ds and Dt in addition to the octahedral crystal field parameter

10Dq, which generate many possible combinations including false minima. Even with the

extra polarization information, the high sensitivity of the multiplet structure to small devia-

tions in the crystal field parameters and the assumed ground state requires extra information

for a unique fit. We found it highly advantageous to have DFT calculations for several ex-

change/correlation potentials available to obtain reliable starting values of the crystal field

parameters.

As a result of the combined XAS and DFT study we present systematic crystal field

parameters for phthalocyanines and octaethylporphyrins involving the transition metals from

Mn though Ni. These provide the starting point for designing dye molecules that optimally

separate electrons and holes via the crystal field.
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4.2 Experimental

Sample preparation and characterization

Iron(II) phthalocyanine (Fe-Pc), cobalt(II) phthalocyanine (Co-Pc), nickel(II) phthalocya-

nine (Ni-Pc), manganese(III) octaethylporphyrin chloride (MnCl-OEP), cobalt(II) octaethyl-

porphyrin (Co-OEP), and nickel(II) octaethylporphyrin (Ni-OEP) were purchased from

Sigma-Aldrich and used as received. In order to obtain the best quality spectra (with

the narrowest peaks and largest peak-to-valley ratios), the molecules in this study were out-

gassed and sublimed in situ onto either Si substrates with native oxide or Au. Sublimation

of these molecules also ensured that they were in the appropriate oxidation state by re-

moving adsorbates loosely bound to the metal atom. Sublimation temperatures (to within

10 ◦C) were 445 ◦C for Fe-Pc, 460 ◦C for Co-Pc and Ni-Pc, and 250 ◦C for Co-OEP and

Ni-OEP. Mn-OEP was prepared by sublimation of MnCl-OEP at 455 ◦C, above the typical

OEP evaporation temperature of 250 ◦C. At this higher temperature, the axial Mn-Cl bond

was broken for most of the molecules and Cl desorbed. Sample integrity was monitored

by checking N 1s spectra of each sample for a characteristic peak just below 400 eV which

corresponds to a broken phthalocyanine or porphyrin ring.[41] No such peaks were observed

for the sublimed samples. Typical N 1s spectra are shown in Figure 4.1 and will be discussed

in greater detail in a later section.

The polarization dependence of the N 1s spectra of Fe(II)-Pc in Fig. 4.1 provides quan-

titative information about the orientation of the deposited films.[96, 47, 104, 105, 116, 101]

The N 1s edge of transition metal phthalocyanines is influenced by the nature of the central

metal atom,[131] but we do not focus on these effects here as they do not strongly affect use

of the N 1s edge as a probe of molecular orientation. Well-ordered films were obtained on Si

wafers covered with the native oxide, a widely used substrate. In that case the Pc molecules

were preferentially oriented with their molecular planes perpendicular the substrate and the
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Figure 4.1: Polarization-dependent N 1s spectra of Fe(II)-Phthalocyanine on Au and
oxidized Si substrates.

N 1s spectra of Fe(II)-Pc sublimed onto oxidized Si and Au substrates. The polar-
ization dependence of the spectra indicates that Fe(II)-Pc stands up on Si and lies flat on
Au. The much lower modulation on Au is consistent with a nearly random orientation.
Therefore Si substrates were chosen for determining the crystal field parameters of the
molecules.

OEP molecules parallel to it. The film thickness played a role in optimizing the polariza-

tion dependence. Typically, the best polarization dependence is seen in films a few layers

thick, but not thick enough to be visible (compare Ref. [130]). Films with visible color still

show polarization dependence in their spectra, but it is reduced compared to thinner sam-

ples because of disorder from surface nonuniformity. Polarization-dependent N 1s spectra

for Co(II)-Pc, Co(II)-OEP, Ni(II)-Pc, and Ni(II)-OEP can be found in the Supplementary

Information. The Supplementary Information also contains plots of the LUMO peak inten-
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sity versus cos2θ. The slope of these curves is a measure of the degree of orientation. For

Au substrates the polarization dependence was much weaker, as shown in the bottom half

of Fig. 4.1. A likely explanation for the disorder present in the films on air-exposed Au

substrates is their inhomogeneous nature. While the initial few layers are well-ordered and

lie flat on a clean surface, additional layers see a much rougher surface which causes them

to stand on edge.[130] Therefore the silicon substrates with their native oxide were chosen

for determining the crystal field parameters. They also more closely resemble substrates in

actual devices.

X-ray absorption measurements

X-ray absorption measurements for all molecules were performed at the U2 VLS-PGM beam-

line at the SRC. Additional measurements of Ni(II)-Pc for higher resolution spectra were

performed at Beamline 8.0 at the ALS. All spectra were taken in surface-sensitive total elec-

tron detection mode. The energy calibration of the metal 2p spectra was based on published

data,[96] and that of the N 1s spectra was obtained from the second order Ni 2p edge of a

Ni mesh. Radiation damage was minimized by using the narrowest possible exit slits. The

absolute accuracy is about ±0.2 eV, the relative accuracy for the same edge of different

compounds about ±0.1 eV, and the relative accuracy within a spectrum about ±0.05 eV.

Density functional theory

Density Functional Theory (DFT) calculations were performed by Juan Maria Garćıa-Lastra

of the Department of Energy Conversion and Storage at the Technical University of Denmark.

DFT calculations were performed by means of the Amsterdam Density Functional (ADF)

code, version 2012.01 (Ref. [90]). All atoms were described through basis sets of TZP quality

(triple-ζ STO plus one polarization function) given in the program database, including all
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the core electrons in the calculation (i.e. with no frozen core approximation). Spin-polarized

calculations were carried out using three levels of approximation for the exchange-correlation

potential, namely: i) local density approximation (LDA) employing the Vosko-Wilk-Nusair

(VWN) functional[91], ii) general gradient approximation (GGA) using the Perdew-Burke-

Ernzerhof (PBE) functional[132], iii) a hybrid scheme mixing GGA and exact Hartree-Fock

exchange with the so-called BHandHLYP functional.[90] In a first step we calculated the

ground state geometries of all the compounds studied in the present work. The corresponding

occupations of the d-orbitals for the ground state of each compound are the following: i)

Ni(II)-Pc and Ni(II)-OEP [(xy)2 (xz)2 (yz)2 (3z2−r2)2 (x2−y2)0]; ii) Co(II)-Pc and Co(II)-

OEP [(xy)2 (xz)2 (yz)2 (3z2 − r2)1 (x2 − y2)0]; iii) Fe(II)-Pc [(xy)2 (xz)1 (yz)1 (3z2 − r2)2

(x2 − y2)0]; iv) Mn(II)-OEP [(xy)1 (xz)1 (yz)1 (3z2 − r2)1 (x2 − y2)1]. Secondly we used

an “Average of Ocupations” (AOC) procedure to evaluate the corresponding crystal field

parameters of each system. In the AOC procedure the d-electrons are equally distributed over

the five d-orbitals (e. g., for Ni-Pc the occupations were (xy)1.6 (xz)1.6 (yz)1.6 (3z2 − r2)1.6

(x2 − y2)1.6 ), while the geometry of the molecule was fixed to that of the ground state.

Crystal field parameters could then be obtained simply by taking the Kohn-Sham energies

of the d-orbitals. This AOC technique has been shown to be accurate for the crystal field

splitting of many other transition metal complexes.[133, 134]

The crystal field parameters 10Dq, Ds, and Dt can be used to calculate the 3d manifold

in the one-electron picture,[80, 97] as shown in Figure 4.2. We do not include the electron

occupancy of the orbitals here, because the crystal field is not the only factor determining

the total energy. The Coulomb/exchange energy among the 3d electrons is at least as

important. There also remain some questions regarding the ground state configurations

of Pcs, particularly Fe(II)-Pc.[110, 99, 111, 49, 100, 101, 102, 103, 112, 105, 113, 115] The

octahedral crystal field 10Dq splits the 3d level into a doubly-degenerate eg level and a triply-

degenerate t2g level, both of which are then split further by the tetragonal distortion of the
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crystal field in planar, four-fold molecules. For Figure 4.2 we have already used the fully-

optimized parameters, thereby providing an overview of the results from our work. Since

the Coulomb/exchange interaction between the 3d electrons is comparable to the crystal

field splitting, care has to be taken not to overinterpret such diagrams. For example, the

actual multiplets consist of typically 10-100 lines with varying parentage (see the discussion

below). They reflect many-electron states which cannot be represented in a single-electron

picture. Nevertheless, the one-electron picture has been used widely as a first approximation

to describe 3d-levels in transition metal oxides.

Multiplet calculations and fitting

Before getting into the details of calculating the observed 2p-to-3d multipets, it is worth

discussing their connection with the crystal field, both in the ground state and the excited

state. The 2p core hole introduces a major perturbation in the 3d electron manifold by

its extra positive charge (which lowers all the 3d levels) and by its Coulomb/exchange in-

teractions with the 3d electrons. In addition, an extra electron is generated by the optical

absorption process, which interacts with all the 3d electrons. Despite these radical changes

in the 3d manifold, the crystal field is not affected much, because it is caused by charges on

the neighboring N atoms. In fact, the absorption of visible light in a solar cell also generates

an extra electron, which makes the crystal field obtained from X-ray absorption spectroscopy

more realistic than the ground state crystal field, as far as photovoltaics are concerned.

Fits of the 2p-to-3d absorption spectra are performed using the CTM4XAS atomic mul-

tiplet code.[94] Generally, a uniform reduction of the calculated crystal field parameters and

Slater integrals for the Coulomb/exchange interaction provides a fairly direct route to a best

fit. This is an indication that DFT calculations tend to obtain the correct ratio of the various

interactions, but have difficulties describing the screening quantitatively.

Specifically, the observed 2p3/2 to 3d multiplets are calculated from the three crystal field
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Figure 4.2: One-electron energy levels for Mn(II)-OEP, Fe(II)-Pc, Co(II)-Pc, and Ni(II)-
Pc, obtained from the optimized crystal field parameters in Table 4.2.

The energy levels in this figure are obtained from standard crystal field theory calcu-
lations (see p.47 in [80]). While one must also take into account the electron-electron
interaction for determining the total energy and the ground state, the estimate for the
energy level structure provided by just the crystal field is suitable for testing the accuracy
of the crystal field parameters. This can be checked by verifying that the symmetry of the
transitions matches the symmetry of the levels in this one-electron picture when molecular
orientation is taken into account.
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Table 4.1: Crystal field parameters for Fe-Pc produced by several different functionals.

Functionals 10Dq Dt Ds
LDA 3.65 0.329 0.608
PBE 2.94 0.257 0.597

BHandHLYP 2.54 0.237 0.446

Figure 4.3: Comparison of the experimental spectrum of Fe(II)-Pc at 45◦ incidence and
calculated spectra using several different functionals (see Table 4.1 for details).

Black lines indicate the FWHM of the 2p3/2 region and show how 10Dq influences
the overall width by splitting the 3d-level. The PBE functional provides the most accurate
width and is used as the starting point for optimizing the crystal field parameters.

parameters in D4h symmetry, 10Dq, Ds, and Dt, together with atomic Slater integrals using

CTM4XAS,[94] which is based on Cowan’s atomic multiplet code[135] with modifications

by Butler[136], Thole et al.[112], and Ogasawara et al.[137] incorporating charge transfer

and crystal field effects. As an example, the Fe(II)-Pc spectra corresponding to the crystal

fields obtained from the three DFT functionals are shown in Figure 4.3. The corresponding

parameters are given in Table 4.1. The Slater parameter was set to 1 for all spectra.
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There are substantial differences between the functionals, which can be traced to different

values of the dominant crystal field parameter 10Dq. As the crystal field increases, the full

width half maximum of the 2p3/2 manifold increases, which is indicated by tick marks in

Fig. 4.3. Comparing the widths of the calculated spectra with the experimental width, the

PBE functional comes closest to the data, an observation that holds for the other molecules

as well. To obtain optimal fits, the PBE crystal field parameters need to be reduced slightly.

This was corrected by uniformly reducing all crystal field parameters for each molecule

(typically between 5% and 30%). In some cases it was necessary to fine tune the ratios

of the crystal field parameters (in particular to move the third peak of the PBE spectrum

in Fig. 4.3 to higher energy), but we kept such deviations from the calculated ratios to a

minimum.

The rationale for this strategy was that DFT calculations do not account completely for

screening which reduces electrostatic interactions. The Slater integrals could be affected by

the localization of the 3d states in the presence of the core hole, as discussed previously.[138,

139] The degree of covalency together with the appearance of ligand holes may also be a

factor. Therefore we investigated the rescaling of the Slater parameters and the crystal

field parameters independently of each other. The corresponding figures are included in the

Supplementary Information. These figures also establish the margins of error for the crystal

field and Slater parameters.

More generally, a core level transition represents a highly excited state, which raises

the question of how much the presence of the core hole distorts the ground state electronic

structure of the valence electrons. The presence of the core hole is included in the multiplet

calculations,[135] but the localization of the 3d-electrons induced by the 2p core hole will

affect the Slater parameters. The crystal field is affected less by the core hole, since it

originates from neighboring N atoms, not the metal itself. It would be desirable to have

crystal field parameters available from UV-visible spectroscopy, where the core hole is absent.



69

These are difficult to obtain due to the dominance of transitions involving π levels.[125, 126,

127] There are optical data available for octahedral Mn complexes that do not contain π

orbitals. A comparison with core level absorption[138] shows a reduction of 10Dq by about

0.2 eV in the presence of a core hole.

In order to model the polarization dependence of the spectra, it is important to appro-

priately scale the oscillator strengths of the in-plane and out-of-plane transitions produced

by the multiplet calculations. The Pc and OEP molecules were found to have orientations

roughly orthogonal to each other on oxidized Si substrates. Therefore we calculated the

polarization dependence for two different orientations of the planar molecules: one for lying

on edge, the other for lying flat. For molecules lying on edge, the intensity of the spectrum

at a given energy is

I⊥ =
1

2

[
Zcos2θ +R

(
2− cos2θ

)]
(4.1)

where Z is the oscillator strength of the out-of-plane transitions, R is the oscillator strength

of the in-plane transitions (note that for our purposes R and L polarizations are identical),

and θ is the angle of incidence measured from normal to the substrate. For molecules lying

flat one obtains:

I‖ = Z
(
1− cos2θ

)
+Rcos2θ (4.2)

with the same assignments. In each case it is assumed that the molecules are azimuthally

disordered but with no tilt from either normal or parallel to the surface, respectively.

The difference between the two situations can be rationalized by considering the available

transitions at normal (0◦) and extreme grazing (90◦) X-ray incidence. At normal incidence,

both in-plane and out-of-plane transitions are allowed for azimuthally disordered molecules

lying on edge, while molecules lying flat exhibit only in-plane transitions. At grazing inci-

dence the allowed transitions are only in-plane for molecules lying on edge and out-of-plane

transitions for molecules lying flat. Between these extreme cases the oscillator strengths

have the cos2θ dependence of optical dipole transitions
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Figure 4.4: Comparison of experimental and calculated spectra for Fe(II)-Pc at normal and
grazing incidence.

The peak energies are reproduced in the calculated spectra, but the experimental
polarization dependence is smaller due to imperfect orientation. Features seen strongly
at normal incidence have out-of-plane symmetry, and those stronger at grazing incidence
in-plane symmetry.

4.3 Results

The calculated spectra in Figs. 4.4-4.8 come from multiplet calculations using crystal field

parameters determined by DFT calculations. Polarization dependence calculations for the

Pcs and OEPs have been applied to the transition intensities calculated by CTM4XAS to

account for the ordering of the molecules and their orientation on the substrate. Each

transition is simulated by a Voigt profile with area equal to the oscillator strength calculated

by CTM4XAS and linearly increasing broadening going to higher energies. The calculated
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spectra assume that the molecules are perfectly ordered and oriented exactly normal (for

Pcs) or parallel (for OEPs) to the surface. They will thus exhibit stronger polarization

dependence than the experimental spectra, which are somewhat disordered and tilted from

normal or parallel orientations. The lines under the calculated spectra indicating transition

oscillator strengths are scaled for their respective angles of incidence. The strong calculated

polarization dependence shows that for a perfectly ordered film aligned perpendicular (for

Pcs) or parallel (for OEPs) to the substrate, a much more dramatic effect could be observed.

The crystal field parameters used for the calculated spectra in Figs. 4.4-4.7 are listed in

Table 4.2.

The metal 2p absorption edges determine the crystal field, and the polarization depen-

dence of the spectra is particularly important for uniquely determining the crystal field

parameters. Figure 4.4 compares Fe 2p3/2 absorption spectra for Fe(II)-Pc with atomic mul-

tiplet calculations for two polarizations (red and black). The Fe 2p1/2 region is omitted

because its features are not as well defined. Overall, theory and experiment exhibit simi-

lar multiplet structures with comparable polarization dependence. The peak near 707 eV

is strongest at normal incidence, which indicates that the corresponding 3d orbitals have

an out-of-plane orientation, because the Pc molecules lie on edge according to the N 1s

data in the Supplementary Information. A secondary peak on the lower energy side of the

main peak has opposite polarization dependence and thus corresponds to an orbital with

in-plane symmetry. The higher energy peaks likewise have opposite polarization dependence

corresponding to 3d orbitals with in-plane orientation. The modulation of the spectra in

this region is reduced compared to the modulation at lower energies. The symmetries of

the transitions in these spectra are consistent with a previously reported spin 1 ground

state[110, 99, 111, 49, 100, 101, 102, 103, 112, 105, 113, 115] which leaves the dxz,yz, and dxy

orbitals partially filled, thus transitions into each are allowed. While there remain questions

over the electron occupancy of the ground state of the Fe2+ ion in Fe(II)-Pc, the polariza-
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Figure 4.5: Experimental and calculated Co 2p absorption spectra for Co(II)-Pc and
Co(II)-OEP.

Pc and OEP films have opposite polarization dependence, indicating that Pcs prefer-
entially stand on edge while OEPs lie flat. Compared to Fe(II)-Pc, the lower number of
unoccupied 3d states reduces the number of strong transitions in the multiplet.

tion dependence seen in these spectra potentially offers clues to the available orbitals in the

excited state.

The same polarization dependence pattern can be seen in the Co 2p3/2 spectra of Co(II)-
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Pc in Figure 4.5 (top panel). Again the low-energy peak is strong at normal incidence, and

the higher-lying peaks are strong at grazing incidence. The total number of transitions in

Co-Pc spectra is lower than for Fe-Pc because of the extra d electron in the Co2+ ground

state. Thus fewer unoccupied levels are available for the excited electron, notably the loss of

the lower energy shoulder on the dominant peak and fewer transitions in the higher energy

region. The ground state of Co2+ in these molecules is spin 1
2
.[99, 118, 49, 100, 105, 102, 103]

Co 2p spectra of Co(II)-OEP are also shown in the bottom panel of Figure 4.5. They have

similar multiplet structure to Co(II)-Pc but opposite polarization dependence. This is in

line with the opposite orientation of OEP compared to Pc molecules observed at the N 1s

edge in the Supplementary Information. OEP lies flat on the SiO2 substrate rather than on

edge.

In the Ni 2p3/2 spectra of Figure 4.6 the multiplet is reduced to a single, dominant line

with weak features at higher energy (compare Fig. 4.7 for a higher resolution spectrum

measured at the ALS). This continues the trend towards fewer available empty levels when

going from Fe to Co and Ni. In Ni, only the highest-lying eg level remains unoccupied and

thus dominates the spectra. The polarization dependence of this peak is opposite to that of

the low-energy peak of the Fe 2p and Co 2p spectra in Fig. 4 and Fig. 5. This is because

the out-of-plane dxz and dyz orbitals have now become filled[99, 119, 49, 100] (thus Ni2+

has a spin 0 ground state), leaving only the in-plane dx2−y2 orbital available for the excited

3d electron (see Fig. 4.2). The dominant Ni 2p transition thus corresponds to the higher

energy transitions in the Fe 2p and Co 2p spectra. The orientation of the molecules has

not changed according to the N 1s spectra in the Supplementary Information, as expected.

Ni-Pc and Ni-OEP spectra have again opposite polarization dependence, which is consistent

with their opposite orientation. The high-resolution spectrum in Fig. 4.7 shows a clearly-

resolved doublet above the main peak for Ni-Pc, which is just a single peak at 855.5 eV

in Ni-OEP (Fig. 4.6) and in the multiplet calculation. This is in agreement with previous
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Figure 4.6: Experimental and calculated Ni 2p absorption spectra for Ni(II)-Pc and
Ni(II)-OEP.

As with Co(II)-Pc and Co(II)-OEP, the Pc and OEP have opposite polarization de-
pendence. For Ni(II)-Pc and Ni(II)-OEP all levels except for the highest lying eg level are
occupied, such that all transitions have the same polarization dependence. They correspond
to the higher energy transitions in Figures 4.4 and 4.5.
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Figure 4.7: Higher resolution spectrum from a thicker sample of Ni(II)-Pc, which showed
lower polarization dependence.

The calculation shows a single peak above the main peak (as in Ni-OEP), which is
split in the experimental spectrum.

work.[119, 96] The splitting is not unexpected, given the more complex structure of a Pc

with its two inequivalent rings of N atoms surrounding the metal. A possible reason for the

absence of the splitting in the multiplet calculation is the omission of ligand hole transitions.

To extend the systematics of the crystal field splitting towards the left of the 3d transition

metal series we have also investigated the Mn 2p edge of Mn(II)-Pc, even though we were not

able to obtain oriented films from either Mn-Pc or Mn-OEP. Figure 8 shows the experimental

and calculated spectra for a sample of Mn(II)-OEP that did not exhibit polarization depen-

dence, which shows that the molecules have no preferential orientation on the surface, likely

due to the thickness of the samples as well as some possible decomposition from the higher

sublimation temperature. As with the other OEPs, the calculated red and black spectra in

Fig. 4.8 represent normal and grazing incidence, assuming a perfectly ordered sample with

all Mn(II)-OEP molecules lying flat on the substrate. In addition, a spectrum calculated for



76

Table 4.2: Crystal field parameters produced by DFT calculations and experimental fitting
(see Figs. 4.4-4.8 for the corresponding spectra). (PBE) indicates the calculated parameters
before rescaling.

10Dq Dt Ds Slater integral
(±0.05) (±0.005) (±0.005) prefactor (±0.05)

Mn-OEP 2.10 0.139 0.110 0.72
(PBE) 2.59 0.232 0.443
Fe-Pc 2.66 0.232 0.700 0.9
(PBE) 2.94 0.257 0.597
Co-Pc 2.96 0.276 0.496 0.95
(PBE) 3.12 0.290 0.522

Co-OEP 2.65 0.247 0.444 0.85
(PBE) 2.91 0.281 0.422
Ni-Pc 2.27 0.224 0.374 0.75
(PBE) 3.03 0.298 0.498

Ni-OEP 2.33 0.230 0.383 0.77
(PBE) 2.85 0.261 0.333

Figure 4.8: Experimental and calculated spectra for Mn(II)-OEP.

The data are from a thick sample, in which the molecules are no longer ordered.
Such a disordered situation is comparable to a spectrum calculated for a 45◦ incident
angle when averaging over the angular dependence. Dramatic changes in the shape of the
calculated spectra with the polarization angle might explain the large variation of relative
peak heights observed in Mn-OEP from differently prepared samples.
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45◦ incidence is shown in blue, which corresponds to randomly-oriented molecules. It proves

to be the best match to the experimental spectrum. The dramatic difference between the

spectra at normal and grazing incidence is particularly noteworthy, as it could potentially

be mistaken for mixing with other oxidation states of Mn. This is of particular concern

for Fe- and Mn-based molecules, which occur in both the 2+ and 3+ oxidation states.[96]

For example, the oriented Mn(II) spectrum calculated for normal incidence resembles the

spectrum of Mn(III) in random orientation (compare Refs. [140, 96, 108, 138]).

The crystal field parameters obtained for Mn(II)-Pc in Table 4.2 produce a cystal field

splitting in Figure 4.2 that differs substantially from those of Fe, Co, and Ni. This indicates

that the 3d electron chemistry changes near the middle of the 3d transition metal series.

A possible cause might be the drop in electronegativity from Fe to Mn, which stabilizes

higher oxidation states for Mn. Indeed, the 3d metals to the left of Mn in the periodic

table are only found in oxidation states higher than the 2+ oxidation state investigated

here. While a comparable analysis of the crystal field has not been performed for Cr-

and V-based porphyrins[124, 123] and phthalocyanines, there are crystal field parameters

available for TiO(IV)-phthalocyanines.[20, 97] To be in the stable 4+ oxidation state, Ti-

based phthalocyanines require additional axial ligands. Those affect the ordering of the

x2 − y2 and z2 levels, depending on the detailed arrangements of the axial ligands (see Fig.

7 in Ref. [97]).

4.4 Conclusions

This work investigates the trend of the crystal field splitting along the row of 3d transition

metal phthalocyanines and porphyrins, in order to systematically improve dye molecules

for solar cells. Polarization-dependent X-ray absorption spectroscopy, DFT, and multiplet

calculations are used to determine the crystal field parameters 10Dq, Ds, and Dt. The
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detection of the polarization dependence of the 2p-to-3d multiplets is found to be very

valuable for an unambiguous determination of the crystal field parameters. It provides both

a scaling factor for calculated crystal field parameters and the symmetry of the transitions.

Several DFT functionals were tested, and the PBE functional was found to be closest to the

optimum fit. The PBE crystal field parameters still must be reduced somewhat, typically

5%-30%. Nevertheless, the DFT calculations are essential for producing accurate ratios of

the crystal field parameters and thereby greatly reducing ambiguities in choosing starting

values for the fit parameters. Additionally, DFT calculations are needed for an accurate

picture of ground state electron occupancy, which determines the partially-filled or empty

states that are available for optical transitions.

This analysis reveals systematic trends in the splitting of the 3d levels for transition

metal phthalocyanines and porphyrins in the 2+ oxidation state. The cross-over to transition

metals with higher oxidations states to the left of Mn is discussed as well. Understanding the

systematics of the crystal field in such metal-organic dye molecules is essential for steering

photoexcited electrons in the right direction for optimal charge separation in solar cells.
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Chapter 5

Conclusion and Future Directions

Solar power has great potential to alleviate the growing energy crisis and is seeing more

widespread use and investment with each year. Efforts at improving cost efficiency are

focused on reducing the price of high end solar cells and improving the efficiency of low

end solar cells. This latter goal is accomplished by combining spectroscopy, theoretical

analysis, synthesis, and practical testing to accelerate development. Spectroscopy and the-

oretical analysis are necessary for determining the electronic structure of the dye, donor,

and acceptor, which determine the photovoltage and photocurrent of the cell, and ultrafast

pump-probe spectroscopy can determine excited state lifetimes and relaxation rates.

While no single spectroscopic technique can provide a full picture of the electronic struc-

ture of the solar cell’s components, X-ray absorption spectroscopy reveals molecular ori-

entation and unoccupied energy levels, which are particularly important for the dye and

acceptor to direct charge movement. The sensitivity of X-ray absorption spectroscopy to

the orientation of both the molecule and orbitals involved in relevant transitions provides a

critical additional piece of information in characterizing the electronic structure of transi-

tion metal dyes. Combining the information gained from X-ray absorption spectroscopy with

first-principles calculations should allow for better informed predictions of dye and acceptor
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designs which would improve solar cell performance.

The focus of this work has been on the effects of replacing low abundance and thus

expensive ruthenium with iron as the transition metal in solar cell dyes and on understanding

the electronic structure of the transition metals in common solar cell dyes through crystal

field parameters. Both of these objectives are crucial to designing better solar cells in terms

of both efficiency and cost of materials. We find that the replacement of Ru by Fe in several

common dye molecules causes a downward shift of several tenths of an eV in the N 1s-to-

LUMO transition energy and a smaller upward shift in the C 1s-to-LUMO transition energy.

The shifts are due to greater transfer of negative charge from Fe to the N ligands than from

Ru, consistent with DFT calculations.

The crystal fields of porphyrin and phthalocyanine based transition metal dyes were

determined using a combination of DFT and multiplet calculations and X-ray absorption

spectra. The polarization dependence of X-ray absorption spectroscopy is instrumental in

uniquely determining the crystal field parameters from calculations, as it provides the extra

information needed to identify the symmetry of the transition metal d levels. It was found

that the calculated crystal field parameters need to be uniformly scaled down by 5-30% to

accurately describe the crystal fields of the transition metal dyes.

Future directions in this work are focused on developing a thorough understanding of

the properties which influence dye performance, including transition metal center, oxida-

tion state, surrounding cage structure, axial ligands, and bonding to donor and acceptor

molecules. By combining this theoretical understanding with diagnostic tools and new

methods of synthesis, our aim is to more rapidly develop and test new solar cell dyes.

Current prospects are studying the differences in electronic structure between two- and

three-dimensional cages, donor-π-acceptor complexes which combine the three functional

parts of a dye-sensitized cell in one molecule, and perovskites, a dye structure which has

made recent leaps in efficiency.
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Appendix A

Complete List of Projects and

Publications

In addition to the work on solar cell dye electronic structure discussed in this thesis, I have

had several other major projects leading to first-author publications. Stemming from radi-

ation damage effects noticed in [87], we identified a universal radiation damage mechanism

in amide molecules and proteins [27] whereby the oxygen is removed from the amide bond

and, in order to repair the broken bonds, either a nitrile or imine bond was formed.

Using that work as a base, we then moved to imides, a more complicated group, in [26].

For imides, a similar radiation damage mechanism to that of amides was identified, but

with additional steps dependent on the larger structure of the molecule. Additionally, I

determined the critical dose for the various processes by measuring the changes in spectral

peak intensities with total radiation dose.

Another set of projects came from collaborations with researchers in the departments of

materials science and chemical and biological engineering. These collaborations focused on

characterization of self-assembled monolayers (SAMs) on graphene or Au substrates. The

orientation of a SAM is crucial to their function, and the surface sensitive, polarization-
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dependent nature of XAS makes it a powerful tool for determining this orientation.

In one project, the SAMs were composed of azobenzene groups tethered to a graphene

(or carbon nanotube) substrate, each with a different terminal group.[141] The chromophores

were synthesized and attached by Myungwoong Kim and Changshui Huang of Padma Gopalan’s

group in the Department of Materials Science and Engineering at the University of Wisconsin-

Madison. The graphene was synthesized by Nathaniel S. Safron of Michael S. Arnold’s group

in the same department. Calculations for comparison with the experimental results were per-

formed by Bryan M. Wong in the Departments of Chemistry and Materials Science and

Engineering at Drexel University. The azobenzene portion of the molecules will switch be-

tween cis and trans structures when exposed to UV or visible light, respectively. This

switching behavior can be influenced by unintended attachment of the azobenzene to the

substrate based on its terminal group, so it is important to know whether the molecules are

oriented such that this is not an issue. We found that three different terminal groups had no

significant differences in effect on the orientation of the azobenzene group, so choice of the

terminal group can be made based on intended function rather than concerns over whether

they will allow the switching behavior.

The other major collaboration has been with members of the department of chemical

and biological engineering, focused on characterizing the conformation of oligo(ethylene)

glycol (OEG) SAMs, the results of which have been accepted by Langmuir. The SAMs were

prepared by Mohit Goel of Nicholas L. Abbott’s group in the Department of Chemical and

Biological Engineering at the University of Wisconsin-Madison. EG4-terminated alkenathiol

SAMs on Au are of particular interest for biological engineering because of their potential for

use as a test bed for biological experiments due to resisting nonspecific protein adsorption.

Their resistance is however dependent on their conformation, which is not well known and

depends on the humidity of their environment. In order to ultimately identify how their

conformation changes with humidity, we first determined the unknown conformation of the
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EG4 SAMs on Au in a dry environment by comparison to references with known conforma-

tions. By analyzing the polarization-dependent XAS spectra of each, we determined that

the EG4 SAM on Au was a roughly 1:1 mixture of helical and all-trans conformations. The

next step in the project requires use of a specially constructed vapor cell to be able to alter

the relative humidity of the SAM’s environment during measurement.

Complete list of publications written or contributed to during this thesis:

1. P. L. Cook, P. S. Johnson, X. Liu, A. Chin, F. J. Himpsel, “Radiation damage in

biomimetic dye molecules for solar cells,” J. Chem. Phys. 131, 214702 (2009).

2. P. S. Johnson, P. L. Cook, X. Liu, W. Yang, Y. Bai, N. L. Abbott, F. J. Himpsel,

“Universal mechanism for breaking amide bonds by ionizing radiation,” J. Chem. Phys.

135, 044702 (2011).

3. R. González-Moreno, P. L. Cook, I. Zegkinoglou, X. Liu, P. S. Johnson, W. Yang, R.

E. Ruther, R. J. Hamers, R. Tena-Zaera, F. J. Himpsel, J. E. Ortega, C. Rogero, “At-
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by NEXAFS,” J. Phys. Chem. C 115, 18195 (2011).

4. P. S. Johnson, P. L. Cook, X. Liu, W. Yang, Y. Bai, N. L. Abbott, F. J. Himpsel, “Imide
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R. Ahuja, O. Karis, M. Bässler, P. Persson, H. Siegbahn, S. Lunell, and N. Mårtensson,
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[93] J. I. Rodŕıguez, R. F. Bader, P. W. Ayers, C. Michel, A. W. Götz, and C. Bo, “A high
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