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 The focus of this thesis is the pure-rotational spectroscopy of several small, highly 

nitrogenous molecules.  The central player in this work is a millimeter-wave absorption 

spectrometer.  This spectrometer was originally constructed in the early 1980’s, but in 2010 the 

McMahon/ Woods collaborative research group received a generous grant to completely overhaul 

it.  In the first year, the entire instrument was rebuilt, with new signal generation, detection, cooling 

system, pumps, valves, pressure gauges, mass flow controllers, and a computer control system for 

all of the above.  The modern incarnation of the spectrometer has been collecting publishable data 

since 2011, since which time we have made numerous further improvements to the instrument.  

Just as importantly, the group has built a high level of experience and competency, and we are 

continually advancing our capability to obtain and analyze interesting spectra  

 The first molecular target for our rebuilt spectrometer was pyridazine.  This is a stable, 

highly polar aromatic molecule, features which made it a straightforward spectroscopic target, but 

also make it a possible candidate to be the first six-member aromatic ring to be detected in 

interstellar space by rotational spectroscopy.  A collaborator has since tried to find this molecule 

in space using the Arecibo observatory, but has been unsuccessful thus far.  With pyridazine we 

were able to observe multiple isotopologues, either in natural abundance in our spectra or through 

synthetic substitution.  Computed vibration-rotation interaction corrections (αi’s) were used to 

correct the observed rotational constants (B0’s) for these isotopologues to equilibrium rotational 

constants (Be’s), which were then used to obtain a highly precise equilibrium structure.  The 

rotational spectra for several of the vibrationally excited states of pyridazine were observed in our 

spectra, and we were able to analyze many of them.  The details of the spectrometer construction 

and the inaugural pyridazine project were published in the thesis of Dr. Brian Esselman (PhD. 
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2012).1  The subsequent publication for pyridazine2 is supplied herein in Appendix A.  Joshua 

Shutter, an undergraduate, was a major contributor to both the reconstruction of the instrument 

and to the pyridazine project.  

 In choosing spectroscopic targets, potential astrochemical species are a high priority, 

because radio astronomers rely on data acquired by rotational spectroscopists to make their 

assignments.  Benzonitrile, phenylisocyanate, triazole, and pyrimidine are all actively being 

studied in the group.  These are all potential space molecules, and they are all polar aromatic 

molecules with 6π electrons, a category of molecules with is surprisingly lacking in positive 

astronomical detections.3  This group of molecules are also stable, store bought compounds, and 

four talented undergraduate students (or recent graduates) have been responsible for studying 

them.  These projects are led by Hunter Lau, Cara Schwarz, Maria Zdanovskaia, and Zachary Heim 

under the guidance of Claude Woods, Brian Esselman, and myself.  Our spectrometer is equipped 

with the capability for in situ electric discharge or pyrolysis, so future projects will involve highly 

unstable molecules, radicals, and ions.  One ongoing target is the acylium cation, which we hope 

to generate through the electric discharge of ketene or acetone.  This is a graduate student level 

project initiated by Brian Esselman and myself, on which Vanessa Orr has taken the lead. 

 We have studied several azide-containing molecules.  The main topics of this document 

are carbonyl diazide and hydrazoic acid, but formyl azide is also under investigation (Nicholas 

Walters is the primary graduate student working on formyl azide).  These molecules are not 

commercially available and are somewhat tricky to synthesize and handle due to their explosive 

nature and potential for rapid decomposition.  They are worthwhile spectroscopic targets in their 
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own right.  Additionally, the synthesis and characterization of these azides was thought to be 

necessary in order to obtain their decomposition products for study. 

 Chapter 2 describes our work on the molecule carbonyl diazide (OC(N3)2).  Carbonyl 

diazide is commercially unavailable and tricky to synthesize, because it is extremely explosive and 

detonates readily.  Our interest in this molecule comes from reports of several interesting 

decomposition products, including diazirinone (c-OCN2), a possible space molecule.  While there 

is no reason to suspect carbonyl diazide itself of being a likely space molecule, it is a fascinating 

high energy molecule, with 6 out of 8 atoms (and almost exactly 75% of its mass) being nitrogen.  

We felt carbonyl diazide was worth studying both in its own right, and as a necessary step in the 

ultimate acquisition of a diazirinone spectrum.  We found several successful methods for 

synthesizing carbonyl diazide, with the safest, most straightforward, and most effective method 

being the combination of triphosgene and sodium azide in polyethylene glycol and isolating the 

gaseous products.  We took spectra at room temperature and -60°C, and were able to assign the 

spectra of two conformers and 4 vibrationally excited states for the molecule.  We did not observe 

any isotopologues.  We published a paper on the synthesis of this molecule and analysis of the IR 

spectrum4 which is available in Appendix B, and a paper on the millimeter-wave spectroscopy5 

which is available in Appendix C.  Chapter 2 elaborates on the material found in Appendices B 

and C. 

 Chapter 3 describes various upgrades to the spectrometer, and preliminary attempts to 

generate the molecule diazirinone from carbonyl diazide. These attempts have not yet been 

successful, but two new apparatus for the pyrolysis of carbonyl diazide have just been fabricated 

with help from the glass shop and the machine shop.  One is a quartz ‘hot finger’ heater which we 
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have installed in the vacuum chamber of our spectrometer.  The temperature can be controlled with 

a variac, and the expectation is that we can set the heater to a temperature and observe in situ 

pyrolysis in real time using the spectrometer.  The second new pyrolysis apparatus is more in line 

with the literature description of diazirinone generation,6 with a heated quartz tube running 

between a series of steel U-traps for pyrolysis and trap-to-trap distillation.  Both of these pyrolysis 

devices may also be useful in the pyrolysis of diketene to ketene, towards the eventual detection 

of acylium ion.  Chapter 3 also describes an impurity which was found in an aging carbonyl diazide 

sample.  It had a clean spectrum, which we were able to assign, but despite knowing its 

approximate dimensions and the direction of its dipole we do not know what the molecule is. 

 Chapter 4 discusses the structural determination for hydrazoic acid.  We started looking at 

hydrazoic acid because it was a common impurity in our carbonyl diazide spectra, but it quickly 

became apparent that the ability of our spectrometer to detect transitions for 15N isotopologues 

could be leveraged towards an excellent equilibrium structure determination, a massive 

improvement over the best literature structure,7 and one of the best structure determinations for 

any molecule to date.  We were able to synthesize HN3, DN3, H15NNN, HNN15N, D15NNN, and 

DNN15N.  From these we were able to see the isotopologues with one additional 15N at natural 

abundance, for a total of 14 isotopologues.  Considering the reasonable isotopes of hydrogen and 

nitrogen, only H15N3 and D15N3 were not observed.  Similar to our pyridazine project, we used ab 

inito vibration-rotation corrections to derive mixed experimental/theoretical equilibrium rotational 

constants for each isotopologue, and used the xrefit module of Stanton’s CFOUR program8 to 

obtain an equilibrium geometry from this data.  The manuscript on the equilibrium structure of 

hydrazoic acid has been accepted by the Journal of Chemical Physics, but is not yet in print.  The 
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accepted draft is attached in Appendix D.  Chapter 4 contains the same material as is found in 

Appendix D, but expands upon it. 

 Chapter 5 examines the vibrationally excited states of HN3 and DN3.  For most of our 

spectroscopic projects the rotational transitions for excited vibrational states are observed, and 

perturbations between these states are reasonably common.  Assigning and fitting the vibrationally 

excited states of HN3 serves as a challenge to build our skill at solving this type of problem.  At 

room temperature, four of the six fundamental vibrational modes are observable, as well as two 

overtone states and a combination state for each of these isotopologues.  A massive difference in 

the A rotational constant between HN3 and DN3 results in enough of a difference in the vibrational 

energies and in the rotational transitions available in our spectrometer range to make the challenges 

for each isotopologue distinct.  There are massive perturbations between many of the states, to the 

point where only the ground state can be considered independently of the others, and even so the 

ground state has many highly perturbed lines which must be excluded from the dataset for this to 

be possible.  The ultimate goal is multi-state fits where rotational constants, distortion constants, 

and perturbation terms for multiple states are fit to a dataset of transitions for multiple states.  The 

first step towards this is the assignment of lines, many of which are highly perturbed.  A series of 

published FTIR papers was extremely helpful in making our initial assignments.  In Chapter 5 we 

present reasonably successful 3-state fits (ground, ν5 and ν6) for both HN3 and DN3.  The ν6 state 

in HN3 is more strongly coupled to the 5-state polyad at higher energy than is the case for ν6 in 

DN3, so the 3-state DN3 fit is better.  For the 3-state DN3 fit we were successful in our inclusion 

of rovibrational FTIR transitions and pure rotational FIR transitions from the literature in our 

dataset.  Work towards 5-state fits of the higher polyad and, ultimately, 8-state fits is ongoing. 
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Abstract  

Carbonyl diazide (CO(N3)2) was synthesized from triphosgene and azide salts.  Over the 

course of many iterations, a fast, reliable, and safe synthetic method was developed in which 

sodium azide is combined with triphosgene in a minimal amount of polyethylene glycol (PEG) in 

a stainless steel vacuum flask.  Anharmonic VPT2 calculations including the effects of Fermi 

resonances successfully reproduce the observed IR spectrum, which includes both the anti-syn and 

syn-syn conformations of (OC(N3)2).  The millimeter-wave spectrum of carbonyl diazide was taken 

at 293 and 213 degrees Celsius.  The anti-syn and syn-syn isomers were both found in the spectrum, 

and a comparison of their line intensities allowed for an estimation of the energy separation 

between them.  This estimate of 2.4 ± 0.6 kcal/mol is consistent with CCSD(T) level calculations 

of the potential energy surface.  Pure-rotational transitions for four vibrationally excited states of 

the syn-syn isomer were also observed.  Rotation-vibration correction terms (αi’s) calculated at the 

CCSD(T)/ANO1 level were largely successful in assigning these transitions.  Least-squares fitting 

was successful for all observed lines of the ground state and ν12.  The states ν9, ν7, and 2ν12 showed 

signs of perturbation, but many lines were seemingly unaffected by the perturbation (or only 

slightly affected) and could be modeled using a single-state least-squares fitting routine. 

Introduction 

 Carbonyl diazide (CO(N3)2) is a high energy compound which has existed in the literature 

since 1895.1-5  Recently, carbonyl diazide has been the subject of multiple theoretical, synthetic, 

and spectroscopic studies.6-8  This recent attention stems from the work of Zeng et al., which 

showed that carbonyl diazide can be decomposed to several interesting species on the CON4 and 

CON2 potential energy surfaces.9-11  As shown in Figure 2.1, gas phase pyrolysis of carbonyl 
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diazide (1) has been shown to yield diazirinone (2), while irradiation of (1) in an inert gas matrix 

yields both the acylnitrene (3) and its Curtius rearrangement product, the isocyanate (4). To date, 

carbonyl diazide appears to be the only synthetically practical precursor for generating the CON2 

isomer diazirinone, a molecule of recent interest.10-17  Diazirinone can be considered a covalent 

dimer of the ubiquitous interstellar species N2 and CO and is structurally analogous to the known 

space molecule cyclopropenone18 (a covalent dimer of CO and acetylene). Thus, diazirinone may 

itself be of astrochemical interest.  

O

C
N3 N

O

C
N3 N3

OCN
N3

CO+ N2

C

N N

explosive

decomposition

O
λ ≥ 530 nm

λ ≥ 335 nm

λ ≥ 455 nm

λ = 255 nm

400°C

1

2

3 4

 

Figure 2.1 Known decomposition pathways of carbonyl diazide. 

 

The reported yield of the pyrolysis of carbonyl diazide to diazirione very low (~0.5%), so 

finding a reliable source of carbonyl diazide is critical.  Carbonyl diazide was synthesized in the 

1920s via the diazotization of carbohydrazide (5)2-3 (Figure 2.2) but was not studied in pure form 

due to its explosive nature.  In 2007, carbonyl diazide was produced through the incidental 

hydrolysis of tetraazidomethane (6) in undried solvent5 and was identified by 13C and 15N NMR 
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spectroscopy.  In 2010, Zeng et al. synthesized their feedstock of carbonyl diazide by sealing 

chlorofluorocarbonyl (ClC(O)F) (7) in an ampoule with sodium azide for a period of 4 days.6  Their 

product was isolated using trap to trap distillation and thoroughly characterized by IR spectroscopy 

(Gas phase and argon matrix), Raman spectroscopy, and X-ray crystallography.  We have 

developed our own synthetic scheme which we deem to be safer and more efficient than those 

reported in the literature.  We have used triphosgene (8) and azide in solution phase syntheses to 

synthesize carbonyl diazide (Figure 2.2). 

O

NHNH2H2NHN

O

N3N3

2 HCl
2 NaNO2

N3
C
N3

N3N3
H2O

O

ClF
2 NaN3

4 Days

O

OCCl3Cl3CO
6 N3

5

6

7

8

1

 

Figure 2.2 Known synthetic routes for generating carbonyl diazide. 

Our synthetic approach is fundamentally similar to Zeng et al.,6 in that our reagents are a 

carbonyl electrophile and an azide source, but our synthesis offers several advantages.  

Triphosgene is a ‘synthetic analogue’ of three equivalents of phosgene.19-20  Although we did not 

carry out a mechanistic study, the mechanism proposed in Figure 2.3 has good precedent in the 

literature.21  Sequential nucleophilic attack of azide on the carbonyl carbon of triphosgene results 

in the formation of 1 equivalent of OC(N3)2 and the liberation of 2 equivalents of 

trichloromethoxide ion.  Trichloromethoxide ion rapidly eliminates chloride ion to generate 
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phosgene.  Phosgene generated in situ is more reactive than triphosgene, and subsequ  ent reaction 

with azide yields additional OC(N3)2.   
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Figure 2.3 A likely mechanism for the nucleophilic addition of 6 equivalents of azide ion to 
triphosgene to yield 3 equivalents of carbonyl diazide. 

Unlike phosgene (or chlorofluorocarbonyl), triphosgene is a crystalline solid and therefore 

much easier to safely handle.  Our solution phase syntheses result in faster reaction times, and both 

the reactants and products of the reaction are less likely to detonate in solution.  Our syntheses 

were designed to only ever isolate carbonyl diazide in stainless steel vessels, so batches as large 

as ~0.25 g could be synthesized without fear of an occasional accidental detonation. 
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Synthesis of Carbonyl Diazide 

Carbonyl diazide is shock-sensitive and explosive.  Proper safety precautions, which 

include the use of leather gloves, face shields, and blast shields must be taken when handling this 

compound.  Sodium azide (NaN3) and its hydrolysis product, hydrazoic acid (HN3) are toxic. 

Sodium azide, as well as metal azides that may be formed by reaction of sodium azide, represent 

explosion hazards.   

Many of the manipulations involved in the preparation and purification of carbonyl diazide 

were performed using a stainless-steel vacuum manifold designed and built with safety in mind.  

Instead of attempting to condense and weigh the products of our reactions, we measured the gas 

pressure in this custom manifold and percent yields were estimated using the known manifold 

volume.  The purity of our products was assessed by allowing 1-2 Torr of product to expand into 

an IR cell.  The IR spectra were compared with a gas phase IR spectrum published by Zeng et al,6 

and later compared with the results of Stanton’s VPT2 anharmonic calculation.  In later synthetic 

batches, once the rotational spectrum was understood, sample purity could be verified in the 

millimeter-wave spectrometer, further streamlining the synthetic procedure and allowing less 

chances for explosive decomposition. 

 We successfully synthesized carbonyl diazide using three different methods based around 

three different solvents: diethyl ether, dimethyl ether, and polyethylene glycol (MW=400).  These 

solvents are, respectively, more volatile than carbonyl diazide, massively more volatile than 

carbonyl diazide, and massively less volatile than carbonyl diazide.  The three methods used 

substantially different experimental setups.  We experimented with these various methods in order 

to find a preferred synthesis which maximized efficiency, purity, and safety.  In all cases, the 



14 
 
reagents we used to generate carbonyl diazide were triphosgene and an azide source, either sodium 

azide or tetra-n-butylammonium azide (TBAN3).   

Unless noted otherwise, chemicals were acquired from commercial sources and were used 

without further purification. Tetra-n-butylammonium Azide. (TBAN3) was prepared using a 

literature procedure and recrystallized from toluene.22 On occasion, a residual toluene contaminant 

in TBAN3 was carried through the subsequent synthetic procedures and could not be removed via 

distillation from the desired carbonyl diazide.  In order remove the toluene contaminant, a slurry 

of TBAN3 (ca. 5 g) in 75 mL of diethyl ether was brought to reflux with stirring. The slurry was 

then cooled to room temperature; crystals were collected by filtration and washed with cold diethyl 

ether.  Residual diethyl ether solvent was removed from TBAN3 under high vacuum. 

Method A. Tetra-n-butylammonium azide (TBAN3) (1.64 g, 5.77 mmol) was added to an oven-

dried round bottom flask, followed by anhydrous diethyl ether (10 mL) under positive nitrogen 

pressure. The volume of solvent was not sufficient to completely dissolve the ammonium salt. 

Triphosgene (194 mg, 0.655mmol) was added, and the suspension was stirred for 2 h. The solution 

was then passed through a silica plug to remove the suspended ammonium salts, and diethyl ether 

(5 mL) was used to wash the silica. 

The organic layer was washed with saturated aqueous sodium chloride (10 mL) and dried over 

magnesium sulfate, and the drying agent removed by gravity filtration.  Although a dilute solution 

of OC(N3)2 in diethyl ether seems comparatively safe to handle in glass, a concentrated solution 

or the isolated material is not. In one instance, a neat sample of OC(N3)2 detonated upon insertion 

of a glass pipet; the round-bottom flask containing the sample was pulverized by the blast. 

Thereafter, all manipulations following the removal of the magnesium sulfate drying agent were 



15 
 
conducted in a 200-mL stainless-steel flask. The solution of OC(N3)2 in diethyl ether in a stainless-

steel flask was frozen at −196°C, and the vessel was evacuated. The sample was allowed to warm 

to room temperature, and all volatile materials were cryopumped to a second stainless-steel flask 

at −196 °C to ensure that absolutely no nonvolatile or particulate matter contaminated the sample. 

The second flask was then held at −78 °C, a temperature at which Et2O is volatile but OC(N3)2 is 

not, and the ether was removed with a diffusion pump in conjunction with a liquid nitrogen trap. 

To remove all traces of ether from the flask, it was necessary to perform three or four freeze-pump-

thaw cycles, wherein the sample flask was isolated from the vacuum, warmed to room temperature, 

and cooled back to −78 °C before pumping was resumed. Carbonyl diazide synthesized and 

purified in this way typically afforded a yield of ca. 7.1 Torr-liter, (0.38mmol, 19%).  A serious 

drawback to this method is the amount of time required for these freeze-pump-thaw cycles.  Fully 

removing the ether often took a full day, and in the phases where most of the ether had been 

removed the sample was at risk for explosive decomposition. 

Method B. A modified version of the preparation allowed the entire procedure to be carried out 

on the stainless-steel manifold. The use dimethyl ether (bp −24 °C), which is more volatile than 

diethyl ether (bp 35 °C), improves the ease and efficiency of solvent removal from carbonyl 

diazide, although it also requires that the reaction be performed at low temperature or under 

pressure. Triphosgene (0.153 g, 0.516 mmol) and sodium azide (0.207 g, 3.184 mmol) were added 

to a 35-mL stainless-steel flask. The flask was attached to the stainless-steel manifold and 

evacuated, and gaseous dimethyl ether was condensed into the vessel at −196 °C. In the 35-mL 

flask, 1400 Torr-liter of dimethyl ether was calculated to afford ∼4 mL as liquid solvent. After 

stirring for 16 h, the solvent was distilled from the flask at −78 °C. The flask was then allowed to 
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warm to room temperature, and carbonyl diazide (1) was cryopumped to a clean stainless-steel 

flask at −196 °C. Yields as high as 32% were observed.  This procedure, however, proved more 

fickle than the synthesis in diethyl ether.  A possible reason for the fickle nature of this method is 

that the reaction vessel was opaque (steel), and the presence or absence of dimethyl ether in the 

liquid phase could not be visually confirmed.  Additionally, the narrow mouth of the small reaction 

vessel meant that it could take several minutes to load the extremely hygroscopic TBAN3, 

introducing an unknown quantity of H2O to the reaction mixture.  

Method C 

Triphosgene and sodium azide were allowed to react in a very small volume of 

polyethylene glycol (MW 400).  Polyethylene glycol was chosen as a heavy solvent, from which 

we could vacuum distill our product after the reaction.  Polyethylene glycol also acts as a catalyst 

by sequestering the Na+ ions of NaN3, much like a crown ether, giving higher soluble 

concentrations of the nucleophilic anion.  In a typical reaction, 240 mg (0.82 mmol) triphosgene 

and 490 mg (7.6 mmol) NaN3 were placed in a specially constructed brass reaction vessel (inner 

diameter 1 cm).  The reaction vessel was placed in a stainless steel vacuum flask.  A volume of 

0.3 ml polyethylene glycol was dripped onto the crystalline reagents, and the vacuum flask was 

quickly attached to a vacuum manifold, evacuated to less than 100 mTorr, and then sealed.  The 

blast-proof reaction vessel is shown in Figure 2.4. 
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Figure 2.4 Experimental setup for the preferred synthesis of carbonyl diazide from triphosgene 
and sodium azide in a minimum quantity of polyethylene glycol solvent. 

After being sealed for ~16 hours, any condensable gasses which had been generated were 

transferred to a second stainless steel flask held at liquid nitrogen temperature.  In a final 

purification step, this second flask was cooled to dry ice-acetone temperature, and pumped on with 

a high vacuum for 5 minutes to remove any impurities more volatile than carbonyl diazide.  The 

resulting product was analyzed for purity by gas phase IR spectroscopy, and the yield was 

estimated by measuring the pressure of the sample in a large gas manifold of known volume.  A 
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typical yield was 7.0 Torr liters of gas (0.38 mmol, 15%) and thus comparable to our previous 

method using ether as a solvent.  A benefit of this new method of synthesis is that the carbonyl 

diazide is generated and handled entirely in stainless steel vessels until it is introduced into the 

spectrometer, enhancing the safety of the procedure.  Additionally, purification is rapid and 

straightforward, which is convenient and lessens the chance of losing the sample to an accidental 

explosive decomposition.  The development of the expedited synthesis was motivated by the need 

to produce multiple samples for spectroscopic study.  Samples much larger than the size just 

mentioned were not safe to handle, and because of the degradation of the sample in the 

spectrometer over a period of a few hours, samples of this size were only adequate for 1 or 2 days 

of experiments. 

We found that the reaction time could be shortened to just a few minutes and still yield 

large amounts of carbonyl diazide.  Additionally, the gas evolving from the sample flask could be 

used for rotational spectroscopy without the additional purification step, albeit hydrazoic acid 

tended to be a larger impurity in this case. 

Computational Studies 

The conformational isomers (anti-anti, anti-syn, and syn-syn) were optimized at 

CCSD(T)/ANO1 and CCSD(T)/cc-pVTZ levels of theory.  Molecular geometries were optimized 

in CFOUR23 using analytic gradients24-25 with the frozen core approximation.  The transition states 

were connected to their minima via IRC calculations.  The results are shown in Figure 2.5. 

To determine the vibration-rotation interaction constants (αi’s), the cubic and quartic 

constants were calculated by numerical differentiation of the analytic second derivatives at 

displaced points following the approach of Stanton et al.26-27  Rotational constants, centrifugal 
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distortion constants, and vibration-rotation interaction constants were calculated with CFOUR 

using the structure and force field results. 

  

Figure 2.5 Ab initio calculations showing the relative energies (in kcal/mol) of the three 
conformers of carbonyl diazide at CCSD/cc-pVDZ (upper, black) and CCSD(T)/cc-pVTZ (lower, 
red).  

 

IR Spectroscopy 

 Infrared spectroscopy was used to confirm that we had synthesized carbonyl diazide.  The 

spectrum for a pure sample is shown in Figure 2.6.  To understand this spectrum we performed 

harmonic calculations (CCSD(T)/ANO0 and CCSD(T)/ANO1).  The results of these calculations 

are shown in Table 2.1 for the syn-syn conformation of carbonyl diazide, and in Table 2.2 for the 

anti-syn conformation.   
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Figure 2.6 Infrared spectrum of carbonyl diazide from 400 to 4000 cm-1 collected at ~2 Torr 
pressure in a 15 cm length cell with KRS-5 optical windows. 

 

As can be seen, the harmonic calculations are insufficient for explaining several 

absorptions, notably 2297, 2171, and 1200 cm-1.  At a high-level method the anharmonic cubic 

and quartic force constants were calculated, and second-order vibrational perturbation theory 

(VPT2) was used to compute the fundamental vibrational frequencies as well as the infrared 

intensities.  Fermi resonances were also analyzed (VPT2 + F) at this level.  The results of this 

anharmonic analysis are in striking agreement with observation (see Table 2.1, Table 2.2, and 

Figure 2.7).  The cluster of features seen from 2000 to 2300 cm-1 results from a strong and 

extensive Fermi resonance in the syn-syn conformer of carbonyl diazide, whereby the combination 
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levels ν4+ν14, ν4+ν15, and ν3+ν15 borrow intensity from the very strong asymmetric –N=N=N 

stretching mode, ν13.  Similarly, the intrinsically strong ν14 asymmetric C-N stretching mode mixes 

with the combination level ν7+ν15.  The high level computational treatment has allowed us to assign 

all of the principal features in the spectrum.  It is remarkable that many of the strong lines in the 

spectrum result from two quantum overtone or combination levels.  This underscores the problems 

associated with relying on the harmonic treatment for the analysis of the spectrum.  Figure 2.7 

elegantly shows how the combined results of the VPT2 + F calculations for the syn-syn and the 

anti-syn conformers account for all major features. 

Table 2.1 Calculated and experimentally observed IR frequencies for the syn-syn conformation of 
carbonyl diazide.  Calculated intensities are in parentheses. 

Mode Symmetry CCSD(T)/ANO0 
Harmonic 

CCSD(T)/ANO1 
Harmonic 

CCSD(T)/ANO1 
VPT2+F 

Experimental 

ν1 a1 2214 (63) 2228 (63) 2191 (31)  
ν2 a1 1782 (194) 1764 (194) 1731 (179) 1721 
ν3 a1 1254 (4) 1226 (5) 1222 (4)  
ν4 a1 945 (19) 953 (20) 933 (16) 941 
ν5 a1 553 (0) 553 (0) 544 (0)  
ν6 a1 407 (2) 408 (2) 403 (1)  
ν7 a1 122 (0) 122 (0) 114 (0)  
ν8 a2 569 (0) 570 (0) 557(0)  
ν9 a2 152 (0) 155 (0) 151 (0)  
ν10 b1 733 (29) 730 (25) 720 (28) 723 
ν11 b1 580 (9) 581 (7) 571 (8) 569 
ν12 b1 75 (1) 76 (1) 72 (1)  
ν13 b2 2198 (858) 2212 (875) 2140 (282) 2145 
ν14 b2 1266 (1755) 1277 (1735) 1230 (1633) 1235 
ν15 b2 1095 (17) 1107 (13) 1069 (4)  
ν16 b2 807 (23) 808 (26) 795 (21) 794 
ν17 b2 500 (2) 503 (3) 496 (1)  
ν18 b2 206 (1) 206 (1) 204 (1)  
ν3+ ν14 b2   2435 (11) 2450 
ν3+ ν15 b2   2286 (93) 2295 
ν4+ ν14 b2   2171 (441) 2172 
ν4+ ν15 b2   1998 (12) 2005 
ν7+ ν15 b2   1181 (40) 1200 
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Table 2.2 Calculated and experimentally observed IR frequencies for the anti-syn conformer of 
carbonyl diazide.  Calculated intensities are in parentheses.  

Mode Symmetry CCSD(T)/ANO0 
Harmonic 

CCSD(T)/ANO1 
Harmonic 

CCSD(T)/ANO1 
VPT2+F 

Experimental 

ν1 a′ 2212(295) 2226 (308) 2169 (174) 2172 
ν2 a′ 2192 (528) 2206 (552) 2142 (167) 2145 
ν3 a′ 1813 (475) 1801 (482) 1760 (198) 1756 
ν4 a′ 1279 (766) 1290 (736) 1243 (583) 1257 
ν5 a′ 1226 (354) 1237 (374) 1190 (177) 1200 
ν6 a′ 1114 (148) 1125 (147) 1083 (80) 1082 
ν7 a′ 894 (7) 901 (7) 884 (6)  
ν8 a′ 727 (34) 730 (33) 722 (30)  
ν9 a′ 611 (2) 613 (2) 600 (2)  
ν10 a′ 495 (1) 497 (1) 491 (1)  
ν11 a′ 433 (1) 436 (1) 430 (1)  
ν12 a′ 200 (2) 200 (2) 199 (2)  
ν13 a′ 127 (0) 126 (0) 127 (0)  
ν14 a′′ 720 (27) 718 (24) 712 (18)  
ν15 a′′ 576 (2) 576 (1) 567 (2)  
ν16 a′′ 566 (11) 568 (10) 556 (7)  
ν17 a′′ 135 (0) 138 (0) 134 (0)  
ν18 a′′ 91 (0) 94 (0) 95 (0)  
2ν5 a′   2384 (23)  
ν4+ ν6 a′   2321 (40)  
ν5+ ν6 a′   2272 (28)  
2ν6 a′   2192 (31)  
ν4+ ν7 a′   2118 (54)  
ν6+ ν8 a′   1797 (55)  
2ν7 a′   1768 (178) 1756 
ν14+ ν16 a′   1269 (47)  
ν8+ ν10 a′   1215 (24)  
2ν9 a′   1199 (156) 1200 
2ν15 a′   1133 (73) 1138 
ν15+ ν16 a′   1127 (40) 1138 
2ν16 a′   1116 (13) 1138 
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Millimeter-wave Spectroscopy 

The observed spectra were dense with detectable absorptions throughout our frequency 

range.  The most intense absorptions in our spectra were due to the impurities HN3, HNCO, and 

CO, that resulted from unintended products of the synthesis or decomposition products of carbonyl 

diazide.  These three light molecules have intrinsically intense transitions relative to carbonyl 

Figure 2.7 IR spectrum of carbonyl diazide from 400 to 2500 cm-1 with predicted transitions for 
both the syn-syn (red) and anti-syn (blue) conformers overlaid.  The predictions are from an 
anharmonic VPT2 ANO1 calculation.  The relative scaling of the conformers was adjusted to 
match the observed line intensities.  
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diazide because of their much smaller number of populated states, so even small concentrations of 

these impurities cause very strong absorptions.  The spectra of these impurities are also relatively 

sparse (CO only has a single transition in our frequency range, at 345795.99 MHz), so these 

impurities were more of a nuisance than a true obstacle.  Carbonyl diazide itself has a very dense 

and fairly strong rotational spectrum. We have been able to assign the most prominent features of 

the carbonyl diazide millimeter-wave spectrum, including ground vibrational spectra of the two 

lowest lying theoretically predicted conformational forms and the four lowest energy vibrational 

satellite spectra of the syn–syn form. Together, these account for most of the strong features in the 

spectrum. Transitions for the ground state and first excited state (ν12) of the syn–syn form have 

been fit to near experimental error with a rigid rotor/centrifugal distortion model. The spectra 

observed in states ν7, ν9, and 2ν12 present additional challenges, because they appear to show some 

effects of mutual Coriolis perturbations. Nevertheless, the rigid rotor/centrifugal distortion models 

we have used, i.e., ones not accounting for the perturbations, are adequate to assign a great majority 

of the observable transitions and to fit them with only small systematic errors in the highest J cases. 

The fit for the anti–syn form is successful in reproducing the many observed lines, but the variety 

of transition types and the accessible quantum number range is smaller than that of the syn–syn 

form, because of its less intense spectrum. 

To collect spectra, the spectrometer chamber was charged with ~4 mTorr of sample and 

sealed.  These fills were used for 2-3 hours before refreshing the sample.  It was found that the 

intensity of carbonyl diazide lines slowly decreased over this period, either through decomposition 

or adsorption onto something in the spectrometer chamber.  Refreshing the sample also mitigated 
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the effects of pressure creep as air slowly leaked into the chamber- depending on how leak tight 

the spectrometer is on a given day, the leak rate tends to be around 1-3 mTorr per hour. 

Spectra were collected at both 293 K and 213 K. Due to the large number of low-lying 

vibrational states, including many combinations and overtones, the higher temperature spectrum 

is considerably more congested with excited state lines than the lower temperature spectrum.  Less 

than 3% of the syn-syn conformation molecules are in the ground vibrational state at room 

temperature.  This fraction increases to 8% at 213 K.  The lowest lying vibrational satellites are 

also more intense at 213 K than at 293 K.  Figure 2.8 shows a 200 MHz segment of the spectrum 

of carbonyl diazide.  The primary feature in this segment is the Kprolate = 17  16 Q-branch of the 

ground state of the syn-syn conformer from J = 18 to J = 70.  Intermingled are transitions from the 

vibrational modes ν12 and ν7, as well as the anti-syn conformer.  Ab initio calculations put these 

states at 72 cm-1, 116 cm-1, and 700 cm-1 above the ground state of the syn-syn isomer, respectively.  

As shown in Figure 2.8, the low temperature experiment gives a cleaner spectrum of the low-lying 

states, while the higher temperature spectrum was useful for studying the high energy anti-syn 

conformer. 
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Figure 2.8 A 240 MHz segment of carbonyl diazide spectrum at both 293 K and 213 K.  Most 
lines belong to a Q-branch series of the ground vibrational state of the syn-syn isomer, but lines 
from two vibrational modes and the anti-syn isomer are also present. 

 

As temperatures are reduced below 213 K, the line intensities for transitions of the ground 

vibrational state of the syn-syn isomer begin to decrease as the effect of carbonyl diazide 

condensing on the walls of the spectrometer chamber seems to outweigh the effect of a more 

bottom-heavy distribution of states.  Carbonyl diazide signal rapidly decreases as the temperature 

is lowered towards 200 K, which is a temperature our chiller system struggles to reach.  It was 

found that at 200 K, the chamber could be evacuated of non-condensed gasses, resealed, and 

warmed, and the carbonyl diazide signal would partially return as it sublimed off of the walls.  It 

was hoped that this strategy could be used to purify the sample in the chamber from non-

condensable air that slowly leaks into the chamber, but the time it took for the chiller to reach low 

enough temperatures and the mediocre signal return after this ‘purification’ meant this was not a 

convenient strategy for sample conservation. 
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For the ground vibrational state of the syn-syn conformer, a very near prolate asymmetric 

top, the most apparent spectral features are the Q-branch series with fixed values of Kprolate, which 

have series origins occurring at roughly (2Kprolate + 1)(A-(B+C)/2).  The separation between these 

bands is therefore ~2(A-(B+C)/2), or ~19.5 GHz.   

As seen in Figure 2.9, the band origins are highly spectrally congested, and generally, the 

first few dozen lines of the series could not be sufficiently resolved to be independently measured.  

In the Kprolate 17-18 series shown in Figure 2.9, the region between 341058 and 341081 MHz 

contains J=19 – J = 54.  Most of these lines were excluded from the least –squares fitting.  Like 

the other similar series, the lowest J lines increase in frequency as J increases, then turn towards 

lower frequency with further increase, forming a readily visible band head feature at the turn-

around. Emerging from the congested band head regions are series of easily measured lines which 

gradually spread out as the lines progress to lower frequencies and higher J values. 
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Figure 2.9 Panel a: A characteristic b-type Q-branch for the syn-syn conformer of carbonyl 
diazide. Panel b: a 10× zoom of the spectrum plotted with a stick spectrum of lines predicted from 
the final experimentally determined spectroscopic constants. 

 

Initially, assigning the transitions of these Q-branches was very difficult because we did 

not appreciate the extent of the ‘turn around’.  Because carbonyl diazide had not previously been 

studied by rotational spectroscopy, we had to rely on ab initio calculations to help guide our 

assignments.  At the time of initial assignment we had not calculated the 4th order distortion terms.  

The extent (or existence) of the ‘turn around’ in the Q-branch depends primarily on DJK, so our 

initial prediction, based on ab initio values for A, B, and C, had no ‘turn around’ at all, and it took 
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significant effort to correctly assign the J values progressing from the congested bandhead to lower 

frequencies. 

Once the Q-branch series emerge from the bandheads it is easy to follow the series for 

~40-60 transitions over a few GHz, but assigning a J value to the first measureable transition to 

lower frequency of the bandhead required a systematic guess-and-check proceedure.  An 

ultimately successful technique for assigning J values to the transitions emerging from the Q-

branch bandheads was to run numerous fits on these lines, with each fit using different J 

assignments;  the fits that worked the best presumably had the correct J assignments.  Figure 

2.10 shows the results of 21 least-squares fits for 57 lines progressing out of the Kprolate = 18  

17 Q-branch bandhead (this is the bandhead shown in Figure 2.9).  These fits used the ab initio 

rotational constants and 4th order distortion terms shown in Table 2.3 as starting parameters.  Of 

these, only A, C, and  DJK were allowed to vary in the optimization of the fit, as the spacing 

within a Q-branch is sensitive to these.  B was not allowed to vary because B and C cannot be 

independently determined without more diversity in transition types (it is the quantity B-C that 

can be determined from these transitions).  In Figure 2.10, the least-squares fit with the lowest 

error is the one where the first measureable line outside of the bandhead at 341063.2416 MHz is 

assigned as 53 18 35  53 17 36 (and the degenerate 53 18 36  53 17 37).  As the assigned J values for 

this transition and the rest of the transitions in the series are increased or decreased, the resulting 

least-squares fits are progressively worse.   
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Figure 2.10 The errors (σ) in MHz of 21 least-squares fits for 57 doubly degenerate lines assigned 
to the Kprolate = 1817 Q-branch of the ground state of the syn-syn conformer of carbonyl diazide.  
Each fit has different J assignments for these lines; the X coordinate is the assigned J value for the 
highest frequency observed line at 341063.2416 MHz.  

 

 This iterative guess-and-check method of assigning the transitions could be applied to any 

Q-branch.  Figure 2.11 shows the results of 21 least-squares fits for a dataset of 62 transitions 

belonging to the Kprolate 15  14 Q branch.  Again, there is a clear best fit to the data, in this case 

with the first measureable transition at 282701.8236 MHz being assigned as 33 15 18  33 14 19 (and 

the degenerate 33 15 19  33 14 20).  A comparison of the results of Figure 2.10 and Figure 2.11 

show a large difference in the J value of the first cleanly measureable transition outside of the 

bandhead.  The Kprolate 15  14 bandhead contains 18 mutually obscuring lines, while the Kprolate 
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18  17 contains 35 obscured lines, again underscoring the difficulty in initial assignments.  There 

is a general trend of higher Q-branch series having more complicated bandheads. 

 

Figure 2.11 The errors (σ) in MHz of 21 least-squares fits for 62 doubly degenerate lines assigned 
to the Kprolate = 1514 Q branch of the ground state of the syn-syn conformer of carbonyl diazide.  
Each fit has different J assignments for these lines, the X coordinate is the assigned J value for the 
highest frequency observed line at 282701.8236 MHz.  

 

 If the assignments indicated by Figure 2.10 and Figure 2.11 are correct, all of the Q 

branches should be able to work together in a single fit.  Good fits of multiple Q-branches could 

be obtained.  These fits used a fixed value of B but allowed A, C, and all of the 4th order centrifugal 

distortion terms to vary.  Once two Q-branches were fit together, the resulting constants could be 

used to find the correct assignments for the lines of the remaining three or four Q-branches in the 

frequency region of our spectrometer. 

  Least-squares fitting of the Q-branch series gave the difference A-B and B-C.  The 

assumption that the molecule was planar (or nearly so), and therefore had an inertial defect (ΔI = 
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IC – IB – IA) close to zero enabled us to get better approximations for all three rotational constants.  

Predictions of R-branch transitions based on the constants derived assuming an inertial defect of 

zero were good enough to find the R- Branch transitions. 

The R-branch transitions exist as series of transitions with the same Kprolate values and 

increasing J values with an approximate separation of B+C between successive lines.  For the 

syn-syn conformer in its ground vibrational state, a total of 1105 b-type transitions were 

observed, consisting of 628 Q-branch transitions from 6 different Kprolate series and 477 R-branch 

transitions from 8 different Kprolate series.  As seen in Table 2.3, all of these transitions were fit to 

experimental accuracy (σ = 0.038 MHz) with an S-reduced, representation Ir, centrifugal 

distortion Hamiltonian with all five 4th order constants and the four diagonal 6th order constants.  

The very small observed inertial defect confirms that this molecule is planar.  Also in Table 2.3 

are the results of our coupled cluster calculation (ANO1 basis set) for the rotational constants 

and 4th order centrifugal distortion constants of this conformer.  It can be seen that these 

theoretically predicted constants are in excellent agreement with the experimental results. 
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Table 2.3 Experimental and ab initio spectroscopic constants for the syn-syn and anti-syn 
conformers of carbonyl diazide in their ground vibrational states.  

 Syn-Syn Anti-Syn 

 Experimental CCSD(T)/ANO1 Experimental CCSD(T)/ANO1 

A (MHz) 10807.32121(80) 10759 4860.3329(15) 4844 

B (MHz) 1101.93922(32) 1100 1448.9307(80) 1447 

C (MHz) 999.95107(39) 998 1115.7777(50) 1114 

DJ (kHz) 0.076261(36) 0.075 0.19588(32) 0.19 

DJK (kHz) -1.19632(16) -1.17 -1.2477(18) -1.18 

DK (kHz) 19.7585(40) 18.8 11.9279(28) 11.5 

d1 (kHz) -0.010738(34) -0.0108 -0.0670(23) -0.0659 

d2 (kHz) -0.000602(18) -0.000566 -0.0090(30) -0.00529 

HJ (Hz) 0.0000469(31)  [0]  

HJK (Hz) -0.002860(17)  [0]  

HKJ (Hz) 0.03728(43)  -0.01055(44)  

HK (Hz) -0.1393(71)  0.06943(82)  

σ (MHz)  0.038423  0.043777  

ΔI  (amu Å2) 0.01415 -0.00013 0.1640 -0.00025 

N lines 1105  786  

 

With an excellent fit for the ground vibrational state of the syn-syn conformer in hand, 

along with the theoretical predictions of vibration-rotation corrections, it was possible to assign 

the transitions for several excited vibrational states of the syn-syn conformer.  These excited 

vibrational states all have distinctive Q-branch series with band heads quite similar to those already 
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described for the ground state.  The Kprolate = 19  18 Q-branch series band head for the 2ν12 state 

is readily apparent at 341960 MHz in Figure 2.9.  In a fashion similar to the ground state, the R-

branch series for the excited vibrational states span a wide region of the spectrum, with analogous 

separations of approximately B+C.  To assign and fit lines for these vibrationally excited states, 

the same general strategy as described for the ground state was successfully employed.  Transitions 

(from both Q- and R-branch series) for states ν12, ν7, 2ν12, and ν9 (calculated energies 71.5 cm-1, 

115.7 cm-1, 143 cm-1, and 150.6 cm-1 respectively) were identified, measured, and least-squares 

fit.  As shown in Figure 2.12, ν12 is a B1 symmetric out-of-plane-twisting motion of the azide 

groups.  Vibrational mode ν7 is an A1 symmetric in-plane bending of the azide substituents.  

Vibrational mode ν9 is an A2 asymmetric out-of-plane twisting movement of the azide 

substituents.  As an overtone vibrational mode, 2ν12 has A1 symmetry. 
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Figure 2.12 The vibrational modes of the syn-syn conformer of carbonyl diazide observed in the 
millimeter-wave spectra. 

 

Unlike the ground state case, the incorporation of some 8th order centrifugal distortion 

terms in the Hamiltonian was necessary in order to acquire a satisfactory least-squares fit of these 

vibrational satellites.  The need for these higher order terms likely goes hand-in-hand with the 

large inertial defects accompanying these vibrational modes (see Table 2.6), both attributable to 

the low frequency, large amplitude, nature of these bending motions of the two azide groups.  

Vibrational states ν7, ν9, and 2ν12 all show clear signs of what is presumed to be Coriolis 

perturbation in two of their Q-branch series. Figure 2.13, Figure 2.14, and Figure 2.15 show 
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attempts to assign J values to the Kprolate = 1514 , 1716, and 1817 Q-branches of ν7.  Each 

of these figures shows 21 least-squares fits where each fit has a different set of J assignments for 

the lines progressing out of the Q-branch.  The starting constants for these fits were the final fit 

parameters for the ground vibrational state of the syn-syn conformer, corrected with the ab intio 

values for the rotation-vibration interaction.  Only A, C, and DJK were allowed to vary.  The Kprolate 

= 1514, series is well behaved, while the 1716 and 1817 series are perturbed.   

 

Figure 2.13 The errors (σ) in MHz of 21 least-squares fits for 47 doubly degenerate lines assigned 
to the Kprolate = 1514 Q-branch of the ν7 state of the syn-syn conformer of carbonyl diazide.  Each 
fit has different J assignments for these lines; the X coordinate is the assigned J value for the 
highest frequency observed line at 290014.0636 MHz. 
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Figure 2.14 The errors (σ) in MHz of 21 least-squares fits for 58 doubly degenerate lines assigned 
to the Kprolate = 1716 Q-branch of the ν7 state of the syn-syn conformer of carbonyl diazide.  Each 
fit has different J assignments for these lines; the X coordinate is the assigned J value for the 
highest frequency observed line at 329756.9355 MHz. 

 

 

Figure 2.15 The errors (σ) in MHz of 21 least-squares fits for 37 doubly degenerate lines assigned 
to the Kprolate = 1817 Q-branch of the ν7 state of the syn-syn conformer of carbonyl diazide.  Each 
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fit has different J assignments for these lines; the X coordinate is the assigned J value for the 
highest frequency observed line at 349586.0318 MHz. 

Figure 2.15 and especially Figure 2.14 show a less conclusive assignment preference than 

Figure 2.13, as evidenced by shallower curves and a higher error of the most preferred J 

assignment.  It is also strange that the assignment preference for the first visible line outside of the 

bandhead for the Kprolate 1716 series is higher in J by 19 than the assignment preference for the 

first visible line in the Kprolate = 1817 series.  This is strange because the higher Kprolate series 

normally have more lines in their bandheads.  Further evidence for perturbation lies in the 

optimized values of A, C, and DJK in the fits with the preferred values of J.  Table 2.4 shows the 

optimized values of these constants for the fits with the preferred J assignments for the three Q-

branch series independently, as well as the value of these constants from the fit that includes three 

unperturbed Q-branches as well as the R-branches.  Although there is no clear trend among the A 

values, the C and DJK values for the unperturbed Q-branch are in good agreement with the overall 

fit, and the C and DJK values for the perturbed branches are in poor agreement with the overall fit 

(in opposite directions too). 

Table 2.4 Comparison of constants derived from single Q-branch fits and constants obtained from 
fit of all relatively unperturbed lines for ν7 of the syn-syn conformer of carbonyl diazide.  For the 
three single Q-branch fits the J assignments used are the preferred assignments from Figure 2.13, 
Figure 2.14, and Figure 2.15. 

 Overall Fit  
(Table 2.6) 

Kprolate 1514 
(Figure 2.13) 

Kprolate 1716 
(Figure 2.14) 

Kprolate 1817 
(Figure 2.15) 

A (MHz) 11083.48 11059.88 11062.85 11043.65 
C (MHz) 1000.362 1000.01 1023.63 984.41 
DJK (MHZ) -0.00128 -0.00134 -0.00198 -0.00103 

A-B (MHz) 9981.08 9957.27 9960.24 9941.04 

B+C (MHz) 2102.77 2102.62 2126.24 2087.02 
A-𝐵𝐵+𝐶𝐶

2
 (MHz) 10032.10 10008.57 9999.73 10000.14 

B-C (MHz) 102.04 102.60 78.98 118.20 
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For ν7 and 2ν12, the Q-branch series Kprolate 16-17 and Kprolate 17-18 fit poorly into rigid 

rotor models, as do the Q-branch series for Kprolate 13-14 and 14-15 for ν9.  The implication is 

that the perturbed energy levels are the Kprolate = 17 states for ν7 and 2ν12 and the Kprolate = 14 

states for ν9.  To check this hypothesis we examined whether the corresponding R-branch lines 

were obviously perturbed.  In general the R-branch lines in our frequency region have lower 

Kprolate values than the Q-branches, but there is some overlap.  For ν7 we hypothesize that states 

with Kprolate = 17 are perturbed.  R-branch transitions involving Kprolate = 17 of ν7 are slightly too 

high frequency for our spectrometer.  Likewise, for 2ν12 we suspect the Kprolate = 17 state of 

being perturbed, but only 5 R-branch transitions involving Kprolate = 1716 are observable with 

our spectrometer below 360 GHz.    In the ν9 state, however, it is Kprolate = 14 we suspect of being 

perturbed based on the Q-branches Kprolate = 1413 and Kprolate = 1514, but the R-branch 

series involving these states work well with the overall least-squares fit.  A summary of the lines 

we were able to fit for these three perturbed states is shown in Table 2.5.  The five Q-branches 

which are observed to be perturbed do occur where they are expected ((2Kprolate + 1)(A-(B+C)/2), 

and their perturbation comes from the spacing of transitions within the band.  It is confounding, 

therefore, that the Kprolate =1817 of 2ν12 could not be found at all, and it was not predicted to be 

in a particularly dense section of the spectrum.  Further complicating this is the fact that Kprolate = 

1918 was assigned and fit without incident, so the explanation for the disappearance of the 

Kprolate = 1817 band cannot be a massive perturbation of the Kprolate = 18 state.  
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Table 2.5 A summary of observed b-type transitions for the three vibrational states with apparent 
perturbations in some of the Q-branch series.  A dash indicates that the series is outside of our 
spectrometer range, while asterisks indicate that the lines are noticeably perturbed and excluded 
from the least-squares fits.   

 ν7 
A1 
115.7 cm-1 

ν9 
A2 
150.6 cm-1 

2ν12 
A1 
143 cm-1 

Kprolate Q R Q R Q R 
9-8 - 46 - - - 21 
10-9 - 45 - 15 - 35 
11-10 - 40 - 34 - 40 
12-11 - 38 - 44 - 48 
13-12 26 35 - 33 - 43 
14-13 60 28 *54* 21 43 36 
15-14 47 17 *47* 23 69 24 
16-15 56 7 50 14 57 16 
17-16 *58* - 56 4 *25* 5 
18-17 *37* - 24 - *0* - 
19-18 - - 18 - 57 - 

 

All of the severely perturbed transitions have been omitted from the data sets used for the 

rotational/centrifugal distortion fits.  The results of the fits for these vibrational states are 

summarized in Table 2.6.  In the case of the lowest energy vibrational state (ν12), however, it was 

possible to include all the measured transitions in the fit summarized in Table 2.6.  As can be seen, 

a fit to within near experimental error is obtained for a rather large data set for the ν12 vibrational 

state. 
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Table 2.6 Experimentally determined spectroscopic constants for the four assigned excited 
vibrational states of the syn-syn conformer of carbonyl diazide. 

 ν12 ν7 ν9 2ν12 
Relative E (cm-1) 
CCSD(T)/ANO1 71.5 115.7 150.6 143.0 

A (MHz) 10515.8293 (18) 11083.5749(61) 10687.5090(26) 10245.6949(37) 

B (MHz) 1102.30411 (87) 1102.5248(39) 1102.3112(30) 1102.5814(33) 

C (MHz) 1001.5272 (11) 1000.2230(42) 1000.5791(35) 1003.1971(33) 

DJ (kHz) 0.077850 (65) 0.07475(16) 0.07586(20) 0.07675(33) 

DJK (kHz) -0.90795 (64) -1.3206(42) -1.2848(21) -0.5615(24) 

DK (kHz) -42.116 (12) 83.086(55) 9.075(13) -87.948(27) 

d1 (kHz) -0.01219 (14) 0.0 -0.0449(19) 0.0 

d2 (kHz) 0.00305 (35) 0.0 0.137(10) 0.0 

HJ (Hz) 0.0000479 (62) -0.000073(16) 0.000680(46) -0.000368(81) 

HJK (Hz) -0.002216 (37) 0.00415(46) -0.01184(93) 0.00096(14) 

HKJ (Hz) 0.1716(21) 0.150(20) -0.0236(97) 0.5292(77) 

HK (Hz) -24.515 (41) 25.69(22) -1.792(22) -36.641(89) 

h1 (Hz) 0.0000336 (67) -0.001153(52) -0.00270(19) -0.000692(31) 

h2 (Hz) 0.0 0.00262(20) 0.0 0.0 

h3 (Hz) -0.000123 (18) -0.01505(28) 0.0 0.00340(35) 

LJ (mHz) 0.0 0.0 0.0 0.0000233(67) 

LJJK (mHz) 0.0 0.0 -0.001418(62) -0.0000134(88) 

LJK (mHz) 0.0 -0.02002(82) 0.0226(16) 0.0 

LKKJ (mHz) -0.0673 (25) -0.395(35) 0.224(16) -0.4258(84) 

LK (mHz) 7.967 (48) -10.35(34) 0.0 11.06(10) 

σ (MHz) 0.040047 0.04695 0.045508 0.05577 

ΔI  (amu Å2) -1.9256 1.2859 -0.6725 -3.9174 

N lines 1119 720 672 768 
 

In the ν7 state spectrum we were able to assign 56 R-branch transitions where the 

asymmetry splitting was resolved, but when these were included in the fit the high-J, Q-branch 
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lines show some systematic residuals and the standard deviation of the residuals σ is slightly 

greater than the experimental error level (Table 2.6).  If only the un-split R-branch lines and the 

non-Kprolate = 17 Q-branch lines are included, σ drops by a factor of two.  In the cases of ν9 and 

2ν12 we were not able to assign the weak split R-branch lines, because of the dense background 

spectrum, but if they could be measured and included in the fits, a similar increase in σ might be 

expected.  Different combinations of centrifugal distortion constants were required to achieve the 

fits reported in Table 2.6 and only the DJ constants seems to be relatively invariant to vibrational 

state. 

In Table 2.7 the vibration-rotation interaction constants and inertial defects for all four 

states from the experimental rotational constants and the coupled cluster calculations are 

compared.  For ν7 and ν9 the agreement is reasonable, but the αA and αB values are in quite poor 

agreement in the case of ν12.  The αi values and inertial defects for 2ν12, however, are very close 

to two times the values of the same constants in the fundamental state ν12, which was very 

helpful in assigning the spectrum of the overtone.  The very large negative inertial defects 

observed for the out-of-plane modes and the large positive defects for the in-plane mode are very 

well predicted by the theoretical calculations and are consistent with our expectation for these 

low frequency bending vibrations.28 
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Table 2.7 Comparison of vibration rotation interaction constants (αi’s) for the four studied 
vibrationally excited states of the syn-syn conformer of carbonyl diazide determined by experiment 
and by ab initio calculations at the CCSD(T)/ANO1 level. 

  αA (MHz) αB (MHz) αC(MHz) Δi (amu Å2) 

ν12 
experimental -291.492 0.36489 1.57613 -1.9256 
CCSD(T)/ANO1 -263.41 -2.15 -0.36 -1.86 

ν7 
experimental 276.2537 0.58558 0.27193 1.2859 
CCSD(T)/ANO1 270.95 0.67 0.16 1.35 

ν9 
experimental -119.812 0.37198 0.62803 -0.6725 
CCSD(T)/ANO1 -115.54 0.29 0.70 -0.72 

2ν12 
experimental -561.626 0.64218 3.24603 -3.9174 
CCSD(T)/ANO1 -526.82 -4.3 -0.72 -3.8147 
2 × ν12 values -582.984 0.72978 3.15226 -3.9369 

 

Identifying five vibrational states for the syn-syn conformer explained many of the stronger 

lines in our spectrum, making it feasible to search for transitions from the anti-syn conformer.  

Predictions for the b-type transitions showed widely spaced R-branch series spanning the length 

of our spectral range.  A useful observation about these R-branch series is that the lines within a 

series a very evenly spaced, by roughly 2568.5 MHz (2 × A).  Additionally, separation between 

series was predicted to be regular with a spacing of approximately 9688.5 MHz (B+C).  Using a 

particularly clean 310-330 GHz spectrum taken at 293 K, a list of all lines not already assigned to 

one of the vibrational states of the syn-syn isomer was compiled and a difference matrix of this list 

was created.  The telltale recurring differences between some transitions were found, leading to 

the assignment of the anti-syn spectrum.  Since our initial  assignment we have learned to make 

use of Loomis-Wood29 type plots, where copies of the spectrum are stacked, with each copy 

centered on a different frequency.  In a typical use of Loomis-Wood plots, the stack of spectra are 

centered on the predicted frequencies for a series of transitions.  If the prediction is good enough, 

the true lines can be seen in an obvious curve going through the Loomis-Wood plot.  The rigid 
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spacing of the predicted R-branch lines in the anti-syn conformer make them good candidates to 

find with a Loomis-Wood plot.  Such a plot is shown in Figure 2.16.  The actual R-branch lines 

are found ~300 MHz lower in frequency than the calculated frequencies based on the ab initio 

constants.  The dense spectrum makes the series somewhat difficult to see initially. 

 

 

Figure 2.16 A Loomis-Wood plot of the millimeter-wave spectrum of carbonyl diazide at 293K.  
The stacked spectra are aligned with the predicted values for R-type lines of the anti-syn conformer 
based on ab intio predictions of the rotational constants.  The predicted frequencies are on the 
vertical line.  The experimentally observed frequencies for these lines are denoted with a dot.  

 

The Q-branch series predicted in our spectral region for the anti-syn conformation all had 

Kprolate values greater than 38, and they (and the non-degenerate R-branch transitions) were not 
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intense enough for us to distinguish them from the great many unassigned lines (presumably of 

higher vibrationally excited states). The spectroscopic constants from the fit of the anti-syn 

conformer are given in Table 2.3, along with the predictions of the same constants from coupled-

cluster theory.  As for the other conformer, the agreement of the rotational constants and the 4th 

order centrifugal distortion constants is excellent (somewhat less so for d2), and the mean square 

of the residuals is near the experimental error limit.  In spite of this low value of σ, the 

determination of the rotational constants is not as accurate as in the fit of the syn-syn conformer.  

The lack of transitions where the asymmetry splitting is resolved and of Q-branch transitions in 

the data set is the origin of this problem, and the somewhat large inertial defect in Table 2.3 is 

likely symptomatic of it.  The inertial defect from the coupled cluster- calculation, however, is 

typical of what would be expected for a planar molecule.  With the spectra of both conformers 

well fit, it was possible to estimate their relative energies based on peak intensities.  We used a 

particularly clean segment of our 293 K spectrum between 310 and 330 GHz.  To compensate 

for the gradual decrease in intensity during the course of a sample fill, intensities were compared 

in a matched pair fashion.  Each well-measured syn-syn line was fit to a Gaussian line shape and 

compared with the nearest well-measured anti-syn line at both higher frequency and at lower 

frequency.  The integrated intensity for each line was normalized with its computed integrated 

intensity (corrected for the statistical factor of two in favor of the anti-syn), and the ratio of the 

pair of normalized intensities was taken as the Boltzmann factor.  In total, 118 of these pairs 

were used, a few outliers with ratios more than 3 standard deviations away from the mean having 

been dropped from the set.  These 118 pairs gave an average Boltzmann factor of .0515, yielding 
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an energy difference of 2.4+/- 0.6 kcal/mol, which is consistent with the ab initio values 

presented in Figure 2.5. 

Summary 

 Carbonyl diazide has been successfully synthesized from sodium azide and triphosgene, 

and the synthesis has been optimized for efficiency and safety.  Anharmonic VPT2 calculations 

well predict the observed IR spectrum of carbonyl diazide.  Pure rotational transitions in the 

millimeter-wave region have been assigned and fit for two conformers and four vibrationally 

excited states of carbonyl diazide.  Three of the vibrationally excited states exhibit perturbed Q-

branch series, and these perturbations are not well understood.  Future work could involve the 

analysis of these perturbations.  Overall this work has improved our understanding of the synthesis 

and spectroscopy of carbonyl diazide, and serves as an excellent starting point to further investigate 

its decomposition products. 
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Abstract  

 Preliminary work on the pyrolysis of carbonyl diazide to form diazirinone for spectroscopic 

study in our millimeter-wave spectrometer is described.  Diazirinone has been a molecule of 

interest to our group for many years now.  Improvements to the spectrometer are outlined, both 

those specifically geared towards pyrolysis projects such as the generation of diazirinone, but also 

general improvements made to the instrument in the wake of its major renovation.  Notably we 

have added a ‘hot-finger’ heater to our spectrometer for in-situ pyrolysis.  A second, external, 

pyrolysis apparatus has also been constructed.  Although we have not succeeded in generating 

diazirinone yet, we have found a signals for a planar molecule which may be another 

decomposition product of carbonyl diazide.  We have thoroughly examined the spectrum of this 

decomposition product (or impurity), but despite knowing its rotational constants we have not been 

able to identify the molecule. 

Introduction 

Diazirinone (N2CO), is a molecule of potential astrochemical interest, as it can conceivably 

be formed as an adduct of the extremely common CO and N2 molecules.  Diazirinone has been 

observed as a metastable product in irradiation of CO-N2 ices at 10K, which may simulate the 

chemistry of similar mixed ices in space.1  An 15N2CO+ fragment has also been observed in a 

neutralization-reionization mass spectrometry experiment involving the chemical ionization of a 

gaseous mixture of 15N2 and CO.2  Although diazirinone is  ~100 kcal/mol higher in energy than 

CO and N2, the barrier to decomposition is large enough (~25 kcal/mol) to entertain the possibility 

of finding it in the interstellar medium (ISM).2-3  In 2005 Moss et al. reported the generation of 
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diazirinone from the reaction of p-nitrophenoxychlorodiazirine with a nucleophilic fluoride ion as 

shown in Figure 3.1.4 

NO2 O

Cl

N

N

F
-Cl

NO2 F

N N

O

+

Diazirinone  

Figure 3.1. Synthetic Scheme for the generation of diazirinone as reported by Moss et al. 

Attempts by members of our group to repeat this synthesis were unsuccessful.  In the 

spectrum of the gaseous products of the reaction, a peak assigned by Moss et al.4 as the CO stretch 

of diazirinone was reassigned as carbon monoxide in a condensed or solution phase.5  Publication 

of these findings led Moss et al. to computationally re-evaluate their previous claims, ultimately 

concluding that although diazirinone was likely formed transiently in their reaction mixture, the 

presence of fluorine ions likely catalyzed a rapid decomposition of the diazirinone to N2 and CO.6 

 An alternate path to diazirinone was found by Zeng et al. in 2011.7-8  Their approach was 

the pyrolysis of carbonyl diazide.  The publication of this synthetic scheme renewed our group’s 

long term goal of observing the rotational spectrum of this molecule and led us to our study of 

carbonyl diazide.  During our studies of carbonyl diazide9-10 and pyridazine11 we made numerous 

improvements to the spectrometer, with the intention of using our improvements and our acquired 

skills towards the eventual study of diazirinone and other more transient species. 

Improvements to the spectrometer  

 In 2009 we received a grant for a major upgrade of the group’s millimeter-wave 

spectrometer.  A full explanation of the first wave of upgrades are documented in the thesis of 
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Brian Esselman.12  In short, we upgraded the spectrometer’s signal generation, the detector, the 

vacuum pumps, pressure gauges, mass flow controllers, valves, chiller system, GPS frequency 

standard, and the computer control system.  A schematic for the current incarnation of the 

millimeter-wave spectrometer is shown in Figure 3.2.  The new signal generation starts with an 

Agilent analog signal generator (generates microwave signals up to 20 GHz), the frequency 

modulated output of which is passed through an amplification multiplication chain and then into 

the chamber.  This system is entirely computer controlled and requires no manual tuning by the 

operator at any point in the frequency range.  The new detector is a diode, which operates at room 

temperature, in contrast to the indium antimonide bolometer it replaced, which required liquid 

helium to function.  The computer control system was built in LabView on a modern Windows 8 

PC.  Most of the new valves, gauges, and the chiller unit can be controlled using the PC. 

 The newfound ability to completely automate our sample collection has been incredibly 

useful.  A frequent mode of operation is to set a flow of sample through the chamber, or to charge 

the chamber with a static pressure of sample, and to set up a 100 GHz scan to run overnight.  It 

takes approximately 12-14 hours to run this full scan.  Once the scan is acquired, Kisiel’s SView 

viewing program13 can be used to analyze the spectra on our office or home computers. 

 The instrument renovation process included a full dismantling of the Pyrex chamber, which 

is built from a series of thick walled 4 inch inner diameter tubes, tees, and crosses.  Many of the 

pieces were coated in layers of carbon soot and other impurities from years of spectroscopy of 

molecules in an electric discharge.  The pieces of the vacuum chamber were cleaned with acid 

baths and soap & water wherever possible.  The main length of the chamber is more or less 
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permanently in place in the laboratory, so it was cleaned ramrod style with a very large brush 

attached to a power drill.  

 Disassembling the bulk of the vacuum chamber allowed the machine shop to build a 

platform on which we anchored the new turbomolecular fan vacuum pump which replaced a large 

oil diffusion pump.  Upon reconstruction of the vacuum chamber, we had the opportunity to 

thoroughly leek check every joint using the department’s helium-sensing vacuum leak detector.  

We were able to assemble the chamber and achieve a background leak rate of ~1 mTorr/hour, 

which was less than half the background rate before the renovation.  The lower background leak 

rate results in cleaner full spectra when the chamber is given a static fill of sample for an overnight 

scan. 

  In all, this host of improvements has made millimeter-wave spectroscopy a very practical 

endeavor for our group.  Since renovation, four graduate students and five undergraduate students 

have collected publishable results with the instrument. 
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Figure 3.2 Schematic of our millimeter-wave spectrometer. 
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We have made numerous small improvements to the instrument since the major overhaul 

in 2010/2011.  Figure 3.3 shows two safety features added to protect the turbomolecular pump.  

First, an automatic shutoff valve was added between the turbomolecular pump and the roots blower 

/ Leybold mechanical pump that we use as backing pumps (Figure 3.3a).  The shutoff valve is to 

protect the pump in case of a power outage.  In a worst case scenario, in a blackout situation the 

turbomolecular pump could receive a burst of air from the backing pump / exhaust line while the 

turbomolecular fan is still spinning at close to 34,000 RPM due to its considerable angular 

momentum. The shutoff valve is pneumatically actuated and was incorporated into the system to 

prevent such a scenario.  The pressure for this pneumatic action is the building’s compressed air.  

A secondary solenoid controlled 3-way valve controls whether or not the pneumatic valve is 

pressurized.  Disconnecting power from the solenoid valve results in the activation of the shutoff 

valve to isolate the turbomolecular pump. 

A second improvement made to protect the turbomolecular pump is a constant nitrogen 

purge.  Figure 3.3b shows a regulator which feeds house nitrogen into the purge port of the pump 

at ~25 psi.  The regulator is equipped with both a coarse and a fine particle filter.  The nitrogen 

purge is intended to protect the pump from corrosion when we study particularly reactive species, 

e.g., when the electric discharge is activated. 
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Figure 3.3 a) A pneumatic shut-off valve actuated by a three-way solenoid switch to protect the 
turbomolecular fan pump in case of a power outage.  b) A constant flow nitrogen purge system to 
protect the turbomolecular fan pump. 

 

 Significant effort has also been put into improving our chiller and coolant plumbing 

system.  As shown in Figure 3.2, the spectrometer is plumbed to an ultralow temperature chiller 

which cools its working fluid as low as -90 °C, and pumps it through heat exchange coils wrapped 

around the spectrometer, and also through the two electrodes.  Over the years this system has 

proven spectroscopically useful, as already described in Chapter 2.  We expect cold spectra to be 

very valuable for the spectroscopy of diazirinone as well.  Unfortunately the chiller system has 

proven incredibly frustrating to maintain.  One problem is solvent choice.  The solvent must be 

liquid in the temperature range -90 °C to 20 °C.  It must be nontoxic, nonflammable, and, 

preferably, cheap.  The first solvent we tried was the refrigerant R-123, which is chemically 2,2-

dichloro-1,1,1-trifluoroethane.  This worked reasonably well while the chiller was cold, but its 

high vapor pressure (bp = 28 °C) meant that it evaporated quickly, and it was too expensive to 

tolerate the rapid loss we observed.  By the rate of evaporation it became apparent that our ultralow 

a) b) 
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chiller was NOT a closed system.  Indeed the solvent bath is essentially open to the air.  It also 

became apparent that the plumbing system we had built was rife with leaks and developed them 

faster than we could fix them.  We had been using a combination of standard half inch steel 

plumbing components to cross the room, and quarter inch plastic tubing with Swagelok unions as 

the heat transfer coils against the walls of the spectrometer chamber.  A refrigerant ‘sniffer’ capable 

of detecting chlorofluorocarbons indicated that leaks were springing up at a great many points in 

our plumbing, likely the result of repeated cycling between -80 °C and room temperature.  We 

found by trial and error that Cajon fittings (now Swagelok UltraTorr) handled the temperature 

change better than regular Swagelok tube fittings.  We also found that standard plumbing ball 

valves were prone to catastrophic failure in these circumstances.  When these valves are closed at 

cold temperatures, the solvent can expand by more than 10% as it warms to room temperature, 

destroying the valve.  We were able to purchase, from Avco, specialty cryogenic ball valves which 

have an extra channel on one side of the ball to relieve this pressure.  None of these valves have 

failed in the past three years.  Figure 3.4 shows some of our current plumbing setup, which has 

been reasonably leak-proof. 
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Figure 3.4 Our current setup for our chiller system 

 We made several attempts to leak-proof the chiller itself, but this is simply not possible 

based on several of the design choices the manufacturer made.  With increasing prices of the R-

123, we chose to try a different solvent.  The solvent we currently use is Dow Syltherm XLT.  This 

solvent is a silicone oil with the stated ability to work as a heat transfer fluid between -100 °C and  

+260 °C  We have had no problems whatsoever with evaporation of this solvent, but a problem 

with the plumbing blocking up with ice has become much worse.  Again, the open air design of 

the coolant bath is the source of the problem, with moisture in the air condensing into the solvent 

pool, and forming ice crystals that block flow.  Unlike R-123, the Syltherm XLT is less dense than 

water and ice, and is more miscible with water.  These differences likely contribute to the problems 

with ice crystals.  We have experimented unsuccessfully with finding efficient ways to dry the 

solvent.  We are currently building a canister filter to attempt to remove ice particles from our 

loop. 
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Pyrolysis apparatus 

 To generate diazirinone, Zeng et al. reported passing carbonyl diazide through a quartz 

tube at 400 °C and passing the gasses emerging from the tube through a U-trap at -100 °C, followed 

by a trap at liquid nitrogen temperature.  The unreacted carbonyl diazide got trapped in the -100 

°C trap, while diazirinone was trapped by liquid nitrogen.  They reported passing the remaining 

carbonyl diazide through the pyrolysis multiple times until it was all consumed, either going to 

diazirinone, or to N2 and CO, which pass through both traps.  We designed an apparatus to parrot 

their synthesis, as shown in Figure 3.5.  The design allows one to run the carbonyl diazide remnants 

back and forth through the pyrolysis tube by simply changing the valve settings and moving the 

dry ice to the warm trap.  Initially we chose to build the traps out of several coils of Teflon tubing.  

This design allowed a larger path length and surface area in each trap, which we viewed as 

advantageous since we wanted to attempt setting the first trap at -78 °C (dry ice temperature) 

instead of -100 °C for practical reasons.  Using Teflon for the traps instead of glass also minimized 

the risk of shrapnel in the event of an explosion.  Indeed we did get an explosion the first time we 

tried passing a fresh batch of carbonyl diazide through the traps.  During this trial the pyrolysis 

tube was at room temperature, because the purpose was simply to see if the dry ice trap would 

catch all of the carbonyl diazide, or if some would make it into the liquid nitrogen trap.  The result 

was an explosion, which shredded the Teflon coil in the dry ice trap.  The remnants are shown in 

Figure 3.6.  Interestingly, the location of the detonation was at the precise point where the Teflon 

tube entered the dry ice/acetone bath.  This indicates that a large portion of the sample condensed 

here, but it is unclear what set off the detonation. 
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Figure 3.5 Schematic for our benchtop pyrolysis setup for the generation of diazirinone from 
carbonyl diazide. 

 
Figure 3.6 A trap made out of Teflon tubing intended to catch carbonyl diazide at dry ice 
temperature.  On the first trial carbonyl diazide detonated, destroying the tubing. 

Quartz Pyrolysis Tube 
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 The destruction of the Teflon tubing trap made us reconsider the pyrolysis design.  

Although there was no shrapnel in this case, we consider ourselves lucky that the dewar, almost 

directly touching that part of the tubing, did not implode.  This detonation also posed a danger to 

the manifold’s diffusion pump, because it was pumping on air for a few seconds before I was able 

to isolate it.  For a second attempt at making the idea of Figure 3.5 a working piece of equipment 

in our laboratory, we chose to use stainless steel for the traps, as shown in Figure 3.7.  In the event 

of a detonation, the 3/8’’ stainless steel tubing should be more resilient than either glass or Teflon.  

Additionally, we hypothesize that the buildup of pure carbonyl diazide in a very small area may 

be reduced for this tubing, because it is a thicker gauge which should result in spreading the 

condensed carbonyl diazide over a greater surface area.  We have not yet tested this apparatus. 

 
Figure 3.7 A pyrolysis apparatus using steel traps 
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We have also constructed an in situ pyrolysis apparatus.  It is an electrically heated quartz 

tube, which sits inside the vacuum chamber, and whose temperature can be controlled by Variac.  

To incorporate this into our spectrometer, we added an extra Pyrex cross to the spectrometer to 

give us a new port for the heater.  The new cross also afforded us a second auxiliary port, which 

we have put a thick walled glass trap in.  The new Pyrex cross is shown in Figure 3.8.  A schematic 

for the in situ pyrolysis heater is shown in Figure 3.9.  This was constructed out of quartz by Tracy 

Drier.  We have installed this apparatus, but have not tested it yet.  In addition to the diazirinone 

project, we anticipate using this apparatus to generate ketene from diketene.  We hope to make 

acylium ion in a ketene glow discharge. 

 
Figure 3.8 A Pyrex cross added to the spectrometer to give new ports for a pyrolysis heater (right) 
and a thick-walled glass piece that can be used to condense sample (left). 
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Figure 3.9 A schematic for our quartz-body in situ pyrolysis apparatus. 

 

Impurity identification in carbonyl diazide sample 

 In the initial testing of one of our multi-trap pyrolysis setups, we attempted to use the dregs 

from an old (1 month) synthetic batch of carbonyl diazide to ascertain whether a dry ice/acetone 

trap would trap all of the carbonyl diazide, or whether some would make it through to the liquid 

nitrogen trap.  What we found instead was an impurity with a distinct and strong rotational 

spectrum, as shown in Figure 3.10.  Its appearance was surprising, and we spent a few weeks 

examining it, before identifying it as acetone.  The distinctive pattern of patterns of patterns arises 

from the rotation of the molecule’s two methyl groups.  We are still not sure how this much acetone 

got into our sample, but we hypothesize that it was either adsorbed in one of our o-rings, or there 

was a relatively large leak in our gas line and acetone from the dry ice trap entered our sample 

flask or spectrometer that way. 
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Figure 3.10 An impurity with a beautiful spectrum found in an old carbonyl diazide sample.  It 
was eventually identified as acetone.  

 In the course of determining that the impurity was acetone (finally achieved by assigning 

the rotational spectrum and comparing the constants to reasonably sized molecules), we found a 

second impurity with much lower signal intensities.  We found this impurity in a second fraction 

pulled out of the decrepit carbonyl diazide batch, which we exposed to 90 seconds of negative 

glow discharge.  Because of the background leak rate we did not take a full 12 hour background 

scan of this fraction before  turning on the discharge, so it is unclear whether the discharge is an 

important variable or not.  We were able to completely assign the rotational spectrum (ground state 

only) of this second molecule, which consisted R- and Q-branch series like those shown in Figure 

3.11 and repeated every ~10680 MHz.  Despite weak line intensities when compared to the acetone 

transitions, the clear beginnings of their R-branches, shown in Figure 3.12 made the assignments 

possible.   
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Figure 3.11 Stick spectrum of the unknown impurity showing an R-branch (blue) and Q-branch 
(red).  The arrows call attention to the break in degeneracy later in the series. 

 
Figure 3.12  Stick spectrum and observed spectrum for the unknown impurity.  The clear start of 
the R-branch made the spectral assignment reasonably straightforward. 

 

 In assigning the spectrum for the unknown impurity, we needed to determine whether the 

dipole moment was a-type, b-type, or a combination.  At the beginning of the R-branch shown in 

Figure 3.12, predictions place the transitions 28 0 2827 0 27, 28 1 2827 1 27,  28 1 2827 0 27, and 

28 0 2827 1 27 all at the same frequency.  Indeed, through most of both the R-branches and the Q-
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branches, the a- and b-type transitions are predicted to be degenerate, and therefore it is difficult 

to tell whether we are observing a- or b-type transitions.  The clue comes where the 4 transitions 

break degeneracy, as shown in Figure 3.13.  When comparing several of these ‘quartets’, it was 

repeatedly observed that there are lines where the a-type transitions should be, but not the b-type.  

We found that fits assuming a-type transitions worked better.  Our best fit for this mystery impurity 

is shown in Table 3.1.  The fit is really quite remarkable, considering that we have only ever seen 

the signals as low intensity impurity lines in a single spectrum, and possibly only ever had a few 

milligrams total of the sample. 

 

 

Figure 3.13 Predictions for a- and b-type R-branch transitions where degeneracy is lost, giving 
insight into the probable a-type dipole moment of the molecule. 
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Table 3.1 Spectroscopic constants for the unknown inpurity 

 Unidentified Impurity 
A (MHz) 11002.5639(16) 
B (MHz) 10428.9847(12) 
C (MHz) 5345.37903(30) 
DJ (kHz) 4.8080(17) 
DJK (kHz) 1.5161(45) 
DK (kHz) 7.8455(41) 
dj (kHz) 2.00747(86) 
dk (kHz) 5.6249(11) 
HKJ (Hz)  -0.0942(41) 
HK (Hz) 0.2057(43) 
Δi (amu Å2) 0.153 
N lines 344 
Sigma (MHz) 0.05549 

 

 The fit in Table 3.1 is very good, achieving a σ of 0.055 MHz while using relatively few 

centrifugal distortion terms.  The rotational constants are determined to within a kHz.  We still do 

not know what this molecule is, and although it may ultimately be as mundane as acetone, the 

rotational constants tell us enough to pique our interest.  The inertial defect is a small positive 

number, showing planarity, and the relative magnitude of A, B, and C indicate a near oblate 

molecule.  These conditions are possibly satisfied by a small ring, or perhaps a small planar 

carbonyl.  Table 3.2 compares the experimentally determined rotational constants molecules of 

comparable shape and size.  Experimental literature constants for the correct molecule should have 

constants within a MHz or two of ours, even if using a different representation or reduction.  Larger 

molecules have smaller rotational constants, so if the molecule is a 5-membered ring it must have 

very few hydrogens attached, and therefore must have a large number of heteroatoms, which makes 

it potentially interesting.  Of the molecules compared, urea is closest in rotational constants, but it 

is not close enough, and is known to be slightly non-planar. 
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Table 3.2 Rotational constants of molecules of similar size to our unknown impurity 

  A (MHz) B (MHz) C (MHz) 
Unknown 
Impurity ? 11002.5639(16) 10428.9847(12) 5345.37903(30) 

Urea14 
O

H2N NH2  
11233.3431(85) 10369.3787(87) 5416.6451(85) 

Carbonic Acid15 
O

O O
H H

 
11997.0550 (30) 11308.3803(19) 5813.8280(10) 

Phosgene 
(35Cl2)16 

O

Cl Cl  
7918.7942(36) 3474.9594(17) 241.2064(14) 

1,2,4-triazole17 

N N

H
N

 

10245.14 9832.15 5015.22 

1-H 1,2,3-
Triazole18 

N

N

H
N

 

10030.62(15) 9870.95(15) 4972.98(10) 

Tetrazole19 N

N N

H
N

 

10667.32(18) 10310.91(18) 5240.37(15) 

Diazirinone20 

O

N N  

41588.(77) 8442.29(85) 7006.19(79) 

 

Summary and Conclusions 

 We made numerous improvements to the spectrometer equipment, in a major renovation 

in 2010/2011.  We have made many additional improvements since then. Particularly towards 

increasing the longevity of the turbomolecular pump, and towards reducing the marginal cost and 

labor expenditures in operating the chiller unit.  Two new pieces of equipment are intended to 
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pyrolize molecules to give access to new spectroscopic targets.  One of these is attached to the 

vacuum manifold outside of the main spectrometer chamber, with the advantage of steel gas traps 

for trap-to-trap distillation prior to introducing the sample into the spectrometer.  The second 

pyrolysis apparatus is a quartz sheathed heater, which is inside of our vacuum chamber.  As an in 

situ heater, the advantage of this unit is our ability to monitor changes in our gaseous samples 

while the pyrolysis unit is in operation.  In our early work towards diazirinone we have obtained 

an excellent fit for the spectrum of an impurity in one of our samples, but we have been unable to 

identify it. 

References 

1. Kim, Y. S.; Zhang, F.; Kaiser, R. I., Laboratory simulation of Kuiper belt object volatile 
ices under ionizing radiation: CO-N2 ices as a case study. PCCP 2011, 13 (35), 15766-
15773. 

2. de Petris, G.; Cacace, F.; Cipollini, R.; Cartoni, A.; Rosi, M.; Troiani, A., Experimental 
Detection of Theoretically Predicted N2CO. Angew. Chem. Int. Ed. 2005, 44 (3), 462-
465. 

3. Zhu, R. S.; Lin, M. C., Ab Initio Study on the Oxidation of NCN by O (3P):  Prediction 
of the Total Rate Constant and Product Branching Ratios†. J. Phys. Chem. A 2007, 111 
(29), 6766-6771. 

4. Moss, R. A.; Chu, G.; Sauers, R. R., Unprecedented Chemistry of an 
Aryloxychlorodiazirine: Generation of a Dihalodiazirine and Diazirinone. J. Am. Chem. 
Soc. 2005, 127 (8), 2408-2409. 

5. Shaffer, C. J.; Esselman, B. J.; McMahon, R. J.; Stanton, J. F.; Woods, R. C., Attempted 
Isolation and Characterization of Diazirinone (N2CO). J. Org. Chem. 2010, 75 (6), 1815-
1821. 

6. Moss, R. A.; Sauers, R. R., The generation of diazirinone: a computational study. 
Tetrahedron Lett. 2010, 51 (25), 3266-3268. 

7. Zeng, X.; Beckers, H.; Willner, H.; Stanton, J. F., Elusive Diazirinone, N2CO. Angew. 
Chem. Int. Ed. 2011, 50 (7), 1720-1723. 



71 
 
8. Zeng, X.; Beckers, H.; Willner, H.; Stanton, J. F., Fascinating Diazirinone: A Violet Gas. 

Eur. J. Inorg. Chem. 2012, 2012 (21), 3403-3409. 

9. Nolan, A. M.; Amberger, B. K.; Esselman, B. J.; Thimmakondu, V. S.; Stanton, J. F.; 
Woods, R. C.; McMahon, R. J., Carbonyl Diazide, OC(N3)2: Synthesis, Purification, and 
IR Spectrum. Inorg. Chem. 2012, 51 (18), 9846-9851. 

10. Amberger, B. K.; Esselman, B. J.; Woods, R. C.; McMahon, R. J., Millimeter-wave 
spectroscopy of carbonyl diazide, OC(N3)2. J. Mol. Spectrosc. 2014, 295, 15-20. 

11. Esselman, B. J.; Amberger, B. K.; Shutter, J. D.; Daane, M. A.; Stanton, J. F.; Woods, R. 
C.; McMahon, R. J., Rotatinoal spectroscopy of pyridazine and its isotopologs from 235-
360 GHz: Equilibrium structure and vibrational satellites. J. Chem. Phys. 2013, 139, 
224304 1-13. 

12. Esselman, B. J. Computational and Spectroscopic Investigations of Species of 
Astrochemical Relevance. University of Wisconsin-Madison, Madison, Wisconsin, 2012. 

13. Kisiel, Z. PROSPE: Programs for Rotational spectroscopy. 
http://www.ifpan.edu.pl/~kisiel/prospe.htm. 

14. Godfrey, P. D.; Brown, R. D.; Hunter, A. N., The shape of urea. J. Mol. Struct. 1997, 
413–414, 405-414. 

15. Mori, T.; Suma, K.; Sumiyoshi, Y.; Endo, Y., Spectroscopic detection of the most stable 
carbonic acid, cis-cis H2CO3. J. Chem. Phys. 2011, 134 (4), 044319. 

16. Carpenter, J. H.; Rimmer, D. F., Microwave spectrum of three isotopic species of 
carbonyl chloride. Journal of the Chemical Society, Faraday Transactions 2: Molecular 
and Chemical Physics 1978, 74 (0), 466-479. 

17. Bolton, K.; Brown, R. D.; Burden, F. R.; Mishra, A., The Microwave Spectrum and 
Structure of 1,2,4- Triazole. J. Mol. Struct. 1975, 27, 261-266. 

18. Stiefvater, O. L.; Jones, H.; Sheridan, J., Double-resonance -double-search assignment of 
the microwave spectrum of 1,2,3-triazole. Spectrochim. Acta 1970, 26A, 825-833. 

19. Krugh, W. D.; Gold, L. P., The Microwave Spectrum of Tetrazole. J. Mol. Spectrosc. 
1974, 49, 423-431. 

20. Perrin, A.; Zeng, X.; Beckers, H.; Willner, H., The first high-resolution infrared study of 
diazirinone, N2CO: Analysis of the Fermi-coupled ν1 and 2ν5 bands. J. Mol. Spectrosc. 
2011, 269 (1), 30-35. 

 

http://www.ifpan.edu.pl/%7Ekisiel/prospe.htm


72 
 

Chapter 4: Precise equilibrium structure determination of hydrazoic acid (HN3) by 
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Abstract  

The millimeter-wave spectrum of hydrazoic acid (HN3) was analyzed in the frequency 

region of 235-450 GHz.  Transitions from a total of 14 isotopologues were observed and fit using 

the A-reduced or S-reduced Hamiltonian.  Coupled-cluster calculations were performed to obtain 

a theoretical geometry, as well as rotation-vibration interaction corrections.  These calculated 

vibration-rotation correction terms were applied to the experimental rotational constants to obtain 

mixed theoretical/experimental equilibrium rotational constants (Ae, Be, and Ce).  These 

equilibrium rotational constants were then used to obtain an equilibrium (Re) structure using a 

least-squares fitting routine.  The Re structural parameters are consistent with a previously 

published Rs structure, largely falling within the uncertainty limits of that Rs structure.  The present 

Re geometric parameters of HN3 are determined with exceptionally high accuracy, as a 

consequence of the large number of isotopologues measured experimentally and the sophisticated 

theoretical treatment (CCSD(T)/ANO2) of the vibration-rotation interactions.  The Re structure 

exhibits remarkable agreement with the CCSD(T)/cc-pCV5Z predicted structure, validating both 

the accuracy of the ab initio method and the claimed uncertainties of the theoretical/experimental 

structure determination.  A manuscript describing this work has very recently been accepted for 

publication in the Journal of Chemical Physics.  The present chapter is based largely on this 

manuscript, but contains some additional information that could not be included in that format. 

Introduction 

Hydrazoic acid (HN3) has been of fundamental interest for more than a century.  In 1890 

Curtius reported this molecule as being highly toxic and explosive.1  At the time, the nitrogen 

atoms of HN3 were thought to be arranged in a three-membered ring.  In 1935, Herzberg used the 
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overall shape of the partially resolved near-infrared overtone bands to conclude that the nitrogen 

backbone was linear, with the hydrogen atom bound either to the central nitrogen atom or to one 

of the terminal nitrogen atoms.2  The H-N-N-N connectivity was firmly established by IR 

spectroscopy in 1940.3 The authors determined a 110.9° H-N-N angle while assuming a linear 

nitrogen backbone.  An electron diffraction study in 19424 found nitrogen-nitrogen bond lengths 

of 1.13 Å and 1.24 Å which were consistent with the IR work.  In 1950 Amble and Dailey 

synthesized all four singly isotopically labeled HN3 isotopomers and then found the corresponding 

values of (B+C) from the 110000 pure rotational transitions.5 They determined a bent H-N-N 

angle of 112.6° and assumed a 180° N-N-N angle.  The work of Amble and Daily is of particular 

interest because they are the only authors to observe HN15NN through its direct synthesis.  They 

heated labeled ammonium nitrate (15NH4
14NO3) to generate labeled nitrous oxide (N2O).  This was 

then passed over sodium amide at 200° C to form labeled sodium azide.  Fortuitously this method 

afforded them a mixture of labeled sodium azide that included NaN15NN. 

M. Winnewisser and coworkers obtained microwave and millimeter-wave spectra for 

H14N3, D14N3, H15NNN and HNN15N and obtained a substitution structure.6-9  Their work provided 

good values for many of the geometric parameters, but because HNNN is challenging to prepare, 

ambiguity remained in the position of the central nitrogen atom.  B. Winnewisser used the center 

of mass condition to estimate the position of the central nitrogen and published an Rs structure with 

an N-N-N angle of 171.3°.10  Theoretical calculations have consistently supported this bent 

structure.11-13  
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Evers et al. obtained the crystal structure of hydrazoic acid in 2011.14  Fundamental interest 

in the molecular geometry of HN3 continues with Toyota et al. discussing the likely origins of the 

N-N-N angle as recently as 2013.13 

In the 1980’s and 1990’s the rovibrational spectra for HN3 and DN3 were thoroughly 

studied by high resolution FTIR but the structure was not significantly refined.15-27  This FTIR 

work will be discussed in greater detail in chapter 5.  Of importance to our structure determination, 

there is a known centrifugal distortion perturbation between the higher K states of the ground 

vibrational state and the first excited vibrational state of hydrazoic acid.  This perturbation exists 

for deuterated hydrazoic acid as well, but is not as severe.  In the current analysis, we used only 

ground-state transitions that are unperturbed or only slightly perturbed; this allows the use of 

single-state fits.  We excluded significantly perturbed lines even where they are well understood 

(for H14N3 and D14N3) for better continuity with our fits for isotopologues where analysis of these 

perturbations would be completely impractical. 

Precise structural knowledge of hydrazoic acid is valuable in further understanding the 

family of tetratomic, 16 valence electron molecules, which includes HNCO, its isomers, and their 

heavier-element analogues.  In this family, molecular geometries range from linear through 

quasilinear to manifestly non-linear.28-30  In comparative studies probing the origins of these 

geometries, the relative electronegativity of atoms in the backbone is an important variable.  

Hydrazoic acid is unique in this family in that all non-hydrogen atoms are identical.  For this 

reason, HN3 serves as a useful reference for untangling the subtle contributions which give rise to 

varying geometries in this family. 
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Hydrazoic acid was first observed in our spectrometer as an impurity in our samples of 

carbonyl diazide.  In fact, in many of our carbonyl diazide spectra HN3 transitions were the 

strongest overall lines (Figure 4.1).   

 

Figure 4.1 One of our spectra of carbonyl diazide in which hydrazoic acid is a major impurity.  
The spectrum clearly shows the Kprolate = 1514 b-type Q-branch of the syn-syn conformer of 
carbonyl diazide and the J = 1211 a-type R-branch of hydrazoic acid.   

In our efforts to untangle the carbonyl diazide spectra we chose to take a ‘background’ 

spectrum of HN3.  In this spectrum we were able to quickly identify all singly-15N substituted 

isotopologues at natural abundance.  To our knowledge, HN15NN had not been studied by 

rotational spectroscopy since 1950, and at that time only one transition was measured.5  The 



77 
 
difficulty in synthesizing this HN15NN is why the best microwave structure to date10 relied on the 

center-of-mass condition to estimate the position of the central nitrogen.  We found that a few 

simple variations on our synthesis, combined with the ability of our spectrometer to detect signals 

from isotopologues with a single 15N at natural abundance gave us access to a total of 14 

isotopologues.  Six of the studied isotopologues contain a 15N label on the central nitrogen, which 

eliminates most ambiguity about its location within the molecule. 

The small size of hydrazoic acid allows for extremely high level computational treatment.  

The large number of observed isotopologues compared to the number of geometric parameters 

allows for highly redundant determination of structure.  Hydrazoic acid thus presented an excellent 

opportunity for us to benchmark the level of agreement between pure theoretical, pure 

experimental, and mixed experimental/ theoretical structure determination methods. 

Computational methods 

 A CCSD(T)/ANO2 optimized geometry was obtained and used in subsequent harmonic 

and anharmonic frequency calculations to calculate cubic and quartic centrifugal distortion 

constants and estimate the vibration-rotation interaction parameters for each isotopologue.  An 

additional magnetic property calculation was performed to estimate the electron mas contributions 

to rotational constants.  The vibration-rotation interaction constants (αi’s) were used for the 

equilibrium structure determination. 

 All geometry optimizations and frequency calculations were carried out in CFOUR 2.0.31  

CCSD(T)/ANO232 optimized geometries were obtained using analytic gradients33-34 with the 

frozen core approximation.  To determine the vibration-rotation interaction constants (αi’s), the 
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cubic force constants were calculated by numerical differentiation of the analytic second 

derivatives at displaced points following the approach of Stanton et al.35-36  The VPT2 anharmonic 

frequency output allowed for a convenient calculation of the quartic distortion constants and the 

vibration-rotation interaction for each of the isotopologues.  A very high level calculation of the 

equilibrium geometry was also completed at the all-electron CCSD(T) level with the cc-pCV5Z 

basis set by J. Stanton. 

Synthesis 

The synthetic procedure we use for generating HN3 was modified from literature procedure 

in which sodium azide (NaN3) was combined with acidified water.5, 8  In our case, sodium azide 

was dropped into an aqueous solution of phosphoric acid.  The aqueous phosphoric acid was 

generated by adding phosphorous pentoxide (P2O5) to DI water.  This source of phosphoric acid 

was chosen because it is easy to generate D3PO4 in D2O (and thereby DN3) analogously.  The 

sodium azide can be either NaN3 or Na15NNN, giving access to many isotopologues.  The 

phosphoric acid is placed in a multi-neck round-bottom flask and attached to the vacuum manifold.  
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The side-neck is used to attach a curved test tube containing the sodium azide (see Figure 4.2).  

 

Figure 4.2 Synthetic apparatus for the generation of hydrazoic acid.   

 

The apparatus is connected to the spectrometer’s vacuum system via a dry-ice/ acetone 

trap.  After evacuation of the apparatus, the tube containing the sodium azide is rotated 180° which 

drops the sodium azide powder into the acidic solution.  For the next minute, all vapors (primarily 

H2O and NH3) bubbling out of the flask are caught in the dry ice temperature trap.  The valves to 

the thick glass trap are then closed.  It is observed that the water vapors remain condensed, and the 

hydrazoic acid has a moderate apparent vapor pressure of ~300 mTorr.  At this pressure, the sample 

can easily be leaked into the spectrometer chamber until the desired pressure is achieved.  We 

typically add ~5 mTorr of sample to our chamber.  We have not attempted a flow system with 

HN3.  The observed spectra appear to be pure.  We have not attempted to measure a yield of this 

synthesis, but a typical synthetic batch (15 ml water, 0.5g P2O5, and 0.1g NaN3) provides enough 
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sample for several days of spectroscopy.  We have stored hydrazoic acid in the glass trap at dry 

ice temperatures for a few weeks at a time without noticeable decomposition.  One interesting 

observation about the behavior of HN3 vapor in our system is that it appears to be adsorbed on 

something in the chamber.  Immediately after addition into the chamber, the measured pressure 

will decrease by a few mTorr, which does not happen for most other gasses.  Eventually (after 5-

10 minutes) the rate adsorption drops below the background leak-rate of our spectrometer chamber 

and the overall pressure in the chamber slowly rises, as it does with most other samples.  We have 

found that the signal strength of HN3 has a half-life of ~ 90 minutes.  To support the hypothesis 

that this pressure drop is the result of adsorption, when we evacuate the chamber and then isolate 

it from the vacuum pumps, HN3 peaks slowly grow in.  HN3 has been found to remain an impurity 

in our spectrometer for several weeks after it is introduced.  In one spectrum of H14N3 we have 

significant amounts of signal from isotopologues containing deuterium and 15N at much greater 

than natural abundance— those isotopologues having been introduced to the chamber in previous 

weeks.  To mitigate the signal loss due to this adsorption, we refresh our sample every hour.  Glow 

discharges using oxygen gas have been used to clean residual HN3 from the chamber with 

moderate success. 

 

Increase in Spectrometer Range 

 During the course of our studies of HN3 we developed two methods of extending the range 

of our spectrometer above 360 GHz.  Our ordinary frequency generation involves the use of an 

amplification multiplication chain to multiply up the frequency-modulated output of our Agilent 

frequency generator by 18×.  Because the maximum frequency output of our signal generator is 
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20 GHz, we assumed that our spectrometer had a hard upper limit of 360 GHz.  There is no hard 

bottom limit to our range, but at frequencies below the nominal range of our equipment (270-360 

GHz), signal strength drops off quickly, becoming unusable even for strong lines by ~230 GHz.   

 We have known for several years that spurious harmonics exist at the low end of our 

spectrum (below ~260 GHz target frequency).  A common observation is phantom lines in our 

spectra at exactly 9/11ths of the actual transition frequency.  For example, the 11 1 1112 0 12 

transition of HN3 occurs at 304728.3 MHz, but there is also a strong apparent absorption at 

“249323.2 MHz”.  This phantom line results from a spurious harmonic in the up-multiplication of 

our signal frequency, which occurs while the software continues to assume an 18× multiplication.   

We originally treated these phantom lines as nuisances, but in the last year we discovered 

that some of these lines are exactly 3/5ths of the actual transition frequencies.  This is a large 

enough factor such that signals observed at the low end of our spectra may actually belong to 

signals above our previous hard ceiling of 360 GHz.  For example, a signal which our spectrometer 

reports at 221176.4 MHz is actually the 16 0 16  15 0 15 transition of HNN15N at 368627.6 MHz 

(shown in Figure 4.3).  An extremely weak signal observed at 276419.2 MHz is actually the 20 0 

20  19 0 19 transition for HNN15N at 460698.7 MHz.  Effectively a fraction of the power from our 

signal generator is being multiplied by 30× instead of 18× in these cases.  This 30× only works 

well for strong transitions.  We can use this technique to extend our frequency range by ~ 100 GHz 

in the case of strong transitions.  There are several intensity dips throughout this range, with the 

strength of the 30× multiplication apparently oscillating somewhat.  Figure 4.4 shows the intensity 

of a series of Kprolate = 0 lines for HNN15N measured using this 30× harmonic.  The line intensities 
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are normalized for predicted line intensity and compared against the strength of lines measured 

using our conventional 18× harmonic. 

Recently the University of Wisconsin Chemistry Department has purchased a signal 

generator for the physical chemistry teaching laboratory that can operate as high as 40 GHz.  We 

have borrowed this instrument and used it in conjunction with our amplification-multiplication 

chain to reach frequencies higher than 360 GHz.  We have found that this method gives excellent 

spectra through 365 GHz, but that the signal strength drops off considerably by 370 GHz.  Figure 

4.3 shows two transitions above 360 GHz belonging to HNN15N measured using the 30× harmonic, 

or by using the 18× harmonic with the borrowed frequency generator.  The misshapen sidebands 

in the first trace are a clear hint that it was obtained using a harmonic multiplication other than the 

intended 18×. 
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Figure 4.3  Two scans showing the transitions 16 2 1415 2 13 and 16 0 1615 0 15 of HNN15N at 
using the intended 18× harmonic (b) of the amplification multiplication chain, and the incidental 
30× harmonic (a). Because our software assumes an 18× multiplication, transitions observed using 
the 30× harmonic appear at 3/5ths of their actual frequency with misshapen sidebands. 

 

 A comparison of signal strengths of 11 lines belonging to Kprolate = 0 a-type R-branch 

transitions of HNN15N is shown in Figure 4.4.  It can be seen that transitions observed by utilizing 

the 30× harmonic are substantially weaker than those observed with the 18× harmonic.  Ultimately 

the borrowed signal generator gives reasonably strong spectra up to ~370 GHz, while taking 

advantage of the spurious 30× harmonic gives access to the wider range of frequencies at lower 

intensities. 

 

a) 

b) 
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Figure 4.4 Line intensities of transitions belonging to Kprolate = 0 for HNN15N on a logarithmic 
scale.  The solid blue bars are intensities measured using the 18× multiplication on the wider 
frequency range generator tuned above 20 GHz, utilizing the intended 18× multiplier.  The dashed 
orange bars are intensities of lines observed using the spurious 30× harmonic. 

 

Analysis of Rotational Spectra 

 The dipole in HN3 is roughly parallel to the H-N bond, and thus not along any of the 

principal axes (Figure 4.13), resulting in strong a-type and b-type transitions (µa = 0.837 D µb = 

1.48 D).7, 37  The predominant features in all of the spectra for hydrazoic acid are a-type R-branches 

which follow a typical pattern for near-linear molecules.  For a series with a given J+1J, 

transitions progress towards lower frequency with increasing Kprolate value.  The Kprolate = 1 lines 

are widely split by several gigahertz, the Kprolate = 2 lines are split by tens or hundreds of megahertz, 

and the Kprolate = 3 lines are typically split by less than a megahertz.  Transitions for Kprolate = 4 and 

higher appear degenerate.  The pattern of lines in the J = 1211 R-branch of HN3 is shown in 
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Figure 4.5.  The transition frequencies for the higher Kprolate values are actually perturbed from 

what is shown.  These were excluded from the fit and will be discussed in Chapter 5.  For DN3, 

the pattern in a-type R-branch transitions is roughly the same as for HN3, but there is more of a 

‘turn around’ in the series, with the Kprolate = 0 line generally appearing at lower frequencies than 

the Kprolate = 2 and Kprolate = 2 and Kprolate = 3 lines. 

Figure 4.5 The pattern of expected transitions within an a-type R-branch for HN3.  The branch 
shown belongs to the J= 12 11 series.  The labels are the Kprolate values for the transitions.  Note 
that Kprolate values above K= 6 are actually quite perturbed. 

 

 For b-type transtions, HN3 has a series of P-branch Kprolate = 1  0 transitions which run 

through our spectrometer range from high to low frequency (Jupper = 9-13).  Outside of our 

frequency range, the Kprolate = 0 states surpass the nearby Kprolate 0  1 transitions which progress 

to high frequency and re-enter our range (Jupper = 33-36).  A stick spectrum of the most intense 

features is shown in Figure 4.6.  There is also a weak series of P-branch Kprolate = 21 transitions 
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(Jupper = 52-55).  Finding these transitions proved critical in determining A and DK (or A and ΔK) 

independently of one another. 

 
Figure 4.6  A stick spectrum describing the most intense features in the HN3 rotational spectrum 
between 260 and 360 GHz. 

 

HN3 and DN3 have somewhat dissimilar b-type spectra in our frequency range.  This is the 

result of the hydrogen atom being the only mass appreciably off of the a-axis resulting in a 

substantial difference in the A constant between the two isotopologues (611 GHz for HN3 and 345 

GHz for DN3). Hence, we observed more b-type transitions in the frequency range of our 

spectrometer for DN3 than for HN3 (Between 270 and 360 GHz there are 9 easily observed 

unperturbed b-type lines for HN3 and 28 for DN3).  Most notably, a b-type Q-branch occurs 

(starting at 334 GHz) in our spectral range for DN3, while the same branch is too high in frequency 

(predicted to start at 599 GHz) for us to observe for HN3.  A stick spectrum for the important 

features of the DN3 spectrum is shown in Figure 4.7. 

260000 270000 280000 290000 300000 310000 320000 330000 340000 350000 360000
Frequency (MHz)
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Figure 4.7 A stick spectrum describing the most intense features in the DN3 rotational spectrum 
between 260 and 360 GHz.  Red lines are a-type R-branch transitions, green lines are b-type R or 
P-branches, and blue lines are the b-type Q-branch. 

We fit our spectral data using both the A-reduced and the S-reduced Hamiltonians in the Ir 

representation for each isotopologues. The choice of A- or S-reduction did not affect the quality 

of the fits; the spectroscopic constants obtained by S-reduction, when converted into the A-

reduction,38 were nearly identical to those obtained in our fit using the A-reduced Hamiltonian.  

As further proof of the quality of the A-reduction or S-reduction least squares fits, the rotational 

constants (B0
(A) or B0

(S)) were converted into nearly identical determinable constants (B0′′) using 

the experimentally determined quartic distortion constants.  The results of these checks for the 

constants of H14N3 are shown in Table 4.1. 
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Table 4.1 Checks to make sure that the A- and S- reduced fits are both accurate.  B0

(S) values can 
be converted to B0

(A) values nearly identical to the experimental B0
(A) values.  Additionally, B0

(A) 
and B0

(S) values can both be converted to nearly identical B0′′ values.  

H14N3 A (MHz) B (MHz) C (MHz) 
S-reduced constants (B0

(S)) 

experimental 
611034.135 12034.1759 11781.4790 

A-reduced constants (B0
(A)) 

experimental 
611034.132 12034.9838 11780.6713 

B0
(A) converted from B0

(S) 611034.135 12034.9829 11780.6722 
B0′′ converted from B0

(A) 611034.142 12034.9836 11782.2871 
B0′′ converted from B0

(S) 611034.145 12034.9836 11782.2871 
 

 For higher values of Kprolate, the energy levels are perturbed by a centrifugal distortion 

interaction with the first vibrationally-excited state.20-21  For HN3 we found evidence of slight 

perturbation in the Kprolate = 4 transitions, with the perturbation becoming progressively larger at 

higher Kprolate values.  Empirically, we found that including LKKJ in our fits compensates for much 

of the perturbation in relatively low K states, and allows us to include a-type transitions up to 

Kprolate = 5 in single-state fits for HN3 with satisfactory values of sigma, although the values of 

LKKJ are unphysically large.  For DN3, we were able to include transitions up to Kprolate = 7 in our 

fits. 

 Transitions with Kprolate = 12 are required in order to independently determine A and DK 

(or A and ΔK).  More of these transitions occur in our frequency region for DN3 than for HN3, and 

they have greater intensity in DN3.  We were unable to positively identify any Kprolate = 12 

transitions in the four HN3 isotopologues requiring a 15N atom at natural abundance.  In our fits 

for HN15NN, H15N15NN, H15NN15N, and HN15N15N, we fixed DK to reasonable values estimated 

based on ratios between the experimentally determined values of DK for the other ten 

isotopologues. 
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 Our spectroscopic constants from the fits for HN3 and DN3 are presented in Table 4.2 and 

Table 4.3, alongside our CCSD(T)/ANO2 and CCSD(T)cc-pCV5Z values for the rotational 

constants and quartic centrifugal distortion terms.  In these tables, our data are presented in the A-

reduction for easier comparison to previously reported values.  Previously reported values for the 

rotational constants, determined by either microwave/millimeter-wave spectroscopy7-8 or far IR 

spectroscopy18-19 are presented side-by-side with our values.  Because independent determination 

of A and ΔK is not possible without adequate diversity of observed b-type transitions, the value of 

A-ΔK is also presented in these tables.  The apparent discrepancy between our A value for HN3 in 

Table 4.2 and A from ref 7 is largely the result of a fixed value for ΔK, as the values of A-ΔK match 

well. Discrepancies in the higher order distortion terms are likely due, in part, to different subsets 

of these terms being used.  Our choice of higher order distortion terms was based on which ones 

were beneficial to the fit and were determined to a value greater than their standard error for all 

isotopologues.  With these caveats in mind, the general agreement is very good between the current 

work and previous works.  The rotational constants determined at the CCSD(T)cc-pCVZ level 

were notably closer to our experimentally determined constants than were the CCSD(T)/ANO2 

values.  The 4th order centrifugal distortion constants determined by the CCSD(T)/ANO2 

calculation were in good enough agreement with experimental values to be helpful in our 

assignments. 

  

 

  



 

Table 4.2 Rotational constants for HN3 from ab initio calculations, experimental spectroscopic data, and previous literature. 

H14N3 CCSD(T)/ANO2a CCSD(T)/cc-pCV5Za 
This Work 
Millimeter-wave 

Bendtsen & Nicolaisen  
Far-IR18 

Bendtsen & Winnewisser 
Microwave/Millimeter7 

A0 (MHz) 605073. 610794. 611034.132(29) 611026.8(21) 610996.2(60) 

B0 (MHz) 11989. 12054. 12034.9838(62) 12034.78(27) 12034.1465(50) 

C0 (MHz) 11736. 11800. 11780.6713(66) 11780.49(27) 11781.4512(50) 

ΔJ (kHz) 4.754  4.9174(10) 5.01(15) 4.673(35) 

ΔJK (kHz) 765.8  797.98(15) 789.1(27) 791.1858(11) 

ΔK (kHz) 217900  267559.(27) 268464(180) [230000]39 

δJ (kHz) 0.07806  0.09118(22) 0.0809(90) 0.0888(27) 

δK (kHz) 313.8  403.9(31) 104.9(90) [0] 

ΦJ (Hz)   [0] 0.006(45) 0.088(36) 

ΦJK (Hz)   1.19(10) 4.49(12) 40.6(8.6) 

ΦKJ (Hz)   255.(14) -1199.(60) -0.001210(35) 

ΦK (Hz)   [0] 383734.(6000) [0] 

LKKJ (mHz)   -40010.(400) [0] [0] 

Δi (uÅ2) 0.0752 0.0743 0.079415223 0.079354396 0.073599658 

A-ΔK (MHz) 604855.  610766.6 610758.3 610764.2 

a The Be values from the CCSD(T)/ANO2 and CCSD(T)/cc-pCV5Z calculations have been converted to B0 values from the CCSD(T)/ 
ANO2 vibration rotation corrections provided by the anharmonic frequency calculation. 
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  Table 4.3 Rotational constants for DN3 acid from ab initio calculations, experimental spectroscopic data, and previous literature. 

D14N3 CCSD(T)/ANO2a CCSD(T)/cc-
pCV5Za 

This Work 
Millimeter-Wave 

Bendtsen & Nicolaisen 
Far IR19 

Bendtsen & Winnewisser  
Microwave/ Millimeter8 

A0 (MHz) 340873. 344046. 344746.613(17) 344724.8(15) 344746.589(64) 

B0 (MHz) 11314. 11370. 11350.94041(96) 11351.55(24) 11350.983(16) 

C0 (MHz) 10927. 10984. 10964.82571(45) 10965.45(24) 10964.755(15) 

ΔJ (kHz) 4.135  4.31494(72) 4.89(21) 4.281(16) 

ΔJK (kHz) 466.7  446.084(42) 435.9(21) 444.51(44) 

ΔK (kHz) 56910  91942.9(42) 91227.(30) 92242.(33) 

δJ (kHz) 0.1511  0.172965(33) 0.171(15) 0.1864(41) 

δK (kHz) 263.9  338.82(28) 318.(12) 365.1(77) 

ΦJ (Hz)   [0] 0.060(60) [0] 

ΦJK (Hz)   1.248(19) 2.7(1.2) -3.4(1.1) 

ΦKJ (Hz)   -213.7(26) -606.(18) -0.000308(21) 

ΦK (Hz)   [0] 86040.(300) [.059]40 

LKKJ (mHz)   -3516.(42) [0] [0] 

Δi (uÅ2) 0.0980 0.0969 0.1019 0.1016 0.1024 

A-ΔK (MHz) 340816.  344654.7 344633.6 344654.3 

a The Be values of the rotational constants from the CCSD(T)/ ANO2 and CCSD(T)/cc-pCV5Z calculations have been converted to B0 
values using the CCSD(T)/ ANO2 vibration-rotation interactions from the anharmonic frequency calculation. 
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The 15N-containing isotopologues exhibit spectra very similar to those for H14N3 and 

D14N3.  Transitions for the four synthetically 15N-enriched species (H15NNN, HNN15N, D15NNN, 

and DNN15N) were observed at comparable intensity to their parent molecules.  The characteristic 

a-type R-branches for these isotopologues were set several GHz away from the ligher all-14N 

isotopologues.  Eight additional isotopologues were studied which contained a 15N at natural 

abundance.  Although line intensities were more than two orders of magnitude weaker than their 

lighter parent species, transitions were intense enough to observe Kprolate = 0 through Kprolate = 5 

and most of the b-type features.   

Because of the proximity of the center nitrogen atom to the center of mass, transitions for 

the six observed isotopologues with a label on the central nitrogen atom appeared as satellites to 

the corresponding transitions of the parent isotopologues.  Because of this similarity of the six 

center-labeled isotopologues to the known spectra of their parent isotopologues, Loomis-Wood 

type plots proved very useful in assigning their spectra.  Figure 4.8 shows a Loomis-Wood plot 

centered on the Kprolate =1(-) lines for HNN15N.  Each of these transitions shows a distinct satellite 

transition to lower frequency, which belongs to the Kprolate = 1 (-) transition for HN15N15N. 
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Figure 4.8 A Loomis-Wood plot centered on the Kprolate = 1(-) transitions of HNN15N.  The small 
satellite transitions at ~5 MHz lower frequency are the analogous transitions for HN15N15N. 

In the case of HN15N15N, transitions were sometimes too close to the significantly stronger 

transitions of HNN15N to be observed or measured.  At first our inability to find these lines was 

mystifying, but eventually we tried significantly reducing the size of our frequency modulation to 

pull the side-bands closer together, allowing us to find some of the HN15N15N transitions as minor 

shoulders in the signals from the HNN15N lines.  The Kprolate = 4, Kprolate = 5, and Kprolate = 1(+) 

transitions for HN15N15N were entirely obscured by the HNN15N transitions, regardless of the 

frequency modulation we chose.  As a result, our set of measured transitions for HN15N15N is the 

least complete, so we chose to fix the value of LKKJ in the least-squares fitting.  The returned values 

of HJK and HKJ do not closely match the values determined for the other HN3 isotopologues.  The 

rest of the fit parameters for HN15N15N match nicely with expected values.  Importantly, the 
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determinable constants (B′′) and inertial defects for HN15N15N with and without corrections for 

vibration-rotation interactions and electron mass were consistent with the other 13 isotopologues 

(see Table 4.6).  The fits for the HN3 isotopologues are presented in Table 4.4.  The fits for the 

DN3 isotopologues are presented in Table 4.5.  The fits are presented in S Ir reduction, as is more 

appropriate for a near-prolate molecule.  It can be seen in Table 4.4 that the rotational constants 

for HNN15N and HN15N15N are very similar, which explains why their transitions are often so 

close to one another. 
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Table 4.4 Spectroscopic parameters for isotopologues of HN3 in the S-reduced Hamiltonian Ir representation.  The derived determinable 
constants (A0′′, B0′′, and C0′′) are also shown. 

 HN3 H15NNN HN15NN HNN15N H15N15NN H15NN15N HN15N15N 

A0
(S) (MHz) 611034.135(29) 605576.892(35) 610032.993(90) 610977.569(30) 604507.434(46) 605510.183(32) 609961.086(60) 

B0
(S) (MHz) 12034.17591(56) 11667.54336(74) 12033.3438(25) 11641.77520(65) 11665.5799(14) 11282.35889(93) 11641.8807(22) 

C0
(S) (MHz) 11781.47899(83) 11427.8561(10) 11780.2941(24) 11405.07997(91) 11425.5693(19) 11058.0384(12) 11404.8190(32) 

DJ (kHz) 4.8749(11) 4.6228(13) 4.8728(27) 4.5372(12) 4.6208(38) 4.3057(22) 4.5393(51) 

DJK (kHz) 798.23(15) 769.00(17) 796.07(20) 752.43(15) 765.97(29) 724.80(20) 751.93(68) 

DK (kHz) 267561.(27) 263929.(34) [265241] 268092.(27) [266172] [263987] [261923] 

d1 (kHz) -0.09120(22) -0.08397(26) -0.0874(35) -0.08247(23) -0.08405(79) -0.07473(49) -0.0768(20) 

d2 (kHz) -0.02127(16) -0.01893(18) -0.02351(99) -0.01893(17) -0.0232(11) -0.01829(85) -0.0238(15) 

HJK (Hz) 0.88(10) 0.64(11) 0.77(31) 0.73(11) 0.73(40) 0.75(27) 5.5(14) 

HKJ (Hz) 256.(14) 348.(16) 320.(18) 226.(14) 363.(25) 349.(16) 106.(37) 

LKKJ (mHz) -40010.(399) -35790.(439) -43930.(501) -39040.(388) -38040.(662) -35580.(462) [-38040] 

Δi (uÅ2) 0.073655 0.073944 0.073708 0.073762 0.0740283 0.074040 0.073790 

Nlines 78 84 49 88 42 56 32 

σfit (MHz) 0.032213 0.040708 0.029478 0.036615 0.036002 0.030417 0.043468 

A0′′ (MHz) 611034.145 605576.901 610033.003 610977.578 604507.443 605510.192 609961.095 
B0′′ (MHz) 12034.98362 11668.32136 12034.14935 11642.53646 11666.35485 11283.09208 11642.64146 
C0′′ (MHz) 11782.28707 11428.63444 11781.09999 11405.84156 11426.34459 11058.77189 11405.58007 
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Table 4.5 Spectroscopic parameters for isotopologues of DN3 in the S-reduced Hamiltonian Ir representation.  The derived determinable 
constants (A0′′, B0′′, and  C0′′) are also shown. 

 DN3 D15NNN DN15NN DNN15N D15N15NN D15NN15N DN15N15N 
A0

(S) (MHz) 344746.613(17) 340247.304(14) 344618.810(52) 344727.736(17) 340093.976(29) 340233.190(15) 344602.430(35) 

B0(S) (MHz) 11350.26267(51) 11045.06625(59) 11347.8911(15) 10979.46501(61) 11041.4039(13) 10679.69072(70) 10978.4955(13) 

C0(S) (MHz) 10965.50324(49) 10675.91653(51) 10963.1758(18) 10618.97971(57) 10672.3625(16) 10334.12862(86) 10617.9740(18) 

DJ (kHz) 4.21746(66) 4.00210(73) 4.2157(35) 3.92948(78) 4.0000(30) 3.7217(15) 3.9302(34) 

DJK (kHz) 446.669(42) 446.986(49) 446.52(14) 420.523(40) 445.93(15) 420.302(78) 420.19(18) 

DK (kHz) 91942.1(42) 87571.1(34) 91145.(26) 92014.3(40) 86908.(16) 87592.9(89) 91358.(20) 

d1 (kHz) -0.172982(32) -0.155562(53) -0.1754(13) -0.155442(45) -0.15735(73) -0.14028(36) -0.15595(94) 

d2 (kHz) -0.048796(41) -0.045163(53) -0.0491(11) -0.043371(57) -0.04475(40) -0.03963(19) -0.04362(51) 

HJK (Hz) 0.890(19) 0.975(39) 0.80(18) 0.692(21) 0.59(20) 0.61(10) 0.65(30) 

HKJ (Hz) -212.6(26) -156.7(28) -172.7(67) -221.6(30) -167.3(83) -201.2(44) -231.1(99) 

LKKJ (mHz) -3516.(42) -3411.(47) -4873.(94) -3379.(51) -3709.(162) -2580.(88) -3598.(214) 

Δi (uÅ2) 0.0963838 0.0968164 0.0963191 0.0965510 0.09673403 0.0969898 0.0964609 

Nlines 136 143 60 135 46 61 41 

σfit (MHz) 0.052628 0.0525370 0.0494997 0.0570679 0.038468 0.025424 0.042606 

A0′′ (MHz) 344746.621 340247.312 344618.818 344727.744 340093.984 340233.197 344602.438 
B0′′ (MHz) 11350.71723 11045.52075 11348.34550 10979.89291 11041.85734 10680.11803 10978.92306 
C0′′ (MHz) 10965.95850 10676.37165 10963.63091 10619.40823 10672.81657 10334.55649 10618.40219 
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Hyperfine Splitting 

 Because nitrogen-14 has a nuclear spin of 1, there is the potential to observed hyperfine 

splitting of the rotational transitions.  This splitting has been partially analyzed in the literature.41-

42  Although we did not observe splitting in the a-type R-branches, many of the b-type transitions 

did exhibit signs of this splitting.  Figure 4.9 shows a Loomis-Wood plot where the b-type Kprolate 

= 0 to 1(-) P-branch transitions for HN15NN were found based on the known locations for the 

analogous transitions for HN3.  In this case, the isotopic satellites can clearly be seen ~ 1 GHz 

lower frequency than the transitions of the parent isotopologue.  The lineshape of these b-type 

transitions in Figure 4.9 are noticeably asymmetric, the result of unresolved splitting. 

 

Figure 4.9 A Loomis-Wood plot showing b-type Kprolate = 0-1(-) P-branch transitions for HN15NN.  
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 Only a few of the splitting patterns were resolved well enough to consider analyzing (DN3 

1 1 01 0 1, 1 1 12 0 2, and 1 1 10 0 0), but the distortion of lineshapes could be used to help assign 

lines.  The asymmetry could be used to help confirm that an observed line was a b-type line.  

Additionally, the degree of asymmetry in the lineshape was dependent on which nitrogens were 

substituted. Figure 4.10 shows a representative b-type line from each of the seven 1HN3 

isotopologues.  Ideally this comparison would be made using transitions with the same quantum 

number, but compromises were made to find seven lines of intensity strong enough to be seen 

clearly without going off scale.  In the lines we observed, the nitrogen farthest from the hydrogen 

seems to affect the lineshape the most, followed by the nitrogen closest to the hydrogen, with a 

nitrogen-14 at the center position affecting the lineshape the least. 

 The b-type Q-branch transitions for the DN3 also showed signs of nuclear quadrupole 

coupling.  A Loomis Wood plot showing the first 15 transitions in this series is shown in Figure 

4.11.  Although the pattern changes somewhat with increasing J, all 15 signals show signs of this 

coupling.  To explore the hypothesis that the third nitrogen from the hydrogen has the nucleus that 

most effects line shape, a Loomis-Wood plot for the same transitions of DNN15N is shown in 

Figure 4.12, and these transitions have a much more symmetric line shape. 
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Figure 4.10 Representative Kprolate = 0 to 1(-) P-branch lines from each of the HN3 isotopologues.  
The extent of splitting is a consequence of which nitrogens are substituted. 
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Figure 4.11 A Loomis-Wood plot displaying the first 15 lines in the Kprolate = 10 Q-branch for 
D14N3.  The misshapen lines are a result of hyperfine splitting. 
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Figure 4.12 A Loomis-Wood plot displaying the first 15 transitions in the Kprolate = 10 Q-branch 
for DNN15N.  The lines are considerably nicer looking than the analogous transitions for D14N3 
shown in Figure 4.11. 

 

Structure Determination 

 The structure of HN3 was computed from the experimental rotational constants using 

several different methods.  First, the rotational constants were corrected from the A- or S-reduced 

Hamiltonian constants (B0
 (A) or B0

 (S)) to remove the impact of centrifugal distortion and obtain the 

determinable constants (B0'') using Eqns. 1 - 6 below.38  The determinable constants for each 

isotopologue are presented in Table 4.4 and Table 4.5.  The average of the B0'' values obtained 
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from A-reduced or S-reduced Hamiltonian constants was used in any structural determinations, 

but the two sets of values were virtually identical anyway. 

𝐴𝐴′′ = 𝐴𝐴(𝐴𝐴) + 2∆𝐽𝐽        (4.1) 

  𝐵𝐵′′ = 𝐵𝐵(𝐴𝐴) + 2∆𝐽𝐽 + ∆𝐽𝐽𝐽𝐽 − 2𝛿𝛿𝐽𝐽 − 2𝛿𝛿𝐾𝐾                                                  (4.2) 

𝐶𝐶′′ = 𝐶𝐶(𝐴𝐴) + 2∆𝐽𝐽 + ∆𝐽𝐽𝐽𝐽 + 2𝛿𝛿𝐽𝐽 + 2𝛿𝛿𝐾𝐾      (4.3) 

𝐴𝐴′′ = 𝐴𝐴(𝑆𝑆) + 2𝐷𝐷𝐽𝐽 + 6𝑑𝑑2       (4.4) 

𝐵𝐵′′ = 𝐵𝐵(𝑆𝑆) + 2𝐷𝐷𝐽𝐽 + 𝐷𝐷𝐽𝐽𝐽𝐽 + 2𝑑𝑑1 + 4𝑑𝑑2     (4.5) 

𝐶𝐶′′ = 𝐶𝐶(𝑆𝑆) + 2𝐷𝐷𝐽𝐽 + 𝐷𝐷𝐽𝐽𝐽𝐽 − 2𝑑𝑑1 + 4𝑑𝑑2     (4.6) 

The use of Kraitchman’s equation (Eqn. 7) for single isotopic substitution43 yields the 

absolute value of the Cartesian coordinates of the substituted atom (designated |as|) in the principal 

axis coordinate system of the reference isotopologue of HN3.  An Rs structure, determined from 

the application of Kraitchman’s equation, is presented in Table 7 using the average determinable 

constants for all 14 observed isotopologues.  With our data, the analysis could be performed using 

eight separate coordinate systems (HN3, DN3 and their six singly 15N substituted isotopologues).  

Of these coordinate systems, HNN15N was problematic because the center nitrogen was too close 

to the center of mass, resulting in an undetermined value of |b| for the center nitrogen.  The other 

seven coordinate systems worked effectively, and the geometric parameters for the Rs structure 

reported below is the average of the parameters from the seven calculations.  The reported error is 

the standard deviation of the mean for those seven calculations. 

|𝑎𝑎𝑠𝑠| = �
𝐼𝐼𝑎𝑎𝑠𝑠−𝐼𝐼𝑎𝑎
𝜇𝜇

�1 + 𝐼𝐼𝑏𝑏𝑠𝑠−𝐼𝐼𝑏𝑏
𝐼𝐼𝑏𝑏−𝐼𝐼𝑎𝑎

 �              𝜇𝜇 = 𝑀𝑀∗(𝑀𝑀𝑠𝑠−𝑀𝑀)
𝑀𝑀+(𝑀𝑀𝑠𝑠−𝑀𝑀)    (4.7) 
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Several R0 and Re structures were determined using xrefit (a module of CFOUR), which is a least-

squares fitting program that optimizes the molecular structural parameters to fit all available 

moment of inertia data.  The R0 structure uses moments of inertia derived directly from the 

observable constants (B0'').  This optimized structure still does not include the contributions of 

vibration-rotation interactions or the electron mass on the observed rotational constants. 

A purely experimental value for Re is possible only if rotational constants are found for 

each vibrational fundamental for each isotopologue and there are no perturbations between the 

states.  Without experimentally determined vibration-rotation interactions (αi) for each vibrational 

mode, we determined a mixed experimental/theoretical equilibrium structure (Re).  The 

determinable rotational constants for each isotopologue were adjusted for the effects of vibration 

by correcting each of the rotational constants with one half of the sum of the corresponding 

vibration-rotation interaction parameters (αi) obtained from a VPT2 calculation at the 

CCSD(T)/ANO2 level of theory.  This basic approach has been used recently with great success 

for a variety of molecules, with various levels of theory for the vibration-rotation corrections.44-49  

In our lab we have applied this method very successfully to pyrimidine and pyridazine.  For a 

planar molecule like HN3, the vibration-rotation corrections to the rotational constants should 

adjust the inertial defects of all isotopologues to an ideal value of zero.  As shown in Table 4.6, 

the inertial defects are much closer to zero for our vibration-rotation corrected constants, while the 

correction for electron mass does not further reduce the inertial defects.  In previous studies, the 

electronic mass was shown to be important for the equilibrium structure determination of 

molecules which contain conjugated π systems.49-50  
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Table 4.6 Inertial defects for the isotopologues of HN3 from various determinations of the 
moments of inertia. 

Isotopologue 
Experimental B0'' 
Δi (uÅ2)a 

Be from Vibration-
rotation corrected B'' 
Δi (uÅ2)a 

Be from Vibration-rotation 
and electronic corrected B'' 
Δi (uÅ2) 

HNNN 0.0735 0.00353 0.00360 
H15NNN 0.0738 0.00355 0.00363 
HN15NN 0.0736 0.00350 0.00357 
HNN15N 0.0736 0.00353 0.00362 
H15N15NN 0.0739 0.00354 0.00362 
H15NN15N 0.0739 0.00354 0.00363 
HN15N15N 0.0737 0.00348 0.00356 
DNNN 0.0963 0.00342 0.00343 
D15NNN 0.0967 0.00345 0.00345 
DN15NN 0.0962 0.00345 0.00346 
DNN15N 0.0964 0.00343 0.00344 
D15N15NN 0.0966 0.00346 0.00347 
D15NN15N 0.0969 0.00346 0.00347 
DN15N15N 0.0963 0.00343 0.00345 

aReported values are the average of determinable constants calculated from the B(S) and the B(A) values. 

 Our Rs, R0, and Re structures are presented in Table 7 below along with the computed 

structures and the best previously published Rs structure.10  The Re structural parameters in Table 

4.7 are in very good agreement with the CCSD(T)/cc-pCV5Z results, and have unusually small 

uncertainty limits.  Figure 4.13 shows the equilibrium structure of hydrazoic acid on its principal 

axes system.  Figure 4.14 shows more clearly the relationship between the experimental, 

CCSD(T)/cc-pCV5Z, and CCSD(T)/ANO2 structural parameters.  The small error bars in the 

experimental structural parameters make it possible to discern a dramatic improvement in the 

accuracy of the CCSD(T)/cc-pCV5Z ab initio results in comparison to the CCSD(T)/ANO2 

values.  
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Figure 4.13 Hydrazoic acid in its principal axes system.  The displayed dipole moment is from the 
literature, the structural parameters are the Re values. 
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Table 4.7 Geometric parameters for HN3 determined by various methods 

 Rs  
Winnewisser 
198010 

Rs 

B0'' 
R0  

B0'' 
Re  

Be, αi corrected 
from B0'' 

Re  

Be, αi and electron 
corrected from B0'' 

Re  

CCSD(T)/cc-pCV5Z 
Re  

CCSD(T)/ANO2 

RH–N1 (Å) 1.0150(150) 1.01488(23) 1.0222(41) 1.01579(16) 1.01577(16) 1.01559 1.01722 

RN1–N2 (Å) 1.2430(50) 1.2293(14) 1.2453(89) 1.24175(36) 1.24174(37) 1.24153 1.24470 

RN2–N3 (Å) 1.1340(20) 1.1463(14) 1.1346(91) 1.13068(37) 1.13066(38) 1.13056 1.13271 

AH–N1–N2 (°) 108.80(400) 108.995(32) 108.58(39) 109.137(17) 109.133(17) 109.211 108.710 

AN1–N2–N3 (°) 171.30(500) 171.90(22) 170.91(115) 171.505(50) 171.503(51) 171.626 171.656 
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Figure 4.14 Graphical representation of the error bars for all 5 Re structural parameters compared 
with the ab initio results from the CCSD(T)/ANO2 and CCSD(T)/cc-pCV5Z calculations.  

 

Discussion 

Although the potential of rotational spectroscopy to be the most accurate method for 

determining molecular structures has been recognized since its beginnings, the degree to which 

this accuracy has actually been achieved  in published ‘microwave structures’ has varied widely.51  

The measurement accuracy for spectral lines has always been very high, but the determination of 

bond distances and angles with great accuracy has usually been limited by two distinct issues: the 
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lack of sufficient isotopic data and/or the sophistication of the data analysis.  Isotopic substitution 

at all atomic positions is critical – multiple substitutions leading to more accurate structures.  Of 

comparable importance is the treatment (or lack thereof) of vibration-rotation interaction effects 

and, to a lesser extent, the centrifugal distortion and the non-spherical distributions of electron 

mass.  In the present work we have endeavored to address all of these issues as completely as 

possible.  Hydrazoic acid is a favorable case in that the simplicity of its synthesis and the sensitivity 

of current millimeter-wave spectrometers make practical the study of a great many isotopologues.  

On the other hand, it poses substantial challenges with respect to the interaction of vibration and 

rotation and moreover exhibits large values of the centrifugal distortion constants.  The rotational 

level spacings are much more comparable with vibrational spacings than is the case for most 

molecules.  Therefore, the vibration-rotation interactions are unusually strong and complex.  

Although there is high resolution spectral data for all six of the fundamental states of HN3 and 

DN3,12, 15-26, 52 using that data to extract the true αi constants has proven intractable because of 

strong perturbations.  Furthermore, finding experimental αi’s for the rare isotopologues is not a 

realistic objective with current experimental methods.  Hydrazoic acid thus provides an excellent 

test case for the method of combining experimental ground state rotational constants with ab initio 

sum of αi constants to obtain a mixed equilibrium structure.44-49  

 Careful examination of the least-squares fits of the equilibrium moments of inertia to the 

structure (Ia
e, Ib

e, and Ic
e) reveals several things.  The pattern of residuals among Ia

e, Ib
e, and Ic

e 

(denoted δIae, δIbe, and δIce) is nearly the same for all 14 isotopologues.  In our  Re structure fit 

shown in Figure 4.13, the average of the residuals, δIae, δIbe, and δIce, over the 14 cases are, 

respectively, 0.00118(3), 0.00117(11), and -0.00118(10) uÅ2.  The very small standard deviations 

(in parentheses) confirm the precision of the experimental ground state rotational constants and 
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the precision of ab initio calculations of the isotopic variation for the sum of αi’s at the level of 

theory employed.  Most of these (albeit small) residuals are due to the remaining non-zero inertial 

defects found in Table 4.6.  Indeed, δIae + δIbe - δIce exactly match the remaining inertial defects of 

the theoretical/experimental Ie values input to the least-squares structure fit (shown in Table 4.6).  

The optimized Re output structure by definition has an inertial defect of precisely zero. 

The magnitude of the estimated statistical uncertainties given by xrefit for the five 

structural parameters can largely be attributed to this small but systematic deviation of the 

theoretical/experimental Re inertial defects from zero.  We tried xrefit structure fits where only Ia
e 

and Ib
e data, or only Ia

e and Ic
e data, or only Ib

e and Ic
e data were used.  This approach serves to 

shunt the systematic error related to nonzero Δi into the third set of Ie’s, while still giving the fit 

more than ample degrees of freedom.  The average of the parameters determined by these three 

two-moment fits is precisely the same as the parameters from the original three-moment fit.  The 

parameter variation between the three two-moment fits is quite comparable to the reported 

statistical uncertainties produced by xrefit for the three-moment fit.  The statistical error of the 

parameters determined by the two-moment fits is decreased by roughly a factor of ten compared 

to the original three-moment fit.  The remaining statistical error in the two-moment fits should be 

the portion of error attributable to random variations in the moments of inertia rather than the 

systematic error caused by the non-zero inertial defects.  

From the above discussion, it is clear that obtaining starting Be’s with inertial defects even 

closer to the ideal value of zero would further improve the accuracy of the structural determination.  

The origin of these residual non-zero inertial defects is a matter of some speculation at this point.  

It is clear that electron mass effects are not an issue, because including them has little effect on the 
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inertial defects (Table 4.6).  We have also observed that the use of a higher level of theory in the 

VPT2 calculation of the αi’s does not solve the problem.  Our suspicion is that the source of the 

trouble is our lack of inclusion of the next higher order terms in the vibration-rotation expansion 

(those quadratic in the vibrational quantum numbers, i. e., the γi corrections).  Future theoretical 

calculations, not currently implemented, will be required to test this hypothesis. 

For achieving the level of accuracy sought here, careful consideration of the fairly large 

centrifugal distortion effects is also required.  The xrefit routine of CFOUR can accept 

experimental A-reduction constants (A0
(A), B0

(A), C0
(A)), S-reduction constants (A0

(S), B0
(S), C0

(S)), or 

determinable constants (A0'', B0'', C0''), and make internal conversions to equilibrium values (IA
e, 

IB
e, IC

e) based upon supplied vibration-rotation interaction and electron mass corrections. We 

found that our equilibrium moments (Ie’s) derived from S-reduced moments (I0
(S)’s) were in 

excellent agreement with our values calculated from the determinable moments (I0''’s). The 

agreement with the equilibrium moments deriving from our A-reduction moments (I(A)’s) was still 

good but not to the same extent.  For example, our Ie moments for H14N3 calculated from I0'', I0
 (S), 

and I0
 (A) moments yielded inertial defects of 0.00353, 0.00354, and 0.00481 uÅ2, respectively.  

Notably, the inertial defects for the I'', I(S), and I(A) moments for H14N3 before vibration-rotation 

correction are 0.0735, 0.0737, and 0.07942 uÅ2 respectively.  The source of this discrepancy is not 

entirely understood, although there would be an a priori expectation that the S-reduction might 

work better than the A-reduction for a molecule so close to being a prolate symmetric top.  We 

have used the determinable moments (I0''’s) as the experimental moments in determining the Re 

structure shown in Figure 4.13 and Figure 4.14. 
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The above issues notwithstanding, the accuracy reported in Table 4.7 is quite high for our 

Re structures.  The largest bond distance uncertainty is 0.00038 Å and the largest bond angle 

uncertainty is 0.05°.  At this level of accuracy, the experimental structure becomes a significantly 

better benchmark for the quality of the ab initio predictions of molecular structure than has 

typically been the case.  Although both of the theoretical methods reported here obtain excellent 

agreement with experiment by usually applied standards, the ANO2 frozen core structure does 

exhibit significant deviations from experiment in comparison to the claimed experimental 

uncertainty.  On the other hand, the higher level all-electron quintuple zeta basis set coupled cluster 

calculation produces bond distances that fall within the experimental error bars and bond angles 

that are only slightly outside them— almost an order of magnitude better agreement.  This 

improvement is clearly visible in Figure 4.14.  The rather spectacular agreement between mixed 

experimental/theoretical structure with the very high-quality ab initio result is particularly 

gratifying, in that it serves to confirm both the reasonableness of our reported experimental error 

limits and also the power of the best modern theoretical methods to produce great accuracy in the 

prediction of molecular structure of small molecules. 

Conclusions 

 We developed safe and efficient syntheses for HN3, HNN15N, H15NNN, DN3, DNN15N and 

D15NNN.  Most of our syntheses resulted in inseparable (but perfectly usable) mixtures of these 

isotopologues.  From these spectra we could observe isotopologues with one additional 15N at 

natural abundance.  We assigned the rotational spectra for all 14 accessible isotopologues.  We 

calculated rotation-vibration interaction constants (αi’s) for these isotopologues, and used them in 

conjunction with our experimental moments of inertia to arrive at a very accurate equilibrium 
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structure for HN3.  In addition to this structure being a vast improvement over the previously 

published structure for HN3, we believe that this is one of the very best structural determinations 

ever completed for a molecule of this size. 
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Chapter 5: Analysis of the lowest eight vibrational states of hydrazoic acid (HN3) and 
deuterated hydrazoic acid (DN3) by millimeter-wave spectroscopy and FTIR data 
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Abstract 

 Transitions from seven vibrationally excited states have been observed in our room 

temperature spectra for both HN3 and DN3.  In both of these isotopologues, the lowest energy 

polyad contains two states (ν5 and ν6).  This lowest energy polyad is modestly perturbed by the 

ground state and by the five-state polyad above it (ν4, 2ν5, ν5+ν6, 2ν6, and ν3).  There are numerous 

strong perturbations within each polyad.  The rotational and vibrational energy levels are different 

enough between HN3 and DN3 to provide unique challenges and advantages in the solving of their 

spectra.  Our millimeter-wave data, published microwave data, and published FTIR data have been 

used in tandem to assign and fit transitions belonging to these vibrationally excited states.  

Presented are 3-state fits including the ground state, ν5, and ν6 for both HN3 and DN3.  Also 

presented is a large body of work aimed towards the assignment of all eight studied states for both 

isotopologues and preliminary determinations of many of their spectroscopic constants. 

Introduction 

The spectra of hydrazoic acid (HN3) and deuterated hydrazoic acid (DN3) are strong 

enough to observe seven vibrationally excited states (four fundamentals, two overtones, and one 

combination) at room temperature in our millimeter-wave spectra.  Deuterated hydrazoic acid has 

a significantly different A constant from HN3 (345 GHz vs. 611 GHz).  The drastic reduction in 

the A constant that comes with substituting the deuterium for hydrogen changes the rovibrational 

energy levels (and the interactions between them) appreciably.  We have studied the rotational 

spectra of the vibrationally excited states of these two isotopologues in parallel.  In general, DN3 

has more transitions in our frequency region and smaller perturbations. 
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Our work has been greatly aided by a body of published FIR and FTIR studies, primarily 

by Bendtsen and coworkers from the 1980’s and 1990’s.1-10  The pure rotational spectra for the 

ground vibrational levels of HN3 and DN3 have also been previously studied in the microwave and 

millimeter-wave regions.11-14  

An overview of the fundamental states for HN3 and DN3, four of which are low enough in 

energy to be observed in our spectrometer, is presented in Table 5.1.  An energy level diagram 

showing the lowest eight states (including overtones and combinations) for HN3 and DN3 is shown 

in Figure 5.1.  

Table 5.1 Summary of the fundamental vibrational modes for HN3 and DN3 

Fundamental Symmetry Description Vibrational Energy (cm-1) 
   HN3 DN3 
ν5 A′ In-plane N-N-N bend  537.2663(8)5 495.7479(10)6 
ν6 A′′ Out-of-plane N-N-N 

bend 
606.3574(11)5 586.4994(12)6 

ν4 A′ In-plane N-N-H bend 1147.4075(5)7 954.769(1)8 
ν3 A′ Symmetric stretch 1266.6327(3)9 1197.3864(1)10 
ν2 A′ Antisymmetric 

stretch 
2140.3258(4)15 2110.1087(2)10 

ν1 A′ H-N stretch 3339.8908(14)16 2478.451(3)17 
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The straightforward energy level diagram shown in Figure 5.1 is somewhat deceptive.  The 

K energy levels within each vibrational state are widely spread due to the small size of the 

molecule, and while the K = 0 energy for the ground vibrational state of HN3 is at 0 cm-1 (J=0), the 

energy for K = 10 is at 1919 cm-1 (J=0), and thus at higher energy than at least some K levels for 

every other state shown in Figure 5.1.  In this chapter K will always refer to Kprolate because 

hydrazoic acid is a very nearly prolate asymmetric top.  In general in this chapter, rotational levels 

split by asymmetry will be distinguished as K(-) for Kprolate + Koblate  = J+1 and K(+) for Kprolate + 

Koblate  = J, according to the standard symmetry designation for the four group (V=D2) of the 

asymmetric rotor problem.  A more comprehensive energy level diagram showing the K energies 

Figure 5.1 Vibrational energy level diagram for the eight lowest energy vibrational states of HN3 
and DN3 (to scale). 

Ground 
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for all relevant K states is given in Figure 5.2 for HN3 and in Figure 5.3 for DN3.  The K energies 

refer to the hypothetical energy level corresponding to J = 0 for that K.  In these figures and 

throughout the chapter, a K without a (-) or (+) designation refers to the average of K(-) and K(+). 

Infrared data was only available for ν5, ν6, ν4, and ν3 (for HN3 and DN3), and 2ν6 (DN3 

only) so the K energies shown in Figure 5.2 and Figure 5.3 for 2ν5, 2ν6 and ν5+ν6 are estimated 

based on the ν5 and ν6 K energies.  The energies for ν5+ν6 were estimated by the equation: 

𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6 ≈ 2 �
𝐸𝐸𝐾𝐾,𝜈𝜈6+𝐸𝐸𝐾𝐾,𝜈𝜈5

2
− 𝐸𝐸𝐾𝐾,𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔� + 𝐸𝐸𝐾𝐾,𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔   (5.1) 

The above comes from using the alpha approximation for the shift in 𝐴𝐴 − 𝐵𝐵+𝐶𝐶
2

 without higher order 

terms.  The energies for 2ν5 and 2ν6 were estimated as follows: 

𝐸𝐸𝐾𝐾,2𝜈𝜈5 ≈ 𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6 − (𝐸𝐸𝐾𝐾,𝜈𝜈6 − 𝐸𝐸𝐾𝐾,𝜈𝜈5) 

            (5.2) 

𝐸𝐸𝐾𝐾,2𝜈𝜈6 ≈ 𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6 + (𝐸𝐸𝐾𝐾,𝜈𝜈6 − 𝐸𝐸𝐾𝐾,𝜈𝜈5) 

These estimations assume that the dominant perturbation of 2ν5, ν5+ν6, and 2ν6 is the global A-type 

Coriolis perturbation (Ga), and possible interactions with ν3 and ν4 are not considered.  

Understanding Equation (5.2) is somewhat more complicated, but important.  In the harmonic 

oscillator approximation, Ga changes to √2𝐺𝐺𝑎𝑎 on going from the ν5 / ν6 interaction to 2ν5 / ν5+ν6 

or ν5+ν6 / 2ν6 interactions.  The relevant matrices to be diagonalized to find the K energies are  

 �
𝐸𝐸𝐾𝐾,𝜈𝜈5
0 𝐺𝐺𝑎𝑎𝐾𝐾
𝐺𝐺𝑎𝑎𝐾𝐾 𝐸𝐸𝐾𝐾,𝜈𝜈6

0 �     (5.3) 

for the ν5 and ν6 case, and  
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�
𝐸𝐸𝐾𝐾,2𝜈𝜈5
0 √2𝐺𝐺𝑎𝑎𝐾𝐾 0

√2𝐺𝐺𝑎𝑎𝐾𝐾 𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6
0 √2𝐺𝐺𝑎𝑎𝐾𝐾

0 √2𝐺𝐺𝑎𝑎𝐾𝐾 𝐸𝐸𝐾𝐾,2𝜈𝜈6
0

�    (5.4) 

for the overtone/harmonic case.  The diagonal elements are the K energies before perturbation by 

the A-type Coriolis resonance.  For the overtone levels these can be obtained with the same 

approximation used in Equation (5.1) for the combination states.  The latter matrix factors into a 

one by one and a two by two and thus has an analytic solution for the eigenvalues, as does the 

matrix in Equation (5.3).  Comparing these two solutions confirms Equation (5.1) and Equation 

(5.2).  The splittings 𝐸𝐸𝐾𝐾,𝜈𝜈6 − 𝐸𝐸𝐾𝐾,𝜈𝜈5, 𝐸𝐸𝐾𝐾,2𝜈𝜈6 −  𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6, and  𝐸𝐸𝐾𝐾,𝜈𝜈5+𝜈𝜈6 −  𝐸𝐸𝐾𝐾,2𝜈𝜈5 all turn out to be  

�(𝐸𝐸𝐾𝐾,𝜈𝜈5
0 − 𝐸𝐸𝐾𝐾,𝜈𝜈5

0 )2 + 4 𝐺𝐺𝑎𝑎2𝐾𝐾2      (5.5) 

Fortunately, experimental K energies are available up to K = 3 for 2ν6 of DN3,10 and allow us to 

verify that these K energy level estimates are substantially correct (see below). 
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Figure 5.2 A plot showing the observed or calculated values for the K energies for the eight studied 
vibrational states of HN3 

 

Figure 5.3 A plot showing the observed or calculated values for the K energies for the eight studied 
vibrational states of DN3 

0

500

1000

1500

2000

2500

3000

0 20 40 60 80 100 120 140

E
ne

rg
y 

(c
m

-1
)

K2

HN3 K energies of vibrational states vs. K2

0

500

1000

1500

2000

2500

0 20 40 60 80 100 120 140

En
er

gy
 (c

m
-1

)

K2

DN3 K energies of vibrational states vs. K2

ν5

ν4

Ground

2ν6
ν5+ν6

2ν5

ν3

Ground 

ν5 

2ν6 

2ν5 
ν6 

ν5+ ν6 

ν3 ν4 

ν6 



124 
 

Observation of Figure 5.2 and Figure 5.3 shows how significant the entanglement of the K 

energies from the eight vibrational states actually is.  The separation between K = 0 of the ground 

vibrational state and ν5 is 537 cm-1 and 496 cm-1 for HN3 and DN3, respectively.  This relatively 

large separation protects the lower K levels of the ground state from perturbations, and transitions 

involving these levels can be studied independently, as described in Chapter 4. The higher K levels 

of the ground vibrational state are perturbed via a centrifugal distortion interaction with the ν5 state 

(parameter W05, see below).  State ν5 is of course perturbed via the A-type Coriolis resonance with 

ν6 discussed above.  This global A-type Coriolis resonance causes the ν5 and ν6 states to repel each 

other, bringing the higher K levels of ν5 to low enough energies to interact with levels in the ground 

vibrational state, enabling the observed perturbations in the ground state.  As the ν5 and ν6 subband 

energies diverge as a result of their mutual perturbations, the ν6 levels eventually ‘catch up’ with 

states in the second polyad.   

The gap between the polyads is still large enough (468 cm-1 for HN3 and 368 cm-1 for DN3) 

for it to be reasonable to attempt to analyze the ground state, ν5 and ν6 in a three-state fit 

independently from the rest of the vibrational states at higher energy.  This three-state least 

squares-fit approach was taken by Bendtsen et al. for both HN3
5 and DN3

6.  The basic theory and 

the form of the Hamiltonian operator and its matrix elements are described in these publications.  

We have been partially successful with three-state fits of our millimeter-wave data.  Simply from 

the steeper upward slope of ν6 in Figure 5.2 and Figure 5.3, it is not surprising that the three-state 

fits are not entirely successful, as the polyads are not truly independent of one another. 

As noted by Bendtsen et al. in the attempted 3-state fit of DN3,6 there are Coriolis 

interactions between ν6 and ν4 which are too strong to be entirely ignored.  These resonances 
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between ν6 and ν4, along with expected centrifugal distortion interactions between ν5 and 2ν5 and 

ν6 and ν5+ν6 create a bridge between the lower three states and the next highest polyad, which 

includes five states:  ν4, 2ν5, ν5+ν6, 2ν6, and ν3.  Of these, ν5+ν6 is the only state with A′′ 

symmetry, and it has strong Coriolis interactions with 2ν5 and 2ν6, of which the Ga interaction 

has already been discussed.  Additionally there are strong Fermi interactions between 2ν5 and ν4, 

and 2ν6 and ν3, which will be discussed further below.  There is also a C-type Coriolis resonance 

between ν3 and ν4.  The full web of mutual perturbations is detailed later in Table 5.6 and Table 

5.7. 

The analysis of this upper polyad differs appreciably between HN3 and DN3, because of a 

relative reordering of energy levels.  Notably, ν4 is lower in energy than both ν5+ν6 and 2ν5 in DN3, 

because this bending mode involves a large movement of the hydrogen (or deuterium) atom.  For 

both isotopologues, the state with the highest vibrational energy that we have observed is ν3 

(1266.6 cm-1 for HN3 and 1197.4 cm-1 for DN3).  There is an energy gap of approximately 345 cm-

1 to 3ν5 in the next polyad for HN3.  There is an energy gap of approximately 217 cm-1 to ν4+ν5 in 

the next polyad of DN3.  Due to perturbations from these higher polyads it is unlikely that an eight-

state least-squares fit will be entirely successful without attempting account for these interactions.  

Nonetheless, our goal is explore and understand these eight states as fully as possible with the 

available data, both published and from our spectrometer. 

The challenge of simultaneously fitting the pure rotational transitions from multiple 

mutually-perturbing vibrational states is substantial.  Our most successful fit to date, a three-state 

fit of the lowest three vibrational states of DN3 including MW, MMW, & FTIR data, presented in 

Table 5.8, allowed for the optimization of 3 rotational constants and 10 centrifugal distortion 
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constants for each state, as well as the band origin energy for ν5 and ν6, and 4 perturbation terms, 

for a total of 45 independent parameters, of which all but one were well determined in the fit.  By 

necessity, a successful 8-state combined fit would involve upwards of 100 independent parameters.  

While we have favored Kisiel’s ASROT and ASFIT18 programs for single-state fits, Pickett’s 

SPFIT and SPCAT19 have the flexibility we require to simultaneously fit transitions from multiple 

states. 

For single state fits of unperturbed molecules (such as the ground vibrational state of 

carbonyl diazide), the least-squares fit involves perhaps 6 to 15 parameters.  In such a case, 

guessing and checking is a valid tool when assigning a new series of lines and adding it to a nascent 

fit file.  The parameters will generally converge quickly, and the observed – calculated values for 

these lines in the output file will strongly suggest whether the new assignments are correct or not.  

On the other hand, when building a fit file with multiple perturbed states and dozens of parameters, 

it is of vital importance that the line assignments be correct and that the starting values for the 

parameters be good, otherwise there is very little chance that the fit will converge, and even if it 

does, the sheer number of parameters leaves a lot of ‘wiggle room’ for incorrectly assigned lines 

to reside in the file without sticking out from the correctly assigned transitions.  The bulk of this 

chapter details the lengths we have gone to correctly identify hundreds of series without the aid of 

the SPFIT non-linear least-squares fitting program.  We have built considerable experience at 

making and confirming assignments by low tech methods, and using plots of these transitions, 

along with linear least-squares fits (straight line or polynomial) to extract valuable spectroscopic 

constants. 
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Assignment of lines. 

The first step in understanding these eight vibrational states of HN3 and DN3 is the accurate 

assignment of transitions.  This is a difficult task because many of the states are highly perturbed.  

Figure 5.4 shows a prediction for the transition frequencies in the J = 1211 a-type R-branch of 

the ground state of HN3.  The prediction is based on the single state fit of transitions up to K = 5 

described in Chapter 4.  The actual transition frequencies for this series are shown in Figure 5.5.  

It can be seen that the K = 6 and 7 lines are moderately perturbed, while the K = 8, 9 and 10 lines 

are massively perturbed. 
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Figure 5.4 Predicted positions for lines in the J = 12 11 a-type R branch.  Constants used in the 
prediction are from a single-state rigid rotor/ centrifugal distortion model including a-type lines 
up to K = 5 and some b-type lines up to K = 2.  Labels are the K values.  The series is predicted to 
continue off scale to lower frequencies. 

 

Figure 5.5 Assigned frequencies for lines in the J = 12  11 a-type R-branch.  Labels are the K 
values.  The K = 8 line is off scale to low frequency at 282944 MHz. 
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The a-type series are largely intertwined for all eight states.  Intensities are helpful in 

distinguishing states, but from Figure 5.2 and Figure 5.3 it can be inferred that each vibrational 

state has pure rotational transitions with a very wide range of intensities.  The K = 10 K energy for 

the ground vibrational state of HN3 is 1919 cm-1 higher than that of K = 0, and thus the energy 

levels are higher and their transition intensities are lower than most of the observed K energy levels 

for the seven excited vibrational states.  One striking example of this intermingling of intensities 

is the challenge of distinguishing between the a-type R-branch series of K = 5 for ν4 and K = 7 for 

ν6 in DN3.  The two series have similar intensities because their K energies are relatively close (34 

cm-1), despite the fact that the vibrational energy of ν6 is 353 cm-1 lower than that of ν4.  This 

proximity of K = 5 for ν4 to K = 7 for ν6, also facilitates A-type Coriolis interactions (Ga and Fa) 

between these two states, making their frequencies more difficult to predict.  An unfortunate 

coincidence in this example is that the series of transitions are also close in frequency, making the 

assignment ambiguous.  The following sections outline strategies for assigning these perturbed 

and intermingled transitions. 

Rotational Vibration Interaction Corrections 

We have found the vibration-rotation corrections (αi values) to be very useful for the 

assignment of vibrational states for carbonyl diazide20 and pyridazine,21 as well as in the ongoing 

projects involving phenylisocyanate, pyrimidine, and formyl azide.  Essentially, these α 

corrections (αA, αB, and αC) are calculated and added on to the rotational constants of the ground 

state to give estimated values for the rotational constants of the excited vibrational states.  Using 

these mixed theoretical/experimental rotational constants along with the centrifugal distortion 

constants from the ground state generally gives useful predictions of excited state transitions.  The 
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calculated αi’s for HN3 and DN3 are shown in Table 5.2 and Table 5.3.  For ν5 and ν6, experimental 

α values from both the literature and our own three-state fits are added to the list.  These 

experimental values come from subtracting the excited state constants from the corresponding 

ground state constants. 

Table 5.2 Vibration-rotation corrections for HN3.  Literature values and our own experimental 
values are reported for ν5 and ν6. 

  αA (MHz) αB (MHz) αC (MHz) 

ν5 
CCSD(T)/ANO2 -612651.2 31.3 5.9 

Literature5 -20801.7 26.5 9.7 

Experimental -20557.6 33.9 2.8 

ν6 
CCSD(T)/ANO2 608642.3 2.8 22.4 

Literature5 12445.3 -5.8 26.4 

Experimental  11751.4 0.7 20.5 

ν4 CCSD(T)/ANO2 19140.8 -46.1 -61.6 

ν3 CCSD(T)/ANO2 17656.8 -4.4 -9.1 

ν2 CCSD(T)/ANO2 -2920.4 -88.3 -85.9 

ν1 CCSD(T)/ANO2 -26676.7 -13.2 -21.6 
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Table 5.3 Vibration-rotation corrections for DN3.  Literature values and our own experimental 
values are reported for ν5 and ν6. 

  αA (MHz) αB (MHz) αC (MHz) 

ν5 
CCSD(T)/ANO2 -129567.9 34.9 6.8 

Literature6 -17133.6 35.5 6.9 

Experimental -9398.4 36.2 5.8 

ν6 
CCSD(T)/ANO2 123658.6 2.6 20.5 

Literature6 16994.7 -2.5 22.4 

Experimental 1945.6 -0.5 20.4 

ν4 CCSD(T)/ANO2 22141.6 4.1 -19.0 

 Literature6 17222.6   

ν3 CCSD(T)/ANO2 -2654.8  -52.6 -49.7 

ν2 CCSD(T)/ANO2 -1004.1 -82.1  -77.8 

ν1 CCSD(T)/ANO2 -11902.4 -10.1  -20.1 
 

From the states where there is literature data available, it can be seen that some of the 

predicted values are very good, some are marginally good, and others are completely incorrect.  In 

terms of assessing the viability of this approach, there are some worrying examples where the 

magnitude of the α constants look reasonable, but the values are different enough to be misleading 

in assigning lines.  Ultimately we chose not to rely on the ab initio predictions of the vibration-

rotation constants in the assignment of transitions. 

Combination Differences  

 The published ro-vibrational data has been extremely useful as a starting point in the 

assignment of pure rotational lines in our spectra.  For HN3, FTIR ro-vibrational line lists have 

been published for the ν5, ν6, and ν4, bands5, 7 in addition to pure rotational FIR lines for the ground 
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state.3  In addition, line lists for the ν3 band from infrared diode laser spectroscopy have been 

published.1  DN3, line lists are published for the ground state pure rotational spectrum, and the ν5 

ν6 and ν4 bands.6, 8 It is regrettable that additional FTIR line lists were deposited as SI for the HN3 

ν3 band9 and the DN3 ν3 and 2ν6 bands10 with the Journal of Molecular Spectroscopy, but have 

apparently been lost since that time and are unavailable to us. 

Combination differences between four appropriate transitions were frequently utilized, 

when possible, in the initial assignment of lines.  Because the IR data included both P and R-

branches, two different combination differences could be readily tried to arrive at a single 

frequency.  Because some rovibrational transitions were missing from the line lists, curves were 

fit to the observed lines to smooth and interpolate the full series of transitions.  An example of this 

combination differences technique is shown in Figure 5.6.  The 13 3 1012 3 9 pure rotational 

transition in the ν5 state was calculated using a measured pure rotational transition frequency from 

the ground vibrational state and two P or R-branch IR transitions.  These two methods predicted 

13 3 1012 3 9 transition in ν5 at 309933 MHz or 309937 MHz.  We used this information to assign 

an observed line at 309932.86 MHz to this transition. 
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Figure 5.6  An energy level diagram showing two combination differences approaches to predict 
a pure rotational transition in the ν5 state of HN3.  The strategies utilize the frequency of a measured 
pure rotational transition in the ground vibrational state and either R-branch or P-branch 
vibrational-rotational transitions.  

In some auspicious situations we were able to use combination differences of four pure 

rotational lines to solidly confirm our assignments.  Figure 5.7 shows a beautiful example where 

the assignments for four lines in the 2ν6 state of DN3 are confirmed unambiguously.  The four 

transitions are two a-type and two b-type transitions that link the states 13 0 13, 14 0 14, 12 1 12, and 

13 1 13.  Whether or not these states are perturbed does not matter.  If the assignments are correct, 

combining these transition frequencies should give an ideal value of zero.  In this case, the result 

was extremely satisfactory at 0.0223 MHz, well within the measurement error for a single 

transition and certainly within the combined measurement error for four transitions.  As mentioned, 

situations where all four relevant transitions are in our frequency range are rare, but often 
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extrapolation of observed lines in a series could be used to predict those outside our region to 

create a working four state combination differences diagram.    

 
Figure 5.7 An energy state diagram showing a combination differences scheme which 
unambiguously confirms the assignments of four pure-rotational transitions in the 2ν6 state of DN3 
which, fortuitously, all occur within the frequency region accessible to us. 

 

Loomis-Wood plots 

Loomis-Wood plots18, 22 were used extensively in our assignment process.  Figure 5.8 

shows a Loomis-Wood plot which is centered on the K = 0 frequencies for the ground vibrational 

state of hydrazoic acid.  
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Figure 5.8 A Loomis-Wood plot with each trace of the spectrum centered on the K = 0 transitions 
for the ground vibrational state of HN3 (vertical line).  Numerous other series can readily be 
recognized in this plot, with each series being a specific K value in the a-type R- branches of either 
a vibrational satellite or isotopologue of HN3. 

 

 The Loomis-Wood plots built using our ~100 GHz long scans of HN3 and DN3 and 

centered on known or predicted a-type transitions allowed us to pick out roughly 100 series each 

for both HN3 and DN3.  Generally ~5 transitions for each series could be observed in our 

spectrometer’s optimal range of 260-360 GHz, on which the Loomis-Wood plots were based.  

From these initial points, we could extrapolate and predict where to find additional transitions to 

higher and lower frequencies in the ‘extended range’ of our spectrometer.  These series belong to 

a particular K value of a-type R-branches of either to an isotopologue (generally HN15NN or 
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DN15NN), or to one of the eight observable vibrational states.  Again, these series are mixed 

together, have a wide range of intensities, and are often heavily perturbed, but the Loomis-Wood 

plots are extremely useful for grouping individual unassigned transitions into series, which may or 

may not be assigned to a particular K and vibrational state at that point. 

Linear plots of a-type R-branch transitions  

A tool we have found to be useful in confirming that individual transitions belong to an a-

type R-branch series and then assigning that series to the correct K value and vibrational state is a 

plot where the transition frequency of each transition is divided by Jupper and graphed vs. Jupper
2.  

Fortunately there is a wide enough gap between the a-type R-branches, so that there is no 

ambiguity as to the J value for a given transition, and hypothetically, if there were, these graphs 

would quickly address that.  An example of one of these transition frequency/Jupper vs Jupper
2 plots 

is shown in Figure 5.9 for the K = 0 transitions of the ground vibrational state of HN3.  Internally 

we refer to these as ‘linear plots’ for the a-type R-branches, and indeed the points generally lie on 

straight line with a very high R2 value, although occasionally a quadratic polynomial is a more 

accurate model.  The slope and the intercept of the linear trendlines in these plots provide a useful 

fingerprint for each series.  Firstly, the slope and intercept of these plots is dependent on the K 

value.  Figure 5.9 through Figure 5.16 show plots for the series with K = 0, 1(-), 1(+), 2(-), 2(+), 

3(average of + and -), 4, and 5 of the ground vibrational state of HN3.  These transitions are known 

from the previous chapter to suffer minimal perturbations, and thus they provide good examples 

of typical behavior for this type of plot for these series.  As can be seen, the trendline for the K = 

0 series has the steepest negative slope and K = 2(+) has a distinctively shallow slope. For many 

vibrational states the K = 2(+) slope is positive.  The other series have similar moderate negative 
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slopes.  The intercepts gradually decrease more or less linearly (slope -2ΔJK) with increasing K.  

Figure 5.17 is a summary of all assigned a-type R-branch series for the ground vibrational state.  

The graphs of the intercepts vs. K2 show characteristic, generally smooth curves.  The graphs of 

the slopes vs K2 show characteristic effects of asymmetry at K = 0, K = 1, and K = 2, and then 

settle into an almost flat (at -4ΔJ) straight line at higher K values.  Those K states involved in strong 

local perturbations usually show clear departure from this general behavior for both the slope and 

intercept plots, and will be discussed in more detail below.  It should be noted that the intercepts 

for K = 2(+) and K = 2(-) are equal (within experimental error) but those for K = 1(+) and K = 1(-

) are very different.  In the latter case, it is the average that is shown in all the subsequent plots.  

The smoothness of the curves for unperturbed states serves to confirm the assignment of the series 

to the correct vibrational state and K value.  We have confidently assigned the a-type R-branch 

series for six vibrational states of HN3; their summaries are shown in Figure 5.17 through Figure 

5.22.  We have confidently assigned the a-type R-branch series for all eight observable vibrational 

states of DN3; those summaries are shown in Figure 5.23 through Figure 5.30.  The previously 

discussed ambiguity in the assignment of the K = 7 lines for ν6 and K = 5 lines for ν4 is reflected 

in the missing data points in Figure 5.25 and Figure 5.26. 
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Figure 5.9 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 0 series for the ground 

vibrational state of HN3. 

 

 

Figure 5.10 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 1(-) series for the ground 

vibrational state of HN3. 
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Figure 5.11 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 1(+) series for the ground 

vibrational state of HN3. 

 

 

Figure 5.12 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 2(-) series for the ground 

vibrational state of HN3. 
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Figure 5.13 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 2(+) series for the ground 

vibrational state of HN3. 

 

 

Figure 5.14 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 3 series for the ground 

vibrational state of HN3. 
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Figure 5.15 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 4 series for the ground 

vibrational state of HN3. 

 

 

Figure 5.16 Plot of transition frequencies / Jupper vs. Jupper
2 for the K = 5 series for the ground 

vibrational state of HN3. 
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HN3 Ground State Summary 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest frequency 
transition 

0 8 -0.03284 23815.67 238123.8149 428490.4688 
1(-) 8 -0.02244 23687.72 236854.7728 449912.7743 
1(+) 8 -0.023229 23940.42 239380.9898 430792.1128 
2(-) 8 -0.02163 23809.29 238071.294 428441.0977 
2(+) 8 -0.00848 23809.28 238084.3138 428517.5643 
3 8 -0.01782 23801.28 237994.9794 428319.0310 
4 8 -0.01858 23789.93 237880.7415 428110.4117 
5 8 -0.01886 23774.83 237729.3884 427836.8656 
6 6 -0.01877 23755.86 237539.7762 356274.4663 
7 6 -0.01802 23722.55 237207.4759 355777.4642 
8 5 0.02995 23574.35 259357.3838 353715.8947 
9 4 -0.027706 23784.61 261594.0292 356675.9539 
10 3 -0.02626 23723.93 284641.7563 355770.2455 

 

 

 
Figure 5.17 Summary of the a-type R-branch transitions assigned for the ground state of HN3.  
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HN3 ν5 

Series 
(K) N lines 

Slope of 
‘linear 
plot’ 

Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 8 -0.06089 23844.34 238382.2828 428842.5802 
1(-) 8 -0.02261 23752.02 237497.8395 427405.0188 
1(+) 7 -0.02952 23952.66 239497.0917 407050.2015 
2(-) 8 -0.02870 23848.67 238457.9842 429108.6725 
2(+) 8 0.01023 23848.65 238496.6565 429335.1942 
3 6 -0.01587 23843.67 238420.8593 357601.5281 
4 8 -0.01867 23836.84 238349.7520 428954.2515 
5 7 -0.01547 23828.99 238274.3378 405016.6407 
6 6 -0.01861 23825.78 238239.1481 357323.8320 
7 6 -0.06763 23928.93 239222.0368 358706.2966 
8 5 -0.01040 23650.25 260138.9087 354718.6405 
9 5 0.02665 23606.47 259706.2379 354186.4533 

 

 

Figure 5.18 Summary of the a-type R-branch transitions assigned for the ν5 state of HN3.  
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HN3 ν6 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 8 -0.01993 23837.53 238355.3534 428959.3083 
1(-) 8 -0.01878 23755.86 237539.7723 427495.8498 
1(+) 8 -0.01958 23915.32 239133.6294 430361.5672 
2(-) 8 -0.01926 23828.83 238269.0036 428806.4627 
2(+) 8 -0.01551 23828.82 238272.7390 428828.2812 
3 8 -0.02248 23817.92 238156.8067 428591.6070 
4 8 -0.02064 23802.62 238005.5807 428326.8015 
5 7 -0.02018 23783.55 237815.4084 404221.3306 
6 6 -0.01853 23742.25 237403.9598 356071.1905 

 

 
Figure 5.19 Summary of the a-type R-branch transitions assigned for the ν6 state of hydrazoic 
acid.  
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HN3 ν4 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 7 -0.03535 23715.80 237122.6382 379308.2883 
1(-) 6 0.02991 23656.95 236599.6909 354955.6379 
1(+) 6 -0.00977 23850.34 238493.8789 357722.5033 
2(-) 6 -0.01918 23706.49 237045.7439 355532.6609 
2(+) 6 -0.00527 23706.45 237059.2957 355579.0840 
3(-) 5 0.02266 23617.74 259824.9439 354342.0823 
3(+) 5 0.02347 23617.66 259825.2454 354343.7733 
4 5 -0.01671 23724.44 260946.5936 355810.2077 
5 5 -0.01688 23682.22 260481.9209 355176.2793 
6 4 -0.01831 23650.56 283775.1174 354696.6292 

 

 
Figure 5.20 Summary of the a-type R-branch transitions assigned for the ν4 state of HN3 
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HN3 2ν5 

 

 

 

 

 

 

 

 

 

 
Figure 5.21 Summary of the a-type R-branch transitions assigned for the 2ν5 state of HN3.  

y = -1.0851x + 23,893.9425
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2(-) 8 -0.02950 23884.44 238814.9159 429747.9503 
2(+) 8 0.02212 23884.43 238866.3282 430047.9722 
3(-) 8 -0.01432 23883.68 238822.3918 429822.7527 
3(+) 8 -0.01375 23883.62 238822.3918 429827.0773 
4 8 -0.01652 23877.52 238758.6365 429698.9002 
5 7 -0.01757 23867.56 238658.2393 405662.2173 
6 5 -0.02745 23853.78 238511.1724 357714.9746 
7 5 -0.01568 23839.94 262218.4700 357546.1964 
8 5 -0.01889 23825.31 262053.2849 357315.9553 

Plot of Intercepts:  
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HN3 ν3 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 6 -0.03211 23800.90 237976.8819 356905.1045 
1(-) 6 -0.03039 23730.36 237273.3286 355852.9108 
1(+) 6 -0.02317 23913.38 239110.6237 358622.4789 
2(-) 6 -0.04853 23871.27 238664.2134 357905.3545 
2(+) 6 -0.02782 23871.91 238691.0358 357984.4335 
3 6 -0.01853 23742.25 237403.9598 356071.1905 
4 5 0.01951 23727.61 261028.3635 355978.3902 
5 5 -0.01873 23745.62 261176.8605 356121.0378 
6 5 -0.01809 23729.17 260996.9857 355876.7917 

 

 

 
Figure 5.22 Summary of the a-type R-branch transitions assigned for the ν3 state of hydrazoic 
acid.  
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DN3 Ground 

 
Figure 5.23 Summary of the a-type R-branch transitions assigned to the ground state of DN3. 

  

y = -1.0623x + 22,318.5132
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Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest frequency 
transition (MHz) 

Highest 
frequency 
Transition (MHz) 

0 10 -0.07210 22315.78 245377.71670 445739.05633 
1(-) 10 -0.02967 22122.50 243308.1402 442213.01917 
1(+) 10 -0.03182 22507.35 247538.3916 449892.28967 
2(-) 10 -0.02595 22312.27 245400.4331 446037.71017 
2(+) 10 0.02887 22312.26 245473.1892 446475.9095 
3(-) 9 -0.01038 22307.81 267675.5935 446073.0728 
3(+) 9 -0.00951 22307.68 267675.9359 446077.7355 
4 10 -0.01316 22301.39 245297.8171 445922.6483 
5 10 -0.01452 22293.12 245204.9621 445746.2018 
6 10 -0.01519 22282.79 245090.4126 445534.2341 
7 10 -0.01552 22270.19 244951.4284 445279.69167 
8 9 -0.01571 22254.97 244783.7117 444973.6433 
9 6 -0.01573 22236.42 244579.673 355718.2878 
10 5 -0.01430 22213.08 266532.2924 355350.7632 
11 4 -0.01418 22182.01 288334.9416 354853.9651 

Plot of Intercepts: 
Slope: -1.0623 MHz 
Intercept: 22318.51 MHz 
 

 
Plot of Slopes: 
Average value in linear region: 
-0.01502 MHz 

 

Approximations: 

B+C = 22318.51 MHz 

ΔJK = 0.5315 MHz 

ΔJ = 0.003755 MHz 
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DN3 ν5 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 8 -0.10624 22356.64 245781.8391 424048.0748 
1(-) 8 -0.03889 22163.25 243744.0949 420835.2750 
1(+) 8 -0.04235 22548.72 247979.4581 428134.9656 
2(-) 8 -0.03432 22353.80 245846.1501 424486.8785 
2(+) 8 0.05613 22353.83 245966.6098 425107.2483 
3(-) 9 -0.00678 22350.20 245842.9632 424603.1256 
3(+) 9 -0.00586 22350.10 245843.4470 424612.0475 
4 8 -0.01166 22345.31 245782.9367 424480.9768 
5 8 -0.01369 22339.06 245711.4155 424348.2581 
6 8 -0.01473 22331.45 245626.3367 424196.5013 
7 6 -0.01531 22322.52 245527.3184 357097.6815 
8 6 -0.01691 22312.61 245416.2294 356932.5214 

 
Figure 5.24 Summary of the a-type R-branch transitions assigned to the ν5 state of DN3.  

y = -0.6906x + 22,356.4976
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Plot of Intercepts: 
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Intercept: 22356.50 MHz 
 

 
Plot of Slopes: 
Average value in linear region: 
-0.01516 MHz 

 

Approximations: 

B+C = 22356.50 MHz 

ΔJK = 0.3453 MHz 

ΔJ = 0.00379 MHz 
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DN3 ν6 

 

 

Figure 5.25 Summary of the a-type R-branch transitions assigned to the ν6 state of DN3 

  

y = -1.0889x + 22,337.4298
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plot’ 
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‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 9 -0.04695 22336.75 245641.7406 424076.1788 
1(-) 9 -0.02284 22167.79 243815.32998 421031.43316 
1(+) 9 -0.02459 22504.07 247512.00954 427408.535 
2(-) 8 -0.02153 22333.13 245635.75337 424181.7981 
2(+) 8 0.00988 22333.11 245677.32439 424396.8626 
3(-) 7 -0.01283 22328.04 245591.26689 424144.7025 
3(+) 6 -0.01249 22327.99 245591.26689 424146.10717 
4 8 -0.01473 22320.57 245506.70964 423989.83867 
5 7 -0.01556 22310.76 245397.61784 423797.74517 
6 7 -0.01602 22298.35 245260.4926 423558.69717 
7 ?     
8 4 -0.01562 22266.82 267174.7543 333949.4601 
9 5 -0.01573 22249.59 266967.8243 355928.7429 

Plot of Intercepts: 
Slope: -1.0889 MHz 
Intercept: 22337.43 MHz 
 

 
Plot of Slopes: 
Average value in linear region: 
-0.01573 MHz 

 

Approximations: 

B+C = 22337.43 MHz 

ΔJK = 0.5445 MHz 

ΔJ = 0.003933 MHz 
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DN3 ν4 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 7 -0.07504 22301.18 245213.0781 356511.5141 
1(-) 6 -0.03074 22096.97 243025.7523 353425.6757 
1(+) 6 -0.03270 22504.24 247503.0842 359933.8645 
2(-) 6 -0.02994 22306.03 245326.4254 356773.8449 
2(+) 6 0.03490 22306.11 245413.6020 357040.6095 
3(-) 6 -0.00981 22292.96 245209.4697 356647.2414 
3(+) 6 -0.00893 22292.84 245209.4697 356648.0512 
4 6 -0.01274 22283.58 25102.4566 356485.1345 
5 6 -0.01580 22281.25 245072.7148 356435.3342 
6 6 -0.01555 22265.38 244898.4897 356182.3782 
7 4 -0.01371 22248.38 289199.2918 355918.4680 
8 5 -0.01958 22226.80 266687.7211 355548.6202 

 

Figure 5.26 Summary of the a-type R-branch transitions assigned to the ν4 state of DN3 
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Plot of Intercepts: 
Slope: -1.3796 MHz 
Intercept: 22315.38 MHz 
 

 
Plot of Slopes: 
Average value in linear region: 
-0.01628 MHz 

 

Approximations: 

B+C = 22315.38 MHz 

ΔJK = 0.6898 MHz 

ΔJ = 0.00407 MHz 
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DN3 2ν5 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 6 -0.14687 22396.05 246161.2961 357735.5944 
1(-) 6 -0.04829 22189.98 244025.5351 354841.9318 
1(+) 6 -0.05302 22600.57 248535.6512 361391.8657 
2(-) 6 -0.03706 22385.28 246188.7811 358012.7121 
2(+) 6 0.08490 22385.20 246350.1078 358510.7845 
3(-) 6 -0.00407 22390.45 246289.4760 358230.4995 
3(+) 6 -0.00132 22390.21 246290.6151 358238.0213 
4 6 -0.00971 22387.79 246252.6960 358164.7298 
5 6 -0.01293 22383.33 246199.4626 358080.3653 
6 6 -0.01495 22378.97 246148.7869 358002.3201 

 

 

Figure 5.27 Summary of the a-type R-branch transitions assigned to the 2ν5 state of DN3 
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Plot of Intercepts: 
Slope: -0.4724 MHz 
Intercept: 22395.47 MHz 
 

 
Plot of Slopes: 
Average value in linear region: 
-0.01394 MHz 

 

Approximations: 

B+C = 22395.47 MHz 

ΔJK = 0.2362 MHz 

ΔJ = 0.003485 MHz 
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DN3  ν5+ν6 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 6 -0.07848 22373.77 246007.0519 357658.9383 
1(-) 6 -0.03293 22237.81 244572.0814 355670.0330 
1(+) 6 -0.04286 22506.01 247528.2948 359961.7835 
2(-) 5 -0.03617 22369.17 246012.7804 357758.5837 
2(+) 5 0.03443 22369.01 246105.579 358045.1588 
3      
4 5 -0.01601 22353.80 245870.4553 357595.1152 
5 4 -0.01750 22342.19 290410.0284 357403.3961 
6 5 -0.01588 22327.36 267900.8856 357172.7122 

 

 

 

Figure 5.28 Summary of the a-type R-branch transitions assigned to the ν5+ν6 state of DN3 
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Plot of Slopes: 
Average value in linear region: 
-0.01545 MHz 
 

 

Approximations: 

B+C = 22373.99 MHz 

ΔJK = 0.6422 MHz 

ΔJ = 0.003485 MHz 
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DN3 2ν6 

Series 
(K) N lines Slope of 

‘linear plot’ 
Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 4 -0.03598 22311.54 289970.691 356836.8041 
1(-) 6 -0.02864 22140.58 243508.2009 354131.9412 
1(+) 6 -0.02264 22439.27 246801.7766 358935.4947 
2(-) 4 -0.01844 22328.99 245594.5315 357188.7 
2(+) 4 0.00439 22328.75 245622.1317 357278.0244 
3 6 -0.01409 22341.76 245740.7089 357410.5496 
4 4 -0.01613 22336.38 268008.6578 357315.9593 
5 5 -0.01137 22330.32 267944.2727 357238.6549 
6 4 -0.01274 22322.70 267850.4015 334797.4847 

 

 

 

Figure 5.29 Summary of the a-type R-branch transitions assigned to the 2ν6 state of DN3 
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Slope: -0.7013 MHz 
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Plot of Slopes: 
Average value in linear region: 
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Approximations: 

B+C = 22347.87 MHz 

ΔJK = 0.3507 MHz 

ΔJ = 0.003395 MHz 
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DN3 ν3 

Series 
(K) N lines 

Slope of 
‘linear 
plot’ 

Intercept of 
‘linear plot’ 

Lowest 
frequency 
transition 

Highest 
frequency 
transition 

0 6 -0.06311 22255.83 244730.1832 355834.7209 
1(-) 6 -0.01361 22105.77 243145.4396 353636.7075 
1(+) 6 -0.02525 22445.53 246867.3133 359025.3007 
2(-) 6 -0.02654 22233.35 244531.5249 355624.8806 
2(+) 6 0.02303 22233.28 244596.7508 355826.7823 
3(-) 6 -0.01072 22209.84 244293.9772 355313.6033 
3(+) 6 -0.00990 22209.73 244293.9772 355315.0561 
4 6 -0.01317 22200.10 244183.5513 355147.5794 
5 6 -0.01272 22192.58 244101.4068 355029.3134 
6 5 -0.01450 22181.01 266147.0877 354836.7794 

 

 

Figure 5.30 Summary of the a-type R-branch transitions assigned to the ν3 state of DN3 
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Approximations: 

B+C = 22218.16 MHz 

ΔJK = 0.5185 MHz 

ΔJ = 0.003365 MHz 
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 Many of the plots of intercepts shown in Figure 5.17 through Figure 5.30 are linear or very 

nearly so, which indicates that the series involved in those plots are 1) correctly assigned and 2) 

not drastically perturbed.  Likewise, many of the plots for the slopes vs. K2 have a characteristic 

pattern where the K = 0 series has the most negative slope, the average of the K =2 series has the 

least negative (or most positive) slope, and the slopes for subsequent K series become almost flat 

at at -4ΔJ. 

Confirming assignments of locally perturbed a-type series. 

Many of the plots in Figure 5.17 through Figure 5.30 do not exhibit simple smooth 

behavior, and further examination is necessary to know whether the points that do not fit on a 

smooth curve are the result of incorrect assignments, or perturbations in correctly assigned series.  

Two major methods of verification are to compare these plots with published IR data, and to 

compare these plots with the plots of the suspected perturbing state.  Figure 5.31 shows the plots 

of the intercepts for each K a-type R-branch series plotted against K2 for both the ground and ν5 

states of HN3.  The first 6 points for ν5 and the first 7 points for the ground state fit on a straight 

line, indicating correct assignment and relatively low levels of perturbation.  The final 4 points for 

each are off of this line (sometimes greatly off), and when each plot is examined individually it 

cannot be said whether the series are correctly assigned but perturbed, or simply incorrectly 

assigned.  A direct comparison of the two states in Figure 5.31 strongly indicates that the two series 

are correctly assigned, that they are perturbing each other, and that the perturbation has a ΔK = 1.  

Figure 5.32 is a plot of the average of the points on the two plots in Figure 5.31 with the K values 

offset by 1.  A similar check can be done by examining the plots of slopes with a shift in K value 

of 1(Figure 5.33) and the average of these plots (Figure 5.34) These plots lend additional weight 
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to the hypothesis that the two states perturb each other and provides strong evidence that the 

assignments of these series are correct.  The perturbation is the centrifugal distortion perturbation 

(W05).  The selection rule for this perturbation is ΔK = ±1 which explains the observed K value 

offset of 1 between the mirrored points of the two states.5  The final data point of Figure 5.34 does 

not lie on the expected curve.  We do not know yet why this is. 

 
Figure 5.31 Plots of the intercepts for the ground state (a) and ν5 (b) of HN3.  If each plot is 
examined individually it is unclear whether the final three points are correctly assigned or not.  
When examined together, the mutual perturbation between the states becomes apparent. 
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Figure 5.32 Average the intercept plots for the ground state and ν5 of Figure 5.31.  This is clearly 
a smoother curve than either of its components individually. 

 

 
Figure 5.33 A plot of the slopes of the linear plots for each K value of ν5 and the ground state of 
HN3 vs K2.  The ground state K values are shifted by one.  
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Figure 5.34 A plot of the average of the slopes for the linear plots for each K value of ν5 and the 
ground state of HN3 vs K2.  The ground state K values were shifted by one before averaging 

 

 In Figure 5.35, we compare ΔBeffective (obtained by subtracting the slope of the ground state 

from the slope of the excited state) vs. K2 for ν3 and ν4 to each other, and to a plot of the same 

quantity (in cm-1 instead of MHz) from the literature.9  When converted to the same units, the two 

plots not only have exactly the same shape, but lie on top of each other.  This is an excellent 

confirmation of the assignment in the millimeter-wave spectrum and the corresponding 

assignments in the FTIR for both ν3 and ν4.  Despite the apparently erratic nature of the intercept 

plots for both of these states, a local C-type Coriolis perturbation (Gc) can explain most of the 

observed behavior.  Figure 5.36 shows the average of the intercepts for ν3 and ν4 of HN3, with the 

K value offset by 1.  The near-linear result confirms that source of most irregularity in the two 

states individually comes from the C-type Coriolis resonance between them.  The selection rule 

for this perturbation is also ΔK = ±1. 
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Figure 5.35 A plot of ΔBeffective vs. K2 for ν3 and ν4 of HN3 from the literature9 (a) and from our 
own data (b).  ΔBeffective is closely tied to the intercept plots. 

 

 
Figure 5.36 The average of the intercepts of ν3 and ν4 of HN3.  There is a K offset of 1 
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from the perturbing state is extremely telling.  The matrix elements for these perturbations are 

proportional to the cubic force constants, which have been calculated.  The magnitude of the cubic 

force constant for the interaction between 2ν6 and ν3 is almost 6 times larger than for ν4 and 2ν5 

(k663 = -76.85  and  k554 = 13.38).  Indeed, the stronger apparent perturbation is observed for 2ν6 

and ν3 in Figure 5.37. 

 

Figure 5.37 Plots of the intercepts from analysis of the a-type R-branch series of 2ν6 and ν3 of 
DN3.  There is an apparent Fermi resonance between these two states. 
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Figure 5.38 Plots of the intercepts from analysis of the a-type R-branch series of ν4 and 2ν5 of 
DN3.  There is an apparent Fermi resonance between these two states. 
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of the observed K energies derived from analysis of the high resolution FTIR ν3 and 2ν6 bands 

(Figure 5.39). 
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Figure 5.39 A closer view of the crossing of the 2ν6 and ν3 states of DN3 between K = 1 and K = 
2. 
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The eigenvalues (the observed K energies) can be denoted 𝐸𝐸𝜈𝜈3,𝐾𝐾 and 𝐸𝐸2𝜈𝜈6,𝐾𝐾.  For a property X, e.g., 

the value of  𝐵𝐵+𝐶𝐶
2 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

in state K, the Fermi perturbed values can be calculated from the 

unperturbed ones by 

𝑋𝑋𝜐𝜐3
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑋𝑋𝜐𝜐3 cos2 𝜃𝜃 + 𝑋𝑋2𝜐𝜐6 sin2 𝜃𝜃    (5.6) 

and 

𝑋𝑋2𝜐𝜐6
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑋𝑋𝜐𝜐3 sin2 𝜃𝜃 + 𝑋𝑋2𝜐𝜐6 cos2 𝜃𝜃    (5.7) 

 It can be seen from these two equations that Fermi resonance always pulls the two 

properties together in this mixing of their wavefunctions.  Because the unperturbed microwave 

intercepts for ν3 are all below the corresponding ones for 2ν6, they are pulled down by the Fermi 

resonance, while those for 2ν6 are pulled up towards those of ν3, as is evident in Figure 5.37 (and 

for ν4 and 2ν5 in Figure 5.38). 

The two above equations also lead to   

𝑋𝑋2𝜐𝜐6
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹−𝑋𝑋𝜐𝜐3

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝑋𝑋2𝜐𝜐6−𝑋𝑋𝜐𝜐3
= cos 2𝜃𝜃    (5.8) 

Theta can be determined from the data shown in Figure 5.40, which shows the subtraction of plots 

in Figure 5.37, which is essentially the numerator of the equation above.  The K values 4,5, and 6 

are reasonably unperturbed (at least by the Fermi resonance), and provide an acceptable 

approximation of the denominator in the equation above by their linear extrapolation.  Using this 

value of θ for a given K, we can apply the inverse eigenvector transformation to the K energies 

shown in Figure 5.39 to reconstruct the undiagonalized matrix whose diagonal elements are the 



165 
 
deperturbed K energies 𝐻𝐻𝜈𝜈3,𝐾𝐾 and 𝐻𝐻2𝜈𝜈6,𝐾𝐾, and whose off diagonal elements are 𝐻𝐻𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑘𝑘366

4
.  We 

have carried out this analysis to give the deperturbed K energies shown in Figure 5.41 and to 

estimate the value of the cubic force constant k366.  The values obtained for K= 0 and 1 are 

reasonably consistent (15.8 and 14.6 cm-1) which corresponds to a k366 approximately equal to 61 

cm-1 This is in reasonable agreement with the magnitude of the previously mentioned ab initio 

value of 76.8 cm-1. 

 
Figure 5.40  Plot showing the subtraction of the intercept plots for 2ν6 and ν3 shown earlier in 
Figure 5.37.  A line has been fit to the values for K=4, 5 and 6 which are nearly unperturbed.   
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Figure 5.41 The deperturbed K energy levels for ν3 and 2ν6.  The curves are dramatically smoother 
than the perturbed levels shown in Figure 5.39. 
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useful for the other three overtone states.  The agreement between the observed and predicted K 

energies is not nearly as good for these K levels.   

 
Figure 5.42 Plot of the observed 2ν6 K energies for DN3 (green diamonds), the deperturbed K 
energies (blue triangle), and K energies predicted with equations (5.1) and (5.2) (red squares) 

 Even though the crossing is very similar for ν4 and 2ν5, the wavefunction mixing is 

dramatically less, because of the small value of k455 compared to k366.  It should be remembered 

that the degree of mixing is proportional to the square of these cubic force constants.  The Fermi 

resonances in HN3 have the same cubic force constants, but different K energy positions, and are 

yet to be analyzed. 

Head-to-head comparisons of the intercept plots for the two states believed to be perturbing 

each other have been useful in confirming line assignments, but comparison of our plots to 

literature data has also been useful.  For several vibrational states, a value of 𝐵𝐵+𝐶𝐶
2

 has been 

1150

1200

1250

1300

1350

1400

0 2 4 6 8 10

2ν
6

K
en

er
gi

es
 (c

m
-1

)

K2

2ν6 observed, deperturbed, and predicted K energies



168 
 
published for multiple K levels, but not the actual transitions.  For example, in the case of 2ν6, no 

IR transitions have been published, but the B+C values for K = 0 through 3 were reported as 

22312.39, 22291.72, 22333.64, and 22351.68 MHz respectively.10  Our assignments yielded linear 

plot intercepts of 22311.54, 22289.92, 22328.77, and 22,341.75 MHz for these states.  A plot of 

the differences of these datasets is shown in Figure 5.43.  The resulting straight line is clear 

confirmation that our assignments are in agreement with the results of the IR study.  The origin of 

the non-zero slope is most likely an unreported distortion term used by the authors of the FTIR 

study.  Similar subtraction plots were used for both ν3 and ν4 in both HN3 and DN3 with similarly 

straight but sloped straight lines, further confirming all of those assignments. 

 

Figure 5.43 A plot of the differences between the literature  B+C values for K states of 2ν6
10 and 

our linear plot intercepts for these same states vs K2. 
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Analysis of splitting of a-type lines 

 A further tool in the assignment of lines belonging to the K = 1, K = 2, and K = 3 transitions 

was the analysis of the magnitude of the splitting between the non-degenerate K(+) (Kprolate + Koblate 

= J for both states) and K(-) (Kprolate + Koblate = J+1 for both states) transitions.  Figure 5.44 shows 

a graph of the differences between the non-degenerate pair of K = 1 a-type R-branch transitions 

for ν5 of DN3.  At the low end of our spectrometer’s frequency range, the Jupper = 11 K = 1(-) 

transition (11 1 11  10 1 10 at 243744.09 MHz) and the Jupper = 11 K = 1(+)transition (11 1 10  10 

1 9 at 247979.45 MHz) are separated by 4235.36 MHz.  At the high end of our spectrometer’s 

frequency range, the Jupper = 19 K = 1(-) transition (19 1 19  18 1 18 at 420835.28 MHz) and the 

Jupper = 19 K = 1(+) transition (19 1 19  18 1 18 at 428134.97 MHz) are separated by 7299.69 MHz.  

Figure 5.44 shows that the separation between these lines is directly proportional to the Jupper value.   

 

Figure 5.44 Splittings of K = 1 a-type R-branch lines plotted vs. Jupper. 
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 The separations in the non-degenerate K = 2 a-type R-branch transitions are shown in 

Figure 5.45.  At the low end of our spectrometer’s frequency range, the Jupper = 11 K = 2(-) 

transition (11 2 10  10 2 9 at 245846.15 MHz) and the Jupper = 11 K = 2(-) transition (11 2 9  10 2 

8 at 245966.61 MHz) are separated by 120.46 MHz.  At the high end of our spectrometer range, 

the Jupper = 19 K = 2(-) transition (19 2 18  18 2 17 at 424486.88 MHz) and the Jupper = 19 K = 2(+) 

transition (19 2 17  18 2 16 at 425107.25 MHz) are separated by 620.37 MHz.  The splitting in the 

K = 2 lines clearly increases faster with J than in the case of K = 1, with a linear plot achieved 

when the splitting is graphed vs. (Jupper-1) Jupper (Jupper+1). 

 

Figure 5.45 Splittings of K =2 a-type R-branch lines plotted vs. (Jupper-1)Jupper(Jupper+1). 
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of the splitting is close to our ability to resolve individual lines, so they may appear as a single line 

in the spectrum, a broad line, two intermingled lines, or two clearly resolved lines.  Figure 5.46 

shows the splittings in the a-type R-branch lines for ν5 of DN3, where more of the lines are clearly 

resolved than for most other states, plotted vs. (Jupper-2)(Jupper-1)Jupper(Jupper+1)(Jupper+2).  At the 

low end of our spectrometer’s range, the Jupper = 11 K = 3(-) transition (11 3 910 3 8 at 245842.96 

MHz) and the Jupper = 11 K = 3(-) transition (11 3 810 3 7 at 245843.45 MHz) are separated by 

0.49 MHz.  At the high end of our spectrometer range, the Jupper = 19 K = 3(-) transition (19 3 

1718 3 16 at 424603.13 MHz) and the Jupper = 19 K = 3(+) transition (19 3 1618 3 15 at 424612.05 

MHz) are separated by 8.92 MHz.  The excellent linear fits found in Figure 5.44, Figure 5.45, and 

Figure 5.46 all were constrained to have intercepts at zero.   
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Figure 5.46 Splittings of K = 3 a-type R-branch lines plotted vs. (Jupper-2)(Jupper-
1)Jupper(Jupper+1)(Jupper+2). 
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𝑆𝑆3 = 3
210

(𝐵𝐵−𝐶𝐶)3

(𝐴𝐴−𝐵𝐵+𝐶𝐶2 )2
      (5.11) 

These formulas apply directly to the ground states of HN3 and DN3.  The difference B-C is 

determined directly from the K = 1 splittings (S1) and if 𝐴𝐴 − 𝐵𝐵+𝐶𝐶
2

 is known, B-C can also be found 

from the K = 2 or K = 3 splittings (S2 and S3).  In an early microwave paper, before 𝐴𝐴 − 𝐵𝐵+𝐶𝐶
2

 was 

known from b-type transitions or FTIR data, Winnewisser and Cook11 combined the K=1 and K=2 

splitting data to determine 𝐴𝐴 − 𝐵𝐵+𝐶𝐶
2

.  In current analyses of the millimeter-wave data, the K = 1, K 

= 2, and K = 3 splittings provide all of the available information about the value of B-C.   

 In the presence of the A-type Coriolis perturbation (Ga), the formulas for S1 and S2 (and 

also S3) must be modified.  The analysis of the Ga perturbation plays out differently for K = 1 and 

K = 2, but in both cases the matrix of the perturbed asymmetric rotor must be expressed in the 

Wang basis.  For K = 1, this Hamiltonian matrix is  

𝜈𝜈5 𝐾𝐾 = 1(+)
𝜈𝜈5 𝐾𝐾 = 1(−)
𝜈𝜈6 𝐾𝐾 = 1(+)
𝜈𝜈6 𝐾𝐾 = 1(−) ⎣

⎢
⎢
⎢
⎡𝐸𝐸1,𝜈𝜈5

0 + 𝑊𝑊𝜈𝜈5 0 0 𝐺𝐺𝑎𝑎
0 𝐸𝐸1,𝜈𝜈5

0 −𝑊𝑊𝜈𝜈5 𝐺𝐺𝑎𝑎 0
0 𝐺𝐺𝑎𝑎 𝐸𝐸1,𝜈𝜈6

0 + 𝑊𝑊𝜈𝜈6 0
𝐺𝐺𝑎𝑎 0 0 𝐸𝐸1,𝜈𝜈6

0 −𝑊𝑊𝜈𝜈6⎦
⎥
⎥
⎥
⎤

    (5.12) 

Here W = W1,-1 is the rigid rotor matrix element between K = +1 and K = -1.It may be noticed that 

the Ga element connects (+) to (-) and (-) to (+), which results from the a-type selection rules 

pertinent to the A-type Coriolis resonance (ΔKoblate = ±1).  Applying second order perturbation 

theory to this matrix yields the following formulas for the perturbed splittings 

𝑆𝑆1,𝜈𝜈5
𝐺𝐺𝑎𝑎 = 𝑆𝑆1,𝜈𝜈5 −

𝐺𝐺𝑎𝑎2

(𝐸𝐸1,𝜈𝜈6
0 −𝐸𝐸1,𝜈𝜈5

0 )2
(𝑆𝑆1,𝜈𝜈5 + 𝑆𝑆1,𝜈𝜈6)    (5.13) 
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𝑆𝑆1,𝜈𝜈6
𝐺𝐺𝑎𝑎 = 𝑆𝑆1,𝜈𝜈6 −

𝐺𝐺𝑎𝑎2

(𝐸𝐸1,𝜈𝜈6
0 −𝐸𝐸1,𝜈𝜈5

0 )2
(𝑆𝑆1,𝜈𝜈5 + 𝑆𝑆1,𝜈𝜈6)    (5.14) 

where the unperturbed S constants on the right hand side of the equation are given by Wang’s 

formula.  These can be corrected for centrifugal distortion δK by substituting (B-C)-4δK  for B-C. 

These equations show that the S for both states are shifted down by exactly the same amount. 

 To understand the splittings for K = 2, the Wang basis Hamiltonian matrix involving K = 

0 and K = 2 must be considered. 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝐻𝐻00,𝜈𝜈5 √2𝐻𝐻02,𝜈𝜈5 0 0 0 0
√2𝐻𝐻02,𝜈𝜈5 𝐻𝐻22,𝜈𝜈5 0 0 0 2𝐺𝐺𝑎𝑎

0 0 𝐻𝐻22,𝜈𝜈5 0 2𝐺𝐺𝑎𝑎 0
0 0 0 𝐻𝐻00,𝜈𝜈6 √2𝐻𝐻02,𝜈𝜈6 0
0 0 2𝐺𝐺𝑎𝑎 √2𝐻𝐻02,𝜈𝜈6 𝐻𝐻22,𝜈𝜈6 0
0 2𝐺𝐺𝑎𝑎 0 0 0 𝐻𝐻22,𝜈𝜈6⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

   (5.15) 

Applying second order perturbation theory to this matrix yields  

𝑆𝑆2,𝜈𝜈5
𝐺𝐺𝑎𝑎 = 𝑆𝑆2,𝜈𝜈5 �1 + 𝐺𝐺𝑎𝑎2

�𝐸𝐸2,𝜈𝜈6
0 −𝐸𝐸2,𝜈𝜈5

0 ��𝐴𝐴−𝐵𝐵+𝐶𝐶2 �
�   (5.16) 

𝑆𝑆2,𝜈𝜈6
𝐺𝐺𝑎𝑎 = 𝑆𝑆2,𝜈𝜈6 �1 − 𝐺𝐺𝑎𝑎2

�𝐸𝐸2,𝜈𝜈6
0 −𝐸𝐸2,𝜈𝜈5

0 ��𝐴𝐴−𝐵𝐵+𝐶𝐶2 �
�   (5.17) 

These equations show that 𝑆𝑆2,𝜈𝜈5is shifted upwards, while 𝑆𝑆2,𝜈𝜈6is shifted downward by the same 

percentage.  These equations for K = 1 and K = 2 have been tested for the ν5 and ν6 states of DN3 

with great success.  For 2ν5 and 2ν6, the magnitude of the shifts are roughly twice as large because 

Ga must be replaced with √2𝐺𝐺𝑎𝑎.  This is confirmed by the actual splitting data for these states.  For 

ν5+ν6, and K = 1, the effects of the two perturbations are reinforcing, which leads to a large shift.  
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For ν5+ν6, and K = 2, the effects of the two perturbations tend to cancel, leading to splittings similar 

to those in the ground state.  These expectations are also consistent with the observed splittings.   

 For HN3, Ga is larger, because of the larger A rotational constant and the vibrational 

separation between ν5 and ν6 is smaller, making these corrections all larger.  Second order 

perturbation theory will also be less accurate in the case of HN3.  We are hopeful, however, that 

this kind of analysis will be very helpful in the assignment of a-type R-branches for ν5+ν6 and 2ν6. 

 

Analysis of b-type transitions 

Pure rotational P, Q, and R-Branches have been found for many of the vibrational states 

studied.  The perturbation of individual K states drastically changes the frequency of b-type 

transitions, as does the massive difference in the A rotational constants between HN3 and DN3, so 

there is a great deal of variation in the transitions observed for each state.  Table 5.4 is a 

summary of the observed b-type lines for HN3.  Table 5.5 is a summary of the observed b-type 

lines for DN3 
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Table 5.4 Summary of observed J values (Jupper reported) for b-type lines for each state of HN3 

Branch Kupper Klower Ground ν5 ν6 2ν5 ν5+ ν6 ν4 2ν6 ν3 

P 1(-) 0(+) 6-13 
33-40 

 
13-20 

 
30-33   14-18 

41-46  1-3 
25-29 

R 1(-) 0(+)  7-16       

Q 1(+) 0(+)        1-17 

Q 1(+) 1(-)  46-58       

P 2(-) 1(+) 52-55 
72-75 

14-21 
41-46       

P 2(+) 1(-)  16-24 
54-61       

P 2(+) 0(+)  22-26 
53-60       
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Table 5.5 Summary of observed J values (Jupper reported) for b-type lines for each state of DN3 

Branch Kupper Klower Ground ν5 ν6 2ν5 ν5+ ν6 ν4 2ν6 ν3 

Q 1(+) 0(+) 1-36 18-42    1-7   

P  1(-) 0(+) 1-3 
24-31 

 
19-26 

1-8 
29-35   2-4 

25-29 9-13 2-5 

R 1(-) 0(+) 1-5 2-11       

P 2(-) 1(+) 22-28 
47-52 

10-16 
36-41 

35-40 
58-61      

P 2(+) 1(-) 27-45 11-20       

P 3(-) 2(+)  36-40       

P 3(+) 2(-) 60-64 38-42       

 

The b-type transition frequencies, like those for the a-type transitions, can be used to make 

plots with smooth curves that serve to confirm assignments, and can also be used to extract 

spectroscopic constants prior to attempting a full fit of the dataset.  A Fortrat plot can be used to 

analyze b-type R-branch transitions and P-type transitions (both with ‘positive’ and ‘negative’ 
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frequencies) simultaneously.  The following equations show how a Fortrat plot is constructed, and 

how the coefficients of polynomial fits of these plots relate to observable spectroscopic constants.   

Simple expressions for the energy of two rotational states are shown below.  The B and D 

variables are the effective rotational constant and centrifugal distortion constant for the K state in 

question.  

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝐸𝐸′𝐽𝐽′ = 𝐸𝐸0′ + 𝐵𝐵′𝐽𝐽′(𝐽𝐽′ + 1) − 𝐷𝐷′𝐽𝐽′2(𝐽𝐽′ + 1)2   (5.18) 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸′′𝐽𝐽′′ = 𝐸𝐸0′′ + 𝐵𝐵′′𝐽𝐽′′(𝐽𝐽′′ + 1) − 𝐷𝐷′′𝐽𝐽′′2(𝐽𝐽′′ + 1)2  (5.19) 

 The transition frequency between these states should simply be the difference in their 

energies. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝜈𝜈(𝐽𝐽) = 𝐸𝐸′𝐽𝐽′ −  𝐸𝐸′′𝐽𝐽′′   (5.20) 

 Depending on the quantum numbers of the two states, the transition is classified as a P, Q, 

or R-branch transition.  The P and R-branch transitions are most useful for Fortrat plots.  

Expressions for the energies of P- and R-branch transitions are shown below. 

R-branch: Lower state  𝐽𝐽′′ = 𝐽𝐽  Upper state 𝐽𝐽′ = 𝐽𝐽 + 1  𝑅𝑅(𝐽𝐽) = 𝐸𝐸𝐽𝐽+1′ − 𝐸𝐸′′𝐽𝐽 

𝑅𝑅(𝐽𝐽) = 𝐵𝐵.𝑂𝑂. +(𝐵𝐵′ + 𝐵𝐵′′)(𝐽𝐽 + 1) + (𝐵𝐵′ − 𝐵𝐵′′𝐷𝐷′ + 𝐷𝐷′′)(𝐽𝐽 + 1)2 − 2(D’ + D’’)(𝐽𝐽 + 1)3 

−(𝐷𝐷′ − 𝐷𝐷′′)(𝐽𝐽 + 1)4     (5.21) 

 

P-branch: Lower state 𝐽𝐽′′ = 𝐽𝐽  Upper state 𝐽𝐽′ = 𝐽𝐽 − 1  𝑃𝑃(𝐽𝐽) = 𝐸𝐸𝐽𝐽−1′ − 𝐸𝐸′′𝐽𝐽 
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𝑃𝑃(𝐽𝐽) = 𝐵𝐵.𝑂𝑂. +(𝐵𝐵′ + 𝐵𝐵′′)(−𝐽𝐽) + (𝐵𝐵′ − 𝐵𝐵′′𝐷𝐷′ + 𝐷𝐷′′)(−𝐽𝐽)2 − 2(D’ + D’’)(−𝐽𝐽)3 

−(𝐷𝐷′ − 𝐷𝐷′′)(−𝐽𝐽)4     (5.22) 

The previous equations can be generalized by substituting J terms as follows: 

For R-Branch:  𝑚𝑚 = 𝐽𝐽 + 1   For P-Branch:   𝑚𝑚 = −𝐽𝐽 

𝜈𝜈(𝑚𝑚) = 𝐵𝐵.𝑂𝑂. +(𝐵𝐵′ + 𝐵𝐵′′)(𝑚𝑚) + (𝐵𝐵′ − 𝐵𝐵′′−𝐷𝐷′ + 𝐷𝐷′′)𝑚𝑚2 − 2(𝐷𝐷′ + 𝐷𝐷′′)𝑚𝑚3 

−(𝐷𝐷′ − 𝐷𝐷′′)𝑚𝑚4     (5.23) 

This equation can be used to make a Fortrat plot to analyze both R and P-type transitions at the 

same time.  For all of the Fortrat plots we have looked at, 4th order polynomials have given good 

fits to the data, but sometimes 6th order polynomials give even better fits.  Spectroscopically, a 6th 

order polynomial represents the inclusion of H centrifugal distortion terms in the polynomial fit as 

follows: 

𝜈𝜈(𝑚𝑚) = 𝐵𝐵.𝑂𝑂. +(𝐵𝐵′ + 𝐵𝐵′′)𝑚𝑚 + (𝐵𝐵′ − 𝐵𝐵′′ − 𝐷𝐷′ − 𝐷𝐷′)𝑚𝑚2 + [−2(𝐷𝐷′ + 𝐷𝐷′′) + (𝐻𝐻′ + 𝐻𝐻′′)]𝑚𝑚3 +

[−(𝐷𝐷′ − 𝐷𝐷′′) + 3(𝐻𝐻′ − 𝐻𝐻′′)]𝑚𝑚4 + 3(𝐻𝐻′ + 𝐻𝐻′′)𝑚𝑚5 + (𝐻𝐻′ − 𝐻𝐻′′)𝑚𝑚6  (5.24) 

 Figure 5.47 shows a Fortrat plot of the b-type transitions between the K = 0(+) and K = 1(-

) states.  The plot combines multiple datasets.  The m values between 19 and 42 come from FIR 

R-branch transitions.4  The m values between 1 and 5 come from our MMW data of R- branch 

transitions.  The m values between -2 and -4 come from our MMW data of P-branch transitions 

with ‘positive’ frequencies.14  The m values between -5 and -13 come from literature MMW/ MW 

P-branch transitions with ‘positive’ frequencies.  The series then ‘passes through zero’ with the 
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relative energies of the K = 0(+) states now above the energies for the K = 1(-) states.  The m values 

between -15 and -23 come from the MMW/MW P-branch transitions with ‘negative’ frequencies.  

The m values between -24 and -31 come from our MMW P-branch transitions with ‘negative’ 

frequencies.  This impressive dataset can be fit well with either a 4th or 6th order polynomial. 

 

Figure 5.47 A Fortrat plot of pure rotational b-type transitions between K = 0(+) and K = 1(-) 
states spanning the microwave, millimeter, and infrared frequency regions. 
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 Figure 5.48 shows a Fortrat plot for the K = 0 to 1(-) P-branch transitions in the ν3 state of 

HN3.  While the breadth of the dataset is less impressive than the Fortrat plot shown in Figure 5.47, 

a Q-branch involving the K = 0 and 1(+) levels is observed in our frequency region, which allows 

a fruitful comparison between Figure 5.48 and Figure 5.49 described below. 

 

Figure 5.48 A Fortrat plot for the K = 0 to 1(-) P-branch transitions in the ν3 state of HN3.  

 

For Q-branch transitions, their energies can be expressed as follows below.  The 

contributions from D, H, and L centrifugal distortion terms are neatly separated into the quadratic, 

cubic, and quartic coefficients, respectively. 

 

Q-branch  Lower state 𝐽𝐽′′ = 𝐽𝐽  Upper state 𝐽𝐽′ = 𝐽𝐽  𝑄𝑄(𝐽𝐽) = 𝐸𝐸𝐽𝐽′ − 𝐸𝐸′′𝐽𝐽 

y = 0.00067626x4 - 0.02095307x3 - 35.11979672x2 + 23,766.50252798x + 350,127.12034020
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𝑄𝑄(𝐽𝐽) = 𝐵𝐵.𝑂𝑂. +(𝐵𝐵′ − 𝐵𝐵′′)𝐽𝐽(𝐽𝐽 + 1) − (𝐷𝐷′ − 𝐷𝐷′′)𝐽𝐽2(𝐽𝐽 + 1)2 + (𝐻𝐻′ − 𝐻𝐻′′)𝐽𝐽3(𝐽𝐽 + 1)3 − 

(𝐿𝐿′ − 𝐿𝐿′′)𝐽𝐽4(𝐽𝐽 + 1)4      (5.25) 

 

When The transition frequencies for the Q-branch transitions are plotted vs J(J+1), the 

intercept is the band origin, the slope is the difference in effective rotational constants (B′-B′′), the 

quadratic term is minus the difference in effective D constants (D′-D′′), the cubic term is the 

difference in effective H constant (H′-H′′) and the quartic term is minus the difference in the 

effective L value (L′-L′′).  Some of the same information can be extracted from the Fortrat plot, 

and some of this information can be extracted from the analysis of the a-type transitions in Figure 

5.22.  Figure 5.49 shows Q-branch transitions vs J(J+1) for the Q-branch involving the K = 0 and 

1(+)in the ν3 state of HN3.  In this case only a quadratic polynomial is required to fit the data.  Note 

that the intercept of the Fortrat plot is 350,127 MHz and that for Q-branch plot is 350,126 MHz, 

which is the band origin for these transitions.  This agreement is excellent in view of the the fact 

that both intercepts are outside the respective data ranges. 
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Figure 5.49 Plot of HN3 ν3 b-type Q-branch transitions between the K = 0(+) and 1(+) states vs. 
J(J+1). 

 

Perturbation Analysis 

 In the above analyses we have confirmed initial assignments of hundreds of series of lines, 

including some very perturbed series.  We have also extracted some spectroscopic constants from 

these analyses.  To build working multi- vibrational state fits we need to also include appropriate 

perturbation terms with good starting values.  We believe there are ~18 perturbation terms worth 

considering within the eight states studied for both HN3 and DN3, occurring both within each 

polyad and between them.  We have endeavored to get starting values for as many of these terms 

as possible, from the literature, from calculations, and from the analysis of various graphs of our 

assigned lines. 

There is a centrifugal distortion interaction between the ground vibrational state and ν5, 

which we refer to as W05.  The effects of this interaction for HN3 are shown in Figure 5.31.  It is 
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clear that the perturbation exists between states with ΔK = 1.  For this perturbation ΔJ = 0.  

Literature values for this term are available for both HN3 and DN3.5-6  Inclusion of this term in our 

three-state fits allowed us to successfully assign ground state transitions up to K = 10 for HN3 and 

Kp = 11 for DN3 (see Table 5.8 and Table 5.9).  A similar perturbation term should occur between 

ν5 and 2ν5 as well as ν6 and ν5+ ν6. 

The A-type Coriolis (Ga) between ν5 and ν6, ν6 and ν4, 2ν5 and ν5+ ν6, as well as ν5+ ν6 and 

2ν6 can be estimated.  Estimating these terms requires knowing the calculated harmonic Coriolis 

coupling constant (ζA), the equilibrium Ae rotational constant,  and the vibrational energies of the 

perturbing states (ω and ω′). 

𝐺𝐺𝑎𝑎 =  𝜔𝜔+𝜔𝜔′
√𝜔𝜔×𝜔𝜔′

𝜁𝜁𝐴𝐴𝐴𝐴𝑒𝑒     (5.26) 

There are also local 2nd order A-type Coriolis interactions where ΔK = 2.  We refer to these as Fa.  

We have not yet implemented a practical way to estimate these terms. 

 There are local B-type Coriolis interactions between ν5 and ν6, ν6 and ν4, 2ν5 and ν5+ ν6, as 

well as ν5+ ν6 and 2ν6. These exist between vibrational states of different symmetry and rotational 

states of ΔJ = 0 and ΔK = 1.  These can be estimated from the calculated harmonic Coriolis 

coupling constant (ζB) for the pair of states, the equilibrium Be rotational constant, and the 

vibrational energies of the perturbing states (ω and ω′). 

𝐺𝐺𝑏𝑏 =  𝜔𝜔+𝜔𝜔′
√𝜔𝜔×𝜔𝜔′

𝜁𝜁𝐵𝐵𝐵𝐵𝑒𝑒     (5.27) 
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The local C-type Coriolis interactions between ν4 and ν3 can be estimated from the 

calculated harmonic Coriolis coupling constant (ζC) for the pair of states, the equilibrium Ce 

rotational constant, and the vibrational energies of the perturbing states (ω and ω′). 

𝐺𝐺𝑐𝑐 =  𝜔𝜔+𝜔𝜔′
√𝜔𝜔×𝜔𝜔′

𝜁𝜁𝐶𝐶𝐶𝐶𝑒𝑒    (5.28) 

The effects of this perturbation between ν3 and ν4 for HN3 can be seen in Figure 5.35. 
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Table 5.6 A list of known or probable perturbations amongst the lowest eight vibrational states of 
HN3.  Calculated (CCSD(T)/ANO2) or experimental values for these constants are given where 
known. 

Centrifugal Distortion Perturbation (W05) 
ΔJ = 0 ΔKprolate = 1 
Ground ν5 Literature:5 0.04261(7) cm-1  = 1277(2) MHz 

3-state fit: 1028.78(63) MHz 
ν5 2ν5  
ν6 ν5+ ν6  
A-type Coriolis (Ga or Za) 1st order 
 ΔJ = 0 ΔKprolate = 0 (different symmetry) 
ν5 ν6 Literature calculation:5, 24  38.06 cm-1= 1,141,600 MHz 

3-state fit: 1,140,413(293) MHz 
Calculation: 1,096,000 MHz 

ν6 ν4 Calculation: 548900 MHz 
2ν5 ν5+ ν6 Calculation: 1,094,000 MHz 
ν5+ ν6 2ν6 Calculation: 1,094,000 MHz 
A-type Coriolis (Fa or ηbc) 2nd order 
 ΔJ= 0 ΔKprolate = 2 (different symmetry) 
ν5 ν6 Literature: 0.000322(8) cm-1 = 9.65(24) MHz 

3-state fit: 6.87(54) MHz 
ν6 ν4  
2ν5 ν5+ ν6  
ν5+ ν6 2ν6  
B-type Coriolis (Gb or Zb) 1st order 
ΔJ= 0 ΔKprolate = 1(different symmetry) 
ν5 ν6 Literature: .06252 (13) cm-1 = 1874 (4) MHz 

3-state fit: 1911.5 (11) MHz 
Calculation: -1173 MHz 

ν6 ν4 Calculation: 1684.62 MHz 
2ν5 ν5+ ν6 Calculation: -1171 MHz 
ν5+ ν6 2ν6 Calculation: -1171 MHz 
C-type Coriolis 
ΔJ= 0 ΔKprolate = 1 (same symmetry) 
ν4 ν3 Calculation: 5818 MHz 
Fermi Resonance 
ΔJ = 0 ΔKprolate = 0 
ν4 2ν5 Cubic force constant k544 = 13.38 
2ν6 ν3 Cubic force constant k633= -76.85 
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Table 5.7 Summary of known or probable perturbations amongst the lowest eight vibrational states 
of DN3.  Calculated (CCSD(T)/ANO2) or experimental values for these constants are given where 
known. 

Centrifugal Distortion Perturbation (W05) 
ΔJ = 0 ΔKprolate = 1 
Ground ν5 Literature:6 0.0312(6) cm-1 = 935 (17) MHz 

3-state fit:  1313(12) MHz 
ν5 2ν5  
ν6 ν5+ ν6  
A-type Coriolis (Ga or Za) 1st order 
 ΔJ = 0 ΔKprolate = 0 (different symmetry) 
ν5 ν6 Literature calculation:6, 24  18.86 cm-1 = 565,400 MHz 

3-state fit: 583,558.(405) MHz 
Calculation : 620,800 MHz 

ν6 ν4 Literature calculation:6, 24 9.43 cm-1 = 282,700 MHz 
Calculation : 304,083 MHz 

2ν5 ν5+ ν6 Calculation: 619,200 MHz 
ν5+ ν6 2ν6 Calculation: 619,000 MHz 
A-type Coriolis (Fa or ηbc) 2nd order 
 ΔJ= 0 ΔKprolate = 2 (different symmetry) 
ν5 ν6 Literature6: 0.00016(3) cm-1 = -4.79(90) MHz 

3-state fit: 4.58(14) MHz 
ν6 ν4 Literature:6 -0.00251 (4) cm-1 = -75(1) MHz 
2ν5 ν5+ ν6  
ν5+ ν6 2ν6  
B-type Coriolis (Gb or Zb) 1st order 
ΔJ= 0 ΔKprolate = 1(different symmetry) 
ν5 ν6 Literature:6 0.071(6) cm-1  2130(180) MHz 

3-state fit: -1650.(14) MHz 
Calculation: -1107 MHz 

ν6 ν4 Calculation: 1556 MHz 
2ν5 ν5+ ν6 Calculation: -1105 MHz 
ν5+ ν6 2ν6 Calculation: -1104 MHz 
C-type Coriolis (Gc) 
ΔJ= 0 ΔKprolate = 1 (same symmetry) 
ν4 ν3 Calculation: 5444 MHz 
Fermi Resonance 
ΔJ = 0 ΔKprolate = 0 
ν4 2ν5 Cubic force constant k544 = 13.38 
2ν6 ν3 Cubic force constant k633= -76.85 
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Simultaneous fits of the ground, ν5, and ν6 states of DN3 

 Using the line assignments and approximations for spectroscopic constants derived from 

the literature and the body of work above, we have begun the task of fitting multiple vibrational 

states simultaneously.  Table 5.8 shows our three-state fit of the ground vibrational state, ν5 and ν6 

for DN3.  This fit uses FTIR ro-vibrational transitions from the literature,6 as well as 

MMW/MW/FTIR pure rotational transitions from the literature.14 

Table 5.8 The results of a 3-state fit of the ground, ν5, and ν6 states of DN3.  This fit used our 
millimeter-wave data, as well as published microwave,14 FIR,4 and FTIR6 data. 

 Ground ν5 ν6 

A (MHz) 344746.37(14) 335348.(174) 346692.(174) 
B (MHz) 11350.6411(67) 11386.827(94) 11350.181(88) 
C (MHz) 10965.2163(84) 10971.062(95) 10985.614(80) 
ΔJ (kHz) 4.2876(35) 4.360(10) 4.296(17) 
ΔJK (kHz) 226.2(42) 315.3(45) 793.2(17) 
ΔK (kHz) 92720.(30) -83857.(708) 256865.(692) 
δJ (khz)z) 0.17025(17) 0.17133(58) 0.1328(43) 
δK (kHz) 196.6(26) 277.(16) 269.(14) 
ΦJK (Hz) 0.664(40) 0.31(80) 6.4(11) 
ΦKJ (Hz) 376.(15)   -693.(75) -1711.(56) 
ΦK (Hz) 108592.(849) -796330.(21873) 1182760.(18725) 
LKKJ (mHz) 977.(83) -4883.(1038) 11738.(865) 
LK (mHz) -145790.(5350) 6154600.(202995) -9418700.(196701) 
E (MHz) 0 14862133.8(17) 17583090.0(18) 
N lines MMW 310 215 141 
N lines IR 620 349 541 
σ MMW(MHz) 0.352 1.23 2.02 
σ IR (cm

-1
) 0.00246 0.00513 0.0159 

Ga  583558.(405) 
Fa  4.58(14) 
Gb  -1650.(14) 
W05 1313.(12)  
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Kisiel’s PIFORM program18 is a useful tool which reformats the output of SPFIT, showing 

the σ values for each state independently, and also differentiates between the σ value for microwave 

and IR transitions.  PIFORM also corrects the statistical errors on the parameters to standard errors.  

It can be seen in Table 5.8 that the σ values are much higher than our measurement error.  This can 

be rationalized, at least in part, by the Coriolis interaction between ν6 and ν4, which is entirely 

unaccounted for in this three-state model.  Indeed, the highest errors are seen in ν6, followed by ν5 

which is strongly coupled to ν6 by the global Ga term.  Hints of the importance of this Ga term can 

be seen elsewhere in Table 5.8.  Notably, the ν5 and ν6 states share a large identical error in their 

A rotational constant of 174 MHz.  Additionally, the ΔK value for both the ν5 and ν6 states is wildly 

unphysical at -83.9 MHz and 256.9 MHz, but their average is 86.5 MHz, which is close to the 

ground state value for ΔK of 92.7 MHz. 

To better understand the Ga perturbation between ν5 and ν6, we examine the two by two 

sub-block of the non J-dependent Hamiltonian matrix for ν5 and ν6 for a given fixed K.  This is an 

extrapolation to a hypothetical J = 0 situation, so its eigenvalues should be equal to the intercepts 

of our ‘linear plots’ for ν5 and ν6 for that K. 

�
𝐸𝐸60 + (𝐴𝐴6 −

𝐵𝐵6+𝐶𝐶6
2

)𝐾𝐾2 − 𝐷𝐷𝐾𝐾,6𝐾𝐾4 + 𝐻𝐻𝐾𝐾,6𝐾𝐾6 𝐺𝐺𝑎𝑎𝐾𝐾

𝐺𝐺𝑎𝑎𝐾𝐾 𝐸𝐸50 + (𝐴𝐴5 −
𝐵𝐵5+𝐶𝐶5
2

)𝐾𝐾2 − 𝐷𝐷𝐾𝐾,5𝐾𝐾4 + 𝐻𝐻𝐾𝐾,5𝐾𝐾6
�  (5.29) 
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(𝐸𝐸𝐾𝐾,6 − 𝐸𝐸𝐾𝐾,5)2 ≈  (𝐸𝐸6
0 − 𝐸𝐸5

0)2 + �2(𝐸𝐸6
0 − 𝐸𝐸5

0) ��𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5

2
�� + 4𝐺𝐺𝑎𝑎

2� 𝐾𝐾2 

+ ���𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5
2

��
2

− 2 (𝐸𝐸60 − 𝐸𝐸50) �𝐷𝐷𝐾𝐾,6 − 𝐷𝐷𝐾𝐾,5�� 𝐾𝐾4 

�2 (𝐸𝐸60 − 𝐸𝐸50) �𝐻𝐻𝐾𝐾,6 − 𝐻𝐻𝐾𝐾,5� − 2��𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5
2

�� �𝐷𝐷𝐾𝐾,6 − 𝐷𝐷𝐾𝐾,5��𝐾𝐾6 + ⋯ 

 

 The K energies EK,6 and EK,5 for high K are determined from the infrared sub-band origins 

for the ν5 and ν6 bands, respectively, and the EK’s for the ground state, which come from the 

analysis of the FIR pure rotational spectrum.  Those for low K are best determined from the band 

(5.33) 
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origins of the Fortrat plots for MMW data.  To extract the above J independent parameters from 

linear least-squares fits, one should make two plots: an average plot and a difference plot.  The 

average of EK,6 and EK,5 should be plotted vs. K2 and fit to a cubic polynomial.  The successive 

coefficients yield the average of E0
6 and E0

5, the average of �𝐴𝐴6 −
𝐵𝐵6+𝐶𝐶6
2

� and �𝐴𝐴5 −
𝐵𝐵5+𝐶𝐶5
2

�, the 

average of 𝐷𝐷𝐾𝐾,6 and 𝐷𝐷𝐾𝐾,5, and the average of 𝐻𝐻𝐾𝐾,6 and 𝐻𝐻𝐾𝐾,5, respectively.  For the difference plot, 

plotting (𝐸𝐸𝐾𝐾,6 − 𝐸𝐸𝐾𝐾,5)2 vs. K2 followed by a cubic polynomial fit yields the following successive 

coefficients:  

(𝐸𝐸60 − 𝐸𝐸50)2 

�2(𝐸𝐸60 − 𝐸𝐸50) ��𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5
2

�� + 4𝐺𝐺𝑎𝑎2� 

���𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5
2

��
2

− 2 (𝐸𝐸60 − 𝐸𝐸50) �𝐷𝐷𝐾𝐾,6 − 𝐷𝐷𝐾𝐾,5�� 

�2 (𝐸𝐸60 − 𝐸𝐸50) �𝐻𝐻𝐾𝐾,6 − 𝐻𝐻𝐾𝐾,5� − 2��𝐴𝐴6 −
𝐵𝐵6 + 𝐶𝐶6

2
� − �𝐴𝐴5 −

𝐵𝐵5 + 𝐶𝐶5
2

�� �𝐷𝐷𝐾𝐾,6 − 𝐷𝐷𝐾𝐾,5�� 

The difference of the vibrational energies is straightforwardly determined from the square root of 

the constant coefficient of the difference plot.  It can be seen from the last three coefficients of the 

difference plot that other difference parameters are highly correlated.  The linear term depends on 

the rotational constant difference and the Ga perturbation parameter, as well as the vibrational 

energy difference, which is known from the constant term.  The quadratic term depends on the 

rotational constant difference and the DK difference as well as the vibrational energy difference.  

The cubic term depends on the rotational constant difference, the DK difference, and the HK 

difference, as well as the vibrational energy difference.  In order to solve for these parameters, a 

simplifying assumption must be made, and the obvious choice is that 𝐻𝐻𝐾𝐾,6 − 𝐻𝐻𝐾𝐾,5 = 0.  Having made 

(5.34) 
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this assumption, the value of Ga and the two remaining difference terms can be found from solving 

the three equations.  In the published infrared analysis, the authors chose to fix Ga to a previously 

published ab initio value.24 Based on the above equations, this does not seem to be the optimal 

choice, since any error in the ab initio value will force the rotational constant difference to non-

physical values. 

 It can be seen in Table 5.8 that the values for DK in our 3-state DN3 fit are clearly non-

physical.  This can be understood by the strong correlation of 𝐷𝐷𝐾𝐾,6 − 𝐷𝐷𝐾𝐾,5 to the other difference 

parameters.  That being said, the average of 𝐷𝐷𝐾𝐾,6and 𝐷𝐷𝐾𝐾,5 is 86.5 MHz, which is in reasonable 

agreement with the ground state DK value of 92.7 MHz.  This expected because the average of 

𝐷𝐷𝐾𝐾,6and 𝐷𝐷𝐾𝐾,5 is the quadratic coefficient in the plot of K-energy averages vs. K2
. 

Simultaneous fits of the ground, ν5, and ν6 states of HN3 

 A 3-state fit was also carried out for the lowest three vibrational states of HN3.  This fit 

proved more difficult to optimize than for DN3, and in order to get the fit to converge to a 

reasonable set of parameters we needed to exclude the all of the published mid and far IR FTIR 

data, but we were still able to include published microwave and millimeter-wave transitions.  

Without the IR transitions, we were unable to fit the relative vibrational energies of ν5 and ν6, so 

we left them set to their literature values.  This fit is shown in Table 5.9. 
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Table 5.9 A simultaneous three state fit of the ground, ν5, and ν6 states of HN3.  The fit includes 
our own millimeter-wave data as well as microwave and millimeter-wave data11-13 from the 
literature. 

 Ground ν5 ν6 

A (MHz) 610738.61(52) 590181.(325) 622490.(328) 
B (MHz) 12034.54(50) 12068.42(99) 12035.2(10) 
C (MHz) 11781.13(50) 11783.94(99) 11801.6(10) 
ΔJ (kHz) 4.863(29) 4.758(46) 5.238(73) 
ΔJK (kHz) 670.47(78) -963.5(53) 2690.0(56) 
ΔK (kHz) -26395.(462) -76880.(8526) -887160.(14740) 
δJ (Khz)z) 0.0831(45) -0.068(12) -0.194(39) 
δK (kHz) 196.(251) 595.(213) 566.(241) 
ΦJ (Hz) -0.031(11) -0.122(42) -0.143(85) 
ΦJK (Hz) -0.79(99) 34.7(37) -21.3(52) 
ΦKJ (Hz) 538.7(95) -27921.(158) 26027.(189) 
E (MHz) [0] [16106838.47] [18178137.54] 
N lines MM 188 136 82 
σ (MHz) 0.38059 0.75078 1.04039 
Ga (MHz)  1140413.(293) 
Fa (MHz)  6.87(54) 
Gb (MHz)  1911.5(11) 
W05 (MHz) 1028.78(63) 

 

With 3-state fits in hand for both HN3 and DN3, we can compare the constants obtained 

with those from extracted from the linear plots of the a-type transitions (Figure 5.17 through Figure 

5.30)  As shown in Table 5.10,  Generally the B+C value derived from the value of the intercept 

of the intercept plots is very consistent with the value obtained in the non-linear least-squares fit.  

The values for ΔJ are also quite consistent.  In the case of ν5 and ν6 of HN3, the values of ΔJK  from 

the three state fit do not match well with those obtained from the slope of the intercepts plots.  

Averaging the ΔJK values of ν5 and ν6 gives 0.783 kHz for the plotting method, and 0.863 kHz for 

the 3-state fit, and is thus another example of the average of these constants being much better 

determined than their difference. 
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Table 5.10 A comparison of the constants derived from the linear plots of the a-type R-branch 
transitions and those found in the 3-state fits for the ground, ν5, and ν6 states for HN3 and DN3. 

  B+C (MHz) ΔJK (kHz) ΔJ (kHz) 
HN3 Ground from a-type plots 23815.95 0.8283 0.0046 

3-state fit 23815.67 0.6705 0.0049 
HN3 ν5 from a-type plots 23852.73 0.4833 0.0043 

3-state fit 23852.36 -0.963 0.0048 
HN3 ν6 from a-type plots 23837.54 1.0836 0.00494 

3-state fit 23836.8 2.69 0.005238 
DN3 Ground from a-type plots 22318.51 0.5315 0.00376 

3-state fit 22315.857 0.226 0.00429 
DN3 ν5 from a-type plots 23852.73 0.3453 0.00379 

3-state fit 22357.889 0.3153 0.00436 
DN3 ν6 from a-type plots 22337.43 0.5445 0.00393 

3-state fit 22335.79 0.7932 0.004296 
 

Summary 

 We have observed transitions from eight vibrational states of both HN3 and DN3.  The task 

of fitting these transitions to rotational constants is greatly complicated by the web of perturbations 

that exist between them.  Excluding some transitions from the datasets allows for single-state fits 

of the ground vibrational levels, but analysis of the other states requires a multi- state fit.  To get a 

functional multi- state fit, the transition assignments must be solid, and reasonable starting 

parameters for all of the constants, including the perturbation terms, must be known.  In this 

chapter the numerous methods of assigning and confirming lines without resorting to an overall fit 

have been described.  Numerous spectroscopic constants have also been estimated.  We have been 

reasonably successful with 3- state fits of the three lowest vibrational levels.  The five upper levels 

are strongly mutually perturbing, and it is critical for us to find the b-type transitions for 2ν5 and 

ν5+ν6  of DN3, as well as the a-type and b-type transitions for ν5+ν6 and 2ν6 and the b-type 

transitions of 2ν5 for HN3, in order to be successful.  Our extensive study of these states and the 
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perturbations between them make us optimistic about obtaining an eight-state fit for each 

isotopologue. 
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Appendix A 
 
Rotational spectroscopy of pyridazine and its isotopologs from 235-360 GHz: Equilibrium 

structure and vibrational satellites 
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Appendix B 
 

Carbonyl Diazide, OC(N3)2: Synthesis, Purification, and IR Spectrum 
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Appendix C 
 

Millimeter-wave spectroscopy of carbonyl diazide, OC(N3)2 
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Appendix D 
 

Precise Equilibrium Structure Determination of Hydrazoic Acid (HN3) by Millimeter-wave 
Spectroscopy 
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