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Abstract
Batteries play a critical role in modern society amill only increase in importance as

electric vehicles and grid-scale storage applioatioontinue to grow. Silicon is a material of
great interest as an anode for future battery egipdins, as it offers the possibility of greatly
increased battery capacities and reduced weighis. Work investigates two methods in which
silicon may find use in batteries. First, silicoasmshown to be a viable anode in primary battery
systems using carbon monofluoride as a high-eneatlyode for extremely high-temperature
environments such as deep mineshafts. The tempesaahieved in these studies were some of
the highest ever observed for a functioning lithibattery. In addition, the fundamental surface
chemistry of silicon as a rechargeable anode fi@r $ithium-ion batteries was also investigated.
Organosilicon-based electrolytes offer much higiessh points than the current generation of
electrolytes, but the surface chemistry of theilidselectrolyte interphase formation on the
silicon anode surface remains relatively unexplaretll now. Finally, this work also presents a
method for creation and subsequent functionalimadiographitic nanopillars. These nanopillars
may serve as a route to well-ordered graphene atetgis of monodisperse size and

controllable chemistry.
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Chapter 1

Introduction and Background

1.1 Introduction to Batteries

Simply put, a battery is a device for storing gyen the form of chemical bonds where
all active chemical species are permanently coathinside the cell (i.e. there is no “fuéf?)
Only electrons enter and leave the battery, via éxternal terminals. These terminals each
connect to an internal electrode. When the tworeatderminals are connected while the battery
is in its charged state, electrons will flow thrbutpe completed external circuit and perform
useful work. This occurs because inside the batesgontaneous chemical reaction is occurring
involving a reduction at one electrode (the cathaded an oxidation at the other (the anode).
The battery provides these electrons at a voltagealeto the difference between the
electrochemical potentials of the reductive haeteon and the oxidative half-reaction. Primary
batteries are those that are assembled in the ethatgte and can only be discharged once;
secondary batteries (commonly called rechargeabtteries) are generally assembled in the
discharged state and may be charged and dischargeyg times.

In general the chemical species undergoing oxadadr reduction is either the electrode
material itself (in the case of some metals) ortlamomaterial adsorbed to the electrode surface.
Strong adsorption is critical in order to make gedbettrical contact, as the electrons involved in
the reduction or oxidation must travel easily te thetal electrode and therefore into the external
circuit. The other critical component of any battirthe electrolyte (nearly always a ligtiidut
there are several examples of solid electrofydeswhich must be ionically conductive but

insulating to electrons. The ionic conduction isessary to balance the charges created by the
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electrons moving during the reduction/oxidation ctemns, and the electrolyte must be
electronically insulating to prevent the flow oketrons entirely inside the battery (“shorting”),
which would lead to very rapid self-dischargingtbé battery and complete impracticality. In
many cases batteries are assembled with a porotesiah@o serve as a separator between the
electroded This separator is often made from glass fiber porous polymeric sheet to provide
electrical insulation and electrolyte permeability.

Batteries have several parameters typically ugadvestigators to characterize them that
are functions of their construction and materiahposition. Theopen-circuit voltaggOCV, or
sometimes open-circuit potential, OCP) of a batterthe voltage one would measure given an
infinite resistance between the two terminalss itvhat a voltmeter should read when connected
to the battery. It is mainly a function of the taotive materials (one at the cathode and one at
the anode) that are undergoing the reduction andat@n chemistry as well as the state of
charge of the battery. Tretate of charges commonly represented on any electronic device a
the battery indicator. In more physical terms, skete of charge is simply the degree to which
the battery will operate spontaneously — for exanalbattery that is fully charged will operate
spontaneously for the maximum time possible forgitgen electrode composition, and it will
also have the highest open-circuit potential of @aynt in the battery’s normal cycle. The
battery will also have aapacitythat is dependent on the amount of active matatidhe two
electrodes (one will be usually be limiting) angnesents the total number of electrons the cell
can deliver spontaneously beginning from a fultest#f charge. Capacities are typically reported
in the slightly unusual units of ampere-hours, Whi equivalent to a unit of electric charge (1

Aeh = 3600 Coulomb). When charging or discharginga#teby, the cell will operate for a
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particular amount of time that depends on the ctrdgawn from or input into the battery.
These experiments are often conducted at a pati@dtate, which is a measure of how many
hours it will take to fully charge or discharge thettery. For example, a C/4 rate is equivalent to
a current that will fully charge the battery (stagt from the completely discharged state) in 4
hours, while a 4C rate represents a current thitfully charge the battery in 15 minutes. In
general, when a battery is operated at a higheewu(C-rate), the capacity achievable for the
cell decreases somewhat compared to that obtaiaalaldower current. This can be thought of
as a kinetic limitation, with faster currents résg in incomplete reactions and trapped redox

species that are unable to complete the full se¢adtions occurring in the cell.

1.2 Lithium Primary Batteries

A lithium primary battery is a type of non-recheafple battery that uses lithium metal as
the anode materfal. Because lithium has the lowest electrochemiddlicgon potential on the
common scale (-3.02V vs. NHE), it allows the comstion of batteries with large open-circuit
potentials. The large OCP in turn leads to batten#h a higher energy density. Lithium metal
will react with oxygen, water, and even nitrogers,gao such batteries must typically be
assembled in dry rooms or, preferably, protectedoaphere environments such as an argon
glove box. Lithium also has an extremely high imergravimetric capacity (approximately 3.86
Ah/g)?, which permits construction of lightweight cellsthvhigh capacity. Primary lithium
batteries are commonly found in watches, pacemakadsother applications where light weight
and long, stable performance are desirable andememharging is either unnecessary (due to

ease of replacement) or unfeasible (in the casm @fternal medical device)
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One common cathode material paired with lithiummgary batteries is carbon
monofluoride (CR)*® Members of this class of materials are prepangdluprination of a
carbon precursor such as carbon fiber or graphitea lithium-Ck primary battery, Limetal
atoms are oxidized to Lications at the anode surface during the dischasgde, then
subsequently travel through the electrolyte todithode surface and react with thg @form
LiF and another carbon byproduct. These batterepamary cells because LiF is an extremely
stable compound, and once it is generated, it dammalecomposed again to regenerate the CF
by running the cell in reverse. €Is an excellent cathode choice for many applicatibecause
of its extremely high gravimetric capacity (up 857/mAh/g)° compared to other cathodes, long
shelf life, and flat discharge profile. It has fauparticularly widespread use in applications like
pacemakers where reliability and long-term stabibire key attributes, while high current

operation is not requiréd

1.3 Lithium-lon Batteries

As illustrated in Figure 1.1, lithium-ion battesiare secondary (rechargeable) cells that
operate by shuttling Lications between the anode and cathode duringngydiiough neither
electrode is made of Li metal and therefore thé iki never formally reduced or oxidized
itself**2 Rather, by intercalation into the lattice of dvestmaterial, the [ication induces an
oxidation or reduction in its host. Lithium-ion beries were first demonstrated by Goodenough
and co-workerS in the 1980s and have played an extremely impbntale in the personal
electronics boom of the last decade. Because fiithan batteries tend to have very high energy

densities compared to other battery systems asasa@tasonably long cycle lives, they are ideal
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Figure 1.1— A general schematic and energy diagram fohaiht-ion battery. The anode,
cathode, and electrolyte are contained within #iéeby casing. Lithium cations travel

through the electrolyte, while electrons travebtigh the external circuit and the load.
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in many ways for the creation of small, lightweidd#ttery packs for use in portable devices.
The current generation of lithium-ion batteries assembled using graphite anodes, lithium
metal oxide cathodes, and an electrolyte consisiingn organic solvent and a lithium Salt

Each of these will be described in turn in the rs=dtions.

1.3.1 Lithium-lon Battery Anodes

Graphite has found extensive use in commerchailtin-ion batteries™ because it is able
to undergo many lithiation and delithiation cycleih little to no structural damage, because it
operates at an electrochemical potential very doghat of lithium metal itself, and because it
is relatively inexpensive and non-toxic. When aphite anode is charged, lithium cations
intercalate between the sheets of the graphitealgsclithium cations are quite small and the
distance between graphene planes in graphite eadlr relatively large (approximately 3.4
Angstrom), the lithium intercalation does not dieadty alter the volume of the graphife This
is important because large volume changes couldigtishe mechanical state of the battery,
leading to electric shorts, deformation of the caléing, and/or loss of electrical contact inside
the cell. Graphite is capable of forming severdlidited phases, principally Ligand LiG, the
latter of which is the most lithiated phaSeTherefore, graphite possesses a moderate lighiati
capacity (372 mAh/g) due to the relatively largenter of atoms of the anode (6 carbon atoms)
per atom of lithium in the fully charged stdte

A matter of large concern when selecting a lithiiom battery anode is the fact that the
anode typically operates at an extremely reduciegt®chemical potential. Many electrolyte

solvents and salts are capable of being reducéitegtotentials near OV vs. Li/L{-3.02 V vs.
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NHE), and therefore when the battery is chargeekdlelectrolyte components will often react
at the surface of the anddeCommonly, these decomposition reactions prodotid products
on the surface of the anode, forming a layer reterio as the Solid-Electrolyte Interphase
(SEN®°. SEI formation can be detrimental to cell perfonee if it happens continuously or
during part of each cycle, and therefore succedghiim-ion batteries must have electrolyte
components that form a self-passivating SEI lagegood SEI layer would ideally not hinder
Li* transport at all, while being electrically insit@t and chemically inert. Many portable
devices powered by lithium-ion batteries instruo® user to ensure the battery is charged to
100% full the first time the battery is chargede tleason for this instruction is to form a well-
structured SEI layer that will persist for the mduature cycles of the battery.

For future lithium-ion battery applications, anedeith even higher lithium capacities are
desired. Lithium itself has an extremely high gnagiric capacity (since there are no other atoms
present) but presents a different problem: durgmgeated cycling, lithium metal does not plate
evenly onto the electrode surface but instead fodesdrites that can reach out into the
electrolyte. If these dendrites are permitted tmaglong enough, they can even penetrate the cell
separator and come into contact with the cathodéeropposite side of the ¢&ll When this
occurs, an electrical short is created, a gredtafeaurrent passes through the lithium dendrite,
and the dendrite becomes extremely hot as a rgmdsibly causing the electrolyte to combust.
This process is the most common cause of lithiumbattery fires, which have affected both
personal electronics as well as larger-scale Iihion batteries such as those used in electric

cars and on airplan&>
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Instead of using lithium metal, then, future lithi-ion batteries must employ some
other anode material that does not cause dendsitmation. Silicon is a very attractive
candidate, as surprisingly, highly lithiated silicoan have an even higher atomic Li density than
pure lithium metal does. This is true for both lo¢ tmost lithiated phases,,k$is (which is only
formed at high temperature) and43i, (the most lithiated phase formed at room tempeetu
Silicon is also non-toxic and abundant in the éarthust. The main concern when using silicon
as an anode material is tied to its incredibly hegpacity, in that such high degrees of lithiation
cause significant amounts of volumetric expanskar.example, in transitioning from pure Si to
Li1sSis, the material undergoes an approximately 300%eas® in volunfé. This change can
fracture the particles of silicon depending onttlseze, leading to a loss of electrical contact or
even pulverization of the internal cell componerfisrtunately, this problem can be mostly
mitigated by the use of nanoscale silicon partfélé®n the other hand, the surface chemistry of
silicon is quite different from that of graphiteydaso even if an optimized electrolyte has formed
an electrochemically stable SEI on the silicon, 8t layer may not survive the mechanical
expansions during charge and contractions durisghdrge. Therefore, effective practical use of
silicon as an anode material in the future dep@mdgnderstanding and optimizing the chemistry

of the SEI layer formed on the silicon surface.

1.3.2 Lithium-lon Battery Electrolytes

The current generation of lithium-ion batteriegsugrganic carbonates as the electrolyte
solvent with a lithium salt dissolved at high comizatior?. The most common salt used by far is
LiPFe, though others used include LiBHithium trifluoromethyl sulfonimide (LiTFSff and

related compounds, and lithium bis-oxolatoboratéBQB)*’*® For the solvent, the most
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commonly used compounds are linear carbonates asichethyl carbonate (DEC), dimethyl
carbonate (DMC), or ethyl methyl carbonate (EMC}hwa significant fraction of ethylene
carbonate (ECG) Ethylene carbonate is a solid at room temperataré cannot be used alone,
hence the inclusion of the linear carbonates, whrehmuch more volatile. EC is also important
because it plays an important role in SEI formataiure to ring-opening reduction reactions that
occur at the anode surface and form passivatirgrddy Another common class of solvents that
has found some use is the glyme family of lineheet. For both the carbonates and glymes, the
oxygen atoms in the solvent are able to chelateaiions, assisting in ion transport through the
electrolyté®.

The principal issues facing current lithium-ioritbay electrolytes mainly stem from their
high flammability. In order to enhance*Léonductivity of the electrolyte, solvents have rbee
chosen that are relatively non-viscous and volabile this has the additional affect of decreasing
their flash points. If electrolytes could be deddbat possessed both high conductivity and a
high flash point, the safety of lithium-ion batesicould be greatly improved. This is particularly
important in the case of an accidental short cceaternally (such as by dendrite formation) or
through external means (such as in a vehicle ctlagh deforms the cell casing). One must
always keep in mind that batteries are, by desiwmemical systems where large amounts of
energy can be released exothermically, and evesgaption must be taken to ensure that the
energy can only ever be released through the delsiael rather than through another path.

One class of molecules that offers promise fourkitbattery systems are organosilicon
compound¥®2 These compounds contain one or more silicon atgvhich generally increase

the flash point) and generally one or more glymisufto assist in Li conduction}. A large
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variety of these molecules have been synthediZ2dnd tested in battery cells, and the
variety of structures available for synthesis pdes the ability to custom-tailor the solvent to
achieve the best balance of electrochemical andigdlyproperties. In general, organosilicon
electrolytes have exceptionally large voltage $tgbivindows, high flash points, and can have
high conductivities as well. Nevertheless, the dlsém of many of these compounds in contact

with electrode surfaces remains relatively unknown.

1.3.3 Lithium-lon Battery Cathodes

Typical cathodes used in modern lithium-ion batelare metal oxide materials such as
LiCoO, or LiMn,Os *¢, or other metal compounds such as LiFgP(rhese materials all share
the common characteristic of having at least onaheenter in the unit cell that can be oxidized
(as Li" leaves the cathode during the cell charge) andcesti (as Li enters the cathode during
discharge). In addition, these cathode materiade pbssess a relatively open structure, with
either one-dimensional channels or two-dimensidagéred planes that contain the lithium
cations®. These pathways allow for efficient Liransport as the cathode continuously charges
and discharges. One drawback of this type of gegmetthat not all of the lithium may be
extracted, because if enough lithium leaves thhook material, these channels or planes can
collapse and form new structures that no longemjidithium intercalatior®. This is one reason
that in general, current-generation cathodes psdsegr lithiation capacities than graphite and
therefore much lower capacities than next-generatimdes such as silicon.

The next generation of cathodes may consist okenadd with multiple metal centers
such as the family of materials containing nickegnganese, and cobalt in the general formula

LiNi Mn,Co,0, *. Mixing metal centers in this way can create etodigorder in the lattice of
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the cathode material that decreases the risk wétsttal collapse. In addition, next-generation
cathodes will also most likely operate at higheteptials than LiCo@ which increases the total
energy that the battery can store and subsequerttiuce. A major goal is to enable a cell that
operates with an open-circuit potential of 5V, megnthe cathode is operating near 5V vs.
Li/Li * (2V vs. NHEJ®. This brings new challenges in terms of surfacenbtry, since these
more oxidizing potentials bring greater chanceletteolyte decomposition and SEI formation,

though this problem is currently more prevalentimanode side of the cell.

1.4 Graphite and Graphene

In a completely different realm from its applicati as a lithium-ion battery anode,
graphite has also attracted a great deal of rdsesffort in recent years due to its role as a
precursor to grapheffe Whereas graphite consists of many stacked lagesgf-hybridized
carbon, graphene is a single layer of such caritrough for many years graphene was
predicted to be unstable with respect to transftona such as rolling into a spiral tube (thus
destroying its inherent 2-dimensional nature),0042 Geim and co-workers successfully isolated
graphene by a mechanical exfoliation technfguehis technique is simpler than it sounds and
involves continually applying and then removing esikie tape to a graphite sample until only
one layer remains. Once isolated, graphene wasklguiound to have a number of novel
properties, including ballistic (non-scattered) rgfeatransport, semi-metallic character, and the
ability to display the quantum Hall effé&tas well as impressive mechanical strefigth

Despite the numerous groups working to probe g@maels unusual properties,
synthetically the material remains difficult to prece in large quantities that are still pristine.

The mechanical exfoliation technique produces tigadst-quality graphene, but is quite slow
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and cannot be used to produce large quantitiesleBiyn epitaxial growth on copper or other
substrates can produce large-area graphene of goaltty, but is also relatively limited in
scalability’>. On the other hand, chemical oxidation and extfiolieof bulk graphite is easily
scaled up, but produces a material known as grapbeitde (GO), which has myriad oxygen-
containing functional groups randomly scatteredulghout the graphene lattféeReduction of
graphene oxide is possible, but never returns thtemal to the pristine graphene state, as some
carbon atoms are completely removed during theatixid process. Therefore, reduced graphene
oxide (RGO) may only find use in some applicatiovizere a perfect graphene sample is not
required.

The surface chemistry of graphite and graphensomewhat unusual because of the
highly anisotropic nature of the “sgarbon sheets. For both materials, the surfaces ar
distinguished between the edge plane and the Ipdeaé. The basal plane is parallel to the
graphene sheet and thus has no dangling bonds iegpémgm it, but instead only the-orbitals
of the sp-hybridized carbon rings. Therefore, the basal @lisnquite chemically unreactive and
electronic conduction is extremely slow in thisedtion, as conduction requires hopping the
relatively large (and non-conjugated) distance betwsheets On the other hand, the edge
planes of graphite and graphene are perpendicuidret carbon sheets, and do contain dangling
carbon bonds from the rings directly on the edgeadh sheet. Graphite and graphene edge
planes are therefore much more reactive than thealbplane, and electron transfer is
approximately 10,000 times faster out of the edgme than out of the basal pldheln this
manner, the edge planes of graphene and graphitendte the surface chemistry of these

materials.
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1.5 Scope of This Thesis

Chapter 2 describes the development of lithiurmpry batteries capable of operating at
extremely high temperatures, above the melting tpoirlithium metal. These cells employ a
well-known cathode material, carbon monofluoriddiicka is notable for its very high energy
density and also possesses good thermal stabiilgtead of the traditional lithium metal anode
typically used with carbon monofluoride cathodéss tstudy used pre-lithiated silicon anodes.
Several different electrolytes were investigatedthiase high-temperature cells, and all three
were shown to produce cells that could successiyigrate at 19@€. Furthermore, several
differences between the three electrolytes weredat the course of the cell tests, and the
chemical insights provided by those experimentslaeussed.

Chapter 3 investigates the surface chemistry oflsiorystal silicon anodes used in
lithium-ion batteries in conjunction with organasiin electrolyte solvents. These solvents have
several attractive properties, among which are trexy high thermal stabilities and flash points,
indicating that they may soon find use in a newegation of safer lithium-ion batteries. Since
this next generation of batteries may very well Emsilicon anodes instead of the current
generation of graphite-based anodes, it is critwainderstand the surface chemistry occurring at
the interface between the organosilicon electrofrd the silicon anode. X-ray photoelectron
spectroscopy (XPS) served as a primary tool tostigate the formation of solid-electrolyte
interphase (SEI) layers at the anode surfaces.

Chapter 4 discusses older work on the surface istignof graphite, which consisted of
both patterning and chemical functionalizationsgihighly ordered pyrolytic graphite (HOPG)

was coated with a block copolymer solution contagnimetal ions; these metal ions were later
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reduced into metal nanoparticles segregated incpéat locations on the graphite surface due
to their preferential location in one block of thelymer. Once the particles were in place,
plasma etching was used to anisotropically remoa&enal from the graphite except where the
metal nanoparticles acted as a protecting mask.€eRageresult was to create many nanoscale
pillars of well-ordered graphite discs stacked lates, with edges exposed along the sidewalls
of the pillars. As edge-plane graphite is signifita more reactive than the basal plane initially
exposed on the surface before patterning, the stext was to functionalize these edges using
both photochemical grafting of an alkene and thgpeo-catalyzed alkyne-azide cycloaddition
reaction. Both XPS and Fourier-transform infrar@ecroscopy (FTIR) were used to monitor
the progress of the functionalization reactions.

Finally, chapter 5 concludes the thesis with a samnas well as some remarks about

possible directions for future studies.



15

1.6 References

(1)
(@)

®3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

Winter, M.; Brodd, RChemical Review2004,104, 4245.

Reddy, T. B.; Linden, DLinden’s Handbook of Batteried" ed. McGraw-Hill
Companies, New Yorkk011

Xu, K.Chemical Review2004 104, 4303

Stephan, A. M.; Nahm, K. 8olymer 2006 47, 5952

Minami, T.; Hayashi, A.; Tatsumisago, Bolid State lonic006 177, 2715

Arora, P.; Zhang, Z. MChemical Review2004 104, 4419

Whittingham, M. SChemical Review2004 104, 4271

Endo, M.; Momose, T.; Touhara, H.; WatanabeJ®urnal of Power Source3987, 20,
99

Root, M. J.; Dumas, R.; Yazami, R.; Hamwi,Jsurnal of the Electrochemical Society,
2001, 148 A339.

Hany, P.; Yazami, R.; Hamwi, Bournal of Power Source$997 68, 708

Goodenough, J. B.; Park, K.-Bwurnal of the American Chemical Socie?p13 135,
1167.

Hayner, C. M.; Zhao, X.; Kung, H. \nnual Reviews of Chemical and Biomolecular
Engineering2012 3, 445

Mizushima, K.; Jones, P. C.; Wiseman, P.Gbpdenough, J. BMaterials Research
Bulletin, 1980 15, 783.

Tarascon, J.-M.; Armand, Mature,2001 414, 359



(15)

(16)
(17)
(18)
(19)
(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

16
Mohri, M.; Yanagisawa, N.; Tajima, Y.; Tanaké; Mitate, T.; Nakajima, S.; Yoshida,
M.; Yoshimoto, Y.; Suzuki, T.; Wada, Bournal of Power Source$989 26, 26.
Flandrois, S.; Simon, Barbon 1999 37, 165.
Dresselhaus, M. S.; DresselhausA@®:ances in Physic002 51, 1.
Endo, M.; Kim, C.; Nishimura, K.; Fujino, TMiyashita, K.Carbon 200Q 183, 197.
Aurbach, D.; Ein-Eli, YJournal of the Electrochemical Societp95 142, 1746
Peled, EJournal of the Electrochemical Societg79 126, 2047.
Yamaki, J.; Tobishima, S.; Hayashi, K.; Sakog, Nemoto, Y.; Arakawa, MJournal of
Power Sourcesl 998,74, 219.
Drew, C. Boeing to Propose Redesign of 78#eBato F.A.A.The New York Times,
New York City, Feb. 21, 2013, p. B1.
Muller, J. GM Moves Quickly To Put Out CheVglt Firestorm.Forbes[Online], Nov.
28, 2011. http://www.forbes.com/sites/joannmulléd/2/11/28/gm-moves-quickly-to-
put-out-chevy-volt-firestorm/ (Accessed July 7, 3p1
Obrovac, M. N.; Christianson, Electrochemical and Solid State Lette2604 7, A93.
Liu, X. H.; Zhong, L.; Huang, S.; Mao, S. Xhu, T.; Huang, J. YACS Nano2012 6,
1522.
Foropoulos, J.; DesMarteau, D.IBorganic Chemistry1984 23, 3720.
Xu, W.; Angell, C. WElectrochemical and Solid State Lette2001, 4, E1.
Xu, K.; Zhang, S.; Jow, T. R.; Xu, W.; Ange@. A. Electrochemical and Solid State

Letters,2002 5, A26.



(29)

(30)
(31)

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)

(42)

17
Aurbach, D.; Ein-Eli, Y.; Markovsky, B.; ZabaA.; Luski, S.; Carmeli, Y,; Yamin, H.
Journal of the Electrochemical Sociehg95 142, 2882.
Fenton, D. E.; Parker, J. M.; Wright, P.Ralymer 1973 14, 589
Rossi, N. A. A.; West, RRolymer International2009 58, 267.
Chen, X.; Usrey, M.; Pefia-Hueso, A.; West,Haamers, R. Journal of Power Sources
2013 241, 311.
Zhang, L.; Zhang, Z.; Harring, S.; Straughd&h; Butorac, R.; Chen, Z.; Lyons, L.;
Amine, K.; West, RJournal of Materials Chemistr008 18, 3713.
Kricheldorf, H. R.; Al Masri, MJournal of Polymer Science Part A: Polymer Chergjstr
1995 33, 2667.
Leska, B.; Gierczyk, B.; Eitner, K.; Rybacken V.; Schroeder, GSupermolecular
Chemistry2004 16, 303.
Koksbang, R.; Barker, J.; Shi, H.; Saidi,Y.Solid State lonicsl996 84, 1.
Chung, S.-Y.; Bloking, J. T.; Chiang, Y.-Mature Materials2002 1, 123.
Kang, K.; Meng, Y. S.; Bréger, J.; Grey, C.®eder, GScience2006 311, 977
Yabuuchi, N.; Ohzuku, Dournal of Power Sourcef003 119-121 171.
Ein-Eli, Y.; Howard, W. FJournal of the Electrochemical Societyy97, 144, L205.
Novoselov, K. S.; Fal'’ko, V. I.; Colombo, LGellert, P. R.; Schwab, M. G.; Kim, K.
Nature 2012 490, 192.
Novoselov, K. S.; Geim, A. K.; Morozov, S.;Viang, D.; Zhang, Y.; Dubonos, S. V.;

Grigorieva, I. V.; Firsov, A. AScience2004 306 666.



(43)

(44)

(45)

(46)

(47)

(48)

18
Novoselov, K. S.; Geim, A. K.; Morozov, S.;\iang, D.; Katsnelson, M. I.; Grigorieva,
l. V.; Dubonos, S. V.; Firsov, A. ANature 2005 438 197.
Lee, C.; Wei, X. D.; Kysar, J. W.; HoneStience2008 321, 385.
Li, X.; Cai, W.; An, J.; Kim, S.; Nah, J.; Mg, D.; Piner, R.; Velamakanni, A.; Jung, .
Tutuc, E.; Banerjee, S. K.; Colombo, L.; Ruoff, RScience2009 324, 1312.
Bagri, A.; Mattevi, C.; Acik, M.; Chabal, Y.; Chhowalla, M.; Shenoy, V. Blature
Chemistry201Q 2, 581.
Chung, D. D. LJournal of Materials Scien¢2002 37, 1475.

Rice, R. J.; McCreery, R. Analytical Chemsitry1989 61, 1637.



19

Chapter 2
High-Temperature Carbon Monofluoride Primary Batter ies Operating Above

180°C Using Lithiated Silicon Anodes

2.1 Introduction

Lithium primary batteries (as well as the relatedhargeable varieties) have experienced
tremendous success in recent years due to theienows attractive properties, including their
combination of high energy density and power dgnsitative to other types of battertés
Lithium and lithium-ion batteries have found theway into most standard electronics, but
applications exist where the conditions are tooegne for standard lithium battery formulations,
such as very high and low temperature environmémshigh-temperature operation, every cell
component must be designed for stability at theraip®y temperature. In particular, deep
mineshafts can have ambient temperatures above@5@nd battery systems are sought for
autonomous robotic systems that operate at thggbsddn such high-temperature environments,
the principal areas of concern are the organic nasésecommonly used in the electrolytand
the separat8r, the latter of which may even be designed to &togtioning slightly above the
normal operating temperature to limit thermal ruagwA number of previous studies have
pushed the boundaries of performance to 100 °Chagttef**° but with further work there is
the potential to bring the capabilities of lithiuon battery systems into environments at even
higher temperatures.

Carbon monofluoride (Gff is an exceptional cathode material for primarypnn
rechargeable) lithium-ion batteries due to its vargh energy density (approximately 2190

Wh/kg), long shelf life, and stable discharge pedfi'?>*3 The typical anode paired with CB
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lithium metal, which produces a cell open circuiitage of 3.2V and a typical operating
voltage of 2.5-2.7V~. CF; itself has also demonstrated stability up to 408.°The main design
challenge for Cfbatteries is the lithium metal anode, as the mglpoint of Li is 180 °C and
molten lithium is an extremely difficult materiad work with*. Using other anode materials
could raise the temperature limit for practicalgesaassuming the other components of the cell
are also able to accommodate such high temperatures

One approach to overcoming the limitation of bbtt@um is to work with alloys of
lithium with silicon or other elements. Of theséhihted silicon has been most extensively
studied because of the very high capacity for tericalation (3579 mA-h™yfor Li;sSis)'® and
the very high thermal stability of lithium-silicaalloys, since the most lithiated phase,{8is)
melts above 600 °C, and less lithiated phases éase higher melting points

Herein we report the construction of Obrimary cells using lithiated silicon anodes in
place of lithium metal and demonstrate the sucaésgieration of these primary cells using

several different electrolytes at operating tempees up to 200 °C.

2.2 Experimental Methods

We investigated electrodes made from both nandaafiyst silicon and from single-
crystal silicon wafers. Initial studies showed tbelis made using nanocrystalline silicon showed
poor performance due to very fast loss of opernddinmltage at high temperatures. Therefore, in

order to demonstrate a proof of concept, we foceseanodes made from single-crystal wafers.
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2.2.1 Pre-lithiation of Silicon

While lithiated silicon anodes can be made by sdvaocesses, we chose to make them
by direct electrochemical intercalation of lithiumto crystalline silicon wafers. Silicon (100)
wafers (B-doped, < 0.002-cm, Addison Engineering) were cut into ~Fcsguares to fit into a
2032 coin cell. The (100) face was chosen for dipiglication since studies have shown lithium
intercalation into silicon is relatively fast thighu this crystal plarfé. Coin cells were assembled
in an argon glove box using Celgard 3401 separatodsone of several electrolytes selected for
high-temperature operation capability as shown igufeé 2.1a. Although these pre-lithiation
cells were not operated above 25 °C, the high-teatpes electrolytes were still used so that SEI
layer and any intercalated electrolyte would stapsistent and compatible throughout the
experiments. Electrolyte formulations were compos#d1M LiBF, (Aldrich, anhydrous,
99.998%) in a solvent of either tetraglyme (Nove)ytpropylene carbonate (Aldrich, dried over
CaH), or (3-(2-(2-methoxyethoxy)ethoxy)propyl)fluorogethylsilane, hereafter referred to as
F1S3M2 (Silatronix). Li foil (Rockford Lithium, O@B” thickness) was used as counter
electrode. Cells were charged at 100to a set total capacity, usually 10 mA-h, usingfabin
Instruments MSTAT 12-channel battery tester or anilABT-G-502 16-channel battery tester.
After reaching the final capacity, the cells wersadsembled and the lithiated silicon electrode

extracted immediately before use in the high-temipee experiments.

2.2.2 High-Temperature Operation
CK films were cast from a slurry consisting of ,Cpowder (Advance Research
Chemicals, Carbofluor 3000), sodium carboxymethidteese (CMC) binder (Aldrich, M

~90,000), and carbon black (Alfa Aesar, 99.9+%)8nMQ-cm water. The slurry was mixed so
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Polymer separator

Extract Li-Si electrode

CF,on Al

Figure 2.1. Schematic of typical cells used in this invedima a) The precursor hatiell
using a Li metal anode, a traditional polymer safmr and a piece of Si wafer as cathc
This cell was charged at room temperature to predudithiated silicon (LiSi) electrode
which was extracted after charging. b) The highgerature full cell using a GFeast film

cathode, glass fiber separator, and the extradt&d anode.
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that the final composition of the electrode filmax@0% CEk, 5% CMC binder, and 5% carbon
black by weight. CMC was chosen as binder for iidreanely high melting point of
approximately 274 °C. The films were cast at 260 thickness onto aluminum foil (1sm
thickness, MTI) and allowed to dry in air for 12hd then in a vacuum oven at 130 °C for 24 h.

The pre-lithiation cells described in section 2.&revdisassembled after reaching the
desired capacity and the Li-Si electrode was etd¢thcAs seen in Fig 2.1b, the Li-Si electrode
and a CFk cast film electrode were placed into a customtbelgctrochemistry cell made of
Polyether ether ketone (PEEK) and stainless staaponents. The custom cell was needed due
to the fact that typical coin cells use a polyplepg sealing gasket that melts at the testing
temperatures. All cells were built inside an argove box. Glass fiber filter discs (Sterlitech
GD-120) were used as separators and were soak#tk ihigh-temperature electrolyte before
being placed into the cell. The cell was sealech wito Kalrez O-rings, one above and one
below the electrode stack. The sealed cells wene ttmoved from the glove box, placed into an
oven at room temperature, and connected to therpagster through a port in the top of the

oven.

2.2.3 Characterization

All electrochemical tests on full cells were congac using an Arbin Instruments
MSTAT 12-channel battery tester. The standard gesgram began with 4 hours of rest while
monitoring the open-circuit potential of the bagteFypical open-circuit potentials were between
2.5 and 3.0 V vs. Li/l'i The temperature was increased from room temger&iua minimum of

190 °C at approximately 1 h into this rest periddis procedure allowed the cells to reach the



24

Temperature
Controller

I

Thermocouple

Argon

Residual Gas

Universal
Gas
Analyzer

Electrolyte

H Heater

Figure 2.z. A schematic of the UGA setup to investigate therrmal breakdown
electrolytes. The temperature is set and contrdiethe PTC while the UGA monitors a
gaseous products as the temperature is increabedcell is continuously purged with arc

to provide a clean and nonreactive atmosphere.
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elevated temperature and re-equilibrate beforecamsent was applied. After the rest period
completed, cells were discharged at a constanecuaf 100pA until the potential fell to 0.5 V
vs. Li/Li".

To detect any gas evolution due from the electeslyeither alone or with an electrode
present) at high temperatures, atmospheric-samptings spectrometry data were collected
using a Stanford Research Systems UGA200 univeyasl analyzer. The electrolytes were
placed into a custom-built cell consisting of a Bngdass vial containing the electrolyte, a
thermocouple immersed in the solution, and a sdaledhat allowed for argon purging and gas
collection by the UGA (see figure 2.2). Temperasunere controlled using a Stanford Research

Systems PTC10 programmable temperature contrallamected to the thermocouple.

2.3 High-Temperature Discharge Results

2.3.1 Tetraglyme Electrolyte

Tetraglyme was selected as an initial electrolgti@ent for high boiling point of ~275
°C. Figure 2.3a shows the discharge performanca fofl cell consisting of a lithiated silicon
anode and a GFcathode with tetraglyme/LiBF(1M) electrolyte at 200 °C. As the cell
temperature increased during the initial rest gkréoseries of small fluctuations appeared in the
cell open-circuit potential (OCP). Typical magniasd of the potential variations were
approximately 0.1 - 0.3 V. These fluctuations irtgodial may be due to formation of surface
layers or changes in the conductivity of cell comgrats with temperature.

After the cell re-equilibrated and the 4-hour rpstiod ended, discharge of the cell

began. The voltage quickly dropped to a plateaapptoximately 2.5 V, where it remained until
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the discharge was nearly completed more than 1@sHater. As shown, the cell survives the
extremely high-temperature environment until thealffi voltage drop as the cell finishes
discharging. One limitation of this system is iggpacity: though the cell was anode-limited and
should have showed a total capacity of approxingat@lmA-h, it was only able to discharge 1.4
mA-h, less than 15% of the theoretical full celb@aity. This implies significant capacity losses

in one or both electrodes at these high tempemature

2.3.2 Propylene Carbonate Electrolyte

Propylene carbonate (PC) was chosen as a secectdoblte solvent because of its high
boiling point and ability to dissolve high concettons of LiBR. Figure 2.3b shows the
discharge performance of a full cell consistin@adithiated silicon anode and a Cfathode with
PC/LiBF, (at a concentration of 1M) electrolyte at 190 °Che performance of the cell is
comparable to that of one using the tetraglymetlte, showing a moderately flat discharge
region at approximately 2.5V that lasts for appneately 8 hours. Like the cell with tetraglyme-
based electrolyte, the discharge capacity obtaisesignificantly lower than the theoretical
capacity of this anode-limited cell — in this casaly about 10% of the theoretical value.
Nevertheless, these results indicate that eith@yybene carbonate or tetraglyme can perform for

at least 8 hours in these high-temperature cells.

2.3.3 F1S3M2 Electrolyte
The organosilicon electrolyte F1IS3M2 is similargilgme-based electrolytes in part of

the molecule (which serves to chelate to theitns dissolved the electrolyf§ but differs via
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Figure 2.Z. The discharge curves for cells containing alpingated silicon (100) wafer piec
and a Ck film electrode with either a) tetraglyme/LiBK1M) electrolyte, b) propyler
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the substitution of a silicon atom one end. In geheorganosilicon electrolytes possess
superior stability at high temperatures versus iticathl electrolyte solvents such as alkyl
carbonates?*?* Most organosilicon electrolytes investigated pwasly contain an Si-O bond
that can be easily attacked by fluorinated saltod®osition producté?® The specific
compound chosen here replaces the Si-O bond wi@ &id Si-F bonds. Figure 2.3c shows the
discharge curve for a cell containing lithiatedcsih and a Cf cast film electrode using an
F1S3M2/LIBF, (1M) electrolyte at 190 °C. Comparison of theséadaith the results of the
tetraglyme and propylene carbonate electrolytestestows that the F1S3M2 electrolyte
maintains its output voltage for a significantiyger time, although the discharge curve is not as
flat. Over the course of the 35+ hours of cell apien, the operating voltage of the cell decayed
from approximately 2.7 V to 1.7 V before finallyagiping precipitously at the end of the cell
lifetime. Because of the longer discharge times tall was able to achieve a better fraction of its
theoretical capacity (approximately 40%) comparedhose cells using either tetraglyme or

propylene carbonate as electrolytes.

2.4 Factors Affecting High-Temperature Breakdown

2.4.1 Silicon Self-Discharge and Room-Temperatureifcharge

To further investigate the reduced capacity of thgh-temperature cells, high-
temperature self-discharge experiments were coadu8i wafer pieces were lithiated to varying
charge capacities and then sealed into identicdl-téamperature cells with a CEathode and
high temperature electrolyte. The temperatures waraediately raised to 190 °C while the

OCP was monitored, but no discharge current wasalmved to pass through the cells. Figure
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Figure 2.4. The open-circuit voltage of cells containingal wafer samples piehiated ai

10mA-h (black curves) and 2.5mA-h (red curves).

Tdlectrolytes used are
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each case, the temperature of the oven contaihengells was increased from 25 to P@Dat

the same moment as voltage monitoring commenced.
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2.4 shows the resulting curves of OCP versus tipentsat 190 °C for each of the three
electrolyte systems studied. For each electrotyie,top curve, representing a cell containing a
Si wafer lithiated to 10 mA-h, maintained its OCPowe 2.5V for more than 40 hours.
Furthermore, the PC-containing cell did eventudigrease in potential after approximately 45
hours, while the tetraglyme- and F1S3M2-contairaalis survived for the entire duration of the
test (50 hours). In contrast, the bottom curveaohegraph, representing a cell containing a Si
wafer lithiated to only 2.5 mA-h, showed an OCPrease to below 1.0 V within the first 6
hours.

We also conducted tests with Li-Si + Cé¢ells identical to those in sections 3.1-3.3 but
discharged at room temperature. Figure 2.5 shoesaltage and current curves for three cells
held at 25 °C during discharge, one each for theetlelectrolytes investigated in this work. Each
is able to discharge for over 75 hours at i@0representing a discharge capacity of 78, 79, and
81 mA-h for the cells containing tetraglyme, PCd &1S3M2 electrolytes, respectively. Since
each anode was pre-charged to 100mA-h, these gigomely that approximately 80% of the
original charge capacity was recovered in each.c@bkes is a stark contrast to the high
temperature experiments, none of which recoveredentllan 50% of their original charge
capacity during discharge at 190 °C. Though thectexalues of these recovery percentages
depend on the defined voltage point at which thedecgnds (chosen to be 0.5 V for these tests),

the relative trend between room- and high-tempegattill holds.
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Figure 2.5. The 25 °C discharge curves for cells containingedifhiated silicon (100) wafe
chip and a CFx fih electrode with an electrolyte made from LiBF4 andetraglyme solver
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2.4.2 Atmospheric-Sampling Mass Spectrometry

To investigate the high-temperature stabilityled electrolytes alone and in contact with
electrodes at high temperatures, atmospheric-sagiptiass spectrometry was employed to
monitor decomposition products present in the hesoks above the electrolyte while varying the
temperature. Figure 2.6 shows mass spectra faraghgme/LiBF; electrolyte solution in contact
with a CK electrode and with a Li-Si electrode identicaltihose used in the discharge tests
described above. First, figure 2.6a shows datatlfercase where a CHRilm electrode was
immersed in the electrolyte. A comparison of thessngpectra shows that there is no change in
the mass spectrum as the temperature increases,aetke maximum of 190 °C. The largest
peaks in the spectrum are due to argon, whichad as the purge gas in the cell, which displays
four main peaks'Ar appears at 40 m/z for the 1+ ion and 20 m/ztier2+ ion, while€®Ar also
appears at 36 and 18 m/z for the 1+ and 2+ ionseotively. There are also small remnants of
air, represented mainly by,Nat 28 m/z and © at 32 m/z as well as their 2+ forms at half of
those m/z values. Because of the absence of nels peigh increasing temperature, we can
conclude that the tetraglyme/LiBElectrolyte is quite stable at temperatures ak hgy190 °C
even in the presence of the Gfurface and that no gaseous products are given dfftectable
amounts.

Figure 2.6b shows mass spectrometry data aften-@i lsample was immersed in
tetraglyme/LiBR (1M) electrolyte. When heated to 190 °C the massctsoscopy data show
several small new peaks at 190 °C. The most imrtedgliabvious are new features at 58 and 88
m/z, and closer examination of the low-m/z regiboven in Figure 2.6¢ reveals that there are

also new sets of peaks centered at 29 m/z and Z5By/comparing with literature spectra from
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the NIST database, we find that the pattern of paaknot a good match for tetraglyffie
which would have its principal peak at m/z = 59a| as a moderately strong peak at m/z =
103; neither of these is observed. Instead, thetspe is a better match for 1,4-diox&hevhich
has large peaks at m/z = 58 and 88 and clustemmdnm/z = 29 and m/z=43. Since these peaks
only appear when the electrolyte is in contact Witlsi electrode and not when the electrolyte is
in contact with CE; their presence shows that there must be a path@ragecomposition
induced by the lithiated silicon.

Further thermal stability tests were also conduatetth the other electrolytes used in
high-temperature discharge tests. Figure 2.7 shibevatmospheric sampling mass spectrometry
data for propylene carbonate/LiBFELM) salt in contact with a Li-Si or GFelectrode. For both
the CkK electrode in Figure 2.7a and the Li-Si electraaé-igure 2.7b, there are no detectable
signals aside from the atmospheric gases even(af@9The absence of new peaks indicates
that if there is any decomposition occurring in B electrolyte, it does not produce detectable
gaseous byproducts in the cells, although solichamvolatile liquid products could still be
formed.

Finally, Figure 2.8 shows the atmospheric samplimgss spectrometry data for the
F1S3M2/LIBF, (1M) electrolyte tested in the same manner. la thise, the neat solvent displays
several peaks indicating some thermal decompositidb0 °C and above. Figures 2.8b and 2.8c
respectively show that inclusion of a ,Gfathode or a Li-Si anode in the testing vial peatlino
change and we see the same decomposition as fonethieelectrolyte. Closer examination
reveals the largest decomposition peak appeargzat 81 m/z with smaller peaks at m/z = 58,

67, 77, 88, and 96 as well as clusters near m/® aril 42. By comparison with literature
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spectrd’, we attribute the peaks at m/z = 58 and 88 andltisters near m/z = 29 and 42 to
1,4-dioxane, just as in the tetraglyme experimemtss assignment is reasonable since both
tetraglyme and F1S3M2 contain similar glycol chaimast presumably form 1,4-dioxane during
decomposition. The other peaks at m/z = 67, 77, &id 96 are a good match for
difluorodimethylsilan&’, which could result from Fattack at the silicon atom of F1S3M2. Much
like the case for tetraglyme, all the decomposipeaks are relatively small and do not represent

catastrophic breakdown of the electrolyte.

2.4.3 Germanium Anode

To further demonstrate the versatility of the systa germanium (100) wafer piece (Ga-
doped, p-type, 0.02-0.0Q-cm) was lithiated in the same manner as the silgamples in the
experiments described above. The Li-Ge electrodse th@n removed from the precursor
lithiation cell, put into a high-temperature celitiva CK film electrode and tetraglyme/LiBF
electrolyte. Figure 2.9 shows the discharge cutv&98 °C. The cell displays a flat plateau at
approximately 2.5V as the cell discharges, andctiesurvives for more than 1 day at 190 °C.
The cell in figure 2.9 was able to discharge appnately 28% of the theoretical capacity of this
anode-limited cell. These results demonstrate Itttahted germanium can also be an effective
anode at high temperatures, and appears able tdaimaits capacity even better than silicon in

this environment.
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2.5 Discussion

The experiments described above show that Li-Sidesocan be paired with CF
cathodes to create primary lithium cells that cparate at very high temperatures in excess of
the melting point of lithium. The cells are capablieoperating using any of three different
electrolyte solvents that are quite chemicallyiddit(one carbonate, one glyme chain, and one
glyme-based organosilicon compound). Going beydred successful discharging of the cells,
two general observations are clear from the cotlacof data in this study. First, for all three
electrolytes there is some lost some capacitygtt temperature versus their room temperature
performance, as seen by comparing Figures 2.3 abd Second, even though all three
electrolytes perform identically at room temperafwhen discharged at high temperature their
performances are noticeably different between edbgtes, particularly in the case of F1S3M2
versus the other two solvents, PC and tetraglyme. Ml discuss each of these two main
observations in turn.

First we will consider the capacity loss seen ih @ectrolyte systems at high
temperature. For all three electrolytes, the sultistadecrease in Columbic efficiency from
~80% at room temperature to 10-40% (depending ovestl observed at 190 °C shows that
additional mechanism(s) for capacity loss are thioed at high temperatures. Furthermore, the
reduced discharge capacity of the planar silicolls & high temperature and the complete
failure of silicon nanoparticle anodes at high temapure could both be explained by a loss of
lithium from the silicon at higher temperaturesidénce for this process is provided by the fact
that for the tetraglyme electrolyte, decomposittonform 1,4-dioxane only occurs when the

lithiated silicon anode is present, as seen in rféigl6. This proposed lithium loss from the
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silicon is also consistent with work by Park anceIstowing that lithiated silicon particles of
smaller size display more thermal decomposition ifasnitored by differential scanning
calorimetry) at lower onset temperatures than lagjicon particles in the presence of an
ethylene carbonate/diethylene carbonate/ki€lEctrolyté. They also found that higher degrees
of lithiation in the silicon increased the amouritdecomposition and caused a lower onset
temperature of the decomposition, indicating that lithium is a reactant in the decomposition
reaction. In the temperature regime relevant fas thork, Park and Lee attribute the main
decomposition event they observe (near 140 °)eaomal decomposition of the SEI layer.

Though Park and Lee use a different electrolytenfithose in this test, if a similar
process is occurring in our cells, SEI decompasitould lead to SEI components dissolving
back into the electrolyte, re-exposing the surfafethe lithiated silicon surface. This re-
dissolution is sensible since the anode SEI is éarfoy reduction of electrolyte components and
is therefore expected to be chemically quite simitathe electrolyte itself. Once the anode
surface is exposed by SEI decomposition, new Sklbeaformed since the lithiated silicon has
not changed and thus should still be at an eleotmmical potential low enough to reduce
electrolyte components. In order to maintain chaogéance, for each electron involved in
reduction of an electrolyte component, a correspandi” cation must also leave the anode and
either coordinate in the SEI or solvate in the etdygte. In this manner, continual cycles of SEI
formation and decomposition could considerably eiplhe lithium in the anode.

To explain the behavior seen in the self-dischaggeriments in Figure 2.4, where the
more lithiated electrodes maintained their OCPnfiany hours while the less lithiated electrodes

quickly lost OCP, we can consider the depth ofdiibn of the silicon. Silicon samples that are
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lithiated to a higher capacity will have lithiumegeer into the Si lattice, and deeper lithium
atoms will take longer to diffuse out of the silicsurface than shallower lithium atoms. Previous
TEM studies have showhthat the lithiation front proceeds as a sharpeiiag boundary during
the electrochemical lithiation of a silicon wafeitlwa lithium metal counter electrode. Using this
approximation, we estimate the lithiation depthdaypical silicon wafer sample as used in this
study to be 14um for a 10 mA-h charge and 3u6 for a 2.5 mA-h charge. Diffusion of Li out
from shallow lithiation depths at high temperatweuld explain the observed total failure of
nanoparticle composite anodes, since the deptlthad@itlon in those particles is, at most, the
radius of the patrticles, which is much less thgul Even for electrodes that are lithiated to
sufficient depth to maintain a stable OCP at hgynpgerature and discharge useful current, this
process of lithium loss would explain why a sigrafit fraction of the anode charge capacity is
never retrieved during high temperature dischaFgethermore, the loss must be mainly to the
surface and/or electrolyte as opposed to deepthetbulk of the silicon, since the nanoparticle
electrodes do not have a bulk reservoir of unliddasilicon. Finally, the observed loss of cell
potential at approximately 45 hours into the s&dtdarge test for the PC-containing cell in
section 4.1 is consistent with the PC-containin baving the shortest discharge time in
sections 3.1-3, providing further evidence of aramtion between those experiments.

We can rationalize the high Coulombic efficiencyaied using a germanium anode (as
compared to silicon) in two ways. First, the diffity of lithium in germanium is 400 times
greater than in silicd, so lithium is expected to penetrate more deepty the Ge lattice than it
does into the Si during the pre-lithiation steplléwing our working hypothesis that reduced

Coulombic efficiency is due to lithium loss fromanehe surface, we would therefore expect a
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higher efficiency for the more deeply lithiated m@nium anode as compared to silicon.
Second, the solubility of lithium in germanium igrgficantly higher than in silicon (as
calculated by DFT}, supporting the hypothesis that the lithium is enanstable in the silicon
anode at high temperature than it is in germaniline lower stability of the Li-Si alloy could
then lead to more reaction with the electrolyte tloe Li-Si system and therefore decreased
Coulombic efficiency compared to the Li-Ge systeAt room temperature the lower
thermodynamic stability of Li in Si (as comparedGe) may be partially mitigated by larger
kinetic barriers to Li diffusion in silicon (for single Li" ion, 0.62 eV for Si versus 0.44eV for
Ge, as calculated by DFf) but at higher temperatures the thermodynamidh@fsystem are
more likely to dominate, favoring lithium stabilily germanium as compared to silicon.

Next, we consider the superior high-temperaturdopmance of the F1S3M2-based
electrolyte as compared to the tetraglyme- and &&db electrolytes. We may assume that the
LiBF, salt plays only a secondary role in any decompusiprocesses since it is constant
between all three systems. Therefore the primatgran any decomposition must be the
electrolyte solvent, though attack by BMBF;, or F may also participate in decomposition as
PR does in a different organosilicon electrolyte eys$t. As seen comparing Figure 2.8 with
Figures 2.6 and 2.7, the decomposition of F1S3MRiglt temperatures is actually larger than
that of either PC or tetraglyme. At first glancasthigh level of decomposition appears
surprising considering that F1S3M2 produces théndsy Coulombic efficiency in the high-
temperature cell tests. Of course, because thesgaksmall in the mass spectra (all are smaller
than the residual £xhat remains even after extensive purging) anctétie still function in the

discharge experiments described above, it musthbe @any decomposition reactions for the
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various electrolytes do not take place very rapidly. the decomposition clearly does not
cause catastrophic cell failure. Nevertheless,ay rbe that the decomposition of the F1S3M2
electrolyte at high temperature is actually the keyits superior performance. In a series of
accelerating-rate calorimetry experiments, Wang@akn found® that both lithiated silicon and
lithiated graphite react with an alkyl carbonatesdsh electrolyte at high temperatures. In a
detailed analysis, however, they discovered th#ticker layer of decomposition products is
formed on the silicon surface as compared to tlaplgte surface, and that this thicker layer
actually slows down further reaction with the elelgtte once it is formed. In our case, it may be
it is the different electrolytes that provide theffetent breakdown performances that
subsequently affect cell performance. By our ma&stsometry results (Figures 2.6-2.8), it is
clear that FIS3M2 has the highest degree of breakdat high temperature of the three
electrolytes tested, and if FLS3M2 therefore fothesthickest surface decomposition layer, this
could impede further lithium loss from the eleckodnd explain the higher Coulombic
efficiency achieved for the F1S3M2 cell.

It is worth noting that this explanation leads he tonclusion that F1S3M2 occupies a
“sweet spot” in terms of the extent of its breakdowCertainly an electrolyte component
(whether solvent, salt, or additive) that reactsal quickly with the lithiated silicon electrode at
high temperature would most likely either form awehick and high-impedance layer that
reduced the ability of the cell to transport chargepossibly even produce gaseous byproducts
that would over-pressurize the cell. Converselyelactrolyte that formed an insufficiently thick
decomposition layer would presumably be subjeatawtinuing lithium losses throughout cell

operation. This suggests that the best cell pedooa should be obtained by finding the
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electrolyte system that offers the right balancel@tomposition and stability, very analogous
to the need to form a high-performance SEI layemomm temperature cells that the traditional

alkyl carbonate electrolytes fulfill so well.

2.6 Conclusion
This work demonstrates the feasibility of very higmperature stable lithium-ion

batteries, operating at temperatures above thangegdoint of lithium. The performance appears
to depend on sufficient degree (that is, depthlitbfation of the silicon anode material. Once
sufficient lithiation is achieved, the cells aralde under discharge conditions for hours at a
temperature above the melting point of lithium (T'&), and in some cases (such as with the
organosilicon electrolyte F1IS3M2), they are stablder discharge for days. The cells are also
stable at rest for at least several days at thee dagh temperatures. The cells are fully viable
with any of several electrolyte solvents and thisreromise for other alloyed anodes (such as
lithiated Ge), though the choice of salt is curehimited to LiBF,. Detailed experiments on the
nature of the capacity loss at high temperaturevedahat the mechanism of loss is most likely
decomposition or dissolution of the SEI layer aghhtemperature, which exposes the Li-Si
electrode surface and allows for continual new f8Ehation, which eventually depletes the cell
capacity significantly. The organosilicon F1S3M2attolyte displayed the best performance,
likely due to forming a decomposition layer on thkiated silicon surface that, once formed,
prevents further lithium loss from the anode. Disghe lost capacity seen at high temperature,
the cells are still viable and with further refinemh could enable applications such as a new
generation of robotic systems for deep-earth eqpilmm where the ambient temperature is

extremely high.
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Chapter 3
Surface Chemistry of SEI Layer Formation on SingleCrystal Si (100) Using

Organosilicon Electrolytes for Next-Generation Lithum-lon Batteries

3.1 Introduction

Lithium-ion batteries (LIBs) are one of the masipiortant technological advances of the
past few decades, enabling everything from smartefi@and laptops to electric carsIBs were
originally proposed by Armaridas well as Scrosati and co-worKerand credit is generally
given to Goodenough and co-workerfer demonstrating key parts of the working system
(particularly cathode materials). Lithium-ion baiés have been so successful due to their very
high energy density and relatively long cycle livetative to other secondary (rechargeable)
battery chemistri€s Nevertheless, gains made in recent years toetfidiencies and capacities
have been mostly a result of engineering efforuindamental materials advances will be
necessary to make truly groundbreaking advancddBncapacity with the goal of enabling
electric cars that can rival gasoline-powered MeBitn range and reliability. Currently, in order
to power an electric car with the same range aanlt bf gasoline provides, the batteries
necessary would weigh so much that the car wouldpeactically heavy.

Lithium-ion batteries consist of three principaingponents: the anode, the cathode, and
the electrolyte. By definition, neither electrogean LIB is made of lithium metal, but instead
both are intercalation compounds that can accépiuhn cations into their existing lattices.

Lithium itself is therefore not oxidized or reduceda lithium-ion battery, instead remaining as
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Li*; it is the active intercalation material in theode and cathode that undergo oxidation and
reduction. The most commonly used anode materialifrent generation LIBs is graphite, while
cathode materials are generally some lithium-coimgi metal oxide, most commonly LiCeO
The capacity of a given cell is determined by thr®ants of these active materials present. If we
seek a battery with a higher capacity (or, equivifye a battery of equal capacity but lighter
weight), replacement of one or both of the actiatanals is the most attractive option.

If we seek to improve the capacity of the anodéensd, we must find a replacement for
graphite. Graphite forms Lidn its most lithiated phaSewhich equates to an intrinsic lithium
intercalation capacity of 372 mAh/g. Graphite his® deen successful in commercial LIBs due
to its formation of a very stable solid-electrolytgéerphase (SEI) in certain electrolytes. This
layer forms on the first charge of the battery aotdsequently protects the graphite surface and
electrolyte from further decomposition reactionstts very reducing potentials at the anode
surface. Nevertheless, graphite’s intrinsic capasitrelatively low compared to other materials
such as silicon, which has a capacity of approxage8580 mAh/g for LisSis, the most lithiated
phase produced at room temperatutédis 10-fold increase in capacity means thatailioffers
exceptional promise for the next generation ofditf-ion batteries. Silicon is also non-toxic and
abundant in the earth’s crust, and a large siligmocessing industry already exists.
Unfortunately, silicon’s greatest advantage is alsanain disadvantage: in transforming from
pure Si to highly lithiated phases such ag3ik, the silicon can undergo a volume expansion of
as much as 270%This large volume chance causes self-pulverinatibthe electrode active
material (which is often in the form of micro- oamoparticles) and loss of electrical contact,

leading to severe capacity fade as the cell c§gles
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Though the self-pulverization of silicon anode emitls presents a large challenge,
significant improvements can be made via nanosiring the silicon active materfal Various
groups have used silicon nanowiresnanospheré§ nanoplatelefs, and even hollow
nanoshell¥' to obtain better cycling performance than withgéar (microscale or bulk) silicon
material. It appears that in many cases there dstigal length for nanoscaled silicon below
which the structure will not fracture; for exampler, nanospheres it is approximately 150 nm in
diametet? . For amorphous silicon the dimension appearstsignificantly larger, for example
870 nm in amorphous Si nanosphéte$he nanoscaling approach appears to solve thegdnh
pulverization problem of silicon itself, but anottehallenge remains: that of the accommodation
of the volume expansion by the silicon SEI layéeceode binder, and other materials which
may be present in the vicinity of the silicon aetimaterial itseff. Thus, in addition to the self-
passivating and electrochemically stable properggpected from SEI layers in current-
generation batteries, electrolytes for next-gemamakIBs with silicon anodes must also form
mechanically compliant SEI layers.

Another area of desired improvement for lithium-ibatteries is the safety of the
electrolyte. Though incidents of failure are relaly rare, current-generation batteries employ
organic carbonates as their electrolyte solVénfEhese compounds are quite flammable, and
many have flash points near room temperature. giig@isents an especially severe problem since
one of the failure modes of LIBs involves lithiurardirite formation across the cell, creating an
electrical short. Once a short is created, largewants of current can flow through a relatively
small area (particularly if the short is a singéndrite), causing large heat buildup and a possible

fire. Next-generation batteries may employ lessnfteable compounds if suitable electrolyte
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solvents can be identified. Of course, any new ammgds must also possess th€ Li
conductivity and electrochemical stability that reathe organic carbonates so successful in
LIBs. One class of compounds that holds great pens the family of organosilicon glyme-
based solvent&'® These compounds have much higher flash pointgterchal stabilities than
the organic carbonate-based electrolytes currémtlige, and can offer nearly equal performance
characteristics as wéll*® In some cases the electrochemical stability wind® even greater
than that of a typical carbonate electroffite

In this study we investigate the surface chemisfrthe SEI formation on silicon anodes
by two different organosilicon compounds, shownFigure 3.1 and designated 1NM2 and
1S3M2. A close analogue to the organosilicon compaiesignated 1NM3 studied previouis|y
INM2 is an example of an organosilicon compoundart Si-O bond that was found to be a
site vulnerable to attatkby species deriving from the common electrolyti ls@Fs. 1S3M2,
on the other hand, is identical to 1INM2 except tlhgiossesses no such Si-O bond, instead
having a propyl spacer present between the Si ainthe first O atom of the glyme chain.
1S3M2 is therefore expected to offer even greatemical and thermal stability due to the
removal of the Si-O attack site. For ease of intggtion, the Si anodes investigated in this study
were single-crystal wafer samples that were bomped to a very high conductivity. These
samples had very well-defined (100) surfaces expasel no binder or conductive additive (i.e.

carbon black) that would complicate the analysithefSEI formation.
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b)

Figure 3.1. Structures of the two organosilicon compounds usethis study,a) (2-(2-
methoxyethoxy)ethoxy)trimethylsilane (1NM2) ankl) (3-(2-(2-methoxyethoxy)ethoxy)-

propyltrimethylsilane (1S3M2).
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3.2 Experimental Methods

Single-crystal silicon (100) wafers (B-doped, @1 Q-cm, Addison Engineering) were
cut into ~1 crf squares to fit inside the coin cells, and themméel by ozone via exposure to a
low-pressure Hg lamp for a minimum of 4 hours. Aftkeaning, Si wafer samples were stored in
an argon glove box until use. In order to inveseghe SEI formation on silicon single-crystal
anodes, anode half-cells were constructed in tyJ82 Zoin cells (Hohsen). Figure 3.2 shows a
schematic of the cell assembly process, which Weays conducted entirely in an argon glove
box. Briefly, the cleaned Si wafer samples wereguiainto a coin cell bottom, and then covered
with 60 pL of electrolyte. Electrolytes consisted of eiti®&tM2 or 1S3M2 with 1M LiPE salt
(all obtained from Silatronix). A Celgard 2500 segiar was then applied to the wet Si surface,
followed by another 2QL of electrolyte on top of the separator. A Li fabunter electrode
(Rockford Lithium, 0.008” thickness) was added néallowed by the rest of the components to
complete the cell. The cells were then crimped ydraulic press (Hohsen) to seal them and
then removed from the glove box to normal atmospli@relectrochemical testing.

All electrochemical tests were conducted on anirAthstruments MSTAT 12-channel
battery tester. Typically, cells were charged atoastant current of 150A until reaching a
specific voltage (most commonly, 200 or 50 mV) dhdn held at that potential for a pre-set
amount of time. The amount of hold time was vateg@robe the time-dependent SEI formation.
Though the silicon SEI remains much less studieel SEI formation on graphite is known to be
strongly voltage-dependéhtand it has also been found that the SEI growtstrisngly time-

dependent and relatively independent of the cheatg®®. The constant current of 1500 was
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Figure 3.2. A schematic of a typical 2032 coin cell constructed this study. This anoc

half-cell consists of a singlerystal silicon (100) wafer electrode with Li fodountel

electrode. The electrolyte was added on both sifldse Celgard 2500 separator.
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chosen to reach the hold potential in a relatialgrt amount of time (typically ~2 minutes)
so that most of the testing time was spent at pefcthe hold potential.

After completion of the electrochemical testingll€ were transported back into the
argon glove box and disassembled. The Si electnodes extracted, rinsed with glyme (Aldrich,
anhydrous, 99.5%), dried by blowing with argon, drahsported in a sealed container with
argon atmosphere to the X-ray photoelectron speeter (XPS) or scanning electron
microscope (SEM) for analysis. Only a brief (~30)s&@osure to the atmosphere was required
for loading the samples into either the SEM orXiRS. SEM analysis was conducted on a LEO
Supra 55 VP field-emission instrument. XPS analygs conducted in an ultra-high vacuum
environment using a monochromated AlaKsource and 16-channel detector attached to a
hemispherical analyzer. All spectra were takengiaid5° take-off angle. Data were analyzed by
fitting the resulting spectra to Voigt functionstiwvia polynomial baseline and correcting the
resulting peak areas by dividing by the atomic ity factors* (0.296 for C(1s), 1.0 for F(1s),
0.025 for Li(1s), 0.711 for O(1s), 0.412 for P(2phd 0.283 for Si(2p)). All spectra were shifted
so that the lowest-binding energy carbon (1s) pegkesenting the adventitious carbon present

on all samples, had a maximum at 284.8 eV.

3.3 Results

3.3.1 Electrochemical Lithiation
Figure 3.3 shows a charging plot for a typicafeall containing a silicon electrode and

Li foil counter electrode. The initial cell operraiit potential is approximately 2.6 V (values
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ranging from 2.5 V to 3.0V were common for thisaygf cell). At the beginning of the charge
step, the current (red curve) is initially set toamnstant value of 150A and the potential (blue
curve) begins to decrease from its open-circuitu@alAfter approximately 3 minutes, the
potential reaches 200 mV, which was the desiredmniat for this particular cell. At this point
the voltage holds at 200 mV for the remainder ef tibst, while the current begins to decrease.
For this step the current value is set to whateadue is necessary to hold the potential at 200
mV, which requires a decreasing current as thegehproceeds. In this case, the cell continued
to charge for a total of 4 hours, but only thetf8® minutes are shown for clarity in the initial
few minutes. Though a large variety of cells weomstructed with varying hold potentials,
charge times, and electrolyte compositions, therdsd features of the plot in Figure 3.3 were

consistent between all cells.

3.3.2 Scanning Electron Microscopy

Figure 3.4 shows scanning electron microscope énafithe SEI layer formed on single-
crystal Si. In Figure 3.4a, we see the SEI formgdihe 1NM2 + LiPEk electrolyte, which
appears to consist of many spherical structurethersurface that have begun to meld. These
structures may begin at crystal defects on theasarind grow over time until they merge with
one another. In contrast, Figure 3.4b shows thef&faled by the 1S3M2 + LiRFelectrolyte.
Though qualitatively similar in the appearance loé spherical structures on the surface, the
spheres are much more sparsely placed on the suffac these images, both electrodes were
held at 50 mV versus their Li foil counter electesdand an equal amount of total charge was
allowed to flow for both, though this took ~30 mor the 1NM2 cell and ~ 4 hr for the 1S3M2

cell. The fact that the structures on the electrfool® the 1S3M2 cell appear less densely packed
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Figure 3.4. Scanning electron microscope images of the SEIrléyrened on silicon bya)
1INM2 + LiPFs electrolyte and) 1S3M2 + LiPk electrolyte. Both samples were held al

mV until reaching the same total capacity. An aexaing voltage of 5kV and a 14n

working distance were used.



59
and perhaps slightly larger may indicate that Sfinfation is more easily initiated for INM2

than for 1S3M2.

3.3.3 X-ray Photoelectron Spectroscopy

Figure 3.5 shows high-resolution XPS spectra f& &100) wafer electrode charged to
50 mV and held at that potential for 4 hours irell containing 1INM2 + LiPE(1M) electrolyte
and a Li foil counter electrode. Other experimefuisle infrg indicated that this time and
voltage were sufficient to produce what can be iclmned the steady-state SEI, which is no
longer changing within the sampling depth of theSXideasurement (~5 nm). Spectra for six
different elemental regions are shown. Figure 3fx@awvs the carbon (1s) region of the spectrum,
which displays three constituent peaks. The loweasting energy peak, at 284.8 eV, is due to
adventitious carbon contamination that appearsllosugaces and is not of significant interest.
The middle peak, generally near 286.5 eV, is coasiswith lightly oxidized carbons such as
those in the ether groups of a glycol cRaiThe highest-binding energy peak, generally near
289.5 eV, could be due to either highly oxidizedbcais such as those in a carboxylic acid or
ester grouf®, or lightly fluorinated carbons such as -CHF- gl Figure 3.5b shows the
fluorine (1s) region of the spectrum, which disgléyvo components at 685 and 687.5 eV. These
could be due to species such as kilPF LiF which have been previously observed in pthe
studies of SEI layef& Figure 3.5c shows the lithium (1s) region of XS spectrum, which
appears to be composed of two components at verjasibinding energies. In this case the
fitting routine does not necessarily produce a uaigesult, and since lithium is nearly always

present in a Lioxidation state, the binding energy measured W& Xs not expected to change



60

a) 10000 3 ) 103 F (1s) 3
8000 3 2 8000 3 3
,, 60003 = 2 073 3
R - g§ 3 ]
© 4000 3 = 40003 3
2000 3 = 2000 3 3
OE ‘ 0:1I|||I|l]I||l]lll]lll'lll]lll]lll]:
2s|35 2s|30 2;35 2;30 694 692 690 688 686 684 682 680 678
Binding Energy (eV) Binding Energy (eV)
C) 2500 Li (1s) F d) 0000 -
] s} ; O (1s)
2000 -] E 3
] C 60000
o 1500 - ° E
§ 3 40000
1000 n ° E
] C 20000 3
500—_ - B
0 _llll[lllI|llll]llll]llll|lllllllll[llll]llll]llll]llll]llll]llll|_ 0 -
60 58 56 54 52 50 48 536 534 532 530 528 526 524
Binding Energy (eV) f) Binding Energy (eV)
€) s+ _ 800 . -
E P(2p) [ E Si(2p) £
600 3 600 -
. C 3 .
- e = @ _: E
£ E T € 3 F
S 400 E 3 03 3
o 3 E E E
200 3 E 200 2
E E i MR S —
ottt — 7 I I I T I I I I

106 104 102 100 98 96 94 92
Binding Energy (eV)

140 135 130 125
Binding Energy (eV)

Figure 3.t. High-resolution XPS spectra of a Si (100) wafer elearextracted from a ce
containing INM2/LiPE (1M) electrolyte that was charged to 50 mV andilatlthat potential for
hours. Experiments condudteat other time points indicated that the spech@ava represent tt
“steadystate” SEI that is no longer changing with timeleaist in the sampling depth of the X

technique.



61
significantly even for very different Li-containingpmpounds. Figure 3.5d shows the oxygen
(1s) region of the spectrum, and displays one lage feature at 531.5 eV and two smaller ones
at 530.5 and 533 eV. Figure 3.5e shows the phoaph@p) region, which displays two small
features at 133 and 136 eV. Finally, Figure 3.%fvehthe silicon (2p) region, which shows only
a very small signal at approximately 100.5 eV. Tikisiotable since the substrate is the silicon
electrode, indicating that a thick enough layer faasmed on the surface of the electrode to
almost completely attenuate the signal from bendetISEI layer.

Figure 3.6 shows XPS data from a Si (100) wafexctebde charged in conditions
identical to the electrode detailed in Figure 3U5With a 1S3M2 + LiPkelectrolyte instead of a
1NM2-based electrolyte. As before, other time aollage experiments indicated that this time
and voltage were sufficient to produce the steddiesSEI. Qualitatively, the elemental regions
in Figure 3.6 look very similar to those in Figi8&. This is not too surprising, as the samples
differ only in the electrolyte solvent to which thevere exposed, and 1INM2 and 1S3M2 are
quite similar structurally as shown in Figure 3kspite the similarities, Figure 3.6f does show
one notable difference, in that significantly maiécon appears than seen in the equivalent
Figure 3.5f. This relatively lower attenuation dktunderlying Si peak indicates that the layer
that forms on top of the silicon electrode in théM2 cell must be thicker than the layer that
forms in the 1S3M2 cell.

In order to examine the progress of SEI formatmnre cells identical in construction to
those described above were built and subsequemhged at different voltages and for different
amounts of time. In order to provide some focuthtorather large data set that resulted, only the

carbon (1s) region is considered for the next sactrigure 3.7 shows XPS results of the carbon
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(1s) region of the spectrum for samples chargedelts containing the 1INM2 + LiRF
electrolyte. In the left column, samples held & 20V for 1, 2, and 4 hours are shown. At this
potential we expect only minimal lithiation of thiéicon to occu®®, so it provides a way to probe
only the initial SEI formation. The three constittideatures described previously (adventitious
carbon at 284.4 eV, glycol-like carbon at 286.5 akg highly oxidized carbon at 289.5 eV) are
visible in the spectra for all three time stepsgémeral, only the area of the adventitious carbon
peak changes significantly as the hold time isedirivhatever surface species are formed at
200mV appear to remain relatively unchanged overctiurse of the studies.

The right-hand column of Figure 3.7 shows similarbon (1s) spectra, for cells that have
been charged to and held at 50mV. At this potensignificant lithiation of the silicon is
expected to occtft as well as continuing SEI formation. As before,see three main features in
the carbon (1s) region. Also as before, the featdeenot change significantly from 1 to 2 to 4
hours of charge time, indicating that whatever aefspecies appear in the first hour do not
change significantly after that point. The mostati¢ difference between these spectra and those
in the left column is that the peak at highest lsigcenergy (289.5 eV) is much larger in relative
intensity. This increase in C(1s) intensity atdingy energies higher that that of adventitious
carbon demonstrates clear formation of a signitiGfi layef®

In a parallel series of studies, similar experitaemere conducted using 1S3M2 + LPF
(1M) electrolyte and time steps of 2, 4, and 8 bolihe times used in these experiments were
longer than those discussed above since the cowidpcf 1S3M2 is lower than that of 1INM2
and therefore less current flows when a 1S3M2-aainig cell is held at a given voltage than

would flow for an equivalent cell containing INM2. the left column of Figure 3.8 we see the
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result of cells charged to and held at 200 mV. Miiahthe results shown in Figure 3.7, there
are three principal peaks visible, at 284.8 eV,.288/, and 289.5 eV. A comparison of the
spectra obtained after lithiation in 1S3M2 (Fig8)3and in 1INM2 (Fig. 3.7) shows that the
highest-binding energy peak in all three spectréherieft side of Figure 3.8 (1S3M2 electrolyte)
is much smaller than the equivalent peaks in Figure(1NM2 electrolyte). The middle peak is
somewhat smaller in comparison as well. In contitagt spectra on the right side of Figure 3.8
are much more similar to their counterparts in Feg8.7, with a very large highest-binding
energy peak that dwarfs both the adventitious cadoad glycol-like carbon peaks. The middle
ether-like peak in these spectra for 1S3M2 alse@argpslightly smaller than its counterpart from

the INM2 spectra at 50 mV.

3.3.4 XPS Correlation Analysis

Another observation from Figures 3.7 and 3.8 & there are moderately large variations
in the absolute intensities of many of the peaks/den different samples. These variations are
most likely due to inhomogeneities in the SEI lgyfarmed on top of the silicon electrodes. In
order to help identify what changes are reflectiohghe changes in surface chemistry, we
embarked on a program of correlation analysis tengtt to extract information from the data in
aggregate that would otherwise be obscured by satopgample variations. This approach can
shed light on which elements are positively cotegla(indicating that they are most likely
present together in the SEI) or negatively coresldindicating that the species containing one is
replacing or covering up the other).

First, we examine the correlations apparent fer hlgh-binding energy carbon peak at

around 289.5 eV. Figure 3.9 shows a correlatiort plbere each point signifies a single
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electrode, plotted according to its peak areaHerdilicon (2p) peak on the x-axis and its peak
area for the 289.5 eV carbon (1s) peak on the g-akne plot includes electrodes from both
INM2 and 1S3M2 cells held at various voltages (lgds® mV and 200 mV) as well as several
bare Si samples that were never exposed to elgietrdlhe bare silicon samples lie at the right
extreme, representing only carbon contamination\argl high silicon signal. All other points,
from electrodes that were lithiated to varying é&g; contain more carbon and less silicon. The
negative correlation between high-binding carbod &n is thus apparent when the data are
plotted in this way. There is also a trend thatgbents that represent higher degrees of lithiation
(those in open circles) correspond to much higmoumts of carbon and lower amounts of
silicon.

Figure 3.10 shows correlations of the highestdbipdcarbon (1s) peak in order to
determine if the peak’s origin is in an oxidizedesigs (such as a carboxylic acid) or a
fluorinated species (such as LLFFirst, in Figure 3.10a, the correlation betwdkea highest-
binding carbon (1s) peak and the total fluoringoiesented. The negative correlation is quite
clear, and more highly charged samples have matsraand less fluorine. In addition, the
electrodes charged in the presence of 1INM2 elgtérglenerally display more carbon and less
fluorine than the electrodes charged in the presefd S3M2 electrolyte, though all the points
appear to lie near the same curve. On the othed, halgure 3.10b, shows the correlation
between the highest-binding carbon (1s) peak amdotial oxygen (1s) area. In this case, there is
a positive correlation, with both high-binding canband oxygen increasing together as charging
and lithiation proceed to greater extents. Agalg points from cells with the two different

electrolytes appear to follow one curve, though iNM2-charged electrodes display higher
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carbon (and thus also higher oxygen) than theinmwmparts from cells containing 1S3M2.
Taken together, the comparisons in Figure 3.10 biguously demonstrate that the highest-
binding carbon peak has its origins in a highlydized species such as a carboxylate or ester
and not in a fluorinated species.

The correlations of the total phosphorus (2p) pawda are also useful to examine. In
Figure 3.11a, the correlation of the high-bindirgybon (1s) with total phosphorus (2p) is
presented. The bare silicon controls displayed mesphorus and very little carbon, while the
lithiated electrode samples display a negativeetation with relatively higher degrees of charge
displaying more carbon and less phosphorus. Boti2Bnd 1S3M2 cells produced points that
appear to fall on the same curve. The electrodasgeldd with 1INM2 also tend to be clustered
farther to the right, indicating the presence moaebon and less phosphorus at the electrode
surface for INM2 than for 1S3M2. The negative datren of both P and F with the high-
binding carbon suggests that P and F may be pelsitoorrelated with one another. Figure 3.10b
confirms this relationship, showing a positive etation with less phosphorus and fluorine on
samples that had been charged more extensivelyerieral, electrodes from 1NM2-containing
cells also displayed lower amounts of both phogphand fluorine than those from cells using

1S3M2.
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3.4 Discussion

Figures 3.5 and 3.6 together show the formatioa eignificant carbon-containing SEI
layer on the surface of the silicon electrodes thghificantly attenuates the signal from the
underlying silicon. The small remaining silicon kest 100.5 eV seen in Figures 3.5f and 3.6f
may be due to either native silicon oxide from #lectrode or the organosilicon electrolyte
depositing onto the surface. Large amounts of fhgrlithium, and oxygen as well as small
amounts of phosphorus all appear in the SEI lagenell. Qualitatively, the SEI layers appear
quite similar between silicon electrodes chargedlMM2 and 1S3M2-based electrolytes.
Furthermore, examination of the carbon (1s) dat&igures 3.7 and 3.8 leads to two major
observations. First, the data show that it is tb#age that determines the major chemical
components of the SEI layer formation, not the tispent holding at the selected potential.
Second, the SEI layers form relatively quickly,al@ag an apparent steady state as judged by
XPS within as little as 1 hour.

While battery performance is typically charactedizes a function of charging rate, the
intrinsic electrochemical reactions that occurhat surface primarily depend on the potential of
the electrode surface. For both 1NM2-containintsée Figure 3.7 and 1S3M2-containing cells
in Figure 3.8, the SEI layer observed at 200 m¥imgilar at all time points. Likewise, for each
electrolyte, the SEI layer observed at 50 mV isilsimat all time points. However, for both
electrolytes, the SEI layer observed at 200 mVrastically different than that observed for the
same electrolyte at 50 mV. In addition, at 200 nivgre is significantly more high-binding
carbon present (at 289.5 eV) on the electrodes fthen 1INM2-containing cells than the

electrodes from the 1S3M2-containing cells. Thifedence in the carbon signals most likely
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indicates that 1NM2 begins to decompose at a higaential than 1S3M2 does, which could
also explain the SEM observations from Figure B.#.is easier for INM2 to decompose than
for 1S3M2, the decomposition reaction might belatéd at more points on the surface, as seen
from the microscopy results. At 50 mV, on the othand, the SEI layer observed for INM2
greatly resembles that observed at 50 mV for 1S3kcating that the end-stage SEI is not
greatly affected by the structural difference betw@&NM2 and 1S3M2. In addition to its
independence from the hold time at the selectednpial, the observed SEI is also independent
of the total charge accumulated during the cell f€kis can be observed by comparing a cell
that spent a long time at 200 mV to a cell thains@eshort time at 50 mV. For instance, in
comparing a cell that spent 8 hours charging atr@®0(Fig. 3.8e) to a cell that spent 2 hours
charging at 50 mV (Fig. 3.8b), one notices thatpgbak area at 289.5 eV is much larger for the
50mV cell despite the shorter test time. If we gsshe highest-binding energy carbon (1s) peak
as the main carbon-containing component of the ®8h this result means that a short time at
50 mV is sufficient to create much more SEI thdoray time at 200 mV. The higher amount of
SEIl on the 50 mV cell appears even though the 20@ell accumulated more total charge (29.6
tA-h) than the 50 mV cell (1546A-h).

The relationships between elemental peak arease@loh figures 3.9 — 3.11 were
selected because the two elements under evaludisptayed a clearly identifiable negative or
positive correlation. However, many other corr@atplots for other pairs of elements displayed
no such clear trends (not shown for the sake ofityde In particular, the total lithium (1s) peak
area did not display any noticeable correlationhwanhy other elemental peak. Lithium is a

particularly difficult element to analyze for tweasons: First, the measured counts are quite low
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as Li has an extremely low atomic sensitivity faaid 0.025, compared to 0.29 and 1.00 for
the 1s orbitals of carbon and fluorine, respecyivBlecondly, lithium is nearly always present in
the +1 oxidation state, so that all lithium-contagnspecies give rise to a peak at nearly the same
energy. Therefore, the lack of observed correlatioray indicate that multiple lithium species
are being formed on the sample surface over timethHerefore as other peaks grow in and/or
disappear, théotal lithium signal is complex and not possible to deadute. The middle peak
at 286.5 eV in the carbon (1s) spectrum is the same no strong correlations were observed
when paired with any other elemental peak. This beylue to contamination effects, as while
the main carbon contamination appears at 284.8 sevhe lightly oxidized contamination
appears as well.

Even though not all elements show correlationsmftbese data, the correlations that are
observed in Figures 3.9-3.11 allow deeper undedgigrof the SEI layer formation process. As
seen in Figure 3.9, the fact that high-binding oarlat 289.5 eV (and oxygen, which Figure
3.10b shows it is positively correlated with) groas the cells are charged and the Si peak
decreases means that the carbon and oxygen arenfpansurface layer on top of the Si
electrode. This increase in carbon and oxygen drect observation of the SEI formation
process. Furthermore, the positive correlation betwP and F seen in Figure 3.11b means that
these two elements appear proportionally in théasarlayer. This positive correlation is not
surprising since the only source of either elemsrthe LiPF salt in the electrolyte. At first
glance it may appear that this conclusion meansthigaPF is not decomposing significantly.
However, closer examination of the correlation plotFigure 3.11b shows that the slope is

approximately 1/12. If only LiPfwere depositing on the electrode surface, theestbould be
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1/6. Instead, the ratio of 1/12 indicates that éhex more fluorine present than can be
explained by the presence of LPF Thus, some of the LiRAn the electrolyte must be
decomposing to form another F-containing specidsewother LiP may remain intact to
produce the phosphorus signal and some of theirflei@ignal. This other F-containing species
could be a fluorinated silicon oxide as seen ineptstudies of the silicon SEI Lastly, the
negative correlation between P/F and C/O seengar€s 3.10a and 3.11a implies that these two
groups of elements are present at different tirhkee.fact that P/F decrease together as charging
proceeds while C/O increase together means thiag ith@n initial P/F enriched layer that is later

covered up by a C/O enriched layer.

3.5 Conclusion

Through the course of these studies, a picturdi@fSEI formation on Si single-crystal
electrodes using organosilicon-based electrolyéssdmerged. The timescale of SEI formation is
clearly on the order of minutes, as samples chafgeds little as 1 hour have already reached a
steady state in terms of composition. Initiallypl@osphorus- and fluorine-rich layer is deposited
on the Si/SiQ surface, the origin of which must be the LiFalt. With continued charging at
lower potentials (closer to Li/L), the initial P/F containing layer is covered upacarbon- and
oxygen-enriched layer. The origin of this secongktarepresenting something more like the
traditionally envisioned SEI, must be the organcsil electrolyte solvent. Furthermore, the
composition of the SEl is not very different betwddNM2 and 1S3M2, though there is evidence
that the 1NM2 begins to decompose at a higher patahan 1S3M2. This latter fact is direct

evidence that the carbon spacer in the structurelS3M2 contributes to an increased
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electrochemical stability compared to 1INM2. Hoplfuthese results will contribute to a
better understanding of SEI formation on silicoecélodes that will also translate to more
practically feasible geometries like Si nanopaesclWith better understanding of silicon SEI
formation, perhaps new electrolytes can be desigbedform a mechanically and
electrochemically robust SEI that can survive tkRzegne volume changes that silicon anodes

are subject to.
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Chapter 4
Formation of Graphite Nanopillars on HOPG and Their Surface Modification

Using Photochemical Grafting and “Click” Chemistry

4.1 Introduction

Graphite is a common and well-studied materiahwitany practical uses, including the
writing “lead” of pencils and many varieties of hitants. It performs well in these applications
due to its somewhat unique structure as a layera@rmal. Graphite consists of stacks of two-
dimensional planes of &ybridized carbon atoms in fused hexagonal rifBscause each
carbon atom is fully bonded only to atoms withis @wn sheet, the attractive forces between
sheets are relatively small (Van der Waals intévas) and the interlayer spacing is quite large
(approximately 3.4 Angstrom, much larger than adsfoC-C bond). This leads to relatively easy
separation of the layers from one another, whiébmel some graphite to remain behind as a
pencil is dragged across a surface, leaving a mark.

Due to its layered structure, graphite is anigmtran many of its properties. Since each
layer is completely conjugated, electrical conduttis relatively fast in the two directions
parallel to the sheets and relatively slow in tkependicular direction. The surface chemistry is
also anisotropic; the surfaces that expose shegisemre referred to as the edge planes, while the
surfaces parallel to the sheets are referred tothasbasal planes. Another anisotropic
characteristic of graphite is that electron transfet of the edge plane is approximately fithes
faster than electron transfer out of the basal@lafs there are also may be dangling bonds
present on the edge plane of graphite where threreane on the basal plane, the edge planes are

also much more chemically reactive.
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In recent years, a great deal of research attehtass been focused on graphene, which
is the name given to a single layer of graptfiteFor many years, graphene (or more accurately,
any purely two-dimensional material) was thoughbéothermodynamically unstaBle It came
as a large surprise, then, when Geim and co-workene able to isolate atomically thin
graphene in 2004 Their so-called “mechanical exfoliation” methodvélved repeatedly
applying adhesive tape to a successively thinmapsaof graphite, each step discarding more of
the layers. Eventually, one reaches a limit wheraesof the remaining material is a single layer
thick; a helpful imaging strategy using a precissyntrolled thickness of Sgn a silicon wafer
substrate allows rapid separation of true graphesma multilayer structurés It is also worth
emphasizing that graphene represents the thirmagfimable material.

Once the synthetic route was established, manypgroaced to explore the properties of
graphene, which turned out to be exceptional in ynaays. Charge carriers in graphene
completely lose their effective mass and are belscribed by relativistic equations than by the
Schrodinger equation that typically suffices forl @ther condensed matter electronic
propertied”. Electrons traveling through graphene can traver gelatively long (sub-micron)
distances without scattering (ballistic transpofBecause the quantum world is so “close to the
surface” in graphene, observations of phenomen&a siscthe quantum Hall effect at room
temperatur® have also been reported. Indeed, for a surfacemishegraphene is an extremely
attractive material to study since in most respécis essentially gure surface- there is no
“bulk”. Alternatively, one can simply subtract axt@nsion and imagine the edge planes as the

surfaces and the basal plane as the bulk.
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Despite the intense pace of research on graploree factor has limited its use in
scales beyond the laboratory: the problem of manufa. The mechanical exfoliation method is
highly effective at producing small numbers of exrtely high-quality samples for exploring
new physics, but is not sufficient for a productiore. Alternatively, various groups have tried
working with a related material, graphene oxide J&&. GO (also sometimes referred to by
other names such as chemically converted graphentinctionalized graphene sheets) is
obtained by oxidation of bulk graphifeé generally by using strong acids (often sulfunid a
nitric) and a chemical oxidant such as KMpnQOhe resulting material is hydrophilic and
possesses many different oxygen functional groepsb6nyl, epoxide, hydroxyl, and others)
interspersed around the lattice, though the materizelieved to have a disordered structure and
understanding of the exact structures involvediislacking™. Crucially, GO does not possess
any of the same unusual electronic properties aghgne due to its structural differences, and
therefore many groups have explored reduction of & route to larger quantities of high-
quality graphene. The reduction can be cherficalor electrochemicdl. Reduced graphene
oxide is closer to pristine graphene than GO, hilitretains some residual oxygen as well as
structural damage from the oxidation and redugtimtesses (for example, loss of carbon atoms
from the basal plane due to €production during the oxidation stép)

Other methods that do not involve graphene oxalelalso been attempted to synthesize
high-quality graphene. Chemical vapor depositiothoés are capable of producing quite large
and pristine areas of graphene on a metal subswateas Ctf, Ni*°, or Pd*. In some cases the
underlying substrate can even be dissolved or thphgne otherwise removédthough the

CVD methods suffer from the same scaling drawbackachanical exfoliation, though in some
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cases they may be adaptable to the computing indwsd existing wafer processing
techniques. Some researchers have also optedbioit@m-up approach using organic synthesis
technique¥, though this method is most likely to be able toduce only smaller graphene
samples, though the promise of scalability is ativa. Therefore, despite the variety of
techniques for synthesizing materials in the grapifamily, no method yet exists for producing
larger quantities of high-quality graphene.

In this work we present a method of patternindhhyigordered pyrolytic graphite (HOPG)
samples on the nanoscale in order to serve astastep on a route to functionalized graphene
nanoplatelets. The samples are patterned usingck ldopolymer method that incorporates
metal salts exclusively into one block of the résgl polymer film. Specifically, these
experiments used a block copolymer of polystyrené 2-vinyl pyridine, the latter of which
coordinates to metal ions via the lone pair ofriieogen in the pyridine ring. Then, because the
block copolymer phase separates into micelles efntietal-pyridine block in a matrix of the
polystyrene block, subsequent removal of the potylmne exposure to UV-generated ozone
leaves behind metal nanoparticles of well-defined &1 an array on the surface with spaces in
between each particle and its neighbors. Theds&learcan then serve as an etch mask in an
anisotropic plasma etch in order to create graphméeopillars on the surface. Because of the
orientation of the graphite used as a starting ri@dt¢he graphite nanopillars formed in this way
can be thought of as stacked graphene platelatls,aee perpendicular to the pillar height. More
importantly, the edge planes are exposed alongitlesvalls of the pillars, while the basal planes

of the graphene discs are protected by their neighétbove and below them in the stack.
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The unique geometry of these graphite nanopilldosva chemical functionalization to
occur exclusively on the edge planes of the grapkvhich was performed using two different
chemical methods. Photochemical grafting of an radkepreviously explored on a variety of
materials in our group, including silicoh diamond®, metal oxide$?°?’ and carbon
nanofiberé®, was used to modify the pillars with an alkyl chabntaining a cleavable end group
that was used as a handle for further modificatitmanother strategy, exposure to sodium azide
attached N groups to the sidewalls of the pillars and alsovedd for further modification using
the copper-catalyzed azide-alkyne cycloadditiorctiea (CUAAC), commonly known as an
example of “click” chemist’?. Both functionalization strategies were verifiesing XPS and
FTIR spectroscopy, confirming the presence of the groups on the surface. These strategies
could serve as a valuable route in the future tdevagraphene nanoplatelets with arbitrary
functionalization on their edges to impart soluijliphotochemical properties, or other desired

functions.

4.2 Experimental Methods
Figure 4.1 shows an overview of the various steggpuired to create the graphitic

nanopillars. Detailed information about each stdjows.

4.2.1 Block Copolymer — Metal Salt Composite
Based on a previously published metfp@5mg of NiC} - 6H,O (99.999% trace metals
basis, Aldrich) was dissolved in 5mL of ethanolam argon-purged glove box to make a green

solution. In a separate vial, poly(styrene)-b-(ByWyridine) (Polymer Source, 32.5-b-7.8 kDa,
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Figure 4.1. Schematic overview of graphite nanopillar syntheBisst, HOPG substratese

coated with a block copolymer solution, at whichinpbdhe solvent evaporates. The bl
copolymer forms a well-ordered surface array atoivly dries. Under exposure to UV-light-
produced ozone, the organic polymer matrix is nedovia conversion to CQleaving only
a well-ordered array of metal nanoparticles behkidally, an anisotropic Nfiplasma etc
removes graphite from the substrate except whereiderlying area is protected by a m

nanoparticle, leaving graphitic pillars on theface
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Mu/M, = 1.05) block copolymer was dissolved in tolueoertake a 0.25% solution of the
polymer by weight. 0.27 of the Nigt ethanol solution was then added to 10mL of t25%
polymer solution in order to produce a metal:pyredratio of 1:4. This solution was mixed for 5
hours in a warm water bath at 50 °C. The result avght blue, transparent solution of polymer
and metal salt.

Highly ordered pyrolytic graphite (SPI-2 HOPG, tture Probe, Inc.) was first cleaned
by exfoliation of the surface layers with adhediape. This process was performed at least two
times per sample (more if required to obtain a \v@npoth, unscratched surface). The Ni€l
polymer solution was then spin-coated (Laurell Texdbgies) onto the HOPG surface at
2000rpm. After the spin-coated film had dried, gwymer-coated HOPG was placed under a
mercury lamp in order to remove the polymer viarezproduction by the UV emission of the
lamp. Typical UV exposures were 6 hours. The U\aciag removes the polymer while leaving
the metal salt behind. Images of the resulting pariele arrays were obtained using a scanning

electron microscope (LEO Supra 55VP).

4.2.2 Nanopillar Formation

Once the arrays of metal nanopatrticles were fororethe HOPG surface, the samples
were placed into a custom-built CVD chamber equippgh an NH gas source fitted with a
mass flow controller. Figure 4.2 shows a schemattithe plasma chamber as used for these
experiments. The samples rest on a grounded méttbnm, approximately 2cm below an
electrode connected to an RF power supply. Oncesdingples are in place, the chamber was

evacuated, after which the Nilow was started. Generally a rate of 100 standafic
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Figure 4.2. Schematic of NHl etching apparatus. Samples are placed on the lelsetrode
plate, which is electricallgrounded. The RF power supply is connected tddpeslectrode
located approximately 2cm above the lower plate.; Mjds enters from the mass fl
controller on the right, and the vacuum pumpingesysis connected on the left. When

power supply is on, purple-colored plasma appeaiwden the two plates.
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centimeters per minute (sccm) of flkWas used. Initially the valve to the vacuum purgpin
system was kept open as the plasma was ignitedg(asi RF power of 360 W). Once the plasma
was lit, the vacuum valve was mostly closed so thatpressure was controlled by a parallel
needle valve, which was adjusted so the total cleampiessure was 3 torr. Typically the plasma
etch was continued for 5 minutes, during which tiime metal platform under the sample began
to glow red-hot. After etching was complete, thevposupply was turned off, the vacuum valve
was reopened fully, and the sample was allowedt down in flowing NH for 15 minutes.
The NH; flow was then stopped and cooling continued fastl@r 30 minutes. The resulting

pillars were then imaged via SEM.

4.2.3 Functionalization of Nanopillars via Photochmical Grafting

For photochemical grafting experiments, a singtepdof neat trifluoroacetic acid-
protected 10-aminodec-1-ene (TFAAD) (Astatech,)imeas placed on top of each graphite
sample, which were then sealed inside a custont$taihless steel cell with a quartz window in
the top plate to allow UV transmission. Figure di®ws a schematic of the cell used for the
grafting experiments. The cells were assemblechabthe quartz window was in contact with
the graphite surface, forming only a thin surfaaeston layer of the alkene between the graphite
sample and the quartz window. All cells were seatside an argon-purged glove box, then
removed to atmosphere after sealing. Cells wereeglainder a mercury lamp emitting 254nm
UV light (~10mW/cnf) for set grafting times, typically 16 hours. Aftgrafting was complete,

cells were unsealed and the samples rinsed wimnalting washes of methanol and chloroform.
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Figure 4.3. a) Schematic of the cell used for photochemical gmgftexperiments. Tr
samples are held against the quartz window by @dg@atform with springs. A thin layer
the reactive alkemis held in between the sample surface and thdomirby surface tensio
The entire cell is bolted together and sealed irargonatmosphere glove box before be
removed to atmosphere for the UV exposbiestructure of trifluoroacetic acid-protected 10-

aminodec-1-ene (TFAAD).
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TFAAD-functionalized nanopillar samples underwémther reaction to remove the
trifluoroacetate group, leaving a primary aminéhat end of the functionalized alkane chain. To
perform this deprotection, 0.2g of NaBKAldrich) was added to 10mL of anhydrous methanol
(Aldrich) were combined in a vial along with TFAAD~Actionalized nanopillar samples. The
vial was sealed and the cap was pierced with ale¢edllow evaporation of solvent. The vials
were then placed into a block heater at 60 °C dlmved to react, typically for 48 h. The
resulting samples were characterized using FTIRcdofirm the successful removal of the
trifluoroacetate moiety and formation of the primamine.

In the final step, N-hydroxyl succinimide-functedized poly(ethylene glycol) (PEG-
NHS) (2kDa, NanoCS) was added to dimethyl acetar(Adidrich) to make a 0.01M solution.
1mL of the resulting solution was combined with 4fLSSPE 1x Buffer (Aldrich) and amine-
terminated graphite nanopillar samples were addéal the reaction mixture, typically for a
reaction time of 5 hours. After completion, the pdas were rinsed with alternating washes of

methanol and deionized water. Successful reactmmaconfirmed via FTIR.

4.2.4 Functionalization of Nanopillars via “Click” Chemistry

For copper-catalyzed azide-alkyne cycloadditionuABC) reactions, based on
previously published procedur@s first graphite nanopillar samples were immersedai
saturated solution containing 0.04g of Naffluka) in 20 mL acetonitrile. The reaction was
performed in a well-ventilated fume hood and thect®n vessel was placed into an ice bath to
maintain a temperature of 0 °C. Next, 3 drops df (&drich, ACS grade) were added to the

reaction mixture and stirred for 15 minutes befoeéng removed from the ice bath and warmed
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to room temperaturdlote: ICI is extremely corrosive, reacts with watnd can cause severe
burns in liquid or vapor form, and should alwaysus®ed in a fume hoodhe above procedure
creates IN species in solution, which are the actual soufcazae groups for the subsequent
step. Once the reaction solution was warmed, grapiginopillar samples were immersed in the
solution with continued stirring. Typical reactiitmes were 3 h, after which the samples were
rinsed with alternating washes of methanol andrafdom. The presence of the azide group on
the surface was verified by FTIR spectroscopy.

For the second step of the reaction, a 1mM salutib Cu(BR), - xH,O (Aldrich) in
DMSO was prepared. 25mL of this solution was placg#d another container, to which was
added 0.0133g of tris-(benzyltriazolylmethyl)amin@BTA) (Aldrich, 97%), to form a light
blue solution. In a different container, a 20mMuti@in of trifluoromethoxyphenylacetylene
(TEMPA) was made in 50% deionized® and 50% DMSO by volume. Other experiments used
a 200uM solution of PEG-alkyne (1 kDa, Creative PEGWorksyleionized HO for the alkyne
solution. The final reaction mixture was composédroL of the Cu-TBTA solution, 1mL of the
PEG or TFMPA alkyne solution, and 32 mg of sodiuscasbate (Aldrich) along with azide-
terminated graphite nanopillar samples immersecktheTypical reaction times were 3 h, after
which the samples were rinsed with alternating washf methanol and chloroform. FTIR was

used to confirm the successful reaction.

4.3 Results

4.3.1 Block Copolymer Patterning
Figure 4.4 shows SEM images of the nickel-basedoparticle array on the HOPG

surface. The exact chemical composition of the paricles is not known, as it may be the
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Figure 4.4. Scanning electron microscope images of nitleded nanopatrticles arrayed or
HOPG surface after removal of PRWP block copolymer. A 1kV accelerating voltage &

4mm working distance were used to acquire the isiage
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original NiCk, or it may instead be some oxidized form createdeu exposure to the UVEO
treatment such as NiO. Nevertheless, the partiatesrelatively monodisperse in size, with
diameters around 50 nanometers. Furthermore, theywall dispersed on the surface, with
around 100 nm between each particle and its neaegghbors. As shown in the first image, the
particles are uniformly dispersed across the sarfager distances of more than 10 microns.
Notably, the particles do not display the highestgible degree of ordering, such as being in a
hexagonal arrangement resulting from the micelkadyclose-packed. This is likely due to the
fact that the surface is somewhat rough and thekbtopolymer does not undergo any thermal
or solvent annealing processes, which might ineréaslong-range order after spin coating and
before Q removal of the organic components. Neverthelesg-tange ordering is not necessary
for generating the graphitic nanopillars descriliedhe next section. It is sufficient for the

particles to be relatively monodisperse in size wetl spaced.

4.3.2 Nanopillar Formation
Using the nanopatrticle arrays generated as descabove, anisotropic etching with pH

produced nanopillars on the HOPG surface. Figusesdhows SEM images of the nanopillars as
formed by different plasma exposure times. For 3@ &0 second etch times as shown in Figure
4.5a and b, the pillars can be seen starting tm fgradually, beginning as small hills before
starting to gain vertical height with respect te $urface. Next, figure 4.5¢c shows the pillars
after 5 minutes of etch time. The pillars now exten moderate distance above the sample
surface, with fairly vertical sidewalls at the tapd some sloping at the base. Taking into account

the 45 tilt of the microscope stage in these imagespthar heights are approximately 250 nm,



Figure 45. Scanning electron microscope images of graphiticopdlars etched in Nk

plasma for:a) 30 secb) 60 secc) 5 min,d) 15 min. All images recorded at 46k angle,

5kV accelerating voltage, 14mm working distance.
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corresponding to approximately 750 graphene layerslly, figure 4.5d shows the pillars
after 15 minutes of etching time, at which poirgittvertical structure has started to break down.
The etch must not be perfectly anisotropic in atiear direction, and therefore some
undercutting is occurring during the etch procdfsthe metal nanoparticle serving as the etch
mask is dislodged as a result of undercutting,eticd will no longer form a pillar and instead
will remove material from all areas, leading totdestion of the nanopillars. Thus, 5 min of etch

time was found to produce the most well-formedgpdland was used for all future experiments.

4.3.3 Chemical Functionalization — Photochemical Gifting

Figure 4.6 shows FTIR spectra comparing neatdiUi#AAD to the graphitic nanopillars
with TFAAD grafted to the surface. The black spewctrin Fig. 4.6a was obtained by subtracting
the nanopillar-TFAAD sample spectrum from the speut of the same graphite nanopillar
sample before reaction. Because of the rough aneundorm surface of the nanopillar samples,
this was found to be the best method for obtaimngasonably flat baseline and the smallest
number of interfering features from the graphigelit As shown in the figure, the nanopillar-
TFAAD sample displays many of the same bands seendat liquid TFAAD. Perhaps most
telling are the three peaks near 1200 cimat arise from the GFgroup and are seen in both
spectra. The amide C=0 feature at approximately) Xrf* is also quite strong, as are the CH
features near 2850 and 2950 tihat arise from the alkyl chain of the molecula the other
hand, the small alkene C-H feature at approxima28§5 cni that is present for neat TFAAD is
not present in the surface-grafted spectrum, iisigahat loss of the alkene is the source of the

surface binding, consistent with literature restlt§he doublet at approximately 2300 tis
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Figure 46. a) FTIR spectra showing the neat liquid TFAAD (bottoblue curve) an
graphitic nanopilles functionalized by photochemical grafting of TFBAtop, black curve’
b) FTIR spectrum showing the result of deprotectiérthe TFAAD-nanopillars (top, re
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simply due to atmospheric G@nd may be ignored. Slightly more mysterious & ldrge
broad feature between 3100 and 3500 cithis broad feature may be due to adsorbed water,
that assignment is not certain. Also of note isstaeond C=0 feature at around 1675'cmhich
is even larger than that due to the C=0 feature fl¢-AAD itself. TFAAD has been noted to
form multilayers in some grafting experimefitand so this second carbonyl peak may be due to
monolayer formation through the end of TFAAD withetcarbonyl, which is also the one
farthest from the surface and thus more likelyeiact further.

The next step of the reaction is the deprotectibthe surface-bound TFAAD where
NaBH, is used to remove the trifluoroacetate group. fEgd.6b shows FTIR spectra of the
graphite nanopillar sample after deprotection adl wws a reference consisting of neat
dodecylamine. If the deprotection is completelycassful and only a monolayer of TFAAD was
formed on the surface, the species present aftprotketion should be very similar to
decylamine, which will differ only minimally from atlecylamine (merely in the ratio of the
alkyl chain-derived infrared features to those deg from the amine and methyl group ends of
the molecule). First, in comparing the red spectaimanopillar-amine in Fig. 4.6b to the black
spectrum of nanopillar-TFAAD in 4.6a, one immediateotes a number of changes. The three
CF; features near 1200 chihave completely disappeared and the C=0 stretshI#0crit has
been significantly reduced in size. The band remgiat this position may even be derived from
another source besides the C=0 of TFAAD, such amireng carbonyl functionalities on the
edge plane of the graphite itself. The large brieadure between 3100 and 3500 thas also
become a negative feature, indicating that the notfonalized nanopillars had a stronger

absorbance in this region than the nanopillar-areample.
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The successful functionalization of the nanopikmaphite was also verified using
XPS. Because of the presence of the trifluoroagegabup on the distal end of the TFAAD
molecule, XPS analysis is relatively straightfordvatue to the unique signature of the;CF
carbon as well as the presence of fluorine, whitbukl not arise from any other source. Figure
4.7 shows the XPS spectra in the carbon (1s) amdifie (1s) regions. First, in figure 4.7a, the
carbon region shows a number of different signéthe largest feature, which is seen at relatively
low binding energy (approximately 284.5 eV), is diwethe underlying graphite substrate.
Successively higher-binding energy peaks indicdte presence of other elements which
withdraw electron density from carbon, causing ¢bee 1s orbitals to be bound slightly more
strongly to the now-partially-positive carbon atorfiwo more features, appearing at
approximately 285 and 286 eV, are most likely doievdrious surface atoms of the graphite
(which may have oxygen functionalities) as weltlzes alkyl chain of TFAAD. Finally, we reach
two small peaks which we can assign to carbon ateitiisvery electronegative neighbors. One,
at approximately 288 eV, is most likely due to taebonyl carbon of TFAAD, while the peak at
highest binding energy, around 292 eV, is due &Gl carbon. No other plausible source of
such a high-binding carbon is present in this systeo the presence of the 292 eV peak is
strongly indicative of successful TFAAD functiormdtion. Furthermore, in Figure 4.7b, the
presence of a large amount of fluorine supportsagsgnment of the GFcarbon in TFAAD
even more.

The final step in the reaction scheme is to fuomalize the deprotected alkylamine-
terminated nanopillars with long PEG chains with goal of eventually increasing the solubility

of the graphene nanodiscs. This is accomplishassing a PEG-based molecule with the
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reactive N-hydroxyl succinimide group on one endisTgroup will react with the amine on
the nanopillar surface to attach the PEG groupecatkyl chain of the surface-bound molecules.
Figure 4.8 shows the reflectance FTIR spectrunhefrianopillars after reaction with PEG-NHS
as well as the spectrum of neat PEG-NHS for reterdnbtained by ATR). The strongest peak
of the PEG-NHS molecule, at approximately 1100'cim due to the C-O-C ether linkages of the
PEG chain. This peak is quite weak in the nanapsiample if it is indeed present at all.
Furthermore, the nanopillar spectrum shows sewehar peaks, such as those at approximately
1650 cnit and 750 crif that do not have an obvious correspondence t@E®-NHS molecular
spectrum. Therefore, it is difficult to concludeaththe reaction proceeded to successfully
attaching the PEG chains to the nanopillar surfattesugh at a minimum, the surface does

appear quite spectrally different than the amimetteated surface in Figure 4.6b.

4.3.4 Chemical Functionalization — CUAAC Reaction

To explore an alternative functionalization stggte namely the CuAAC reactions
commonly known as an example of “click” chemisthg first step was to attach an azide group
to the surface of the graphitic nanopillars. Figdt® shows a region FTIR spectrum of the
graphitic nanopillars after reaction with sodiumdazand ICI. The peak at approximately 2100
cm* indicates the presence of ag fifoup on the surface of the nanopillars. Thisaegf the
FTIR spectrum is typically devoid of any other sfg and so there is little to no chance that this
feature could be due to any other functional group.

Once the azide is present on the surface, the steptwas to react the surface-bound

azide with an alkyne, linking the two together iattriazole ring. Figure 4.10 shows FTIR
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spectra of the resulting reaction using the mokectrifluoromethoxyphenylacetylene
(TFMPA) as the alkyne. Even though this moleculenad expected to significantly alter the
solubility of the eventual graphene nanodiscsyatvjges a chemical tag in the form of thesCF
group that assists in verifying the reaction’s &sscvia FTIR and XPS. The lowest spectrum
(green) in figure 4.10 is that of neat liquid TFMRP#& comparison purposes. Next, in black, we
have the spectrum of the graphitic nanopillars treate undergone the full reaction conditions
and have TFMPA attached to the surface. The thfeep€aks that appear near 1200 care
easily identifiable in both the green and blackc$@e indicating the presence of thez@ffoup
on the nanopillar surface. The feature at approtétpal 500 cnif, due to the C-C bonds in the
benzene ring of TEFMPA, is also present in the ndlaospectrum. For additional verification,
two control experiments were performed, one wittOu§BF), and one with no TFMPA. Figure
4.9 also shows the FTIR spectra of the graphit@pidars after these control reactions, shown
in blue (no Cu) and red (no TFMPA). In both conspkctra, the GFHpeaks are not visible, nor
is the C-C peak from the phenyl portion of the rmoaole. The features at approximately 1580
cm™* and 850 crit are from the graphite substrate and thus smd#reifices between the sample
and background spectra cause them to be eitharngost negative in magnitude.

To further confirm the presence of the TFMPA oa #urface of the nanopillars, XPS
analysis was employed. Figure 4.11a shows the Ye&sim for the fluorine (1s) region, which
indicates that the amount of fluorine presentgsigicantly higher for the sample that underwent
the full click reaction than for either of the tvaontrols. For the no-Cu control, the fluorine
present most likely derived from physisorption e tTFMPA to the graphitic surface, or

possibly TFMPA that did fully react with the suréaeven without the Cu catalyst. For the no-
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alkyne control, the fluorine must derive from sedaadsorption of at least the anion of the
Cu(BR), catalyst in some way. Figure 4.11b further conditime successful reaction, as neither
control spectrum shows detectablesGRype carbon, while the GIarbon in the full reaction
sample is small but certainly present, at approtetg92 eV.

As the experiments with TFMPA showed, the cliclaateon steps all function as
intended, so the reactions were repeated usinffexeatit alkyne. Specifically, the PEG-alkyne
used in the second course of reactions is design@upart greater solubility to the graphene
nanoplatelets via its many ethylene glycol uniisac& the PEG-alkyne does not have a similar,
easily identifiable chemical tag as TFMPA, analysess somewhat less straightforward. Figure
4.12a shows the FTIR spectra of the neat PEG-allamevell as a PEG-grafted nanopillar
sample that experienced the full reaction conddiand a control sample that had no copper
catalyst present for the reaction. Though the $sgage quite small, the large C-O-C ether peak
at approximately 1100 cfindoes appear in the sample that had the coppdystapaesent, while
no such peak appears in the control sample thahbapper catalyst. In addition, Figure 4.12b
shows XPS spectra for the carbon (1s) region of tle¢ full reaction sample and the no-Cu
control. The spectra clearly differ in the presentdightly oxidized carbon at approximately
286.5 eV, which is consistent with carbon atomarirethet’. Taken together, the FTIR and XPS
results indicate that the click functionalizatioasvsuccessful, even with a molecule as large as

the 1kDa poly(ethylene glycol)-alkyne.
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4.4 Discussion

The goal of obtaining graphitic nanopillars theg aniform in diameter, well spaced on
the surface, and as tall as possible is not atrone, and in some ways these goals may compete
against one another. The nanoparticle arrays shovwigure 4.4 are obviously successful in
serving as an etch mask for the nanopillars showRigure 4.5, though if the particles were
more densely packed, more nanopillars per unit eveéd perhaps be obtained. This would lead
to a higher eventual yield of graphene nanodistsr @&xfoliation of the pillars. More densely
packed pillars might also serve to enhance theoaingsy of the etching process, as one pillar
could effectively serve as a shield to limit thedarcutting of its neighboring pillars. The density
and packing of the nanoparticle array is controbgdooth the absolute size as well as the ratio
of the two legs of the block copolymer. For the ellies used to create the arrays in these
experiments, the block copolymer was 32.5 kDa ¢fgigrene units and 7.8 kDa of poly(2-vinyl
pyridine) units. These lengths correspond to apprately 310 polystyrene units and 75 poly(2-
vinyl pyridine) units, giving a PS:P(2VP) ratio 4f1L. Other block copolymer formulations were
tried (results not shown), including some with #ytipyridine as the metal-coordinating block
instead of 2-vinyl pyridine. These compositions liied 50.9k-b-29.1k (2VP), 40k-b-5.6k
(4VP), and 51k-b-18k (4VP). In addition, other nhetalts were tried, including FeChnd
TaCk. These results are not shown as none of the attrapositions of polymer and metal
investigated produced the quality of nanopartidesn in Figure 4.4. However, the possibility
exists that the extreme tunability of block copogm and the wide variety of metal salts
available could lead to some film formation proctdss produced denser but still well-spaced

and monodisperse arrays of nanopatrticles.
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In investigating the etch behavior of the nanopktarrays on the HOPG surfaces,
Figure 4.5 indicates that there is a clear lifeleyo the nanopillar etch process. Based on the
fact that the nanopillars reach a height of appnately 200 nm in 5 minutes, we can estimate
the vertical etch rate at approximately 40 nm/nitins also clear from the SEM results that the
pillars start to collapse between 5 and 15 mindtes to undercutting and eventual removal of
the area supporting the nanoparticle etch mask.rathieis of the pillar tops should be equal to
that of the nanoparticle diameter itself, whiclséen from Fig. 4.4 (and other SEM images, not
shown) to be approximately 20 nm. Thus, if it talkggproximately 10 minutes to completely
remove the area at the top of each pillar, thezbotal etch rate must be approximately 2
nm/min. Therefore the anisotropy of this etch clstrgiprovides about a factor of 20 faster etch
in the vertical direction than the horizontal. Qtleéch chemistries, for example using &t the
etch gas, were also investigated, but did not mredhe well-formed pillars seen in Fig. 4.5.
This may be due to the fact that plkas a dipole moment (unlike;Hand could be accelerated
more effectively in the strong DC electric field thfe plasma formation area. More efficient
acceleration downward (perpendicular to the sangpidace) would tend to produce more
vertical collisions with the graphite and therefarenore anisotropic etch.

In terms of functionalization chemistry, the twan#yetic strategies explored here offer
different performances. As shown in Figures 4.6 4ifJ the photochemical grafting strategy
works quite well for the initial grafting step atite deprotection to the primary amine, but does
not seem to produce significant PEG coverage ferldbkt step of the reaction according to the
FTIR data in Figure 4.8. That said, the surfacealsty does change somewhat under the PEG-

NHS reaction conditions, as seen in the disappearaf the 1500 cih peak between Figure
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4.6b and Figure 4.8. Put another way, if all stepshe reaction were successful, each
TFAAD molecule would eventually give rise to 10 €#toups from its own alkyl chain as well
as approximately 45 GIEH,0 units that would be attached during PEG functiaaion. Given
that the size of the GHpeak near 2950 cindoes not change significantly between deprotection
and attempted PEG functionalization (it is appraatety 0.01 absorbance units in height in both
cases), it is difficult to see how the PEG funcailiration could be happening in significant
amounts. Further evidence supporting this idearesalts (not shown) of control experiments
performed with the NHS ester of S-acetylthioglycadicid (SATA-NHS). This small, sulfur-
containing molecule has the same NHS reactive gasujhe PEG-NHS, and therefore would be
expected to react with the amine-terminated surtdcihe deprotected TFAAD, but no sulfur
was detected in XPS experiments with graphitic pdlaos reacted with SATA-NHS.

On the other hand, the “click” chemistry route agugemore successful. Both the azide
termination and the second “click” step with thkyale show strong FTIR and XPS indications
of success. This is the case for both the smaleoudé TFMPA alkyne shown in Figures 4.10
and 4.11 as well as the long-chain PEG-alkyne showhigure 4.12. In the end, this is not
surprising, as the CUAAC reaction was chosen asxample of “click” chemistry precisely for
its selectivity and reliabiliy. The functionalization scheme here may also befrefin being
two steps instead of the three required for thetqateemical grafting, deprotection, and NHS
functionalization route. Though further experimeiota may reveal a way for the photochemical
grafting route to become practically workable foistapplication, there is little call for such

investigation as the CUAAC reaction has provengedsily applied and successful in this study.
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4.5 Conclusion

Block copolymer patterning using a metal salt thas selectively soluble in only one
block proved to be an effective method for creatwvedl-separated, monodisperse arrays of Ni-
based nanoparticles on a well-ordered graphitetaibs Despite the small dimensions involved,
using a very anisotropic etch process with;Njas, these nanoparticles served as the mask in
order to create vertically aligned graphitic natlaps on the surface of the graphite. Because of
the preservation of the original horizontal aligmnef the graphene layers in the substrate, the
sidewalls of the nanopillars expose exclusively eegdane graphite. Two functionalization
strategies were investigated for tethering molecute these edge planes. The first,
photochemical grafting of an alkene, performed adbiy in the first step but led to difficulties
in the subsequent chemical steps. Specifically,NkkS-group reaction with a surface-bound
amine appeared to be more difficult than anticigpateéonversely, the copper-catalyzed azide-
alkyne cycloaddition (CUAAC) reaction strategy pedvto be quite effective at modifying the
graphite surfaces, first with an azide group arahttith the subsequent “click” reaction to add
an alkyne, of which two successful examples weresgmted. These patterning and
functionalization strategies may one day be partaafoute to monodisperse, functionalized

graphene nanoplatelets.
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Chapter 5

Summary and Future Directions

5.1 Summary

This work has primarily focused on the use ofceii as an anode material for next-
generation lithium and lithium-ion batteries. Thdsattery systems already occupy a very
important place in the modern technological landecand their importance will only continue
to grow as we seek to implement large-scale renkewaiergy generation in our society. Use of
renewable energy sources such as solar and windyenecessitate batteries to store energy for
times when the wind is calm or the sun is not stgniNext-generation lithium and lithium-ion
batteries will have higher capacities, necessijahew electrode materials, and will be safer,
necessitating new electrolytes. As with any comg@gstem, with these new components must
also come understanding of their interrelationsimpsrder to design the best batteries possible.

In the first portion of this thesis, a method ohstructing lithium primary batteries that
can operate at extremely high temperatures wasridedc These batteries can reach
temperatures of 190 °C, which is above the melbioigt of lithium and is a temperature regime
reached by only a very small number of battery esyst previously reported. The battery
performance was found to depend somewhat on tie&@lde, and an organosilicon compound,
F1S3M2, was found to offer the best performance dduse of the electrolyte dependence and
some electrode capacity loss were assigned to dexition of the SEI forming on the anode
surface. This work may lead to practical battergtems for deep-earth exploration robotics,
which need to be powered autonomously in environshemith extremely high ambient

temperatures.
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Next, a more fundamental study on the SEI layemétion of organosilicon
electrolytes on silicon anodes was undertaken. i@gjacon electrolytes offer much higher
safety than current battery electrolytes and castteturally tailored and blended to have all the
same advantages as the current state of the antadyges as well. The SEI formation on single-
crystal silicon was found to be strongly voltageeledent and relatively fast, occurring on a
timescale of minutes. Through a detailed correfainalysis, the main features of the SEI were
an initial formation of a phosphorus- and fluorimeh layer followed by a later deposition of a
carbon- and oxygen-rich layer. These results shtadd to a better understanding of the SEI
formation on other forms of silicon as well.

Finally, in a somewhat different vein, the patitegy synthesis, and functionalization of
graphitic nanopillars was successfully demonstratedl characterized. Because of the immense
interest in graphene in recent years, methods bega sought (with limited success) for reliable
syntheses of well-characterized graphitic and geaphstructures. In this portion of the work,
block copolymer patterning of a metal salt was usedcreate a well-ordered array of
nanoparticles on a graphite surface. A plasma mgcbrocess was then used to create well-
separated graphitic nanopillars that were relagivebnodisperse in diameter. Finally, chemical
functionalization of these nanopillars was investiigl via two methods: a photochemical
grafting-based reaction and an azide-alkyne “cli@dction. The click chemical route was found
to be more reliable and successful in functionad§izihe nanopillars with a selection of different
molecules. These studies may one day lead to sotirephene nanoplatelets, which would be an

interesting material for the continuing explorasaf graphene’s unique properties.
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5.2 Future Directions

5.2.1 High-Temperature CK / LiSi Battery Systems

One major question remaining with regards to thghdtemperature battery systems
explored in Chapter 2 is how much of the irrevdesiapacity loss may be recovered by using a
different chemistry. The F1S3M2 electrolyte provedoffer the best performance with the
silicon anodes, while germanium anode cells pergarimetter than silicon anode cells when both
used tetraglyme-based electrolyte. It remains tddiermined if a cell using F1S3M2 electrolyte
and a germanium anode would perform better stithot, then a more complex relationship of
electrolyte (and, presumably, the SEI layer forrfredh it) and anode surface is implied, where
the two must be co-optimized in order to see peréorce benefits. Furthermore, FLIS3M2 is far
from the only organosilicon compound that has begmhesized for battery usage, and other
related electrolyte solvents are an obvious nesp $0 explore in the quest for even better
performance.

The principal conclusion of the work presentedhis thesis is that at high temperature,
the SEI layer that forms on the silicon anode isstable, and most likely dissolves back into the
electrolyte from whence it came. One strategy tenapt to solve this problem, then, would be to
aim for electrolyte components that could form arenstable SEI layer, perhaps most easily
through cross-linking of the SEI species that famthe surface. This could occur because of
majority components like the electrolyte solvent sait themselves, or through the use of
additives. Indeed, many optimized electrolytesayecontain additives such as vinyl carbonate

or fluoroethylene carbondtéthat are believed to enhance the SEI layer's strac The use of
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additives such as these was not explored in th& wasented here, but is an attractive next
step for future work.

Lastly, the anode used in these cells was legs itheal in a major respect — namely,
commercial battery systems generally use microsga€icles of active material in a
binder/carbon black matrix. The smaller size ofdbgve material particles increases the surface
area available for lithium intercalation and deioédation, enhancing the rate capability of the
batteries. In the cells described in Chapter 2k lsilicon wafer anodes were used, which will
certainly be less well-performing than nanoscdieai particles as have recently been shown to
be superiot. If better-performing electrolytes/SEI layers discovered, it may enable the use of
such micro- or nanoparticle electrode materialfjaeging the practicality of these battery
systems. It would also enhance the possibilityepeated cycling if a secondary cathode material
were used that was as thermally stable ag WiEh the added ability of being able to be

repeatedly charged and discharged. LiFeRB®ne possible candidate for such éells

5.2.2 SEI Formation on Single-Crystal Si Anodes Fim Organosilicon Electrolytes

The studies presented in Chapter 3 indicate thatSEI formation on single-crystal
silicon wafer samples proceeds primarily as a foncbf voltage, and consists of an early
fluorine- and phosphorus-enriched layer than sulesatty becomes covered by a carbon- and
oxygen- enriched layer. Though the voltage poieteced for this study were able to flesh out
these crucial details, one obvious direction fdurfe studies is to more fully establish more exact
voltage points at which compositional changes & $iiel occur. Shorter time points would also

be useful to pinpoint the time scale of SEI formatmore accurately.
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Another area for further research is how much 3l formation depends on the
nature of the silicon electrode. The end goal bfo&lthese studies must necessarily apply to
nanoscale silicon of some type, as it is well dsthbd that the best cycling performance is only
attained with silicon nanomateriafs The samples investigated in these studies hadltigen
oxide present on the silicon surface; it is knowat tthe oxide can play a role in SEI formation
through the formation of lithiated silicon oxider fluorinated silicon oxide so studies
examining the effect of removing the native oxidetbhe SEI would be of great interest. The
crystal face, doping type (n- or p-type), and dadamel might also have effects on the SEI
formation, probably most likely in terms of the ‘&®t” voltages of electrolyte decomposition.

Finally, once SEI formation on silicon is suffiniéy well understood, one might imagine
a more intentional process for SEI design, wheome aspect of the cell chemistry is
intentionally tailored to form a “designed” SEI iead of simply relying on whatever
decomposition reactions of the electrolyte occuttenelectrode surface. This could be done by
including additives (generally present as a smaitentage) in the electrolyte, which is already
done in some casé®r even by structural design and synthesis ofethetrolyte solvent itself.
The ideal silicon SEI would be very mechanicallyngdiant (probably by inclusion of long
cross-linking chains) electrochemically stable ofazened, very conductive to both electrons (to
maintain electrical contact between the Si pamidtgoins), and porous to Lications. Future
studies such as these may even integrate the tyremparate roles of binder and SEI, which

would be a triumph for rational battery electro@sidn.
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5.2.3 Functionalized Graphite Nanopillars as a Rog to Graphene Nanoplatelets

In the work described in chapter 4, though thenghal functionalization of the graphite
nanopillars was successful in both synthetic ggiate the main questions remaining have to do
with the utility of the functionalization. The evenlal goal of the project is to produce soluble
graphene nanoplatelets by virtue of the long selgbkins grafted onto the pillars. Nevertheless,
the thermodynamics of the system still present @lehge. Specifically, the idea was that the
grafted side chains would provide a thermodynamitvirdy force to solublizing the
nanoplatelets. However, even in the nanopillar ggoymthe side chains are at least partially
accessible to the solvent, and they may even beletaety solvated depending on the grafting
density. The enthalpic difference between the n#élaop and the soluble nanoplatelets is
therefore expected to be minimal as far as the sidens are concerned, though at least the
separated nanoplatelets in solution are entrogidaNored. Enthalpically, though, the main
difference is the energetic penalty paid when thgabplanes of the platelets are separated from
one another, which can be quite large despite dbethat graphene layers do slide across one
another (generally under macroscopic forces). tleloto accomplish the end goal of the project,
then, some way around this obstacle must be emédio

One method for increasing the solubility of theo@latelets is to use a solvent known to
have favorable interactions with conjugated carbdhere has been already been some work on
this subject with regards to graph&h€ertain pyrrolidones such as N-methyl and N-cyelo/l
pyrrolidone seem to perform well in these applmasi One might even imagine a similar

functionalization scheme to the ones described albow with a pyrollidone-containing polymer
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replacing the PEG. Such a functionalized polymeghneasily slip between the graphene
layers, exfoliating the platelets easily.

Another possible way to encourage the grapheneptatelets to separate would be
chemical or electrochemical intercalation into $ipaces between the layers, for example with an
alkali metal. A very large number of graphite ictation compounds are knoWnsome of
which increase the interlayer spacing of the gi@plsignificantly. The best choice would
probably be an intercalant that forms stage 1 cam@s, where the intercalant is present
between every layer and its neighbors. This soiht&rcalation scheme would be expected to
produce monolayer graphene discs after exfoliatidaving said this, an interesting side
direction would be to form stage 2 compounds, wlalternate layers with intercalants present
and layers with the natural graphite spacing anthtescalant species. Exfoliation of this sort of
compound might be expected to produce predomindnilyer graphene, which has turned out
to be an interesting material in its own right

Finally, the best way to increase the applicabit the graphite nanopillars would be to
find ways to increase the potential yield and del#yg of the syntheses. In the samples described
in chapter 4, the surface was covered with narargilapproximately 200 nm tall, but if taller
pillars could be successfully created, the potégtedd of graphene nanoplatelets would be that
much larger. The best way to accomplish this gaalld/be a more anisotropic etch process with
minimal undercutting, either using a different ethemistry or different plasma-generating
electronics such as a higher electric field. Initaold, graphite slabs such as the ones used in
these studies will always have “non-pillar’ areastibe sides and bases beneath the pillars, and

any conceivable exfoliation method might also remawaterial from those edges as well.
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Removal from the “non-pillar” areas would be exgectto produce graphite flakes of
uncontrolled size and thickness. Having too muchuzh material around would make isolation
of the true graphene nanoplatelets a serious ciggleand thus any way to increase the
selectivity of the process for only the one-lay@ckt nanoplatelets would be of very large

benefit.
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