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Cohen-Lenstra heuristics and vanishing of zeta functions for
superelliptic curves over finite fields

Hyun Jong Kim

Abstract

We prove a Cohen-Lenstra type result commenting on the distribution of class group
structures amongst function fields of superelliptic curves over finite fields. We also prove
a result commenting on the sparsity of such superelliptic curves whose zeta functions
vanish at a fixed complex number. These results are proven via point-counting techniques
on certain Hurwitz schemes generalizing techniques of Ellenberg-Venkatesh-Westerland
and Ellenberg-Li-Shusterman. To obtain these point counts, We prove a unitary big
monodromy theorem generalizing big monodromy theorems of Yu and Achter-Pries by
appealing to an arithmeticity theorem of Venkataramana.
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Chapter 1

Introduction

Given a global field K, write Cl(K) for its ideal class group. Given an abelian group

A, write Aℓ for the Sylow ℓ-subgroup of A for a prime number ℓ, and write Ao for the

odd part of A, i.e. the subgroup of A of elements of odd order. The original Cohen-

Lenstra heuristics [17] are conjectures for the distribution of the odd parts of class groups

of imaginary and real quadratic fields. One can state these conjectures as follows, cf [6,

Conjecture 5.10.1, Conjecture 5.10.2]:

Conjecture 1.0.1. For X > 0, let SX be the set of discriminants D of imaginary

quadratic number fields such that |D| < X. For any odd prime ℓ and any finite abelian

ℓ-group A,

lim
X→∞

#{D ∈ SX : Cl(Q(
√
D))p ∼= A}

#SX
=

∏∞
i=1(1− p−i)
|Aut(A)|

.

Conjecture 1.0.2. For X > 0, let SX be the set of discriminants D of real quadratic

number fields such that |D| < X. For any finite abelian group A of odd order,

lim
X→∞

#{D ∈ SX : Cl(Q(
√
D))o ∼= A}

#SX
=

1

2|A| · (
∏∞
i=1(1− 2−i)) ·

(∏
k>2 ζ(k)

)
· |Aut(A)|

where ζ(k) is the Riemann zeta function.

There have been various conjectures and results about analogous distributions for both

number fields and functions fields since the inception of these conjectures. See [47], [25],



2

and [44] for some relevant works in the literature. One of the main results of this thesis

is a generalization Ellenberg, Venkatesh, and Westerland’s [15] result for function fields

resembling Cohen and Lenstra’s original conjecture for imaginary quadratic fields:

Theorem 1.0.3 ([15, 1.2 Theorem]). Let ℓ > 2 be prime and A a finite abelian ℓ-group.

Write δ+ (resp. δ−) for the upper density (resp. lower density) of imaginary1 quadratic

extensions of Fq(t) for which the ℓ-part of the class group is isomorphic to A. Then δ+(q)

and δ−(q) converge, as q →∞ with q ̸= 1 (mod ℓ) to
∏

i>1(1−ℓ−i)

|Aut(A)| .

Theorem 7.0.1 generalizes the above result to Kummer extensions of Fq(t) of the form yd =

f(t). In particular, our main results assume that Fq contain a primitive dth-root of unity

or equivalently that q ≡ 1 (mod d). Note that both Theorem 1.0.3 and Theorem 7.0.1

concern limits which first let deg f(t)→∞ and then let q →∞. In contrast, [25] concerns

limits of distributions for function fields which first let q → ∞ and then let the branch

locus degree approach infinity.

Our method for proving this generalization mimics the method that [15] used to prove

Theorem 1.0.3 above — one asymptotically counts Fq-points on certain Hurwitz schemes

which we denote by Xn/Fq in Chapter 6. Letting

• d ≥ 2 be an integer,

• ℓ be a prime number relatively prime to d,

• A be a module over Zℓ[ζd] = Zℓ[X]/(
∑d−1

i=0 X
i),

• G be the semidirect product A⋊Z/dZ where 1 ∈ Z/dZ acts on A by multiplication

by ζd, and

• c is the conjugacy class of G consisting of elements of the form (a, ζd) for a ∈ A,

the Hurwitz scheme Xn parameterizes tamely ramified G-covers f : C → P1 with mon-

odromy type (see Chapter 3) c away from∞ such that the quotient C → C/A is unramified

1i.e. ramified at ∞, cf. Definition 3.3.1
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above the points in C/A above ∞ ∈ P1. By the Grothendieck-Lefschetz fixed point for-

mula,

|Xn(Fq)| =
2n∑
j=1

(−1)j Tr(Frobq |Hj
c (Xn;Qλ)). (1.0.1)

Ellenberg, Venkatesh, and Westerland’s homological stability results [15, Theorem 6.1]

asymptotically bound the j < 2n terms, which are o(qn). We then show that the j = 2n

term is qn whenever n is sufficiently large. In turn, we show this via Corollary 4.3.8, which

is a statement about Hermitian spaces, and via Theorem 6.2.6 and Proposition 6.2.8, which

give desirable “big monodromy results”, i.e. that certain monodromy representations have

sufficiently large image.

The main difference between the case of d = 2 proved by [15] and the case of more

general d is the action of ζd on Jac(C), where C is the curve corresponding to the func-

tion field — when d = 2, the action is simply negation and when d > 2, the action is

be more complicated. Moreover, the Weil pairing on Jac(C) yields a non-trivial Hermi-

tian pairing when d > 2. Hence, Corollary 4.3.8 is a statement about Hermitian spaces

unlike is predecessor [15, Lemma 8.9], which is about symplectic spaces, and the mon-

odromy representations of interest are unitary representations and not merely symplectic

representations.

Furthermore, Ellenberg, Li, and Shusterman [13] used the machinery in Ellenberg,

Venkatesh, and Westerland’s paper [15] to prove a statement about the vanishing of zeta

functions for hyperelliptic curves over Fq.

Theorem 1.0.4 ([13, Theorem 1.2/3.2]). Fix a prime p, and a complex number s = 1
2+it.

Write Hg(Fq) for the family of genus g hyperellipic curves over Fq and write ZC(s) for

the zeta function of a curve. As k →∞, we have

sup
g

|{C ∈ Hg(Fq) : ZC(s) = 0}|
|Hg(Fq)

≪ p−k/276

Theorem 9.0.9 similarly generalizes this result for superelliptic curves corresponding to

the above Kummer extensions of P1. Once again, that the monodromy representations
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of interest are unitary representations when d > 2 present difficulties not present in the

d = 2 case. More specifically, Lemma 10.4.2, which generalizes [15, Lemma 3.5], is more

cumbersome to prove when d > 2 compared to when d = 2.

Chapter 2 discusses aspects of the structure of groups of the form A ⋊ Z/dZ where

A is a finite ℓ-group for a prime ℓ ∤ d. Lemma 2.0.5 and Lemma 2.0.6 show that the

homological stability results of [15] are applicable to the Hurwitz scheme Xn. Chapter 3

discusses monodromy types for covers of P1. Proposition 3.2.2 provides a convenient way to

understand the monodromy types for curves given by yd =
∏
i(t− ti)ei — the monodromy

type of t = ti can be regarded as ei ∈ Z/dZ. Chapter 4 discusses the Hermitian space

theory leading up to Corollary 4.3.8 needed in later parts of this thesis.

Chapter 5 discusses the unreduced and reduced Burau representations, which are rep-

resentations of the Artin braid group Bn. The chapter presents Venkataramana’s result

[43] that the reduced Burau representations evaluated at roots of unity are arithmetic, i.e.

their images are of finite index in the largest possible “trivial” codomain. Section 6.1 in-

troduces notations for the aforementioned Hurwitz schemes of interest, Section 6.2 proves

relevant big monodromy results. There, Venkataramana’s arithmeticity results establish

base cases and Achter and Pries’ clutching methods [2] demonstrate the inductive step of

an induction argument. Section 6.3 puts together the details from the previous chapters

and sections to prove Theorem 6.3.1, which asymptotically counts the Fq-points of Xn as

described above. Chapter 7 then uses Theorem 6.3.1 to finish proving Theorem 7.0.1. The

details presented in this chapter are basically identical to those in [15, 8.1 to 8.4 Lemma]

except for the fact that the abelian group surjections involved all must be equivariant for

the ζd-action as well. We nevertheless include these details for completeness.

Chapter 8 and Chapter 9 generalize and ideas in [15, Section 2, Section 3]. Chapter 8

counts points on twists of Xn and Chapter 9 bounds the number of superelliptic curves

whose zeta functions vanish at a fix complex number. Finally, Chapter 10 proves details,

culminating in Lemma 10.4.2, about the orbits of the Burau representations evaluated at

roots of unity and reduced modulo ℓ ultimately needed to conclude Theorem 9.0.9.
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Chapter 2

Conjugacy structure of A⋊ Z/dZ

In this section, we prove some lemmas concerning the group structure of A⋊Z/dZ where

d is a positive integer and A is a Zℓ-module with a Z/dZ-action for a prime ℓ that does

not divide d. We often, but not always, write Z/dZ as ⟨ζd⟩ where ζd is a fixed generator

of Z/dZ and write the group structure of ζd multiplicatively and with an identity element

of 1. Write Aζd = A⟨ζd⟩ for the ⟨ζd⟩-invariant subgroup of A.

Lemma 2.0.1. Let d ≥ 2 be an integer, and let A be a Zℓ-moodule with a ⟨ζd⟩ ∼= Z/dZ-

action where ℓ is a prime that does not divide d. The following hold for all k, k1, k2 ∈ Z

1. (a1, ζ
k1
d ) · (a2, ζk2d ) = (a1 + ζk1d a2, ζ

k1+k2
d )

2. (a, ζkd )
−1 = (−ζ−kd a, ζ−kd )

3. (a1, ζ
k1
d ) · (a2, ζk2d ) · (a1, ζk1d )−1 = (a1 + ζk1d a2 − ζ

k2
d a1, ζ

k2
d )

4. (a1, ζ
k
d ) · (a2, ζkd )−1 = (a1 − a2, 1)

5. (a1, ζ
k
d ) · (a2, 1) · (a1, ζkd )−1 = (ζkda2, 1)

6. (a1, 1) · (a2, ζkd ) · (a1, 1)−1 = ((1− ζkd )a1 + a2, ζ
k
d )

Proof. All of these are immediate calculations.

We are further concerned with the case in which Aζd is trivial. Corollary 2.0.3 lists

equivalent conditions. To prove Corollary 2.0.3, we discuss
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Since ℓ ∤ d, Xd − 1 is square free over Zℓ. Letting Xd − 1 =
∏
i fi(X) be the prime

factorization ofXd−1 over Zℓ, we have an isomorphism Zℓ[X]/(Xd−1) ∼=
∏
i Zℓ[X]/fi(X),

and the Zℓ[X]/fi(X) are the rings of integers of the unramified extensions Qℓ[X]/(fi(X))

of Qℓ. Let Bi = Zℓ[X]/fi(X). In particular, a Zℓ-module with a ⟨ζd⟩ action, i.e. a

(Zℓ[X]/(Xd− 1))-module after identifying X with ζd, is the product of its Bi-components

Ai. Given an element a ∈ A, write ai ∈ Ai for its Bi-component. Moreover, the Bi are

discrete valuation rings with uniformizer ℓ, so the structure theorem for finitely generated

modules over PID’s applies. To summarize, we can decompose A via isomorphisms

A ∼=
∏
i

Ai (2.0.1)

Ai ∼=
ki⊕
j=1

Bi/(ℓ
di,j ) (2.0.2)

for finitely many integers di,j ≥ 0. For convenience, let f0(X) = X − 1 so that B0
∼= Zℓ

and ζd = 1 in B0.

Lemma 2.0.2. Let d ≥ 2 be an integer, let ℓ be a prime not dividing d, and let A be a

finitely generated Zℓ-module with a ⟨ζd⟩-action. With notations as above, A0 = Aζd.

Proof. By construction, the elements of A0 are clearly ζd-invariant. To show that the

Aζd ⊆ A0, it is equivalent to show that
∏
i ̸=0Ai has only trivial ζd-invariants. Since

ζd respects each multiplication Ai in
∏
i ̸=0Ai and respects each direct summand of the

decomposition Ai ∼=
⊕ki

j=1Bi/(ℓ
di,j ), showing that

∏
i ̸=0Ai has only trivial ζd-invariants

is equivalent to showing that each Bi/(ℓ
di,j ) has only trivial ζd-invariants.

To show this, first note that the action of ζd on Bi/ℓBi does not have 1 ∈ Fℓ as an

eigenvalue whenever i ̸= 0 because the characteristic polynomial of the multiplication-by-

ζd-map on Bi is fi(X) ∈ Zℓ[X], which does not have a root of 1 when reduced modulo ℓ.

Suppose for contradiction that there is some nonzero b ∈ Bi/(ℓdi,j ) such that ζdb = b. Note

that this cannot happen when di,j = 0 because then b
ℓordℓ(b)

would be an element of B×
i

fixed by ζd, and reducing this element modulo ℓ would produce a eigenvector of Bi/ℓBi of
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eigenvalue 1. Now assume that di,j ≥ 1. In particular, ordℓ b ≤ di,j − 1. Since the action

of ζd on Bi/ℓBi has only trivial invariants, b must be in ℓBi. Say that b1 ∈ Bi such that

b = b1ℓ. In particular, ζdb1ℓ = b1ℓ, so there is some c1 ∈ Bi such that ζdb1 = b1+ c1ℓ
di,j−1.

Reducing modulo ℓ once again shows that b1 = b2ℓ for some b2 ∈ Bi, so there is some

c2 ∈ Bi such that ζdb2ℓ = b2 + c2ℓ
di,j−2. Continuing in this manner eventually yields

elements bdi,j−1, cdi,j−1 ∈ Bi such that b = bdi,j−1ℓ
di,j−1 and ζdbdi,j−1 = bdi,j−1 + cdi,j−1ℓ.

The ℓ-adic order of bdi,j−1 is at most zero and hence must be exactly zero but the reduced

equation ζdb̄di,j−1 = b̄di,j−1 modulo ℓ shows that b̄di,j−1 is an eigenvector of ζd of eigenvalue

1, which is a contradiction. Hence, Bi/(ℓ
di,j ) has trivial ζd-invariants as desired.

Corollary 2.0.3. Let d ≥ 2 be an integer, let ℓ be a prime not dividing d, and let A be a

finitely generated Zℓ-module with a ⟨ζd⟩-action. The following are equivalent:

1. The induced action of ζd on A/ℓA does not have 1 ∈ Fℓ as an eigenvalue.

2. Aζd is trivial.

3. A is a module over Zℓ[ζd] := Zℓ[X]/(Xd−1 + · · ·+ 1).

Proof. The equivalence of (2) and (3) follows immediately from Lemma 2.0.2. Moreover,

(3) implies (1) because the action of ζd respects the direct summands Bi/(ℓ
di,j ) in the

decomposition (2.0.2) and because the action of ζd on Bi/ℓBi does not have 1 ∈ Fℓ as an

eigenvalue for all i ̸= 0 as shown in the proof of Lemma 2.0.2. Moreover, if (3) is not

true, then the B0-component A0 of A must be nontrivial, so the action of ζd on A0/ℓA0

must have an eigenvalue of 1 and hence (1) would not be true. Therefore, (3) and (1) are

equivalent.

Under the equivalent conditions of Corollary 2.0.3, some of the conjugacy classes of

A⋊ ⟨ζd⟩ are simple.

Lemma 2.0.4. Let d ≥ 2 be an integer, and let A be a Zℓ-moodule with a ⟨ζd⟩ ∼= Z/dZ-

action where ℓ is a prime that does not divide d. Suppose that Aζd is trivial. For any fixed
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integer k that is relatively prime to d, the set

c = {(a, ζkd ) ∈ A⋊ ⟨ζd⟩ : a ∈ A}

is a conjugacy class of A ⋊ ⟨ζkd ⟩. In fact, any two elements of c are conjugate via an

element of c and are conjugate via an element of A.

Proof. On the one hand, c is indeed closed under conjugation. On the other hand, note

that 1−ζkd is invertible as a mapA→ A because k is assumed to be relatively prime to d and

because the action of ζd on A/ℓA does not have an eigenvalue of 1 ∈ Fℓ. Lemma 2.0.1(3)

above then shows that

(a1, ζ
k
d )(a2, ζ

k
d )(a1, ζ

k
d )

−1 = (a3, ζ
k
d )

if a1 =
−ζkda2+a3

1−ζkd
. Moreover, Lemma 2.0.1(6) shows that

(a1, 1)(a2, ζ
k
d )(a1, 1)

−1 = (a3, ζ
k
d )

if a1 =
a3−a2
1−ζkd

.

Ellenberg, Venkatesh, and Westerland’s homological stability result [15, Theorem 6.1]

as well as its consequences in loc. cit. depend on having a non-splitting conjugacy class —

we say that a conjugacy class c of a group G is non-splitting if for any subgroupH ≤ G, the

intersection c∩H is either empty or a conjugacy class in H. We show that the conjugacy

classes of Lemma 2.0.4 are nonsplitting.

Lemma 2.0.5. Let d ≥ 2 be an integer, and let A be a Zℓ-moodule with a ⟨ζd⟩ ∼= Z/dZ-

action where ℓ is a prime that does not divide d. Suppose that Aζd is trivial. For any fixed

integer k that is relatively prime to d, the conjugacy class c of elements A ⋊ ⟨ζd⟩ of the

form (a, ζkd ) is non-splitting.

Proof. Say that H is a subgroup of A ⋊ ⟨ζd⟩ such that c ∩ H ̸= ∅. We want to show

that c ∩ H is a conjugacy class of H. Suppose that (a2, ζ
k
d ), (a3, ζ

k
d ) ∈ H. We will
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show that these two elements are related by some (a, 1) ∈ H. In particular, H has

(a2, ζ
k
d )(a3, ζ

k
d )

−1 = (a2 − a3, 1). Moreover, write
∑d−1

i=0 biζ
i
d for the multiplicative inverse

of 1 − ζd in Zℓ[ζd] = Zℓ[X]/(Xd−1 + · · · + 1). Since k is relatively prime to d, H has an

element of the form (αi, ζ
i
d) for every i. Therefore, H has elements

(αi, ζ
i
d) · (a2 − a3, 1) · (αi, ζid)−1 = (ζid(a2 − a3), 1)

and hence H has the bi-th power of these elements, namely (biζ
i
d(a2 − a3), 1). Let a =∑d−1

i=0 biζ
i
d(a2 − a3) so that (a, 1) ∈ H and so that

(a, 1)(a2, ζ
k
d )(a, 1)

−1 = (a(1− ζkd ) + a2, ζ
k
d ) = ((a2 − a3) + a2, 1) = (a3, 1)

as desired.

Lemma 2.0.6. Let d ≥ 2 be an integer, and let A be a nontrivial Zℓ-module with a

⟨ζd⟩ ∼= Z/dZ-action where ℓ is a prime that does not divide d. Suppose that the induced

action of ζd on A/ℓA does not have an eigenvalue of 1 and has a primitive dth root of

unity in Fℓ as an eigenvalue. The group A⋊ ⟨ζd⟩ is center free.

Proof. By Lemma 2.0.1(3), we have

(a1, ζ
k1
d ) · (a2, ζk2d ) · (a1, ζk1d )−1 = (a1 + ζk1d a2 − ζ

k2
d a1, ζ

k2
d ).

Given (a1, ζ
k1
d ) ∈ A ⋊ ⟨ζd⟩ that is not the identity element (0, 1), it suffices to show

that there is some (a2, ζ
k2
d ) ∈ A ⋊ ⟨ζd⟩ such that a2 ̸= a1 + ζk1d a2 − ζk2d a1, i.e. that

a2(1− ζk1d ) ̸= a1(1− ζk2d ).

If k1 = 0, then this non-equality is equivalent to 0 ̸= a1(1−ζk2d ). Note that a1(1−ζd) =

0 would imply that a1 = 0 by Corollary 2.0.3 which is not the case because (a1, ζ
k1
d ) is

assumed to not be the identity element. Therefore, letting k2 = 1 suffices.

If k1 ̸= 0, then choose a2 ∈ A to be a lift of an element of A/ℓA belonging to the

sum of the eigenspaces (over Fℓ whose eigenvalues are the primitive dth roots of unity. In
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particular, a2(1− ζk1d ) ̸= 0. It now suffices to let k2 = 0.

Remark 2.0.7. Let d and ℓ be distinct prime numbers. Any nontrivial Zℓ-module A with

a ⟨ζd⟩-action whose ζd-invariant subgroup is trivial must have a primitive dth root of unity

on Fℓ as an eigenvalue, thereby satisfying the hypotheses in Lemma 2.0.6.
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Chapter 3

Monodromy types of G-covers of

stable genus 0-curves

In this section, we relate various ways to define monodromy of G-covers of stable genus

0-curves for finite groups G.

3.1 Definitions

Definition 3.1.1 (cf. [15, Section 7.1, 7.3], [13, Proof of Proposition 2.1], [25, Section

11.1]). A curve over a scheme S is a proper morphism C → S whose geometric fibers are

connected and 1-dimensional. A cover of a curve C → S is a finite, flat, and surjective

morphism Y → C of S-schemes from a curve Y → S. Such a cover is tame if the

ramification index at every point is prime to the characteristic of the residue field at the

point. For a cover f : Y → C, let Aut(f) be the automorphism group of f : Y → C. Such

a cover f is Galois if f is separable and if Aut f acts transitively on fibers of geometric

points of C. Given a tame Galois cover f : Y → C, its branch locus D is the reduced

divisor of C such that D → S is étale, and f is étale over C−D, and C−D is the maximal

with these properties. If there is some constant n such that the geometric fibers of D → S

are all of degree n, then f is said to have n branch points. Such a constant exists whenever

S is connected.
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In the case that S = Spec k, given a finite group G and a conjugacy closed subset c of

G \ {e}, a tame G-cover of P1 consists of

• a tamely ramified finite Galois cover f : C → P1 where C/k is a smooth proper

geometrically connected curve, and

• an isomorphism ϕ : G→ Aut(f).

We will often only write f : C → P1 when referring to the tame G-cover of P1 whilst

leaving ϕ implicit.

More generally, we can consider labeled admissible stable G-covers of curves. We

generalize the definitions in [2, Section 2.1], which considers the case where the group G

is a cyclic group of prime order.

Definition 3.1.2 (cf. [2, Section 2.1], [11, Definition 1.2]). Let G = Z/dZ and let S be

an irreducible scheme over SpecZ[1/d, ζd]. Let k be an algebraically closed field equipped

with a ring morphism Z[1/d, ζd]→ k.

A semi-stable curve ψ : C → S is a flat and proper morphism whose geometric fibers

are connected, reduced curves whose only singularities are ordinary double points. Given

a point s of S, let Cs denote the fiber of C over s. Let SingS(C) denote the set of z ∈ C

such that z is a singular point on the fiber Cψ(z).

A mark Ξ on C/S is a closed subscheme of C − SingS(C) which is finite and étale

over S. The degree of Ξ is the number of points in any geometric fiber of Ξ → S. Given

a semi-stable curve ψ : C → S and a mark Ξ on C/S, the pair (C/S,Ξ) is called a

marked semi-stable curve. Furthermore, (C/S,Ξ) is a stably marked semi-stable curve if

every irreducible component in every geometric fiber of C has at least three points which

are either in SingS(C) or in Ξ. We say that a mark Ξ has a labeling if Ξ is an ordered

disjoint union of sections S → C. In this case, a labeling of the mark Ξ is denoted by

η : {1, . . . , r} → Ξ where r is the degree of Ξ.

Let G be a finite group. Given a G-action ι0 : G ↪→ AutS(C) on C/S, let R denote the

ramification locus of the cover C → C/ι0(G), and let Rsm = R − (R ∩ SingS(C)) be the
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smooth ramification locus. The pair (C/S, ι0) is a stable G-curve if C/S is a semi-stable

curve, Rsm is a mark on C/S, and (C/S,Rsm) is stably marked.

Given a stable G-curve (C/S, ι0), and a geometric point z of R ∩ SingS(C), let Cz,1

and Cz,2 be the two components of the formal completion of Cψ(z). We say that (C/S, ι0)

is admissible if, for every geometric point z ∈ R ∩ SingS(C), ι0(1) stabilizes each branch

Cz,i and the characters of the action of ι0 on the tangent spaces of Cz,1 and Cz,2 at

z are inverses. A labeling of an admissible stable G-curve (C/S, ι0) is a labeling η of

Rsm. Note that a labeling η of an admissible stable G-curve (C/S, ι0) induces a labeling

η0 : {1, . . . , r} → Bsm on the quotient C/ι0(G) where Bsm is the smooth branch locus of

the covering C → C/ι0(G).

Let s be a geometric point of S with residue field k, and let a be a point of the fiber

Rsm,s. In particular, G acts on the tangent space of Cs at a via a character χa : G→ k×. In

the case that G = Z/dZ where d ≥ 2 is an integer, there is a unique choice of γa ∈ G\{0} so

that χa(1) = ζγad . This value of γa is called the canonical generator of inertia at a. Given

a labeled admissible stable G-curve (C/S, ι0, η), where G = Z/dZ, its class vector is the

set map γ : {1, . . . , r} → G\{0} given by γ(i) = γη(i). We often write γ = (γ(1), . . . , γ(r)).

We are mostly concerned with admissible stableG-curves (C/S, ι0) such thatG = Z/dZ

the quotient C/ι0(G) has (arithmetic) genus 0. In this case, C/ι0(G) is a stably marked

curve by [11, Proposition 1.4].

Using conventions in [46, Sections 5.1, 5.2], we define monodromy types of tame G-

covers of P1.

Definition 3.1.3. Let k be a field. Given an indeterminate z, the Puiseaux series field

k((z1/∞)) is the field extension of the Laurent series field k((z)) generated by z1/m for m

relatively prime to char k.

When k = k̄, k((z1/∞)) is the maximal prime-to-(char k) extension of k((z)). In this

case, there is an isomorphism

Gal(k((z1/∞))/k((z))) ≃ Ẑ(1)k (3.1.1)
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given by σ 7→ {σm} where Ẑ(1)k = lim←−m µm(k) and σm = σ(z1/m)

z1/m
.

Let k be an algebraically closed field. For t0 ∈ k, write z = t − t0. Given any Galois

prime-to-(char k) extension L of k(t) = k(z), there is a Gal(L/k(t))-conjugacy class of

homomorphisms Gal(k((z1/∞))/k((z)))→ Gal(L/k(t)) which correspond to the k(t)-field

injections L→ k((z1/∞)). Composing such a homomorphism with the isomorphism (3.1.1)

yields the homomorphism

rt0,Q : Ẑ(1)k → Gal(L/k(t))

whose image is an inertia group I(Q|P ) ⊆ Gal(L/k(t)) for a place (more precisely, a

system of places of finite Galois prime-to-(char k)-extensions of k(t)) Q of L above the

place P of k(t) corresponding to t0. In particular, the Gal(L/k(t))-conjugacy class of

rt0,Q is independent of the choice of k(t)-embedding L → k((z1/∞)). Let rt0 denote this

conjugacy class.

Moreover, choosing some base point ∗ for P1
k and letting U ⊆ P1

k be an open subset

containing ∗1, Let πt1(U, ∗) be the tamely ramified fundamental group of U (see [16, Exposé

XIII, 2.1.3] for a more detailed discussion). Let L = Lmax be the maximal prime-to-

(char k)-extension of k(t) unramified at points of U so that πt1(U, ∗) ∼= Gal(Lmax/k(t)).

Let t1, . . . , tn be the k-points of P1 − U . By Grothendieck’s comparison of étale and

topological fundamental groups [16, Exposé XIII, Corollaire 2.12], there exist elements

γ1, . . . , γn ∈ πt1(U,∞) such that

• γ1 · · · γn = 1,

• γi topologically generates an inertia group at ti, i.e. γi = rti,Q(ζi) for some topolog-

ical generators ζi ∈ Ẑ(1)k and some Q above ti, and

• γ1, . . . , γn−1 freely generate πt1(U, ∗) as a profinite group.

1[46, Section 5.2] specified ∞ to be the base point of P1, but we do not make the same specification
here as we study covers of P1 that are possibly branched at ∞
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In fact, the condition γ1 · · · γn = 1 applied to the extension

k
(
t, m
√

(t− t1) / (t− t2), m
√
(t− t2) / (t− t3), · · · , m

√
(t− tn) / (t− t1)

)

of k(t) shows that the ζi are all equal, say to some ζ ∈ Ẑ(1)k. We refer to γ1, . . . , γn and

ζ as generator data for U .

Definition 3.1.4 (cf. [15, Section 7.3], [13, Proof of Proposition 2.1]). Let k be a field,

let G be a finite group with char k ∤ |G|, and let f : C → P1 be a tamely ramified G-cover

over k equipped with an isomorphism ϕ : G → Aut(f) ∼= Gal(L/k(t)) where L is the

G-extension of k(t) corresponding to C. Let U ∈ P1
k̄
be the unbranched locus of f and

let t1, . . . , tn be the points of P1
k̄
\U . Choose generator data γ1, . . . , γn ∈ πt1(U,∞) and

ζ ∈ Ẑ(1)k̄ for U as above.

Let c ⊆ G be closed under conjugation. We say that the monodromy type (with respect

to the choice of generator data) of f at/above ti is c if the image of γi under the surjection

πt1(U, ∗) ↠ Aut(f)
ϕ−1

−−→ G given by the covering f : Ck̄ → P1
k̄
is an element of c. If P ∈ P1

k̄

is not a branched point of f , then we say that the monodromy type of f at/above P is

trivial or is 1 ∈ G. Furthermore, we say that f has monodromy type c (with respect to the

choice of generator data) if all finite branch points P of f have monodromy type c.

Remark 3.1.5. The notion of f having monodromy of type c does not specify whether

∞ is a branch point of f and what the monodromy type above ∞ ∈ P1 is. We use this

convention to later consider in Chapter 6 moduli of G-covers of P1 with monodromy of a

fixed type (away from ∞).

Remark 3.1.6. Monodromy types as defined above generally depend on the choice of the

generator data γ1, . . . , γn ∈ πt1(U,∞) and ζ ∈ Ẑ(1)k̄. A different choice of generator data

replaces c with cα := {gα : g ∈ c} for some α. By symmetry, there must be some β such

that c = (cα)β. When discussing monodromy types, we leave the choice of generator data

implicit. In the case of interest, we let G be A ⋊ ⟨ζd⟩ where A is a finite ℓ-group such

that A⟨ζd⟩ ̸= 1, we let c = ck be {(a, ζkd ) : a ∈ A}, which is a non-splitting conjugacy class
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by Lemma 2.0.5, where k is a fixed integer that is relatively prime to d, and we consider

G-covers of P1 with monodromy type c. Changing the choice of generator data in this case

changes the monodromy type from ck to some ck′ for some k′ that is also relatively prime

to d. In fact, there is a choice of monodromy data, obtained by replacing ζ if necessary,

that makes the monodromy types of the covers into c1.

Proposition 3.1.7 establishes that monodromy types respect subcovers when G is a

semi-direct product.

Proposition 3.1.7. Let k be a field. Let Γ, H be finite groups with Γ acting on H and

such that char k ∤ |Γ|, |H| and let H⋊Γ be the semidirect product with respect to this action.

Let f : C → P1
k be a tame (H ⋊ Γ)-cover of smooth curves over a field k. In particular,

f factors as tame Galois covers C → C/H and g : C/H → P1
k of smooth curves over

k; the former cover is an H-cover and the latter is a Γ-cover. Fix some generator data

γ1, . . . , γn ∈ πt1(Uf ,∞) and ζ ∈ Ẑ(1)k̄ for the unbranched locus Uf of f in P1
k̄
.

1. If ti1 , . . . , tim are the branched points of g, then the images of γi1 , . . . , γim under

the natural surjection π : πt1(Uf , ∗) → πt1(Ug, ∗) and ζ form generator data for the

unbranched locus Ug of g in P1
k̄
.

2. Write if (P ) and ig(P ) for the monodromy types of f and g above P ∈ P1
k̄
with respect

to the above generator data; these are conjugacy classes in H⋊Γ and Γ respectively.

The image of if (P ) in Γ is ig(P ).

Proof. 1. π(γi) is trivial whenever i ̸∈ {i1, . . . , im}, so γi1 · · · γim = 1. Moreover, γij is

a topological generator of an inertia subgroup of πt1(Uf , ∗) at tij , so its image under

the natural surjection is a topological generator of an inertia subgroup of πt1(Ug, ∗)

at tij . Lastly, under the comparison of étale and topological fundamental groups

[16, Exposé XIII, Corollaire 2.12] (see also [16, Exposé XII, Corollarie 5.2]), one sees

that γi1 , . . . , γim freely generate πt1(Ug, ∗) as a profinite group.

2. If P is unbranched for f , then if (P ) and ig(P ) are both trivial. Otherwise, if (P )

is the (H ⋊ Γ)-conjugacy class of the image of γi under the surjection πt1(Uf , ∗) →
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H ⋊ Γ given by f , where P is identified with t = ti. If P is branched for g in this

case, then ig(P ) is the H-conjugacy class of the image of π(γi) under the surjection

πt1(Ug, ∗)→ H given by g. This coincides with the image of γi under the composition

πt1(Uf , ∗) → H ⋊ Γ → H. If P is unbranched for g instead, then ig(P ) is trivial by

definition. Moreover, π(if (P )) is the image of γi under the composition πt1(Uf , ∗)→

H ⋊ Γ → H, which equals the composition πt1(Uf , ∗)
π−→ πt1(Ug, ∗) → H. Thus,

π(if (P )) is trivial. In any case, the image of if (P ) in Γ is ig(P ).

The ramification behavior above points can be calculated from the monodromy types.

Proposition 3.1.8. Let f : C → P1
k be a tame G-cover of smooth curves over a field k

where char k ∤ |G|. Given a closed point P ∈ P1
k and a point Q ∈ C such that f(P ) = Q,

the ramification index of Q over P equals the order of the monodromy type of f at Q.

Proof. It suffices to prove this when k is algebraically closed. The ramification index of

Q over P equals #I(Q|P ) · [κ(Q) : κ(P )]i where I(Q|P ) is the inertia group of Q over P

and [κ(Q) : κ(P )]i is the inseparable degree of the residue field at Q over the residue field

at P (see, for example, [39, Corollary 7.10]). Since char k ∤ |G|, the inseparable degree is

1. Moreover, I(Q|P ) is generated by the monodromy type of f at Q (with respect to a

chosen generator of Ẑ(1)k and isomorphism Aut f ∼= G). Therefore, the ramification index

of Q over P equals the order of this monodromy type.

The moduli of G-covers of P1 parameterizing monodromy types in c discussed later in

Chapter 6 will be rational over the base finite field Fq as long as c is rational as below:

Definition 3.1.9. Let G be a finite group and c be a union of conjugacy classes in G.

We say that c is rational if c is closed under the assignment x 7→ xN for all N relatively

prime to G. Similarly, given a prime power q, we say that c is Fq-rational if c is closed

under the assignment x 7→ xq.
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3.2 Monodromy for Kummer extensions of P1

Let G = Z/dZ for an integer d ≥ 2, and suppose that k is a field with primitive dth-roots

of unity. By Kummer theory, Z/dZ-covers of Fq(t) are of the form Fq(t)[y]/(yd − f(t))

where f(t) ∈ Fq(t). Equivalently, the Z/dZ-covers of P1
Fq

are smooth completions of the

curve given by yd = f(t) and in fact these covers are tame. We can take f(t) ∈ Fq[t] to

be a polynomial without any dth or higher power factors. In this subsection, we describe

monodromy types for such Z/dZ-covers of P1.

Lemma 3.2.1. Let k be a field, let d ≥ 2 be an integer not divisible by char k, and let

f : C → P1
k be the covering map from the smooth completion C of the affine plane curve CA

given by yd = f(t) where f(t) ∈ k(t). Assume that C is geometrically connected. Without

loss of generality, say that f(t) is a polynomial without any dth or higher power factors.

Write f(t) = a
∏n
i=1 fi(t)

ei where a ∈ k× and fi(t) are monic irreducible polynomials.

For each i, C has exactly gcd(d, ei) distinct points over the vanishing locus of fi(t) in P1
k.

Moreover, C has exactly gcd(d,deg f) distinct points over ∞. Furthermore, the rational

function y on C

1. has vanishing order ei
gcd(d,ei)

at each of the points above the vanishing point of fi(t)

in P1
k,

2. has poles of order deg f
gcd(d,deg f) at the normalizations at the points above ∞, and

3. does not vanish and does not have a pole at other points on C.

Moreover, f is branched above ∞ if and only if deg f ̸≡ 0 (mod d).

Proof. It suffices to demonstrate these results in the case that k is algebraically closed.

In this case, fi(t) can be written as t − ti where ti ∈ k. For each j, let fj be a positive

integer such that ejfj ≡ gcd(d, ej) (mod d); write ejfj = gcd(d, ej) + dkj . For each j, the

equality yd = f(t) = a(t− tj)ej
∏
i ̸=j(t− ti)ei of rational functions of C is equivalent to

ydj,1 = afj (t− tj)gcd(d,ej)
∏
i ̸=j

(t− ti)ei
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where yj,1 =
yfj

(t−tj)kj
. In turn, this equation is equivalent to

y
gcd(d,ej)
j,2 = afj

∏
i ̸=j

(t− ti)ei (3.2.1)

where yj,2 =
y
d/ gcd(d,ej)

j,1

t−tj . The affine curve given by the equation (3.2.1) has gcd(d, ej)

smooth points above t = tj . At each of these smooth points Q, the rational function t− tj

vanishes, so yj,1 also vanishes because yj,2 =
y
d/ gcd(d,ej)

j,1

t−tj . In particular, the vanishing order

of t− tj at Q is a multiple of d
gcd(d,ej)

. This vanishing order equals the ramification index

of Q, and the sum of the ramification indices of the smooth points above t = tj must be

exactly d, so in fact these smooth points Q are exactly the points of C above t = tj , the

function yj,1 is a uniformizer at each Q, and t− tj vanishes with order exactly d
gcd(d,ej)

.

Since yj,1 = yfj

(t−tj)kj
, the vanishing order of yfj at each of these Q is exactly 1 +

dkj
gcd(d,ej)

=
ejfj

gcd(d,ej)
. Thus, the vanishing order of y at these Q is

ej
gcd(d,ej)

.

Note that the affine curve given by yd = f(t) is smooth at the points that are not

above t = ti and not above ∞. Therefore, such points are points of C. Moreover, y does

not vanish and does not have poles at such points because f(t) does not vanish and does

not have poles away from t = ti and t =∞.

To prove (3), write s = 1
t so that t =∞ corresponds to s = 0. The equation yd = f(t)

is equivalent to

yd = f

(
1

s

)
(s⌈

deg f
d

⌉y)d = sd⌈
deg f

d
⌉f

(
1

s

)
. (3.2.2)

Note that sd⌈
deg f

d
⌉f
(
1
s

)
is a polynomial in s of degree d⌈deg fd ⌉, and has exactly d⌈deg fd ⌉−

deg f factors of s. Part (1) shows that C has exactly gcd(d, d⌈deg fd ⌉−deg f) = gcd(d,deg f)

distinct points over t = ∞. Moreover, the rational function s⌈
deg f

d
⌉y vanishes with order

exactly
d⌈deg f

d
⌉−deg f

gcd(d,deg f) above each point over s = 0. As a rational function of C, the proof of

part (1) above establishes that s vanishes at each point over s = 0 with order d
gcd(d,deg f) .
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Therefore, the vanishing order of y at each of these points is − deg f
gcd(d,deg f) . In other words,

y has a pole of order deg f
gcd(d,deg f) at each of these points.

Proposition 3.2.2. Let d ≥ 2 be an integer. Let k be a field such that char k ∤ d and let

φ : C → P1
k be a tame Z/dZ-cover over k. Let ζ = (ζm)m ∈ Ẑ(1)k̄ and γ1, . . . , γn ∈ πt1(U, ∗)

be a choice of generator data for U , where U ⊆ P1
k̄
is the complement of the branch locus

of φ×k k̄. After base changing to an extension kd of k with a primitive dth-root of unity,

say that C is given by the smooth completion of the affine plane curve given by yd = f(t)

where f(t) ∈ kd[t] is a polynomial without any dth or higher power factors. After this

base change, further say that ϕ : Z/dZ → Aut(φ) is chosen to send 1 ∈ Z/dZ to the

automorphism of C given by (x, y) 7→ (x, ζdy). Write f(t) = a
∏n
i=1 fi(t)

ei where a ∈ k×d ,

fi(t) are monic irreducible polynomials, and 1 ≤ ei ≤ d − 1. The monodromy type of C

above the vanishing point of fi(t) in P1
k is ei ∈ Z/dZ, and the monodromy type of C above

∞ ∈ P1
k is −deg f .

Proof. It suffices to demonstrate the desired results in the case that k is algebraically

closed. In this case, write zi = fi(t) = t − t0,i for t0,i ∈ k and let P ∈ P1
k be the (finite)

point corresponding to t0,i. Writing L = k(t)[y]/(yd − f(t)) for the function field of C,

consider any k(t)-embedding ι : k(t)[y]/(yd − f(t)) ↪→ k((z
1/∞
i )) — such an embedding is

given by sending y to a1/m(t− t0,i)
ei
d ·w where a1/m is any choice of dth root of a in k = k̄,

and w is any choice of dth root of
∏
j ̸=i(t−t0,j)ej in k((z)). Under the isomorphism (3.1.1),

ζ corresponds to the element of σ : Gal(k((z
1/∞
i ))/k((zi))) given by z

1/m
i 7→ ζmz

1/m
i . In

turn, σ sends a1/m(t− t0,i)
ei
d · w to a1/m(ζd)

ei(t− t0,i)
ei
d · w = ζeid (t− t0,i)

ei
d · w. In other

words, the homomorphism Gal(k((z
1/∞
i ))/k((zi)))→ Gal(L/k(t)) ∼= Aut f corresponding

to ι is given by sending σ to the k(t) automorphism given by sending y to ζeid y. Under ϕ,

this automorphism corresponds to ei ∈ Z/dZ. Therefore, the composition
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Ẑ(1)k Gal(k((z1/∞))/k((z))) Gal(Lmax/k(t)) πt1(U, ∗)

Gal(L/k(t)) Aut(f) Z/dZ

∼=

rti=rti,Q

∼=

∼= ϕ−1

sends ζ to ei ∈ Z/dZ. Within the above series of maps, ζ is sent to γi in π
t
1(U, ∗), so the

monodromy type of f above t = ti is ei ∈ Z/dZ.

Let s = 1
t to see, as in equation (3.2.2) to see that the monodromy type of f above

s = 0 is d⌈deg fdeg d ⌉ − deg f , which is congruent to −deg f modulo d. Thus, the monodromy

type of f above ∞ is −deg f .

Remark 3.2.3. The sum of the monodromy types above the branch points (counted with

multiplicity) is 0 modulo d. This is a consequence of the relations on generators γi of the

inertia groups at the branch points as discussed in Section 3.1.

Remark 3.2.4. In the situation of Proposition 3.2.2, changing the generator data and the

choice of ϕ scales the monodromy types uniformly across the branch points. More precisely,

if (e1, . . . , en) is the n-tuple of monodromy types of f at the finite points t = t1, . . . , tn,

then the tuple becomes (α · e1, . . . , α · en) after changing the generator data and/or ϕ

for some α ∈ (Z/dZ)×. In other words, the tuple (e1, . . . , en) is a well defined element

of Pn−1(Z/dZ) independent of the generator data and the choice of ϕ. This element of

Pn−1(Z/dZ) also coincides with the tuple (e′1, . . . , e
′
n) of canonical generators of inertia at

Q1, . . . , Qn where Qi is a choice of ramification point in C above t = ti.

3.3 Imaginary cyclic extensions of Fq(t)

Definition 3.3.1. We say that a finite extension of k(t) is imaginary (resp. totally

imaginary) if it is ramified (resp. totally ramified) above ∞.

We will focus on Z/dZ-extensions of Fq(t) in later chapters, particularly ones which are

totally imaginary or not imaginary. The below proposition shows that totally imaginary
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Z/dZ extensions exist only when q ≡ 1 (mod d) which is the case exactly when Fq has

primitive dth roots of unity.

Proposition 3.3.2. Let q be a prime power. Let d ≥ 2 be an integer that is coprime to

q. Suppose that L is a cyclic dth-power extension of K = Fq(t). Let q be a place of L that

lies over a place p of K with ramification degree e. If the residue field of p is isomorphic

to Fqa, then qa ≡ 1 (mod e). In particular, if L is totally imaginary, then q ≡ 1 (mod d),

or equivalently, Fq has primitive dth roots of unity.

Proof. Let K̂p and L̂q denote the completions of K and L with respect to p and q re-

spectively. Let Kunr
p be the maximal abelian unramified extension of K̂p, and let Ktr

p

be the maximal tamely ramified extension of K̂p. The Galois group of Ktr
p over Kunr

p is

isomorphic to Π :=
∏
ℓ prime
ℓ∤q

Zℓ and the Galois group of Kunr
p over K̂p is the cyclic group

generated by Frobp. Therefore, the Galois group of Ktr
p over Kp is the semidirect product

Π⋊ ⟨Frobp⟩, where Frobp acts on Π by qa.

Since d and q are coprime, q is tamely ramified over p, so L̂q ⊆ Ktr
p . Moreover,

Gal(L̂q/K̂p) is identified with the decomposition group D(q|p) ⊆ Gal(L/K) ∼= Z/dZ, and

this decomposition group is of order ef , where f is the degree of κ(q)/κ(p). Write g = d
ef

so that the natural restriction Gal(Ktr
p /K̂p) ↠ Gal(L̂q/K̂p) is identified with a surjection

τ : Π⋊ ⟨Frobp⟩↠ gZ/dZ,

factoring through a composition Π ∼= Gal(Kunr
p /K̂p) ↠ Gal(L̂q/L̂q∩Kunr

p ) ↪→ Gal(L̂q/K̂p) ∼=

gZ/dZ. Note that [L̂q ∩ Kunr
p : K̂p] = f , so the image of Π in Gal(L̂q/K̂p) is identified

with fg ∈ Z/dZ.

Let γ ∈ Π be an element such that τ(γ) = fg ∈ Z/dZ. On the one hand, γFrobp = qaγ,

so τ(γFrobp) = qa · τ(γ) = qa · fg ∈ Z/dZ. On the other hand, τ(γFrobp) = τ(Frobp) +

τ(γ) − τ(Frobp) = τ(γ) = fg. Therefore, qa · fg = fg in Z/dZ. Since the order of fg as

an element of Z/dZ is e, qa ≡ 1 (mod e).
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Chapter 4

Hermitian Spaces over Zℓ[ζd]

For an integer d ≥ 1, let Φd(X) ∈ Z[X] denote the dth-cyclotomic polynomial.

Notation 4.0.1. Given a commutative ring A and an integer d ≥ 2, denote by A[ζd]all,

A[ζd]ζd ̸=1, A[ζd]prim the A-algebras A[X]/(Xd − 1), A[X]/(
∑d−1

i=0 X
i), and A[X]/(Φd(X))

respectively. Further let

A[ζd]ζd ̸=−1 =


A[ζd]all if 2 ∤ d

A[X]/
(
Xd−1
X+1

)
if 2 | d

A[ζd]ζd ̸=±1 =


A[ζd]ζd ̸=1 if 2 ∤ d

A[X]/

(∑d−1
i=0 X

i

X+1

)
if 2 | d.

In particular, A[ζd]ζd ̸=−1 and A[ζd]ζd ̸=±1 are quotients of A[ζd]all and A[ζd]ζd ̸=1 respectively.

If in fact A[ζd] = A[ζd]all (resp. A[ζd] = A[ζd]ζd ̸=1) factorizes as A[ζd]ζd ̸=−1×A[X]/(X+1)

(resp. A[ζd]ζd ̸=±1 × A[X]/(X + 1)), then let εA[ζd] ∈ A[ζd] be the element corresponding

to the pair (1,−1) under the factorization.

When often simply refer to each of these algebras as A[ζd] and indicate which we are

referring to, if distinctions are necessary, before we use this simplified notation in context.

Note that Chapter 7 and Chapter 8 both let Zℓ[ζd] = Zℓ[ζd]ζd ̸=−1.

For any of these algebras A[ζd], note that ζdd = 1 and that A[ζd] has an involution
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sending ζd to ζ−1
d .

In this section, For prime numbers ℓ and integers d ≥ 2 not divisible by ℓ, Proposi-

tion 4.1.1 induces Hermitian forms over Zℓ[ζd]ζd ̸=1 from the ℓ-adic Weil pairings on Jaco-

bians of Z/dZ-covers of P1. We also prove Corollary 4.3.8, which concerns the theory of

such Hermitian forms. Since d is not divisible by ℓ, Zℓ[ζd]all does not ramify over Zℓ and

Zℓ[ζd]all ∼=
∏
d′|d Zℓ[ζd′ ]prim.

For a discussion of the theory of Hermitian forms over general involution rings, see

[24].

Definition 4.0.2. Let R be a (not necessarily commutative) ring with an involution

· : R→ R. The opposite module M of the left R-module M is the additive group M with

the right R-module structure

mr = rm

for all r ∈ R and m ∈ M . The dual module M∨ of the right R-module M is the abelian

group HomR(M,R) that is a left R-module under the action

(rf)(m) = rf(m)

for all r ∈ R and m ∈M . The transpose module M∗ of an (right) R-module M is defined

to be M∨.

Definition 4.0.3 (cf. [24, Chapter I, 2.2, 3.1, 3.2]). Let R be a ring with an involution

· : R → R. Let ε be an element of the center of R such that ε · ε = 1. Let V be an R-

module. A Hermitian form (or more precisely, an ε-Hermitian form) on V is a biadditive

pairing H : V × V → R such that

1. H(av, bw) = aH(v, w)b for all v, w ∈ V and a, b ∈ R, and

2. H(v, w) = εH(w, v) for all v, w ∈ V .

When V is a projective R-module, we say that (V,H) is a Hermitian module. When (V,H)
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is a Hermitian module, H is said to be nonsingular if the adjoint map V → V ∗, v 7→

H(v,−) is an R-module isomorphism. In this case, (V,H) is said to be a Hermitian space.

A morphism (V1, H1) → (V2, H2) of Hermitian modules is an R-linear morphism φ :

V1 → V2 such that H2(φ(v), φ(w)) = H1(v, w) for all v, w ∈ V1.

Remark 4.0.4. It is common to use the opposite convention for sesquilinearity, i.e. it is

common to define a Hermitian form H to satisfy H(av, bw) = aH(v, w)b.

Remark 4.0.5. We mostly need the theory of εZℓ[ζd]-Hermitian forms where ℓ ∤ d. As

Lemma 4.0.8 shows, such Hermitian forms correspond to 1-Hermitian forms over factors

Di as in (4.1.10) where ζd ̸= −1 and to (−1)-Hermitian forms over Zℓ[X]/(X+1) (occuring

only when d is even). Since the involution on Zℓ[X]/(X + 1) is trivial, (−1)-Hermitian

forms over it are skew-symmetric bilinear forms.

We will use some facts about orthogonality for Hermitian modules.

Definition 4.0.6 (cf. [24, Chapter I, 3.4, 3.6]). Let R be a ring with involution and let

ε ∈ R satisfy ε · ε = 1.

1. If (Vi, Hi) are ε-Hermitian-modules for i = 1, 2, the orthogonal sum (M1, h1) ⊥

(M2, h2) is defined as the Hermitian module

(M1 ⊕M2, H1 ⊥ H2)

where H1 ⊥ H2 is the Hermitian form uniquely characterized by

H(v, w) =


Hi(v, w) if v, w ∈ Vi

0 if v ∈ V1, w ∈ V2
.

In particular,

H(v1 + v2, w1 + w1) = H1(v1, w1) +H2(v2, w2)

for all v1, w1 ∈ V1 and v2, w2 ∈ V2.
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2. Two subsets X ⊂ V and Y ⊂ V of a Hermitian module (V,H) are orthogonal if

H(x, y) = 0 for all x ∈ X and y ∈ Y .

3. Given a submodule U ⊂ V of a ε-Hermitian module (V,H), we define the orthogonal

complement U⊥ by

U⊥ = {x ∈ V : H(x, u) = 0 for all u ∈ U}.

4. A ε-Hermitian module (V,H) over R is said to be diagonalizable if there exists a basis

v1, . . . , vn of V such that the matrix of H with respect to v1, . . . , vn is diagonal, i.e.

H(vi, vj) = 0 for all i ̸= j. Such a basis is called an orthogonal basis. If H(vi, vi) = 1

for all i, then the orthogonal basis is called an orthonormal basis.

Lemma 4.0.7 ([24, Chapter I, Lemma 3.6.2]). Let (V,H) be a Hermitian module.

1. Let U be a submodule of V which is finitely generated and projective. If (U,H|U ) is

nonsingular, then (V,H) = (U,H|U ) ⊥ (U⊥, H|U⊥).

2. If (V,H) ≃ (V1, H1) ⊥ (V2, H2) for some Hermitian modules (Vi, Hi) for i = 1, 2,

then the Hi are nonsingular if and only if H is nonsingular.

In the case of interest, R = A[ζd] = A[x]/(1+x+· · ·+xd−1), for a ring A and · : R→ R

is the A-algebra involution homomorphism given by ζd 7→ ζ−1
d . More specifically, we will

apply the theory of Hermitian forms of A[ζd] in the case that A = Zℓ — Corollary 4.3.8

is concerned with a Zℓ[ζd]-module with a perfect symplectic pairing ω : V × V → Zℓ that

is preserved by ζd, i.e. ω(ζdv, ζdw) = ω(v, w) for all v, w ∈ V . We show that ω yields a

nonsingular Hermitian form H : V × V → Zℓ[ζd] in Proposition 4.1.1. Before doing so,

we first prove Lemma 4.0.8, which is convenient for understanding Hermitian forms over

finite products of involution rings.

Lemma 4.0.8. Let R be a ring with involution. Write R ∼=
∏
iDi where the product is a

finite product of involution rings, and the isomorphism is of involution rings. Hermitian

modules over R correspond to tuples of Hermitian modules over Di. More precisely, letting
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V be any R-module, writing Vi for the Di-component of V , letting εi ∈ Di satisfy εiεi = 1,

and letting ϵ be the element of R whose Di-component is εi, there is a bijection


Tuples (Hi)i where

Hi : Vi × Vi → Di

are εi-Hermitian forms

→
 ε-Hermitian forms

H : V × V → R


(Hi)i 7→⊥i Hi.

To discuss ⊥i Hi, note that we regard Hi : Vi × Vi → Di as a ε-Hermitian form over R

via the injection Di ↪→
∏
iDi
∼= R sending an element di ∈ Di to the element of

∏
iDi

whose ith component is di and whose other components are 0.

Furthermore, given that each Vi is a finitely generated and projective Di-module (equiv-

alently V is a finitely generated and projective R-module), the Hi are all nonsingular if

and only if ⊥i Hi is nonsingular.

Proof. It suffices to prove this in the case that R ∼= D1 × D2. We show that claimed

bijection has an inverse map that is the map sending a Hermitian form H : V × V → R

to the pair (H|V1 , H|V2).

Given a ε-Hermitian formH : V ×V → R, note thatH|V1 : V1×V1 → R are respectively

valued in D1 respectively because

H|V1(v, w) = H((1, 0)v, (1, 0)w)

= (1, 0) · (1, 0)H(v, w)

= (1, 0) · (1, 0)H(v, w)

= (1, 0)H|V1(v, w)
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where (1, 0) ∈ D1 ×D2
∼= R. In fact, H|V1 is a (ε1, 0)-Hermitian form over R because

H|V1(v, w) = H((1, 0)v, (1, 0)w)

= (1, 0)H((1, 0)v, (1, 0)w)

= (1, 0)εH((1, 0)w, (1, 0)v)

= ε1H|v1(w, v).

Similarly, H|V2 : V2 × V2 → R is valued in D2 and is a (0, ε2)-Hermitian form over R.

Moreover, V ∼= V1 ⊕ V2 as R-modules, and for any v1 ∈ V1 and v2 ∈ V2,

H(v1, v2) = H((1, 0)v1, (0, 1)v2)

= (1, 0) · (0, 1)H(v1, v2)

= (1, 0) · (0, 1)H(v1, v2)

= 0,

so H = H|V1 ⊥ H|V2 .

On the other hand, givenHi : Vi×Vi → Di we show thatHi : Vi×Vi → Di ↪→ D1×D2
∼=

R is a ε-Hermitian form over R. Given a ∈ R, let ai ∈ Di be the Di-component of a. For

all v, w ∈ Vi,

H(v, w) = εiH(w, v)

= εH(w, v).

For any v, w ∈ Vi and a, b ∈ R, we then have

Hi(av, bw) = Hi(aiv, biw)

= aiHi(v, w)bi

= aHi(v, w)b,
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so Hi is indeed a Hermitian form over R. Note that (H1 ⊥ H2)Vi = Hi, so the claimed

inverse map is indeed the inverse map to the claimed bijection as desired. By Lemma 4.0.7,

the Hi are all nonsingular if and only if ⊥i Hi is nonsingular.

4.1 Hermitian forms induced from the Weil pairing of a

superelliptic curve

Proposition 4.1.1. Let A be a commutative ring, let d ≥ 2 be an integer, let A[ζd] be

A[ζd]ζd ̸=1 equipped with the A-algebra involution ·̄ : ζd 7→ ζ−1
d , and let V be an A[ζd]-

module. If d is even, then additionally assume that d/2 is a nonzerodivisor of A, that

A ∼= A[ζd]ζd ̸=±1 × A[X]/(X + 1), and that 1 + ζd is invertible in A[ζd]ζd ̸=±1. Symplectic

pairings over A[ζd] on V which are preserved by ζd functorially induce εA[ζd]-Hermitian

forms over A[ζd]. More specifically, there exist natural maps


Sympletic pairings

ω : V × V → A

preserved by ζd

→
 εA[ζd]-Hermitian forms

H : V × V → A[ζd]


which are functorial in symplectic modules (V, ω) over A preserved by ζd and Hermitian

forms (V,H) over A[ζd].

Moreover, there exist such natural maps that assign perfect symplectic pairings over A

which are preserved by ζd to nonsingular Hermitian forms over A[ζd].

Proof. Let A′ be A[ζd] if d is odd and A[ζd]ζd ̸=±1 if d is even. Let V ′ be the A′-component

of A and let ω′ = ω|V ′ . When d is even, let V |ζd=−1 be the A[X]/(1 +X)-component of

V and let ω|ζd=−1 be the restriction of ω to V |ζd=−1.

We show that there exist ai ∈ Z[ζd] such that

H ′(v, w) :=
d−1∑
i=1

aiω
′(v, ζidw)



30

is a 1-Hermitian form over A′ for any symplectic module (V, ω) over A. Afterwards, let H

be H ′ if d is odd, and let d be the εA[ζd]-Hermitian form corresponding to H ′ on V ′ and to

ω|ζd=−1 on V |ζd=−1 via Lemma 4.0.8. Assigning (V, ω) to (V,H) then induces a functor

from the category of symplectic modules over A that are preserved by ζd to the category

of Hermitian forms.

On the one hand,

H ′(v, ζdw) =

d−1∑
i=1

aiω
′(v, ζi+1

d w)

=
d−1∑
i=2

ai−1ω
′(v, ζidw)

= −ad−2ω
′(v, ζdw) +

d−1∑
i=2

(ai−1 − ad−2)ω
′(v, ζidw),

and on the other hand,

H ′(v, w)ζd =
d−1∑
i=1

aiζdω
′(v, ζidw),

so H ′(v, ζdw) = H ′(v, w)ζd is equivalent to

a1ζd = −ad−1 (4.1.1)

aiζd = ai−1 − ad−1 for 2 ≤ i ≤ d− 1, (4.1.2)

Also equivalently,

(4.1.3)

(a1 : · · · : ad−1) = (1 : ζ−1
d + 1 : ζ−2

d + ζ−1
d + 1 : · · · : ζ3d + ζ4d + · · ·+ ζ−1

d + 1 : −ζd).
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Moreover,

H ′(w, v) =
d−1∑
i=1

aiω
′(w, ζidv)

=
d−1∑
i=1

−aiω′(ζidv, w)

=

d−1∑
i=1

−aiω′(v, ζd−id w)

=

d−1∑
i=1

−ad−iω′(v, ζidw)

and

H ′(v, w) =
d−1∑
i=1

aiω
′(v, ζidw).

These are equal if and only if

ad−i = −ai for all 1 ≤ i ≤ d− 1. (4.1.4)

Letting a = a1, the condition (4.1.3) is equivalent to

ai = (ζ−i+1
d + ζ−i+2

d + · · ·+ 1)a for all 1 ≤ i ≤ d− 1

and under this condition, the condition (4.1.4) is equivalent to

(ζ−d+i+1
d + ζ−d+i+2

d + · · ·+ 1)a = ad−i = −ai = −(ζi−1
d + ζi−2

d + · · ·+ 1)a

for all 1 ≤ i ≤ d − 1. In turn, this condition is equivalent to the single condition when

i = d− 1, i.e. to

a = a1 = −ad−1 = −(−ζ−1
d )a = ζ−1

d a.
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To see this, assuming that a = ζ−1
d a, note that

−(ζi−1
d + ζi−2

d + · · ·+ 1)a = −(ζi−1
d + ζi−2

d + · · ·+ 1)ζda

= −(ζid + ζi−1
d + · · ·+ ζd)a

= (ζi+1
d + ζi+2

d + · · ·+ 1)a

= (ζ−d+i+1
d + ζ−d+i+2

d + · · ·+ 1)a

Therefore, finding solutions for a1, . . . , ad−1 is equivalent to finding solutions for a to the

equation a = ζ−1
d a. One such solution for odd d is a = ζ

d−1
2

d . Similarly, one such solution

for even d is a = ζ
d
2 + ζ

d
2
+1

d .

Note that a1, . . . , ad−1 generate A′ over A for these aforementioned values of a; in fact,

a1 (and in fact form a basis when d is odd). We now show that perfect symplectic pairings

over A which are preserved by ζd are assigned to nonsingular Hermitian forms over A[ζd].

Now suppose that ω is a perfect symplectic pairing. By Lemma 4.0.8 It suffices to show

that the adjoint map V ′ → (V ′)∗, v 7→ (w 7→ H ′(v, w)) of H ′ is an isomorphism and,

when d is even, that ω|ζd=−1 is perfect. Since ω is perfect, so are ω′ and ω|ζd=−1.

We first show that the adjoint map of H ′ is surjective. Let f ∈ (V ′)∗, i.e. f is an

A′-linear map f : (V ′)op → A′. Since the ai form an A-basis of A′, there exist unique maps

fi : V
′ → A such that f(w) =

∑d−1
i=1 aifi(w). Note that the fi are all A-linear. Moreover,

since f(ζdw) = ζdf(w), we have

d−1∑
i=1

aifi(ζdw) =

d−1∑
i=1

aifi(w)ζd. (4.1.5)
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Recalling that we have (4.1.1), the RHS of (4.1.5) equals

a1f1(w)ζd +
d−1∑
i=2

aifi(w)ζd = −ad−1f1(w) +
d−1∑
i=2

(ai−1 − ad−1)fi(w)

= −ad−1f1(w) +
d−2∑
i=1

(ai − ad−1)fi+1(w)

=

(
d−2∑
i=1

aifi+1(w)

)
+ ad−1(−f1(w)− · · · − fd−1(w)).

Comparing the ai-components in (4.1.5) then yields

fi+1(w) = fi(ζdw) for 1 ≤ i ≤ d− 2 (4.1.6)

−f1(w)− · · · − fd−1(w) = fd−1(ζdw).

Since f1 : V
′ → A is an A-linear map and since ω′ is a perfect symplectic form, there exists

some v ∈ V such that f1(−) = ω′(v,−). By (4.1.6), it follows that fi(w) = ω′(v, ζidw) for

all 1 ≤ i ≤ d − 1, so f(w) =
∑d−1

i=1 aifi(w) =
∑d−1

i=1 aiω
′(v, ζiw). Therefore, the adjoint

map of H ′ is indeed surjective.

We now show that the adjoint map of H ′ is injective. Suppose that v ∈ V satisfies∑d−1
i=1 aiω

′(v, ζidw) = 0 for all w ∈ V . If d is odd, then we must have that ω′(v, w) = 0

for all w ∈ V because the ai form an A-basis of A′ = A[ζd]. If d is even, then since

1 + ζ2d + · · ·+ ζd−2
d = 0 in A′ and since (4.1.3) holds, we have

ad−1 =

d−2∑
i=1

(−1)iai.

The equality
∑d−1

i=1 aiω
′(v, ζidw) = 0 is thus equivalent to

d−2∑
i=1

aiω
′(v, ζidw) = −ad−1ω

′(v, ζd−1
d w) =

d−2∑
i=1

(−1)i+1aiω
′(v, ζd−1

d w).

Moreover, under the choice of a, a1, . . . , ad−2 form an A-basis of A′, so ω′(v, ζidw) =
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(−1)i+1ω′(v, ζd−1
d w) for each i = 1, . . . , d− 2. In particular

ω′(v, ζdw) + ω′(v, ζ3dw) + · · ·+ ω′(v, ζd−1
d w) =

d

2
· ω′(v, ζdw).

On the other hand, the LHS above equals

ω′(v, ζdw + ζ3dw + · · · ζd−1
d w) = ω′(v, 0) = 0,

so under the assumption that d
2 is a nonzerodivisor of A, we have that ω′(v, ζdw) = 0 for

all w ∈ V . Therefore, ω′(v, w) = 0 for all w ∈ V whether d is even or odd. Since ω′ is

perfect, v = 0 in either case. Hence, the adjoint map of H ′ is indeed injective and is thus

indeed an isomorphism as desired.

We will factor involution rings R into division rings with involution and double division

rings and decompose Hermitian forms as Hermitian forms over these factor rings. We will

also show in Proposition 4.1.6 that Hermitian spaces over nice enough division or double

division rings have orthogonal bases. We introduce the definition of double division rings

below.

Definition 4.1.2. Let A be a (not necessarily commutative) ring. The opposite ring of

A is the ring Aop with the same underlying set, the same additive group, and reverse

multiplication, i.e.

aop · bop = (b · a)op

where aop stands for a as an element of Aop. We often omit the superscript op.

Definition 4.1.3. [24, Chapter I, 6.7] Let A be a ring. The hyperbolic ring of A is the

product H(A) = A×Aop with involution

(a, b) 7→ (b, a).

A double division ring is a ring of the form H(A) where A is a division ring.
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Let d ≥ 2 be an integer and let ℓ be a prime number not dividing d. There are

isomorphisms

Qℓ[ζd]ζd ̸=1
∼=
∏
d′|d
d′ ̸=1

Qℓ[ζd′ ]prim (4.1.7)

Zℓ[ζd]ζd ̸=1
∼=
∏
d′|d
d′ ̸=1

Zℓ[ζd′ ]prim.

which are in fact isomorphisms of rings with involutions. For each d′, Qℓ[ζd′ ]prim is a Galois

algebra over Qℓ. There is also an isomorphism

(Z/d′Z)× ∼= AutQℓ-alg(Qℓ[ζd′ ]prim), a 7→ (X 7→ Xa).

Moreover, Qℓ[ζd′ ]prim splits as a finite product
∏
i Ld′,i of finite unramified extensions of

Qℓ and AutQℓ-alg(Qℓ[ζd′ ]prim) acts transitively on Ld′,i and yields isomorphisms amongst

the Ld′,i. Let Bd′,i be the valuation ring of Ld′,i. In particular,

Zℓ[ζd′ ]prim ∼=
∏
i

Bd′,i. (4.1.8)

From (4.1.7) and (4.1.8), we also write

Zℓ[ζd]ζd ̸=1
∼=
∏
i

Bi. (4.1.9)

For each i, the involution ·̄ : ζd → ζ−1
d on Zℓ[ζd] either restricts to an automorphism

of Bi or restricts to an isomorphism Bi → Bσ(i) where i ̸= σ(i) and σ(σ(i)) = i. In the

latter case, Bi×Bσ(i) is isomorphic (as a ring with involution) to the double division ring

Bi × Bop
i = Bi × Bi via the map φ : Bi × Bi → Bi × Bσ(i), (a, b) 7→ (a, b̄); note that φ

respects the involutions on Bi ×Bi and on Bi ×Bσ(i), i.e. φ(a, b) = φ((a, b)) because

φ(a, b) = (a, b̄) = (¯̄b, ā) = (b, ā) = φ(b, a) = φ((a, b)).
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There is thus an isomorphism

Zℓ[ζd]ζd ̸=1
∼=
∏
i

Di (4.1.10)

of involution rings where the Di are division rings (i.e. integral domains since all of the

rings here are commutative) or double division rings. Moreover, if d is prime, then all of

the Di are isomorphic. Factorizations similar to (4.1.7), (4.1.8), (4.1.10) hold over other

rings Zℓ[ζd] in the notation of Notation 4.0.1.

Notation 4.1.4. Given a ring R with involution ·̄, let R·̄ denote the subring of elements

fixed by ·̄.

Lemma 4.1.5. Let d ≥ 3 be a positive integer, let ℓ be a prime number not dividing d,

and let Zℓ[ζd] = Zℓ[ζd]ζd ̸=±1. Factorize Zℓ[ζd] as
∏
iDi as in (4.1.10). In particular, each

of the Di is either an integral domain or a double division ring.

1. Every invertible element of the subring D·̄
i of Di is the norm of some element of Di.

2. Every invertible element of the subring Zℓ[ζd]·̄ of Zℓ[ζd] is the norm of some element

of Zℓ[ζd].

Proof. The norm map Zℓ[ζd] → Zℓ[ζd]·̄ is given by a 7→ a · ā. When Di is an integral

domain, recall that Di is in fact the valuation rings of a finite field extension Li of Qℓ.

The involution ·̄ on Di is induced by an involution on Li. This involution ·̄ on Li respects

the valuation on Li, so D
·̄
i is the valuation ring of the subfield L·̄

i of Li. Moreover, since

the Li are unramified over Qℓ, each Li is unramified over L·̄
i. Therefore, the norm map on

D×
i surjects onto (D·̄

i)
× (see [27, Corollary V.1.2] or [39, Theorem 10.22] for example).

When Di is a double division ring, say Di = Bi × Bop
i = Bi × Bi with involution

·̄ : Bi×Bi, (a, b) 7→ (b, a), then note that D·̄
i consists exactly of the elements corresponding

to the elements of Bi ×Bi of the form (a, a). The norm map on Bi ×Bi also sends (a, 1)

to (a, a). Therefore, the norm map on (Bi ×Bi)× maps onto ((Bi ×Bi)·̄)×.

Either way, the norm map on D×
i maps onto (D·̄

i)
×, so the norm map on Zℓ[ζd]× maps

onto (Zℓ[ζd]·̄)×.
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The following proposition establishes that a Hermitian space over a division ring or a

double division ring has an orthogonal basis under nice circumstances:

Proposition 4.1.6. An ε-Hermitian space (V,H) over a ring D with involution has an

orthogonal basis if one of the following hold:

1. D is a division ring and the involution of D is not trivial.

2. D is a division ring, the involution of D is trivial, ε = 1, and charD ̸= 2.

3. D is a double division ring and 2 is a unit in D.

Proof. The first two parts restate [24, Chapter I, Proposition 6.2.4] in the case ε = 1.

When 2 is a unit in D, any Hermitian module (V,H) over D is even [24, Chapter I, 3.1]1.

Any even Hermitian space over a double division ring has an orthogonal basis [24, Chapter

I, 6.7].

Proposition 4.1.7. Let d ≥ 3 be a positive integer, let ℓ ̸= 2 be a prime number not

dividing d, and let Zℓ[ζd] = Zℓ[ζd]ζd ̸=±1. As in (4.1.10), write

Zℓ[ζd] ∼=
∏
i∈I

Di

where the product and isomorphism are of involution rings, and each of the Di is either a

division ring or a double division ring.

1. For any ε ∈ Di such that ε · ε = 1, any Hermitian space over any of the Di has an

orthonormal basis.

2. Let D =
∏
i∈J Di with J ⊆ I. Any free 1-Hermitian space over D has an orthonormal

basis.

Proof. 1. By Proposition 4.1.6, any ε-Hermitian space over any of the Di has an or-

thogonal basis because the involution on each Di is not trivial and because ℓ ̸= 2

and hence 2 is invertible in Zℓ.
1That (V,H) is even means that H(v, w) = k(v, w)+ k(w, v) for some sesquilinear form k on V . We do

not use this definition in this thesis.
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Let (V,H) be a Hermitian space over Di and let v1, . . . , vn be an orthogonal basis

of V . In particular, H is nonsingular and (V,H) is the orthogonal sum of the sub-

modules Vi generated by vi and hence the H|Vi are all nonsingular by Lemma 4.0.7.

Therefore, H(vi, vi) must be a unit of Di.

By Lemma 4.1.5, there exist ai ∈ D×
i such that H(vi, vi) is the norm of ai in (D·̄

i)
×.

We have H(a−1
i vi, a

−1
i vi) = 1. Replacing vi with a

−1
i vi yields an orthonormal basis

of V .

2. Let (V,H) be such a Hermitian space over D. Let Vi be the Di-component of V , and

let Hi = H|Vi . By Lemma 4.0.8, the Hi are nonsingular 1-Hermitian forms over Di.

By the above, Hi has an orthonormal basis over Di, say vi,1, . . . , vi,ni . In particular,

the orthogonal decomposition V ∼=⊥i Vi further decomposes into V ∼=⊥i,1≤j≤ni ⟨vi,j⟩

and this decomposition is in fact a decomposition of Hermitian spaces over D. Since

V is assumed to be a free D-module, all of the ni are equal. Let n be ni. For

each 1 ≤ j ≤ n, choose ai,j ∈ D×
i such that ai,j · ai,j = H(vi,j , vi,j)

−1 in Di.

Let vj :=
∑

i ai,jvi,j and note that H(vj , vj) =
∑

i ai,j · ai,jH(vi,j , vi,j) = 1 in D.

Moreover, H(vj , vj′) = 0 whenever j ̸= j′ because H(vi,j , vi′,j′) = 0 for all i, i′. In

particular, one can show that the vj are linearly independent over Zℓ[ζd]. Letting

ei ∈ D correspond to 1 in Di and to 0 in Di′ for all i
′ ̸= i, note that eivj = eiai,jvi,j .

Furthermore, eiai,j is invertible as an element of Di, so vi,j is in the D-span of vj .

Therefore, the vj form an orthonormal basis of (V,H).

We now show that the ℓ-adic Tate module of a prime-order cyclic cover of P1
Fq

is a

projective module over Zℓ[ζd] = Zℓ[ζd]ζd ̸=−1 to establish in Corollary 4.1.11 that the Tate

module decomposes as orthonormalizable Hermitian spaces over the division ring and

double division ring factors of Zℓ[ζd]ζd ̸=±1 and that the Tate module itself is almost an

orthonormalizable Hermitian space when it is a free Zℓ[ζd]ζd ̸=±1-module.

Lemma 4.1.8. Let k be a field. Let d ≥ 2 be an integer not divisible by char k. Let C
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be a Z/dZ-cover of P1
k, and let ζd be a generator of Aut(C/P1) ∼= Z/dZ. Let ℓ be a prime

number not dividing d and not divisible by char k. The ℓ-adic Tate module Tℓ(Jac(C))

(over k̄) is a projective Zℓ[ζd]ζd ̸=1-module by letting ζd ∈ Zℓ[ζd]ζd ̸=1 act on Tℓ(Jac(C)) by

the automorphism induced by ζd ∈ Aut(C/P1), by abuse of notation.

Proof. Let φ : C → P1 denote the covering map, and fix an k̄-point P0 of C. For any

k̄-point P of C, the divisor
(∑d−1

i=0 [ζdP ]− [ζdQ0]
)
of C is a principal divisor given by the

function φ∗(x(φ(P ))) where φ : C → P1 is the covering map and x(φ(P )) is the function

of P1 of divisor φ(P ) − φ(P0). Therefore, Φd(ζd) =
∑d−1

i=0 ζd acts as 0 on Jac(C), so

Tℓ(Jac(C)) is indeed a Zℓ[X]/(1 +X + · · ·+Xd−1)-module where X acts by ζd.

Factoring Zℓ[ζd]ζd ̸=1
∼=
∏
iBi as in (4.1.9), each Bi is a PID. The Zℓ[ζd]ζd ̸=1-module

Tℓ(Jac(C)) corresponds to a tuple (Mi)i of Bi-modules by Tℓ(Jac(C)) ∼=
∏
iMi. Moreover,

Tℓ(Jac(C)) is free (of rank 2g where g is the genus of C) as a Zℓ-module, so each Mi must

be a free Bi-module because otherwise, Mi would have a finite direct summand by the

structure theorem for PID’s. Therefore, Tℓ(Jac(C)) is a projective Zℓ[ζd]ζd ̸=1-module.

Let k, d, ℓ, and C be as in Lemma 4.1.8. We use the character theory of the represen-

tation χC of ⟨ζd⟩ on H1(Ck̄,Qℓ) ∼= (Tℓ(Jac(C))⊗Zℓ
Qℓ)

∨. Suppose that the cover C → P1

has branch points P1, . . . , Pn ∈ P1(k̄) of monodromy g1, . . . , gr ∈ Z/dZ ∼= ⟨ζd⟩ respectively.

By [12, Proposition 1.3], which expresses a Riemann-Hurwitz theorem for characters, the

character χC of the representation of ⟨ζd⟩ on H1(Ck̄,Qℓ) ∼= (Tℓ(Jac(C))⊗Zℓ
Qℓ)

∨ satisfies

χC = 2χtriv + 2(g(P1)− 1)χ⟨1⟩ +
∑
i

(χ⟨1⟩ − χ⟨gi⟩) (4.1.11)

= 2χtriv − 2χ⟨1⟩ +
n∑
i=1

(χ⟨1⟩ − χ⟨gi⟩)

where χtriv is the trivial character of ⟨ζd⟩ and χ⟨g⟩ is the character of ⟨ζd⟩ induced from the

trivial character χtriv,⟨g⟩ on ⟨g⟩ where g ∈ ⟨ζd⟩. Moreover, the irreducible representations

⟨ζd⟩ over an algebraically closed field of characteristic 0 are the dimension 1 representations

ψa for a ∈ Z/dZ given by ψa(ζ
j
d) = ζjad . In particular, χtriv = ψ0.
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Lemma 4.1.9. Let k, d, ℓ, and C be as above. With the above notation for k, d, ℓ, and C,

1. For g ∈ ⟨ζd⟩,

χ⟨g⟩ =
∑

a∈Z/dZ
ord g|a

ψa

as characters of representations on Qℓ-vector spaces, where by ord g | a we mean that

a ≡ α · ord g (mod d) for some integer α. In particular,

χ⟨g⟩(ζ
i
d) =


d

ord g if ζid ∈ ⟨g⟩

0 otherwise

so χ⟨g⟩ is valued in Qℓ.

2. Fix rd to be a primitive dth root of unity in Qℓ. Then, χ⟨g⟩ is the character of

Qℓ[X]/
∏
a∈Z/dZ
ord g|a

(X − rad) as a ⟨ζd⟩ representation where ζd acts as X.

Proof. 1. The formula [37, The start of Section 7.2 and Chapter 7, Proposition 20] that

computes the induced character of a character on a subgroup of a group yields

χ⟨g⟩(ζ
i
d) =

1

ord g

∑
t∈⟨ζd⟩

t−1ζidt∈⟨g⟩

χtriv,⟨g⟩(t
−1ζidt)

=


d

ord g if ζid ∈ ⟨g⟩

0 otherwise

from which the claimed result follows.

2. By (1),

χ⟨g⟩(ζ
i
d) =

∑
a∈Z/dZ
ord g|a

ψa(ζ
i
d)

=
∑

a∈Z/dZ
ord g|a

ζa·id .
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As an element of Qℓ, this equals
∑

a∈Z/dZ
ord g|a

ra·id , which coincides with the trace of ζid

acting on Qℓ[X]/
∏
a∈Z/dZ
ord g|a

(X − rad), so the claimed result holds.

Proposition 4.1.10. Let k, d, ℓ, and C be as above. If the cover C → P1 has r1 branch

points P1, . . . , Pr1 ∈ P1(k̄) whose monodromies, which are elements of Z/dZ, each have

order exactly d, then the ℓ-adic Tate module Tℓ(Jac(C)) has a free Zℓ[ζd]ζd ̸=1-module of

rank at least r1 − 2 as a direct summand.

Moreover, if all of the monodromies of the branch points have order exactly d (including

the point ∞ ∈ P1 assuming that it is a branch point), which happens when d is prime for

example, then Tℓ(Jac(C)) is a free Zℓ[ζd]ζd ̸=1-module of rank r − 2 where r is the branch

locus degree of the cover C → P1.

Proof. Recall Equation (4.1.11). Fixing rd to be a primitive dth root of unity in Qℓ,

Lemma 4.1.9(2) shows that
∏
a∈Z/dZ
ord g|a

(X − rad) is a polynomial over Qℓ and χ⟨g⟩ is the

character of Qℓ[X]/
∏
a∈Z/dZ
ord g|a

(X − rad) as a ⟨ζd⟩ representation where ζd acts as X. Thus,

χ⟨1⟩ − χ⟨g⟩ is the character of Qℓ[X]/
∏
a∈Z/dZ
ord g∤a

(X − rad), which is Qℓ[ζd]ζd ̸=1 if g has order

exactly d. Likewise, χ⟨1⟩−χtriv is also the character of Qℓ[ζd]ζd ̸=1. Representation of finite

groups over algebraically closed fields of characteristic 0 are determined by their characters

[37, Chapter 2, Corollary 2], so given that the cover C → P1 has r1 branch points whose

monodromies each have order exactly d, χC is the character of a representation over Qℓ

that has a free Qℓ[ζd]ζd ̸=1-module of rank at least r1 − 2 as a direct summand. Since field

extensions are faithfully flat, H1(CFq
,Qℓ) in fact has a free Qℓ[ζd]ζd ̸=1-module of rank at

least r1 − 2 as a direct summand, so this is also true of Tℓ(Jac(C))⊗Zℓ
Qℓ.

By Lemma 4.1.8, Tℓ(Jac(C)) is a Zℓ[ζd]ζd ̸=1-module. Say that the prime factorization of

Φd(X) over Zℓ is
∏
i hi(X); all of the hi(X) are distinct because Q(ζd) is unramified above

the prime ℓ of Q since ℓ ∤ d. In particular, Zℓ[ζd]ζd ̸=1
∼=
∏
iBi, where Bi = Zℓ[X]/hi(X).

Since Tℓ(Jac(C)) is a projective Zℓ[ζd]ζd ̸=1 and hence has free Bi-components, and since

Tℓ(Jac(C)) ⊗Zℓ
Qℓ to has a free Qℓ[ζd]ζd ̸=1-module of rank at least r1 − 2 as a direct
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summand, Tℓ(Jac(C)) must have a free Zℓ[ζd]ζd ̸=1-module of rank at least r1 − 2 as a

direct summand.

If all of the monodromies of the branch points have order exactly d, then Tℓ(Jac(C))⊗Zℓ

Qℓ is a freeQℓ[ζd]ζd ̸=1-module of rank r−2 and Tℓ(Jac(C)) must be a free Zℓ[ζd]ζd ̸=1-module

of rank r − 2.

We now prove Corollary 4.1.11, which summarizes many of the ideas of the current

subsection.

Corollary 4.1.11. Let k be a field. Let d ≥ 3 be an integer not divisible by char k. Let C

be a Z/dZ-cover of P1
k, and identify Aut(C/P1) ∼= Z/dZ with ⟨ζd⟩. Let ℓ be a prime number

not dividing 2d and not divisible by char k. Write Zℓ[ζd] = Zℓ[ζd]ζd ̸=1 as the product
∏
iDi

of division rings and double division rings as in (4.1.10).

1. The ℓ-adic Weil pairing ω : Tℓ(Jac(C)) × Tℓ(Jac(C)) → Zℓ induces a nonsingular

εZℓ[ζd]-Hermitian form H : Tℓ(Jac(C))× Tℓ(Jac(C))→ Zℓ[ζd].

2. Writing Vi as the Di-component of Tℓ(Jac(C)), and Hi as the restriction of H to Vi,

the Hermitian form (Vi, Hi) is nonsingular and has an orthonormal basis whenever

ζd is not −1 in Di.

3. If Tℓ(Jac(C)) is a free Zℓ[ζd]-module, then the Z[ζd]ζd ̸=±1-component of (Tℓ(Jac(C)), H)

has an orthonormal basis. In particular, if d is odd, then (Tℓ(Jac(C)), H) has an

orthonormal basis.

Proof. Since ω is a nondegenerate symplectic form preserved by ζd, Proposition 4.1.1 shows

that ω induces a nonsingular Hermitian form on Tℓ(Jac(C)) over Zℓ[ζd]. By Lemma 4.0.8,

(Vi, Hi) are all nonsingular. Since ℓ ̸= 2 and hence 2 is a unit in each Di, Proposition 4.1.7

shows that (Vi, Hi) has an orthonormal basis.

Furthermore, if Tℓ(Jac(C)) is a free Zℓ[ζd]-module, its Z[ζd]ζd ̸=±1-component is a free

1-Hermitian space, in which case it also has an orthonormal basis by Proposition 4.1.7.
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Remark 4.1.12. Note that the notions of norms and hence orthonormal bases of a (−1)-

Hermitian space over a ring with trivial involution, such as Zℓ[X]/(X+1), are not fruitful

— since the Hermitian form of such a space is actually a symplectic space, norms on such

a space are zero. In particular, there is no orthonormal basis of a εZℓ[ζd]ζd ̸=1
-Hermitian

space over Zℓ[ζd]ζd ̸=1 when d is even.

4.2 Unitary groups

Let (V,H) be an ε-Hermitian module over a ring R with involution ·̄. For m ∈ R×,

let GUm(V ) be the set of R-linear automorphisms α of V satisfying H(α(v1), α(v2)) =

mH(v1, v2) for all v1, v2 ∈ V . Write U(V ) = GU1(V ), GU(V ) =
⋃
mGUm(V ). When

(V,H) is a free Hermitian space, note that α ∈ GUm(V ) satisfies detα · detα = m. If R

is a product
∏
iDi of finitely many involution rings and (V,H) corresponds to the tuple

(Vi, Hi)i of Hermitian modules over Di via Lemma 4.0.8, then GUm(V ) ∼=
∏
iGUm(Vi).

For a free Hermitian space (V,H), write SU(V ) = {α ∈ U(V ) : detα = 1}. More

generally, if R is a product
∏
iDi of finitely many involution rings and (V,H) is a Hermitian

space such that the component (Vi, Hi) of (V,H) over Di is free for every i, then write

SU(V ) = {α ∈ U(V ) : α|Vi ∈ SU(Vi)}. By construction, SUm(V ) ∼=
∏
i SUm(Vi).

4.3 Counting the number of Fq-rational connected compo-

nents of Hurwitz schemes

In this subsection, we prove Proposition 4.3.1, whose statement and purpose are both

analogous to those of [15, Lemma 8.9]. Namely, both Corollary 4.3.8 and [15, Lemma 8.9]

are used to show that certain Hurwitz schemes over Fq have exactly one Fq-rational con-

nected component assuming such big monodromy results discussed further in Section 6.2.

However, the ζd-action introduces subtle differences that prevent the ideas of the proof of

[15, Lemma 8.9] from applying directly. In particular, elements f : V → A of the set O

defined in [15] require a stabilizer h : V → V to only satisfy ω(h(v), h(w)) = qω(v, w) for
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all v, w ∈ V , where ω is the given symplectic pairing on V . In contrast, an element f of

the set O defined in Proposition 4.3.1 requires a stabilizer h : V → V that is equivariant

for the ζd-action as well. The proof of Proposition 4.3.1 generalize the symplectic theoretic

ideas from [15, Lemma 8.9] via the theory of Hermitian forms.

Proposition 4.3.1. Let d ≥ 3 be an integer, let ℓ be a prime number not dividing 2dr, let

Zℓ[ζd] = Zℓ[ζd]ζd ̸=1. Let A be a fixed Zℓ[ζd]-module of finite cardinality and say that A is

a quotient module of Zℓ[ζd]⊕r.

Let V be a projective Zℓ[ζd]-module equipped with a perfect symplectic pairing ω :

V × V → Zℓ preserved by ζd. Recall from Proposition 4.1.1 that ω induces a nonsingular

εZℓ[ζd]-Hermitian form H : V × V → Zℓ[ζd]. Let q ∈ Z×
ℓ be such that q − 1 is invertible

in Zℓ. Define O as the set of all Zℓ[ζd]-equivariant surjections V → A whose stabilizer,

inside GU(V ), intersects GUq(V ) nontrivially, i.e.

O = {f : V → A surjective, equivariant for ζd, and there exists h ∈ GUq(V ) with f◦h = f}.

If V has a free Zℓ[ζd]-module of rank at least 2r as a direct summand, then O is nonempty

and U(V ) acts transitively on O. In fact, SU(V ) acts transitively on O if V has a free

Zℓ[ζd]-module of rank more than 2r as a direct summand.

We prove Proposition 4.3.1 via Proposition 4.3.3 and Proposition 4.3.7.

Lemma 4.3.2. Let D be a principal ideal ring that is a product of integral domains. A

finitely generated D-module M decomposes in the form
⊕r

jMj where the Mj are quotients

of D and r <∞.

Proof. Say that D =
∏
k Bk where Bk are integral domains. Since D is a principal ideal

ring and the Bk are quotients of D, the Bk are PID’s. Moreover, M corresponds to a

tuple (Mk)k of Bk-modules; Mk is the Bk-component of M and M =
∏
kMk. For each

k, the structure theorem for finitely generated modules over PID’s yields a decomposition

Mk
∼=
⊕rk

j Mk,j where each Mk,j is a Bk-module that is a quotient of Bk and rk < ∞.
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Letting r = maxk rk, letting Mk,j = 0 whenever j > rk, and letting Mj =
∏
kMk,j , Mj is

a quotient of D and M decomposes in the form
⊕r

jMj .

Proposition 4.3.3. Let d ≥ 3 be an integer, let ℓ be a prime number not dividing 2d. Let

D be a division ring or a double division ring quotient of Zℓ[ζd]ζd ̸=±1. Fix a D-module A

of finite cardinality. Let (V,H) be a free Hermitian space over D. Let q ∈ Z×
ℓ . Decompose

A as ⊕ri=1Ai as in Lemma 4.3.2. If the rank s of V as a D-module is at least 2r, then the

set

O = {f : V → A surjective, D-linear, and there exists h ∈ GUq(V ) with f ◦ h = f}

is nonempty.

Proof. Let v1, . . . , vs be an orthogonal basis of V with respect toD such thatH(v2i−1, v2i−1) =

1 and H(v2i, v2i) = −1 for 1 ≤ i ≤ r and such that H(vi, vi) = 1 for 2r + 1 ≤ i ≤ s. Re-

call that V has an orthonormal basis by Proposition 4.1.7 and such an orthonormal basis

can be normalized in this proposed manner because all elements of (D·̄)× are norms of

elements of D× by Lemma 4.1.5.

Let f : V → A be given by

v2i−1, v2i 7→
1

2
∈ Ai ⊂ A 1 ≤ i ≤ r

vi 7→ 0 ∈ A 2r + 1 ≤ i ≤ s

and extended D-linearly; here 1 ∈ Ai is a D-module generator of Ai, which exists because

Ai is a quotient of D, and 1
2 ∈ Ai is the element such that 1

2 + 1
2 = 1.

Let h : V → V be the D-linear automorphism given by

v2i−1 7→
1 + q

2
v2i−1 +

1− q
2

v2i

v2i 7→
1− q
2

v2i−1 +
1 + q

2
v2i for 1 ≤ i ≤ r

vi 7→ αvi for 2r + 1 ≤ i ≤ s
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where α ∈ D is some element whose norm α · α is q. Note that h ∈ GUq(V ) because

H(hv2i−1, hv2i−1) = H

(
1 + q

2
v2i−1 +

1− q
2

v2i,
1 + q

2
v2i−1 +

1− q
2

v2i

)
=

(
1 + q

2

)2

−
(
1− q
2

)2

= q

H(hv2i, hv2i) = H

(
1− q
2

v2i−1 +
1 + q

2
v2i,

1− q
2

v2i−1 +
1 + q

2
v2i

)
=

(
1− q
2

)2

−
(
1 + q

2

)2

= −q for 1 ≤ i ≤ r

H(hvi, hvi) = H (αvi, αvi)

= N(α) ·H(vi, vi) = q for 2r + 1 ≤ i ≤ s.

Moreover, f ◦ h : V → A is the D-linear map such that

v2i−1 7→
(
1 + q

2

)
1

2
+

(
1− q
2

)
1

2
=

1

2
,

v2i 7→
(
1− q
2

)
1

2
+

(
1 + q

2

)
1

2
=

1

2
, 1 ≤ i ≤ r

vi 7→ α · 0 = 0 2r + 1 ≤ i ≤ s

respectively, so f ◦ h = f . Therefore, O is nonempty as desired.

We continue with the notation in the above lemma to give a decomposition of V . The

decomposition that we will arrive at is similar to the decomposition of V as presented in

the proof of [15, Lemma 8.9] Given f ∈ O, let h ∈ GUq(V ) be so that f ◦ h = f and

thus im(h − 1) ⊆ ker f . Given λ ∈ F̄×
ℓ , let Vλ be the sum of the generalized eigenspaces

of h on V as a Zℓ-module for all eigenvalues that reduce to λ in F̄ℓ. More precisely, let

V = V ⊗Qℓ, and then set

Vλ = V ∩
⊕

|ν−λ|<1

V ν

where V ν is the generalized ν-eigenspace of h in V . Equivalently, Vλ consists of all v ∈ V

for which gλ(h)
nv → 0 as n→∞ where gλ(x) ∈ Zℓ is a polynomial which reduces to the
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minimal polynomial of λ over Fℓ.

Let Wλ be the sum of all other generalized eigenspaces of h on Vi other than λ and q
λ ,

i.e. of all eigenvalues ν that satisfy |gλ(ν)g q
λ
(ν)| = 1; in other words,

Wλ =
∞⋂
n=1

gλ(v)g q
λ
(ν)n = 1.

Note that Vλ and Wλ depend on h.

Lemma 4.3.4. Given h ∈ GUq(V ),

1. there is a decomposition

V =


Vλ ⊕ V q

λ
⊕Wλ if λ is not a square root of q in Fℓ

Vλ ⊕Wλ if λ is a square root of q in Fℓ.

as D-modules.

2. Vλ and V q
λ

are both isotropic and both orthogonal to Wλ with respect to H, i.e.

H|Vλ×Vλ, H|V q
λ
×V q

λ

, H|Vλ×Wλ
, H|V q

λ
×Wλ

are all 0. In particular, W⊥
λ = Vλ + V q

λ

whether or not λ is a square root of q.

3. W⊥
λ and Wλ have orthonormal bases.

Proof. We show that V decomposes as Vλ ⊕ V q
λ
⊕Wλ in the case that λ is not a square

root of q in Fℓ. For v ∈ V , write v uniquely as v = vλ+v q
λ
+w where vλ, v q

λ
, w respectively

lie in the Qℓ-spans of Vλ, V q
λ
,Wλ. In particular,

gλ(h)
ng q

λ
(h)nv = gλ(h)

ng q
λ
(h)nvλ + gλ(h)

ng q
λ
(h)nv q

λ
+ gλ(h)

ng q
λ
(h)nw

= g q
λ
(h)ngλ(h)

nvλ + gλ(h)
ng q

λ
(h)nv q

λ
+ gλ(h)

ng q
λ
(h)nw.

Since gλ(h)
nvλ → 0 and g q

λ
(h)nv q

λ
converge to 0 as n→∞, they are in V for sufficiently

large n, so gλ(h)
ng q

λ
(h)nw ∈ Wλ for sufficiently large n. Moreover, gλ(h) and g q

λ
(h) are

invertible on Wλ, so in fact w ∈ Wλ. Thus, vλ + v q
λ
∈ V , and proceeding similarly, we
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have that vλ ∈ Vλ and v q
λ
∈ V q

λ
. Therefore, V = Vλ ⊕ V q

λ
⊕Wλ. Similarly, V = Vλ ⊕Wλ

if λ is a square root of q in F̄ℓ.

We show that Vλ and V q
λ
are both isotropic and both orthogonal to Wλ with respect

to H. Showing that Vλ is isotropic and orthogonal to Wλ is tantamount to showing that

H(x, y) = 0 whenever x ∈ Vλ and y ∈ Vλ⊕Wλ. Note that gλ(h)
nx→ 0 as n→∞ and for

all n there exists some zn ∈ V such that y = g q
λ
(h)nzn because g q

λ
is invertible on both

Vλ and Wλ. Write gλ(x) = xk + ak−1x
k−1 + · · · a0; note that a0 ∈ Z×

ℓ because λ ∈ F×
ℓ . In

particular, g q
λ
(x) = xk + a1

a0
qxk−1 + · · ·+ ak−1

a0
qk−1 + qk

a0
, and

H(x, y) = H(x, g q
λ
(h)nzn)

= H(x, hkg q
λ
(h)n−1zn) +H

(
x,
a1
a0
qhk−1g q

λ
(h)n−1zn

)
+ · · ·+H

(
x,
qk

a0
g q

λ
(h)n−1zn

)
.

Since H is is bilinear over Zℓ, since the coefficients of gλ are in Zℓ, and since h scales H

by q, the above equals

H
(
x, hkg q

λ
(h)n−1zn

)
+H

(
hx,

a1
a0
hkg q

λ
(h)n−1zn

)
+ · · ·+H

(
hkx,

1

a0
hkg q

λ
(h)n−1zn

)
=H

(
x, hkg q

λ
(h)n−1zn

)
+H

(
a1
a0
hx, hkg q

λ
(h)n−1zn

)
+ · · ·+H

(
hk

a0
x, hkg q

λ
(h)n−1zn

)
=H

(
gλ(h)

a0
x, g q

λ
(h)n−1zn

)
.

Iterating, we have that H(x, y) = H
((

gλ(h)
a0

)n
x, zn

)
and hence that H(x, y) lies in

H(gλ(h)
nx, V ) for all n. Therefore, H(x, y) = 0 as desired, so Vλ is isotropic and or-

thogonal to Wλ. By symmetry, V q
λ
is isotropic and orthogonal to Wλ.

Since V is a free D-module, W⊥
λ and Wλ are projective D-modules. Moreover, H

is nonsingular and hence restricts to nonsingular Hermitian forms on W⊥
λ and Wλ by

Lemma 4.0.7. Therefore, W⊥
λ and W1 are Hermitian spaces with respect to H and have

orthonormal bases by Proposition 4.1.7 and in particular are free D-modules.

We introduce some language to consolidate the Hermitian theories over division rings

and over double division rings in the proof of Proposition 4.3.7 below.



49

Definition 4.3.5. Let D be either a division ring with involution or a double division

ring, let M be a D-module, and let m ∈M . In the case that D is a double division ring,

identify D with H(A) = A× Aop where A is a division ring. Recall that the involution ·̄

on A×Aop is given by (a, b) 7→ (b, a)

1. The type of m is well defined if one of the following hold:

(a) D is a double division ring, m ̸= 0, and m ∈ (1, 0)M ∪ (0, 1)M , or

(b) D is a division ring.

2. Assuming that the type of m is well defined, we define the type of m to be the

element ι(m) ∈ D given by the following:

(a) If D is a double division ring and m ∈ (1, 0)M , then ι(m) = (1, 0)

(b) If D is a double division ring and m ∈ (0, 1)M , then ι(m) = (0, 1).

(c) If D is a division ring, then ι(m) = 1.

In any case, ι(m) is idempotent and ι(m)m = m.

Lemma 4.3.6. Suppose that D is a double division ring. Let M be a D-double and let

H :M ×M → D be a Hermitian form on M .

1. If m1,m2 ∈ M and m2 has well defined type, then H(m1,m2) = 0, or H(m1,m2)

has well defined type that equals ι(m2). If m1,m2 ∈M and m1 has well defind type,

then H(m1,m2) = 0

2. If m1,m2 ∈M have well defined and equal type, then H(m1,m2) = 0.

Proof. 1. Note that

H(m1,m2) = H(m1, ι(m2)m2) = H(m1,m2)ι(m2)

so either H(m1,m2) is 0 or of type ι(m2).
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2. Similarly,

H(m1,m2) = H(ι(m1)m1, ι(m2)m2) = ι(m1)H(m1,m2)ι(m2) = 0

Proposition 4.3.7. With notation as in Proposition 4.3.3 and assuming that q ̸≡ 1

(mod ℓ), if O is nonempty, then U(V ) acts transitively on O. If O is nonempty and the

rank s of V as a D-module is greater than 2r, then SU(V ) acts transitively on O.

Proof. Given f ∈ O and h ∈ GUq(V ) such that f ◦ h = f , let V = (V1 ⊕ Vq) ⊥W1 be the

decomposition of Lemma 4.3.4 and write W =W1. Note that Vq ⊕W lies in the image of

h− 1 and hence in the kernel of f . In particular, f can only be nonzero on V1.

Decompose A in the form A ∼=
∏r
i=1Ai such that Ai is a nonzero quotient of D if D

is an integral domain or such that Ai is a nonzero quotient of either B × 0 or 0 × B if

D ∼= B×B is a double division ring; note that this is not the same kind of decomposition

presented in Lemma 4.3.2 if D is a double division ring. Let 1 ∈ Ai for each i = 1, . . . , r

denote an D-module generator. Let ei = (0, . . . , 0, 1, 0, . . . , 0) be elements of A which

reduce to a D-module generator 1 in Ai and to 0 in Aj when j ̸= i. Note that ei is of well

defined type.

For each 1 ≤ s ≤ r, we recursively obtain elements v1, . . . , vs ∈ V1 and w1, . . . , ws ∈ Vq

to satisfy the following:

1. f(vi) = ei.

2. IfD is a double division ring, then vi and wi are of well defined type, and ι(vi) = ι(ei),

and ι(vi) = ι(wi).

3. H(vi, wj) = δijι(wj).

• In particular, if D is a double division ring, then H(vi+wi, vj+wj) = δij . This
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is because

H(vi + wi, vj + wj) = H(vi, wj) +H(wi, vj) = δijι(wj) + δjiι(wj) = δij .

4. The D submodule Us of V1 ⊕ Vq generated by v1, . . . , vs, w1, . . . , ws is free and H|Us

is nonsingular. In particular, V1 ⊕ Vq = Us ⊥ U⊥
s by Lemma 4.0.7

• If D is an integral domain, then v1, . . . , vs, w1, . . . , ws form a D-basis of Us.

• If D is a double division ring, then v1 + w1, . . . , vs + ws form a D-basis of Us.

5. f(U⊥
s ) ⊆ As+1×· · ·×Ar, i.e. the images of elements of U⊥

s under f have no e1, . . . , es

components.

We show that the first three properties imply the fourth, i.e. that v1, . . . , vs, w1, . . . , ws

generate a free D-module and that the presented bases are indeed bases. More specifically,

in the case that D is an integral domain, v1, . . . , vs, w1, . . . , ws are linearly independent

— if
∑s

i=1(αivi + βiwi) = 0 for some αi, βi ∈ D, then 0 = H (vj ,
∑s

i=1(αivi + βiwi)) = βj

and similarly 0 = H (wj ,
∑s

i=1(αivi + βiwi)) = αj . Similarly, if D is a double division

ring instead, then v1 + w1, . . . , vs + ws are linearly independent over D. Also note that

v1 + w1, . . . , vs + ws generate the same D-module as v1, . . . , vs, w1, . . . , ws because vi =

ι(vi) · (vi +wi) and wi = ι(wi) · (vi +wi), so v1 +w1, . . . , vs +ws indeed form a D-basis of

Us.

We proceed with the base case of the recursive construction. To obtain v1 ∈ V1 and

w1 ∈ Vq satisfying these properties, first choose v ∈ V1 such that f(v) = e1. Replace v

with ι(e1)v so that v has the same type as e1 as well. Whether or not D is an integral

domain, there is some w ∈ V1⊕Vq such that H(v, w) is nonzero because H is nonsingular.

By Lemma 4.3.6, H(v, w) is an element of D of type ι(v). Replace w with its projection

in Vq and replace w with an appropriate scalar multiple so that H(v, w) = ι(v). Note that

this is possible even when D is a double division ring because H(v, w) is a nonzero element

of ι(v) ·D and hence the scalar multiplication can be accomplished with an element of B×.
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Further replace w with ι(v) · w so that ι(w) = ι(v). Let X1 be the free D submodule of

V1 ⊕ Vq generated by v and w. Recall that v and w form a basis of X1 if D is an integral

domain and that v + w forms a basis of X1 otherwise.

We show that H|X1 is nonsingular. In other words, we show that the adjoint map

X1 → X∗
1 , v 7→ H(v,−) is a D-isomorphism. If D is a double division ring, then the

adjoint map sends a(v + w), where a ∈ D to H(a(v + w),−), which in turn is the map

X1 → D that sends v+w to a. Thus, the adjoint map a bijection and hence an R-module

isomorphism. If D is an integral domain, then the adjoint map sends av + bw, where

a, b ∈ D to H(av + bw,−), which in turn is the map X1 → D sending v to b and w to a.

The adjoint map is therefore also a bijection and hence an R-module isomorphism in this

case as desired. Thus, V1 ⊕ Vq = X1 ⊥ X⊥
1 by Lemma 4.0.7.

Proposition 4.1.7 shows that X⊥
1 is a free D-module because it is a nonsingular pro-

jective Hermitian module over D. Choose a basis x1, . . . , xk of X⊥
1 , and let a1, . . . , ak ∈ D

be so that the element f(xi − aiv1) of A has image 0 in A1. Note that x1 − a1v1, x2 −

a2v1, . . . , xk − akv1 are linearly independent over D. Let X ′
1 be the free module that they

generate. In particular, f(X ′
1) ⊆ A2 × · · ·Ar. Since f maps V1 surjectively onto A, there

is some element of X ′⊥
1 which maps to e1 under f . Let v1 be ι(e1) times the V1 component

of this element, so in particular, v1 ∈ V1 ∩ X ′
1
⊥, f(v1) = e1, and ι(v1) = ι(e1). Just as

w was chosen based on v, there exists some w1 ∈ Vq such that H(v1, w1) = ι(w1) and

such that ι(w1) = ι(v1). Replacing w1 with its X ′
1
⊥ component preserves the equality

H(v1, w1) = ι(w1) because v1 ∈ X ′
1
⊥, preserves that ι(w1) = ι(v1), and additionally spec-

ifies w1 to be an element of V1 ∩X ′
1
⊥. Moreover, the D-module U1 generated by v1, w1 is

free and H|U1 is nonsingular. The D-ranks of X1 and X⊥
1 are 2 and k respectively and

the rank of X ′
1 is k, so the rank of X ′

1
⊥ is 2. Moreover, if the rank 2 submodule Us of X

′
1
⊥

were to be a proper submodule, then H|Us would be singular, so in fact Us is precisely

X ′
1
⊥. Thus, f(U⊥

s ) = f(X ′
1) ⊆ A2× · · ·Ar as well, so v1 and w1 indeed satisfy the desired

properties.

Suppose inductively that v1, . . . , vs ∈ V1 and w1, . . . , ws ∈ Vq satisfy the properties
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where 1 ≤ s < r. We proceed similarly as in the base case to obtain vs+1 ∈ V1 and

ws+1 ∈ Vq. By the inductive hypothesis, V1 ⊕ Vq = Us ⊥ U⊥
s . Let v ∈ V1 such that

f(v) = es+1. Replace v with ι(es+1)v so that ι(v) = ι(es+1) as well. The Us-component v′

of v has no components in v1, . . . , vs because f(vi) = ei. Therefore, v
′ only has components

in w1, . . . , ws. Let v′s+1 be the U⊥
s component of v, i.e. v′s+1 = v − v′. In particular,

f(v′s+1) = es+1, the type of v′s+1 equals that of v, and H(v′s+1, wj) = 0 for 1 ≤ j ≤ s

because wj ∈ Us. Let w ∈ V1 ⊕ Vq such that H(v′s+1, w) ̸= 0 and replace w with its

projection in Vq so that w ∈ Vq as well. Further replace w with ι(v)w and then by a scalar

multiple so that ι(w) = ι(v) and H(v′s+1, w) = 1 as well. Let

w′
s+1 = w −

s∑
i=1

H(vi, w)wi. (4.3.1)

Note that w′
s+1 is of type ι(w); for each i, either ι(vi) = ι(w), in which case ι(H(vi, w)) =

ι(w) so H(vi, w)wi is of the same type as w, or ι(vi) = ιw, in which case H(vi, w) = 0.

For 1 ≤ i′ ≤ s,

H(vi′ , w
′
s+1) = H

(
vi′ , w −

s∑
i=1

H(vi, w)wi

)

= H(vi′ , w)−
s∑
i=1

H(vi′ , H(vi, w)wi)

= H(vi′ , w)−H(vi′ , H(vi′ , w)wi′)

= H(vi′ , w)−H(vi′ , w)H(vi′ , wi′)

= H(vi′ , w)−H(vi′ , w)ι(wi′).

We show that the RHS expression above equals 0. If D is an integral domain, then ι(wi′) =

1, so the RHS expression indeed equals 0. Otherwise, either type(vi′) = type(w) in which

case H(vi′ , w) = 0, or type(vi′) = type(w), in which case H(vi′ , w) = H(vi′ , w)ι(vi′) =

H(vi′ , w)ι(wi′). Thus, in any case, the RHS expression equals 0 as claimed. Moreover,
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H(v′s+1, w
′
s+1) = H

(
v′s+1, w −

s∑
i=1

H(vi, w)wi

)

= H(v′s+1, w)−
s∑
i=1

H(v′s+1, H(vi, w)wi)

= H(v′s+1, w) = 1.

Let Xs+1 be the free D-module generated by v1, . . . , vs, v
′
s+1, w1, . . . , ws, w

′
s+1. In

particular, Xs+1 = Us ⊥ ⟨v′s+1, w
′
s+1⟩, so Xs+1 is nonsingular and hence V1 ⊕ Vq =

Xs+1 ⊥ X⊥
s+1. Since Us ⊂ Xs+1, X

⊥
s+1 ⊂ U⊥

s and hence f(X⊥
s+1) ⊆ As+1 × · · · × Ar

by the inductive hypothesis. Choose a basis x1, . . . , xk of X⊥
s+1, let a1, . . . , ak ∈ D (note

that k is different from the k used in the base case of the recursive argument) be so

that the element f(xi − aiv
′
s+1) of A has image 0 when projected to As+1. Note that

x1−a1v′s+1, . . . , xk−akv′s+1 are linearly independent over D. Let X ′
s+1 be the free module

that they generate. In particular, f(X ′
s+1) ⊆ As+2 × · · · × Ar, and X ′

s+1 is orthogonal to

Us, i.e. Us ⊆ (X ′
s+1)

⊥. Since f maps V1 surjectively onto A, but f(Us) ⊆ A1 × · · · × As

and f(X ′
s+1) ⊆ As+2 × · · · × Ar, there must be some element of U⊥

s ∩ (X ′
s+1)

⊥ that

maps to es+1 under f . Let vs+1 be ι(es+1) times the V1-component of this element so

vs+1 ∈ V1 ∩ U⊥
s ∩ (X ′

s+1)
⊥, type(vs+1) = type(es+1), and f(vs+1) = es+1. Furthermore,

H(vs+1, wj) = 0 for 1 ≤ j ≤ s because wj ∈ Us. Once again, there exists some ele-

ment w ∈ Vq such that H(v, w) ∈ D×. Replace w with its projection in (X ′
s+1)

⊥, then

with ι(vs+1) · w, and then with an appropriate scalar multiple so that w ∈ Vq ∩ (X ′
s+1)

⊥,

type(w) = type(vs+1), and H(vs+1, w) = 1. With this new choice of w, define ws+1 as we

defined w′
s+1 in (4.3.1) so that ws+1 is of the same type as w and H(vi, wj) = δij for all

1 ≤ i, j ≤ s + 1. Let Us+1 be the free module generated by v1, . . . , vs+1, w1, . . . , ws+1. In

particular, H|Us+1 is nonsingular. Moreover, the ranks of Xs+1 and X⊥
s+1 are 2(s+1) and

k respectively and the rank of X ′
s+1 is k, so the rank of (X ′

s+1)
⊥ is 2(s + 1). Moreover,

the rank 2(s + 1) submodule Us+1 of (X ′
s+1)

⊥ is a nonsingular Hermitian module for H,

so in fact Us+1 is precisely (X ′
s+1)

⊥. Thus, f(U⊥
s+1) = f(X ′

s+1) ⊆ As+2 × · · · × Ar, so we
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can indeed recursively obtain the elements of V1 and Vq with the desired properties.

Now given f ′ ∈ O as well, we show that there is an element φ ∈ U(V ) such that

f = f ′ ◦ φ. Letting h′ ∈ GUq(V ) be so that f ′ ◦ h′ = f ′, decompose V as (V ′
1 ⊕ V ′

q ) ⊥W ′

with respect to h′ via Lemma 4.3.4 and choose elements v′1, . . . , v
′
r ∈ V ′

1 and w
′
1, . . . , w

′
r ∈ Vq

similarly. Applying Lemma 4.0.7 again shows that V1⊕Vq = Ur ⊥ U⊥
r and V ′

1⊕V ′
q = U ′

r ⊥

U ′⊥
r where Ur and U ′

r are respectively the D-modules generated by v1, . . . , vr, w1, . . . , wr

and v′1, . . . , v
′
r, w

′
1, . . . , w

′
r. In particular, we have the orthogonal decompositions Ur ⊥

U⊥
r ⊥ W = V = U ′

r ⊥ U ′⊥
r ⊥ W ′, and by the inductive construction, f vanishes on U⊥

r

and U ′⊥
r . Let φ : V → V be any D-linear automorphism which takes vi to v

′
i, takes wi

to w′
i, and transforms U⊥

r ⊥ W to U ′⊥
r ⊥ W ′ such that H(φ(v), φ(w)) = H(v, w) for all

v, w ∈ U⊥
r ⊥ W . The latter is possible because U⊥

r ⊥ W and U ′⊥
r ⊥ W ′ are nonsingular

Hermitian modules over D and hence have orthonormal bases by Proposition 4.1.7. In the

case that D is a double division ring, the former can be accomplished by letting φ send

vi + wi to v
′
i + w′

i and extending D-linearly. Note that H(φ(v), φ(w)) = H(v, w) for all

v, w ∈ Ur. Moreover, f(vi) = ei = f ′(v′i) and f vanishes on wi, w
′
i, U

⊥
r , U ′⊥

r , W , and W ′.

Therefore, φ is indeed an element of U(V ) such that f = f ′ ◦φ. The action of U(V ) on O

is thus transitive as desired.

We now show that the action of SU(V ) on O is transitive when s > 2r. As above,

given f, f ′ ∈ O, let φ ∈ U(V ) such that f ◦ φ = f ′ and decompose V as (V ′
1 ⊕ V ′

q ) ⊥ W ′

with respect to f ′. In this case, W ′ is a free D-modules of positive rank. Moreover,

detφ·detφ = 1, so in particular detφ is an invertible element ofD. Choose an orthonormal

basis of W ′ via Proposition 4.1.7. Let α : V → V be the D-linear automorphism acting

as the identity on V ′
1 ⊕ V ′

q and as the matrix



1
detφ 0 0 · · · 0

0 1 0 · · · 0

0 0 1 · · · 0

...
...

...
. . .

...

0 0 0 · · · 1


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on W ′ with respect to the orthonormal basis. Note that f = f ′ ◦ (α ◦φ) because f and f ′

are nonzero on W and W ′ respectively and that det(α ◦ φ) = 1, so the action of SU(V )

on O is transitive as claimed.

Proof of Proposition 4.3.1. Decompose Zℓ[ζd] as
∏
iDi as in (4.1.10) and say that (V,H)

corresponds to the tuple (Vi, Hi)i of Hermitian forms over Di via Lemma 4.0.8. Since H

is nonsingular, all the Hi are nonsingular, so the Vi are free Di-modules. Moreover, let Ai

be the Di-component of A, so A ∼=
∏
iAi.

Let Oi be the set

Oi = {fi : Vi → Ai surjective, Di-linear, and there exists hi ∈ GUq(Vi) with fi ◦ h = fi}.

The correspondences of (V,H) with the tuple (Vi, Hi)i and of A with
∏
iAi induces a

bijection O
∼−→
∏
iOi equivariant for the actions of U(V ) ∼=

∏
iUi(V ). If V has a free

Zℓ[ζd]-module of rank at least 2r as a direct summand, then each Vi is a free Di-module

of at least that rank. By Proposition 4.3.3 and Proposition 4.3.7, Oi is nonempty and

U(Vi) acts transitively on Oi whenever ζd ̸= −1 in Di. In fact, SU(Vi) acts transitively

on Oi as well if V has a free Zℓ[ζd]-module of rank at least 2r + 1 as a direct summand.

If ζd = −1 in Di, then Hi is in fact a symplectic form, so the unitary group U(Vi) is the

symplectic group Sp(Vi); note that Vi is of even rank over Di because Hi is nonsingular.

By [15, Lemma 8.9], Oi is nonempty and U(Vi) ∼= Sp(Vi) acts transitively on Oi because

2r > dimFℓ
Ai/ℓAi. In fact, one can argue similarly as in the last paragraph of the proof of

Proposition 4.3.7 applied to the context of the last paragraph of the proof of [15, Lemma

8.9] to show that SU(Vi) = {φ ∈ U(Vi) : det(φ) = 1} acts transitively on Oi. Therefore,

O is nonempty and U(V ) (or SU(V )) acts transitively on O.

Corollary 4.3.8. Let k be a field. Let d ≥ 3 be a prime power not divisible by the

characteristic of k. Let ℓ be a prime number not dividing 2d and not divisible by char k.

Let Zℓ[ζd] = Zℓ[ζd]ζd ̸=1. Let q ≥ 2 be an integer such that q ̸≡ 1 (mod ℓ). Fix a Zℓ[ζd]-

module A of finite cardinality and say that A is a quotient of Zℓ[ζd]⊕r.



57

Let C be a Z/dZ-cover of P1
k, and identify Aut(C/P1) ∼= Z/dZ with ⟨ζd⟩. Write

V = Tℓ Jac(C). Whenever there at least 2r + 3 branch points of the cover C → P1 of

whose monodromies are elements of (Z/dZ)×, the set

O = {f : V → A surjective and Zℓ[ζd]-linear, and there exists h ∈ GUq(V ) with f◦h = f}

is nonempty and SU(V ) acts transitively on O.

Proof. This follows from Proposition 4.1.10 and Proposition 4.3.1.

Remark 4.3.9. To apply [15, Lemma 8.9] in the proof of Proposition 4.3.1, we needed to

know that Vi is of even rank in case ζd = −1 in Di. We alternatively show this via (4.1.11).

For ζd = −1 to hold in Di, d must be even. Moreover, the monodromies of the branch

points of the cover C → P1 are elements of Z/dZ whose sum is 0 by Proposition 3.2.2.

In particular, the number of branch points with monodromy congruent to 1 mod 2 must

be even. Consequently, in expressing χC as a sum of the irreducible characters ψa by

applying (4.1.11) and Lemma 4.1.9(1), the character ψ d
2
appears even many times. Thus,

the Zℓ[X]/(X + 1)-rank in Tℓ(Jac(C)) is even.
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Chapter 5

The Burau representations

This section presents the unreduced and reduced Burau representations, which will be

used in Section 6.2 to establish a big monodromy result. Moreover, Chapter 10 studies

orbits of the actions of the braid group on vectors given by these Burau representations

and the results there are applied to Chapter 8 and Chapter 9.

Definition 5.0.1. Let n ≥ 2 be an integer. The Artin braid group Bn is the group with

n− 1 generators σ1, σ2, . . . , σn−1 under the braid relations

• σiσj = σjσi for all i, j = 1, 2, . . . , n− 1 with |i− j| ≥ 2, and

• σiσi+1σi = σi+1σiσi+1 for i = 1, 2, . . . , n− 2.

Definition 5.0.2. For n ≥ 2, the unreduced Burau representation of Bn is the the repre-

sentation ψn : Bn → GLn(Z[t, t−1]) sending the standard braid σi to the block matrix



Ii−1 0 0 0

0 1− t t 0

0 1 0 0

0 0 0 In−i−1


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Given some invertible element ζ in a ring R, we call the composition

Bn
ψn
↪→ GLn(Z[t, t−1])

t=ζ−−→ GLn(R)

the unreduced Burau representation of Bn evaluated at t = ζ.

Given a prime number ℓ, we call the composition

Bn
ψn
↪→ GLn(Z[t, t−1])

modulo ℓ−−−−−→ GLn(Z/ℓZ[t, t−1])

the unreduced Burau representation of Bn modulo ℓ.

In the case that R = Z/ℓZ[ζ], where ζ is invertible, we also refer the unreduced Burau

representation of Bn evaluated at t = ζ as the unreduced Burau representation of Bn

modulo ℓ evaluated at t = ζ.

Definition 5.0.3. For n ≥ 2, the reduced Burau representation of Bn is the representation

ψrn : Bn → GLn−1(Z[t, t−1]) defined as follows: for n ≥ 3, ψrn is the homomorphism given

by

σ1 7→


−t 1 0

0 1 0

0 0 In−3



σi 7→



Ii−2 0 0 0 0

0 1 0 0 0

0 t −t 1 0

0 0 0 1 0

0 0 0 0 In−i−2


, 2 ≤ i ≤ n− 2,

σn−1 7→


In−3 0 0

0 1 0

0 t −t

 .
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For n = 2, ψr2(σ1) = (−t).

We define the reduced Burau representation of Bn evaluated at t = ζ (for an invertible

element ζ in a ring R, the reduced Burau representation of Bn modulo ℓ (for a prime

number ℓ), and the unreduced Burau representation of Bn modulo ℓ evaluated at t = ζ

similarly as in Definition 5.0.2.

Remark 5.0.4. There are competing conventions for the unreduced and reduced Burau

representations that differ by transposes and/or by involutions on Z[t, t−1], i.e. by an ex-

change of t and t−1. In particular, the convention for the unreduced Burau representation

in Definition 5.0.2 coincides with that of [21, Definition 3.1.1] and is transpose to that

of [35, Definition 2.1]. The convention for the reduced Burau representation in Defini-

tion 5.0.3 coincides with those of [38, Section 2, Page 200] and [43, Section 1.1.2] and is

transpose to that of [21, Between Theorem 3.9 and Lemma 3.10].

See [21, Chapter 3] for a discussion on the Burau representations. When discussing

the action of Bn on a A⊕n (resp. A⊕(n−1)) for an Z[t, t−1]-module A via ψn (resp. ψrn),

we mean the action of the square matrices that are images of ψn (resp. ψrn) acting on the

left of column vectors.

5.1 The Burau representations are unitary

The ring Z[t, t−1] of Laurent polynomials has a natural involution a 7→ a given by t 7→

t = t−1. In particular, one can discuss Hermitian forms over Z[t, t−1] with respect to

this involution. Squier [38] showed that the reduced Burau representation is unitary, i.e.

preserves a Hermitian form on Z[t, t−1]⊕n. In fact, the unreduced Burau representation

is unitary as well - Salter [35, Definition 2.3, Lemma 2.4] presented an explicit Hermitian

matrix whose Hermitian form is preserved by the unreduced Burau representation.

One can verify that the n× n matrices Hn over an Z[t, t−1]-involution algebra R such
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that H∗
n = Hn and ψn(σi)

∗Hnψn(σ) = Hn for every σ ∈ Bn are exactly those given by

(Hn)ij =


a if i = j

btj−i−1 if j > i

bt1−i+j if i > j

,

where a = b−tb
t−1 . where b ∈ R and a ∈ R· (recall Notation 4.1.4). More visually,

Hn =



a b bt bt2 · · ·

b a b bt · · ·

bt−1 b a b

bt−2 bt−1 b a · · ·
...

...
...

...
. . .


. (5.1.1)

We will also write Hn,a,b when we need to construct such a matrix with specific values a

and b.

Remark 5.1.1. Note that such matrices Hn are different, even after conjugation and/or

transpose, to the matrix J given in [35, Definition 2.3]. There is no immediate reason

for Hn and J to be conjugate and/or transpose to each other even though the unreduced

Burau representation presented in Definition 5.0.2 is transpose to that in [35, Definition

2.1].

Let h : R⊕n ×R⊕n → E be the Hermitian form given by

h(v, w) = c∗vHncw, (5.1.2)

where cv, cw respectively denote the column vectors corresponding to v, w ∈ R⊕n (with

respect to the elementary basis vectors e1, . . . , en), the operator ·∗ denotes conjugate tran-

pose of vectors/matrices, and E is the subring of Z[t, t−1] fixed under the involution. Note

that the ψn, with matrices acting on the left of (column vectors in) R⊕n preserves h. In
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particular, ψn preserves the norm

v ∈ R⊕n 7→ h(v, v).

Now let Hr
n be the (n− 1)× (n− 1) matrix

Hr
n =



(t+1)2

t −(1t + 1) 0 0 · · · 0

−(t+ 1) (t+1)2

t −(1t + 1) 0 · · · 0

0 −(t+ 1) (t+1)2

t −(1t + 1) · · · 0

0 0 −(t+ 1) (t+1)2

t · · · 0

...
...

...
...

. . .
...

0 0 0 0 · · · (t+1)2

t


.

One can verify that ψrn(σi)
∗Hr

nψn(σi) = Hr
n for every i = 1, . . . , n−1, i.e. Hr

n induces a Her-

mitian form preserved by the reduced Burau representation ψrn. This matrix is essentially

derived from the description of the Hermitian form in [43, Section 1.1.3]. Furthermore,

detHr
n =

(
t+1
t

)n−1
(
tn−1
t−1

)
by [43, Lemma 13].

Remark 5.1.2. Hr
n above is conjugate/transpose to the matrix in [43, Section 4.1] as the

sesquilinearity conditions in the definitions of Hermitian forms of Definition 4.0.3 and of

[43, Section 1.1.3] are opposite to each other.

Since all of the entries of Hr
n has a factor of t + 1, the matrix becomes zero upon

evaluating at t = −1. However, dividing all of the entries of Hr
n by t + 1 and then
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evaluating at t = −1 yields the (n− 1)× (n− 1) skew-symmetric matrix

H̃r
n =



0 1 0 0 · · · 0

−1 0 1 0 · · · 0

0 −1 0 1 · · · 0

0 0 −1 0 · · · 0

...
...

...
...

. . .
...

0 0 0 0 · · · 0


. (5.1.3)

that the ψrn(σi) preserve; note that the involution on Z[t, t−1]|t=−1 is trivial. In particular,

the Hermitian form arising from H̃r
n is a symplectic form. Thus, the image of ψrn evaluated

at t = −1 lies in a symplectic group and norms of any vector with respect to this Hermitian

form are all zero. Moreover,

det H̃r
n =

1

tn−1

n−1∑
i=0

ti =


0 if 2 | n

1 otherwise.

(5.1.4)

Assuming that R factorizes as R =
∏
iRi, where the Ri are division or double division

rings with involution, let h̃rn be the Hermitian form on T⊕(n−1) given (via Lemma 4.0.8)

on R
⊕(n−1)
i by Hr

n if Ri is a division ring where t ̸= −1 and by H̃r
n otherwise. In particular,

when R = A[ζd]all factorizes as A[ζd]ζd ̸=−1×A[X]/(X+1), h̃rn is a εA[ζd]all-Hermitian form.

5.2 The reduced Burau representation at d-th roots of unity

is an arithmetic group

Venkataramana [43] showed that the images of ψrn evaluated at d-th roots ζd of unity is an

arithmetic group for all large enough n (with respect to d). The following is a restatement

of the main theorem of [43] fit to the above notations:

Theorem 5.2.1 ([43, Theorem 2]). Let d ≥ 3 be an integer, and let Z[ζd] = Z[ζd]prim.

Equip Z[ζd]
⊕(n−1)
prim with the 1-Hermitian form h̃rn. In particular, ψrn|t=ζd : Bn → GLn−1(Z[ζd])
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maps into U(Z[ζd]⊕(n−1)). If n ≥ 2d+1, then the image of ψrn|t=ζd is a finite index subgroup

of U(Z[ζd]⊕(n−1)).

In fact, when d = 3, 4, 6, [43, Theorem 3] shows that ψrn|t=ζd is an arithmetic group

for all n. Furthermore, [43] combines a theorem of [1] and Theorem 5.2.1 to obtain the

following:

Theorem 5.2.2 ([43, Theorem 2]). Let d ≥ 2 be an integer, and write Z[ζd] = Z[ζd]all.

Equip Z[ζd]⊕(n−1) with the εZ[ζd]-Hermitian form h̃rn. In particular, ψrn|t=ζd : Bn →

GLn−1(Z[ζd]) maps into U(Z[ζd]⊕(n−1)). If n ≥ 2d + 1, then the image of ψrn|t=ζd is a

finite index subgroup of U(Z[ζd]⊕(n−1)).

Remark 5.2.3. Recall that h̃rn restricted to the factor Z[X]/(X + 1) of Z[ζd]all is a

symplectic form— U(Z[X]/(X+1)⊕(n−1)) here thus is the symplectic group Sp(Z[X]/(X+

1)⊕(n−1)).

5.3 Arithmetic groups have large adic images

Let L a field with an involution ·. Let K = L· be the fixed field of L under this involution.

Given a (±1)- Hermitian form h on L⊕n, there is an algebraic group Un(L, f) over K

such that Un(L, f)(K) = U(L⊕n) (where L⊕n is equipped with h); if · is nontrivial,

then Un(L, h) is a subalgebraic group of GL2n(K). Similarly, there is an algebraic group

SUn(L, h) over K such that SUn(L, h)(K) = SU(L⊕n). In the case that L is a number

field, Un(L, h)(OK) = U(O⊕n
L ) and SUn(L, h)(OK) = SU(O⊕n

L ). See [29, Section 2.3.3]

and [43, Section 3] for relevant discussions about these algebraic groups.

Proposition 5.3.1. Let L be a number field with an involution ·, let K = L·, let h be

a nondegenerate (±1)-Hermitian form on L⊕n, and let Γ ⊆ U(L⊕n) be a finite index

subgroup. For a (finite) place v of K, let OL,v = OK,v ⊗OK
OL, which has a v-adic

topology. Assume that the set of α ∈ O×
L such that α · α = 1 is finite. For all but finitely

many finite places v of K, the closure of the image of Γ in U(O⊕n
L,v) contains SU(O⊕n

L,v).
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Proof. If an an L-automorphism φ of L⊕n preserves h, then detφ∗ · detφ = 1. Note

that Γ ∩ SU(O⊕n
L ) is the kernel of the map Γ → {α ∈ O×

L : α · α = 1} sending φ to

detφ, so Γ∩ SU(O⊕n
L ) has finite index in Γ, which has finite index in U(L⊕n). Therefore,

Γ′ := Γ ∩ SU(O⊕n
L ) has finite index in SU(O⊕n

L ).

The algebraic group SUn(L, h) overK is geometrically connected [29, Proposition 2.15]

and hence connected, so it is the identity component of Un(L, h). By [29, Proposition 7.4],

SUn(L, h) has the weak approximation property (see [29, Section 7.1]). In particular, the

map
∏
v∈MKK SUn(L, h)(OK)→ SUn(L, h)(OK,v), which is identifiable with SU(O⊕n

L )→∏
v∈MK

SU(O⊕n
L,v), has dense image, whereMK denotes the set of inequivalent valuations on

K. Suppose that v1, . . . , vm are finite places of K such that the image of Γ′ under the maps

SU(O⊕n
L ) → SU(O⊕n

L,vi
) are not dense. Identifying the vi with their corresponding primes

of K, there exist integers k1, . . . , km such that the image of Γ′ under fi : SU(O⊕n
L ) →

SU((OL/vkii )⊕n) is not surjective. Note that f : SU(O⊕n
L ) →

∏m
i=1 SU((OL/v

ki
i )⊕n) is

surjective and that f(Γ′) is contained in
∏
i fi(Γ

′). Since [SU((OL/vkii )⊕n) : fi(Γ
′)] ≥ 2,

we have [SU(O⊕n
L ) : Γ′] ≥ 2m, so m must be finite. Therefore, there are at most finitely

many places v of K such that the image of Γ′ under SU(O⊕n
L ) → SU(O⊕n

L,v) is not dense,

i.e. the closure of the image of Γ in U(O⊕n
L,v) contains SU(O

⊕n
L,v).

In the case of interest, L is a cyclotomic field. We show that the set of elements of

α ∈ O×
L such that α · α = 1 is finite.

Lemma 5.3.2. 1. An algebraic integer α whose Galois conjugates all have absolute

value 1 is a root of unity.

2. Let L be a finite abelian field over Q. There are only finitely many α ∈ OL such that

α · α = 1.

Proof. 1. This is proved, for instance, in expository notes by Wang-Erickson [45, Claim

in Proposition 13].

2. Given an embedding L → C, let · be complex conjugation. For any σ ∈ Gal(L/Q),



66

we have

σ(α)σ(α) = σ(α)σ(α) = σ(αα) = σ(1) = 1.

Therefore, there are only finitely many such α by (1).

Corollary 5.3.3. Let d ≥ 2 be an integer, and write Z[ζd] = Z[ζd]all. Equip Z[ζd]⊕(n−1)

with the εZ[ζd]-Hermitian form h̃rn. In particular, ψrn|t=ζd : Bn → GLn−1(Z[ζd]) maps into

U(Z[ζd]⊕(n−1)). If n ≥ 2d+ 1, then the closure of the image of the composition

Bn
ψr
n|t=ζd−−−−−→ U(Z[ζd]⊕(n−1))→ U(Zℓ[ζd]⊕(n−1))

contains SU(Zℓ[ζd]⊕(n−1)) for all but finitely many prime numbers ℓ.

Proof. This follows by applying Lemma 5.3.2 and Proposition 5.3.1 to the involution ring

factors Z[ζe]prim for e | d.
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Chapter 6

Counting Rational Points on

Hurwitz schemes over Fq

6.1 Hurwitz schemes

Let Conf ′n/ SpecZ denote the configuration space of squarefree degree n-divisors on P1.

Letting PnZ be the projective n-space PnZ with coordinates a0 : a1 : · · · : an, which alter-

natively parameterize binary forms a0X
n + a1X

n−1W + · · · + anW
n up to scaling, one

more concretely constructs Conf ′n as the open subscheme of PnZ where the discriminant

(∆
∑n

i=0 aiX
n−iW i) does not vanish.

For finite groups G, Romagny and Wewers [32, Theorem 4.11] constructed a scheme

HG,n of finite type over Z with an étale cover π : Hn,G,Z → Conf ′n. For any algebraically

closed field k, there is an Aut(k)-equivariant bijection between HG,n(k) and the set of

isomorphism classes of tameG-covers of P1
k with n branch points. Moreover, If x ∈ HG,n(k)

corresponds to a G-cover f : C → P1
k, then π(x) ∈ Conf ′n(k) is the point parameterizing

the branch locus of f in P1. [32, Corollary 4.12] further establishes that, when G is center

free, HG,n(k) is in natural bijection with the set of isomorphism classes of G-covers with

degree-n branch locus defined over k.

We discuss Hurwitz schemes introduced in [15, Section 7.3] and [13, Proof of Proposi-
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tion 2.1] to generalize point counts over finite fields on these Hurwitz schemes carried out

in these papers to the case that G = A⋊Z/dZ where A is a finite ℓ-group; note that these

papers mainly discuss the case when d = 2.

[15, Section 7.3] constructs a Hurwitz scheme HnG,n parameterizing tame G-covers of

P1 whose branch divisor in A1 is of degree n— the branched covers may be either ramified

at ∞ or not. To construct such a Hurwitz scheme, let Confn be the configuration space of

configuration space of squarefree degree n-divisors on A1. Concretely, one can construct

Confn as the closed subscheme of Conf ′n+1 cut out by a0 = 0, i.e. as the configuration space

of squarefree degree (n+1)-divisors on P1 that contain∞. Alternatively, one can construct

Confn as the open subscheme of Confn where a0 does not vanish, i.e. as the configuration

of squarefree degree n-divisors on P1 that do not contain ∞. Given a finite group G, take

HnG,n to be the disjoint union of HG,n+1 ×Conf′n+1
Confn and HG,n ×Conf′n

Confn.

If c is a rational conjugacy closed subset ofG, then there is a closed and open subscheme

HurcG,n ⊆ HnG,n parameterizing tame G-covers with monodromy of type c. In fact, if c

is Fq-rational and gcd(q, |G|) = 1, then HurcG,n can be constructed over Fq, cf. [14, the

discussion between Defintion 8.3 and Proposition 8.4]. In either case, note that HurcG,n

parameterizes tame G-covers of P1 branched at n points away from∞ with monodromy of

type c — whether these covers are branched at ∞ and the monodromy types these covers

have at ∞ are not specified.

Remark 6.1.1. [15, Proposition 7.8] is stated when c is a rational conjugacy class. This

proposition also holds when the phrase ”rational conjugacy class” is replaced with the

phrase ”Fq-rational conjugacy class” — either rationality condition is only needed to

ensure that HncG,n can be defined over Fq.

We further define Hurwitz schemes of interest. In the case of interest, d ≥ 2 is an

integer, q ≡ 1 (mod d), ℓ is a prime that does not divide q, G = A ⋊ (Z/dZ) where A is

a nontrivial Zℓ[ζd] = Zℓ[ζd]ζd ̸=1 module of finite cardinality, where 1 ∈ Z/dZ acts on A

by ζd, and where c is the conjugacy class of elements of the form (a, 1) ∈ G. Note that c

is indeed a conjugacy class by Lemma 2.0.4. A tame G-cover f : C → P1
k over a field k
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factors as C
g−→ C/A

h−→ P1
k where g is a tame A-cover and h is a tame Z/dZ-cover. If f is

also branched at n points of A1
k with monodromy type c, then Proposition 3.1.8 shows that

the ramification indices of f and h above these branch points are the orders of (a, 1) ∈ G

and of 1 ∈ Z/dZ respectively. These orders are d since (1− ζd) is invertible on A. Thus,

g must be unramified above A1
k.

Moreover, the monodromy type of ∞ is of the form (a,−n (mod d)) where a ∈ A

by Proposition 3.2.2 and Proposition 3.1.7. Proposition 3.1.8 shows that the ramification

indices of h ◦ g and h over ∞ are the orders of (a,−n) ∈ A ⋊ Z/dZ and of −n ∈ Z/dZ

respectively. If gcd(n, d) = 1, then these orders are both d. In this case, h is totally

ramified above ∞ and g is unramified the point in C/A above ∞. Note that such a tame

G-cover f over Fq exists only if q ≡ 1 (mod d) by Proposition 3.3.2. If d | n instead, h

must be unramified above ∞, but g might be ramified above ∞. In this case, we restrict

our attention to a Hurwitz scheme parameterizing exactly the covers f such that g is

unramified above ∞.

Definition 6.1.2. Let d ≥ 2 be an integer, let ℓ be a prime number not dividing d, let

G = A ⋊ (Z/dZ) where A is a nontrivial Zℓ[ζd] = Zℓ[ζd]ζd ̸=1 module of finite cardinality

and where 1 ∈ Z/dZ acts on A by ζd. Note that G is center-free by Lemma 2.0.6. Let

c = {(a, 1) ∈ G : a ∈ A}, which is a conjugacy class by Lemma 2.0.4.

For integers n ≥ 1 that are either divisible by d or relatively prime to d and a prime

power q coprime to dℓ such that q ≡ 1 (mod d), define the scheme Xn/Fq as follows:

• If (n, d) = 1, then let Xn = HncG,n.

• If d | n, then let Xn be the intersection of HncG,n with the open and closed subscheme

HG,n ×Conf′n
Confn of HnG,n. In particular, Xn is the disjoint union of connected

components of HncG,n.

In either case, Xn parameterizes the covers f for which g is unramified above ∞. We will

later apply class field theory and Kummer theory to such g as appropriate. The fact that

G is center free and [32, Theorem 2.1] imply that HncG,n is a fine moduli space.
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Proposition 6.1.3 below generalizes [15, Proposition 8.7]; the latter is a special case of

the former when d = 2 and gcd(d, n) = 1, and the proof of the former that we present

below is very similar to the proof of the latter.

Let k be a field. Given a finite field extension L of k(t), write ClL for the class group of

OL, the integral closure of k[t] inside L. Assuming that k is algebraically closed in L and

assuming that L has a k-rational point, this class group is isomorphic to Jac(CL)(k) where

CL is the smooth curve over k corresponding to L — see [33, Theorem C(ii)] for more

details. This happens, for instance, over the base field k = Fq if L = Fq(t)[y]/(yd − f(t))

for a nonconstant dth-power free polynomial f(t) with (deg f(t), d) = 1 since L is a totally

imaginary extension of Fq(t) by Lemma 3.2.1. Suppose further that CL is a tame (Z/dZ)-

cover of P1 over k. Identifying ζd with 1 ∈ Z/dZ ∼= Aut(CL/P1), there are actions of ζd

on Jac(CL) and ClL in this case.

Proposition 6.1.3. Let d ≥ 2 be an integer, let ℓ be a prime number not dividing d, and let

Zℓ[ζd] = Zℓ[ζd]ζd ̸=1. Fix A to be a Zℓ[ζd]-module of finite cardinality. Let G = A⋊ (Z/dZ)

where 1 ∈ Z/dZ acts on A by ζd and let c be the conjugacy class in G of the elements of

the form (a, 1). Let q be a power of a prime not dividing dℓ such that q ≡ 1 (mod d). In

particular, Fq contains a primitive dth root of unity and Xn is defined over Fq.

For each integer n ≥ 1 coprime to d, there is a bijection between Xn(Fq) and the set of

isomorphism classes of pairs (L,α), where L is a Z/dZ-extension of Fq(t) of discriminant

degree n of the form L = Fq(t)( d
√
f(t)) for some squarefree f(t) ∈ Fq[t], and where α is a

surjective homomorphism

α : ClL → A

equivariant for the ζd-actions. Here, two pairs (L,α) and (L′, α′) are isomorphic if there

exists an Fq(t)-isomorphism f : L→ L′ with f∗α′ = α.

Remark 6.1.4. The squarefree condition on f(t) ensures that the Z/dZ-cover CL of P1

has consistent monodromy type over all branch points in A1. Moreover, the base field is

geometrically closed inside L = k(t)( d
√
f(t)) for such an f(t) because the points of CL
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above the branch points in A1 are all totally (tamely) ramified by Proposition 3.2.2 and

Proposition 3.1.8.

Proof. For L a Z/dZ extension of K := Fq(t), let ζd be the automorphism of L over K that

corresponds to 1 under the identification Aut(L/K) ∼= Z/dZ. Let JL be the Galois group

of the maximal abelian everywhere unramified extension E/L with pro-ℓ Galois group. In

particular, E/K is Galois and Gal(E/K) has JL as a normal subgroup. We show that the

subgroup N :=
〈∑d−1

i=0 ζ
i
d(x) : x ∈ JL

〉
is a normal subgroup of Gal(E/K).

There is a short exact sequence

1→ (JL = Gal(E/L))→ Gal(E/K)→ (Gal(L/K) ∼= ⟨ζd⟩)→ 1,

and Gal(E/K) is isomorphic to JL ⋊ Gal(L/K). For elements (y, ζ3) ∈ JL ⋊ Gal(L/K),

calculate

(y, ζk3 ) ·

(
d−1∑
i=0

ζid(x), 0

)
· (y, ζk3 )−1 =

(
y + ζ3

(
d−1∑
i=0

ζi+kd (x)

)
− y, 0

)

=

(
d−1∑
i=0

ζid(x), 0

)
.

Thus, N is normal in Gal(E/K) as desired.

Now let FL be the fixed field of E by N . In particular, FL/K is also a Galois extension

and there is a short exact sequence

1→ J ′
L → Gal(FL/K)→ Gal(L/K)→ 1. (6.1.1)

where J ′
L := Gal(FL/L). There is also a short exact sequence

1→ Gal(E/FL)→ Gal(E/L)→ Gal(FL/L)→ 1
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of abelian groups. This short exact sequence is identifiable with

1→ N → JL → J ′
L → 1

and hence J ′
L is the quotient of Gal(E/FL) by N . Since JL is a pro ℓ-group by definition,

J ′
L is also a pro ℓ-group. Furthermore, the sequence (6.1.1) yields an isomorphism

Gal(FL/K) ∼= J ′
L ⋊ ⟨τd⟩. (6.1.2)

where τd is any element of Gal(FL/K) that reduces to ζd in Gal(L/K).

Class field theory (see e.g. [41, Theorem 1.1.4] for a statement) yields a short exact

sequence:

(ClL)ℓ ↪→ JL ↠ Ẑℓ (6.1.3)

where (ClL)ℓ denotes the Sylow-ℓ subgroup of ClL and Ẑℓ is the pro-ℓ part of Ẑ ∼=

Gal(F̄q/Fq). Moreover, the surjection JL ↠ Ẑℓ is identified with the homomorphism

(πét1 (CL))
ab → πét1 (SpecFq) induced by the structure morphism CL → Fq. Note that ζd

acts compatibly on all groups in the above short exact sequence.

Note that ζd acts trivially on Ẑℓ, so
∑d−1

i=0 ζ
i
d acts as d on Ẑℓ and in particular acts as

an automorphism. Apply the snake lemma to

0 (ClL)ℓ JL Ẑℓ 0

0 (ClL)ℓ JL Ẑℓ 0

∑d−1
i=0 ζ

i
d

∑d−1
i=0 ζ

i
d

∑d−1
i=0 ζ

i
d

to conclude that the cokernels of
∑d−1

i=0 ζ
i
d acting on (Cl)ℓ and JL are isomorphic, i.e.

JL/
(∑d−1

i=0 ζ
i
d

)
JL ∼= (ClL)ℓ/

(∑d−1
i=0 ζ

i
d

)
(ClL)ℓ. The former of these groups is J ′

L. More-

over, for any fractional ideal I on OL, the product
∏d−1
i=0 ζd(I) is an extension of a frac-

tional ideal from K and hence is principal, i.e. is trivial as an element of ClL. Therefore,
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(ClL)ℓ/
(∑d−1

i=0 ζ
i
d

)
(ClL)ℓ = (ClL)ℓ, so we have a ζd-equivariant isomorphism

J ′
L

∼−→ (ClL)ℓ. (6.1.4)

Thus, given a pair (L,α) where L is an imaginary Z/dZ-extension of Fq(t) of discriminant

degree n, and α : ClL → A is a ζd-equivariant surjection, composing α with (6.1.4) above

yields a ζd-equivariant surjection fα : J ′
L → A. This map fα extends to a surjection

J ′
L ⋊ ⟨τd⟩ → A ⋊ ⟨ζd⟩ by sending (id, τd) to any element of the form (a, ζd). Such a

surjection is identifiable with a map gα : Gal(FL/K)→ G by (6.1.2). Moreover, since all

elements of A⋊ ⟨ζd⟩ of the form (a, ζd) are conjugate under A by Lemma 2.0.4, the choice

of gα is unique up to A-conjguacy.

Now let Fα be the fixed field of ker(gα). It is a Galois extension of K with an isomor-

phism Gal(Fα/K) ∼= G defined up to A-conjugacy. Moreover, Fq is algebraically closed

inside Fα. In other words, given the pair (L,α), there is an associated geometrically

connected curve Yα whose function field is Fα together with a cover Yα → P1 and an

isomorphism gα : Aut(Yα/P1)→ G.

Note that Fα/L is everywhere unramified because Fα is a subfield of E, which is by

definition everywhere unramified above L. Thus, the ramified places of Fα/K are the same

as those of L/K and the ramification degrees of Fα/K are the same as those of L/K. In

fact, the condition that L is of the form Fq(t)( d
√
f(t)) for some squarefree f(t) ∈ Fq[t] and

Proposition 3.2.2 imply (with an appropriate choice of topological generator of Ẑ(1)) that

the monodromy types above the branch points of CL → P1 in A1 are all 1 ∈ Z/dZ and

that the monodromy type above ∞ is −n ∈ Z/dZ. By Proposition 3.1.7, the monodromy

types above the branch points of Yα → P1 in A1 are all in c and the monodromy type

above ∞ is of the form (a,−n) ∈ G.

The isomorphism class of the G-cover of P1 defined by (Yα, gα) does not depend on

conjugating gα by elements of A. To see this, let (Y ′
α, g

′
α) be another pair obtained via

such a conjugation, say by (x, 0) ∈ A ⋊ Z/dZ = G. In other words, starting from the
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surjection fα : J ′
L → A, if gα : Gal(FL/K)→ G sends τ to (y, 1), then g′α sends τ to

(x, 0)(y, 1)(x, 0)−1

where i 7→ φi : Z/dZ→ Aut(A) denotes the action of Z/dZ on A determining G. Letting

Fα and F ′
α respectively be the fixed fields of ker(gα) and ker(g′α), we obtain isomorphisms

Gal(Fα/K) ≃ G and Gal(F ′
α/K) ≃ G. These isomorphisms are naturally identified with

isomorphisms gα : Aut(Yα/P1) → G and g′α : Aut(Y ′
α/P1) → G where Yα and Y ′

α respec-

tively are the curves associated to Fα and F ′
α.

To summarize, given an isomorphism class of a pair (L,α), we have produced a tame

G-cover Fα → P1 defined over Fq branched at n points in A1 above which the monodroy

types are c. In turn, such a cover corresponds to a point of Xn(Fq), so we have a map

{(L,α)}/(isomorphism)→ Xn(Fq). (6.1.5)

Now we produce an inverse of this map. Given a point of Xn(Fq), write X → P1 for the

corresponding tame G-cover branched at n points of A1 with monodromy of type c. By

the discussion leading up to Definition 6.1.2 and by the construction of Xn, the quotient

map X → X/A is étale.

Let L be the function field of X/A. By Proposition 3.2.2, L must be of the form

Fq(t)[y]/(yd − f(t)) for some squarefree f(t) ∈ Fq[t]. Applying class field theory to the

étale cover X → X/A yields a ζd-equivariant homomorphism α : ClL → A and this

construction yields the inverse map to (6.1.5) as desired. Thus, there is indeed a bijection

as claimed.

Remark 6.1.5. When d is coprime to n, the points of Xn parameterize totally imaginary

Z/dZ-extensions L of Fq(t).
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6.2 Big monodromy hypotheses

We begin this subsection by motivating big monodromy results which imply the conclusion

of Theorem 6.3.1 when they hold. Fix a positive integer d and a fixed prime power q ≡ 1

(mod d). Given a positive integer n, let Sn be the set of isomorphism classes of extensions

L of Fq(t) of the form Fq(t)[y]/(yd− f(t)) where f(t) ∈ Fq[t] is squarefree and of degree n.

Moreover, for an abelian ℓ-group A with a ⟨ζd⟩-action and a Z/dZ ∼= ⟨ζd⟩-extension L of

Fq(t), write mA(L) for |SurZℓ[ζd]all(Cl(OL), A)|. If A is in fact a Zℓ[ζd]ζd ̸=1-module, then

note that mA(L) = | SurZℓ[ζd]ζd ̸=1
(Cl(OL), A)|.

Theorem 6.3.1 below, like its predecessor [15, Theorem 8.8], asymptotically counts Fq-

rational points of Xn to relate
∑

L∈Sn
mA(L) and |Sn|. The proof of the theorem achieves

this point count by using the Lefschetz trace formula and by considering the traces of Frobq

on Hj
c (Xn ×Fq Fq,Qr) for the cases j < 2n and j = 2n separately. Ellenberg, Venkatesh,

and Westerland’s cohomological stability results for Hurwitz spaces and schemes ([15,

Theorem 6.1, Corollary 6.2, Proposition 7.8]) bound the terms given by j < 2n. On

the other hand, the trace of Frobenius for the j = 2n term is precisely identified by

showing that Xn ×Fq Fq has precisely one Fq-rational connected component, assuming an

appropriate big monodromy result.

In general, one can discuss the mod-ℓ or ℓ-adic monodromy representations of abelian

schemes generalizing notions of Galois representations. See [2, Section 3.1] for a more

expansive discussion of such representations. Let X/S be an abelian scheme of relative

dimension g over an irreducible base S. For any rational prime ℓ invertible on S and

k ≥ 1, the ℓk-torsion subgroup X[ℓk] is a finite étale cover of S and hence πét1 (S, s) acts on

X[ℓk] for any geometric point s of S. In fact, this action respects the additive structure

on X[ℓk], so there is an induced monodromy representation

ρX→S,s,Z/ℓkZ : πét1 (S, s)→ Aut(X[ℓk]s) ∼= GL2g(Z/ℓkZ). (6.2.1)

The isomorphism class of the image of ρX→S,s,ℓk is independent of the choice of base point



76

s. Taking the inverse limit over k yields a continuous representation of the ℓ-adic Tate

module of X:

ρX→S,s,Zℓ
: πét1 (S, s)→ lim←−

k

Aut(X[ℓk]s) ∼= GL2g(Zℓ).

Let MZ/ℓkZ(X → S, s) and MZℓ
(X → S, s) respectively be the images of ρX→S,s,Z/ℓkZ

and ρX→S,s,Zℓ
and call them the mod-ℓk and ℓ-adic monodromy groups of X → S. If the

abelian scheme X over S is clear in context, then denote the monodromy representations

by ρS,s,Z/ℓkZ and ρS,s,Zℓ
and the monodromy groups byMZ/ℓkZ(S, s) andMZℓ

(S, s) respec-

tively. Note that the isomorphism classes of the monodromy groups do not depend on the

base point s, and we sometimes omit s when notating these groups.

If more conditions are specified, then the image of the monodromy representations

may be contained in smaller linear groups. For example, if X is principally polarized,

then in fact the image of ρX→S,s,Zℓ
is contained in GSp2g(Zℓ), the group of similitudes

of ((TℓX)s, ω), where ω : TℓX × TℓX∨ → µℓ,S is the ℓ-adic Weil pairing. Moreover, if a

primitive ℓth root of unity exists globally on S, then π1(S, s) acts trivially on µℓ,S , so the

image of ρX→S,s,Zℓ
is contained in Sp2g(Zℓ).

Given a relative proper semi-stable curve ψ : C → S, the identity component Pic0(C) :=

Pic0C/S of the relative Picard functor of ψ is a semiabelian scheme [9, Proposition 4.3] (cf.

[4, Theorem 9.4.1]). For a geometric point s of S such that Pic0(Cs) is an abelian vari-

ety, there is a nonempty open neighborhood S∗ of s such that Pic0(C|S∗) is an abelian

scheme over S∗. By [4, Example 9.2.8], s is such a point whenever Cs is a tree of smooth

curves. Define the mod-ℓk and Zℓ monodromy representations of C (with respect to S∗)

to be those of Pic0(C|S∗)→ S∗, and define the monodromy groups MZ/ℓkZ(C → S, s) and

MZℓ
(C → S, s) to be the images of these representations. We omit C in these notations

when the curve C is clear in context. The monodromy groups do not depend on the choice

of S∗ by Lemma 6.2.1(2) below — in general, if X ↪→ Y is an open dense embedding, then

the induced map of étale fundamental groups is a surjection by [Stacks, 0BN6].

One can generalize such notions of monodromy representations and monodromy groups

to families of abelian varieties over algebraic stacks S by generalizing the formalism of
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étale covers over to stacks; note that [28] studies fundamental groups of algebraic stacks

by establishing that the category of Galois étale covers of an algebraic stack is a Galois

category.

Informally speaking, a “big monodromy theorem” would state that the image of a mon-

odromy representation is “not much smaller” than the linear group that is the codomain

of the representation. Some big monodromy results in the literature include those in [43],

[48], [2], [18], [20].

In cases of interest, X will be the identity component Pic0C/S of the relative Picard

group of a proper family of smooth curves over a base scheme S. Given n ≥ 1, recall from

Section 6.1 the construction of Confn as the closed subscheme of Conf ′n+1 with a0 = 0 and

as the open subscheme of Conf ′n with a0 ̸= 0. Here, let Z[ζd] = Z[ζd]prim. Let Cn be the

smooth proper curve over Confn ×Z Z[1/d, ζd] birational to the plane curve


Y d = a1X

n + a2X
n−1W + · · ·+ an+1W

n if d ∤ n; embed Confn into Conf ′n+1

Y d = a0X
n + a1X

n−1W + · · ·+ anW
n if d | n; embed Confn into Conf ′n.

(6.2.2)

In either case, the branch locus of Cn as a cover of P1
[X:W ] is of degree n away from

∞ = [1 : 0]. Moreover, Cn has a Z/dZ-action where 1 ∈ Z/dZ sends ([X : W ], Y ) to

([X : W ], ζdY ). For any prime ℓ, any Z[1/(dℓ), ζd]-algebra R, and any geometric point s

of Confn ×Z R, we have a monodromy representation

πét1 (Confn ×Z R, s)→ lim←−
k

Aut(Pic0Cn/Confn×ZR
[ℓk]s) ⊆ GL2g(Zℓ) (6.2.3)

where g is the genus of Cn. In fact, the image of the above monodromy representation lies

in Sp2g(Zℓ) and further lies in U(V ) (see Section 4.2 for notation) where V is the Zℓ[ζd]ζd ̸=1-

module Tℓ Pic
0(Cn|s) equipped with a Hermitian form induced by Proposition 4.1.1 from

the Weil pairing ω on V and the Z/dZ-action on Cn.

We will compare monodromy groups with one another to deduce that the largeness

of one implies that of another. We do so by recognizing that monodromy representations
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factor one another or, in other words, that monodromy representations respect natural

maps of fundamental groups.

Lemma 6.2.1. Let T → S be a morphism of irreducible schemes. Let X/S be an abelian

scheme. For any geometric point t of T , let s be the induced geometric point of S. For

any rational prime ℓ invertible on S, the diagram

πét1 (T, t) Aut((X ×S T )[ℓk]t)

πét1 (S, s) Aut(X[ℓk]s)

∼=

commutes, where the horizontal maps are the mod ℓk monodromy representations. More-

over, under the identification Aut((X ×S T )[ℓk]t) ∼= Aut(X[ℓk]s),

1. The monodromy group of X/S contains the monodromy group of (X ×S T )/T

2. If πét1 (T, t) → πét1 (S, s) is surjective, then the monodromy group of X/S coincides

with the monodromy group of (X ×S T )/T .

Proof. The action of πét1 (S, s) on the finite étale cover X[ℓk] of S naturally induces an

action of πét1 (T, t) on the finite étale cover X[ℓk]×S T ∼= (X×S T )[ℓk] of T , so the diagram

commutes. In particular, the image of the composed homomorphism

πét1 (T, t)→ πét1 (S, s)→ Aut(X[ℓk]s)

is contained in the image of its factor

πét1 (S, s)→ Aut(X[ℓk]s).

If πét1 (T, t)→ πét1 (S, s) is surjective, then the images in fact coincide.

Corollary 6.2.2. Let S be a normal integral scheme and let X → S be an abelian scheme.

Let η be the generic point of S and let η̄ be the spectrum of an algebraically closed extension

of K := κ(η). For any rational prime ℓ invertible on S, the monodromy group of the
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representation ρη→X×Sη,η̄,Z/ℓkZ : Gal(K̄/K) ∼= πét1 (η, η̄)→ Aut(X[ℓk]η̄) coincides with the

monodromy group of ρX→S,η̄,Z/ℓkZ : πét1 (X, η̄)→ Aut(X[ℓk]η̄).

Proof. By Lemma 6.2.1 it suffices to show that the homomorphism Gal(K̄/K) ∼= πét1 (η, η̄)→

πét1 (X, η) is surjective, which is true by [Stacks, Tag 0BQM].

Now let R = Fq for a prime power q coprime to ℓd. Let η be the generic point of

Confn ×SpecZ SpecFq, and write Kn for the function field of η. The embedding η ↪→

Confn ×SpecZ SpecFq induces from (6.2.3) a monodromy representation

πét1 (η, η̄)→ πét1 (Confn ×Z Fq, η̄)→ lim←−
k

Aut(Pic0Cn/Confn×ZFq
[ℓk]η̄)

which we identify with the Galois representation

µ : Gal(Kn/Kn) ∼= πét1 (η, η̄)→ lim←−
k

Aut(Pic0Cn/Kn
[ℓk]η̄) (6.2.4)

via Lemma 6.2.1. We will need big monodromy results for such Galois representations

in the proof of Theorem 6.3.1. Corollary 6.2.2 shows that the monodromy groups of the

representations (6.2.3) (after choosing s = η̄) and (6.2.4) coincide, so big monodromy

results for (6.2.3) are equivalent to those of (6.2.4)

Write Vn for the codomain lim←−k Aut(Pic
0
Cn/Kn

[ℓk]η̄) of the above Galois representation.

Note that there is a short exact sequence

Gal(Kn/FqKn)→ Gal(Kn/Kn)→ Gal(Fq/Fq).

The actions of Gal(Kn/FqKn) and Aut(Cn/P1
Kn

) ∼= ⟨ζd⟩ on Vn both preserve the Weil

pairing ω : Vn × Vn → Zℓ(1). In particular, the Weil pairing induces a Hermitian form

via Proposition 4.1.1 on Vn that Gal(Kn/FqKn) preserves. Recalling notation from Sec-

tion 4.2, we thus have

µ
(
Gal

(
Kn/FqKn

))
⊆ U(Vn).

https://stacks.math.columbia.edu/tag/0BQM
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Moreover, if F is an element of Gal(Kn/Kn) lying over Frobenius in Gal
(
Fq/Fq

)
, then

µ(F ) lies in GUq(Vn). In particular, µ(Gal(Kn/Kn)) ⊂ GU(Vn). Due to Proposition 4.3.7

and its consequences Corollary 4.3.8 and Proposition 4.3.1, big monodromy results that

state that the image µ contains SU(Vn) will suffice for our purposes.

To obtain this desired big monodromy result in the above characteristic p setting, we

first use [43] to show that the complex analytic ℓ-adic monodromy representation has large

image. The base change of the family Cn defined in (6.2.2) to C is an algebraic family

f : Cn⊗C→ Confn⊗C of algebraic manifolds, which is a fibration. In general, given a fi-

bration f : X → S let f−1(s) be a typical fiber of this family. The topological fundamental

group π1(S(C), s) acts on the cohomology group Hm(f−1(s),Z), and this action is called

the monodromy representation on Hm(f−1(s),Z). In the case that f : X → S is a family

of smooth projective complex algebraic curves and ℓ ̸= p is a prime, the monodromy rep-

resentation on H1(f−1(s),Z) induces an action of H1(f−1(s),Z/ℓkZ) ∼= H1(f−1(s),Z)⊗Z

Z/ℓkZ compatible with the monodromy representation ρPic0X→S,s,Z/ℓkZ : πét1 (S, s) →

Aut(Pic0Xs[ℓ
k]) defined in (6.2.1) under the identifications πét1 (S, s) ∼= ̂π1(S(C), s) [16,

Exposé XII, Corollaire 5.2] and Pic0Xs[ℓ
k] ∼= H1

ét(Xs,Z/ℓkZ) ∼= H1(Xs(C),Z/ℓkZ)1. Note

that π1(Confn(C), s) ∼= Bn.

Let PConfA
1

n /Z and PConfP
1

n /Z respectively be the ordered configuration schemes of

labeled n-tuples of distinct sections of A1 and P1. We write PConfn for PConfA
1

n . More

concretely, these schemes can be constructed as open subschemes of (A1)n and (P1)n

described by n-tuples (p1, . . . , pn) where pi ̸= pj for any i ̸= j. Note that there is a Galois,

étale Sn-cover PConfA
1

n → Confn sending (p1, . . . , pn) to (X − p1) · · · (X − pn). This

cover induces a normal injection πét1 (PConfn, s) → πét1 (Confn, s) with cokernel Sn. The

topological fundamental group π1(PConfn(C), s) is the pure braid group Pn. Hence, pulling

back the family f : Cn ⊗ C → Confn ⊗ C of curves over to PConfn ⊗ C, the monodromy

representation of π1(PConfn(C), s) ∼= Pn is the restriction of that of π1(Confn(C), s) ∼= Bn

1To see the identification Pic0 Xs[ℓ
k] ∼= H1

ét(Xs,Z/ℓkZ), note that H1
ét(Xs,Gm) ∼= Pic(Xs) [26, Theorem

13.7] and use the long exact sequence in étale cohomology for the Kummer exact sequence 0 → µℓ → Gm →
Gm → 0. The identification H1

ét(Xs,Z/ℓkZ) ∼= H1(Xs(C),Z/ℓkZ) is by [10, Exposé XVI, Lemme 4.4], cf.
[26, Theorem 21.1]
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under the injection Pn ↪→ Bn.

Note that PConfA
1

n is identifiable as the closed subscheme of PConfP
1

n+1 in which the

last section is ∞. The induced embedding of complex points is the fiber of ∞ ∈ P1(C) of

the fibration PConfP
1

n+1(C)→ P1(C) sending (p1, . . . , pn+1) to pn+1. This fibration induces

an exact sequence π1(PConf
A1

n (C), s)→ π1(PConf
P1

n+1(C), s)→ π1(P1(C)) = 1. Therefore,

Lemma 6.2.3. The embedding of PConfA
1

n (C) into PConfP
1

n+1(C) induces a surjection

of fundamental groups. By the comparison of topological and étale fundamental groups

[16, Exposé XII, Corollaire 5.2], the embedding of PConfA
1

n × C → PConfP
1

n+1 induces a

surjection of étale fundamental groups.

The following is due to [43, Theorem 1], which follows from [43, Proposition 24] after

applying Poincaré duality.

Proposition 6.2.4. If n ≥ 2d + 1, then the image of the monodromy representation of

π1(Confn(C), s) ∼= Bn on H1(Cn) is a subgroup of finite index in U(H1(Cn)).

Corollary 6.2.5. For all d ≥ 2, for all n ≥ 2d+1, there exist finitely many prime numbers

ℓ ∤ d such that the closure of the image of π1(Confn(C), s) under the ℓ-adic monodromy

representation on H1(Cn,Zℓ) contains SU(H1(Cn,Zℓ)). The same holds with PConfA
1

n

replacing Confn.

Proof. Combine Proposition 6.2.4, Proposition 5.3.1, and Lemma 5.3.2.

In the above statement, the prime numbers ℓ a priori depend on d and n. To prove

Theorem 7.0.1 and Theorem 9.0.9 we will need a stronger statement, in which ℓ does not

depend on n:

Theorem 6.2.6. Let d ≥ 2 be an integer. For all but finitely many prime numbers

ℓ, and for all n ≥ 2d + 1, the closure of the image of π1(Confn(C), s) under the ℓ-

adic monodromy representation on H1(Cn|s,Zℓ) contains SU(H1(Cn,Zℓ)). Equivalently,

MZℓ
(Confn × C, s) ⊇ SU(H1(Cn|s,Zℓ)). The same holds with PConfA

1

n replacing Confn.
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[2] studies (among other moduli) the moduli M̃G, where G = Z/dZ for prime numbers

d, parameterizing labeled admissible stable G-curves (C/S, ι0, η). We are additionally

interested in the possibility that d ≥ 2 is not necessarily a prime number. [2, Lemma 2.2]

establishes that M̃G is a smooth, proper Deligne-Mumford stack over SpecZ[1/d, ζd] and

the subspace M̃◦
G parameterizing smooth curves is open and dense; the lemma in fact

holds for any d ≥ 2. Given a class vector γ : {1, . . . , r} → Z/dZ − {0} of length r, the

substack M̃γ
G of M̃G for which (C/S, ι0, η) has class vector γ is an irreducible connected

component [2, Lemma 2.3]. In the case that d ≥ 2 is not necessarily prime, the proof of

the lemma generalizes immediately by replacing M̃γ,◦
G with its open and dense subspace

of smooth curves C whose r branch points have distinct images in C/ι0(G).

Further write M̃g,r for the moduli of triples (C/S,Ξ, η) where C/S is a semi-stable

curve of genus g, Ξ is a mark of degree r on C such that (C/S,Ξ) is stably marked, and

η is a labeling of Ξ. There is a clutching map [23, Definition 3.8]

M̃g1,r1 × M̃g2,r2 → M̃g1+g2,r1+r2−2

which glues curves C1 and C2 over S together at the last section of C1 and the first section

of C2. The composition of M̃γ1
G × M̃

γ2
G → M̃g1,r1 × M̃g2,r2 with the above clutching map

glues two labeled admissible stable G-curves (Ci/S, ι0,i, ηi) to obtain a labeled G-curve

C/S with class vector γ = (γ1(1), . . . , γ1(r1 − 1), γ2(2), . . . , γ2(r2)). By [11, Proposition

2.2], C/S is equivariantly smoothable if and only if γ1(r) ≡ −γ2(1) (mod d), in which

case one says that (γ1, γ2) deforms to γ or that γ degenerates to (γ1, γ2). Assuming that

γ1(r) (and equivalently γ2(1)) is relatively prime to d, the covers C1 → C/ι0,1(G) and

C2 → C/ι0,2(G) are totally ramified above the branch points corresponding to γ1(r1) and

γ2(1) respectively. In particular, there is exactly one point above each of these branch

points, so the clutching map induces a well-defined map

κ : M̃γ1
G × M̃

γ2
G → M̃

γ
G. (6.2.5)
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[2, Theorem 3.4, Theorem 3.8] use the above clutching map (6.2.5) to prove big monodromy

statements for d = 2, 3 by inducting on the length of γ. We use these same inductive ideas

to prove Theorem 6.2.6, using the results [43] to establish base cases.

Before doing so, let γn be the class vector

γn =


(1, . . . , 1︸ ︷︷ ︸
n times

,−n (mod d)) if n ̸≡ 0 (mod d)

(1, . . . , 1︸ ︷︷ ︸
n times

) if n ≡ 0 (mod d).

Write (M̃γ
G)

◦ for M̃γ
G ∩ M̃◦

G, which is the open and dense subspace of M̃γ
G of smooth

curves, and write (M̃γ
G)

max for the open and dense subspace of M̃γ
G of curves whose

relative Picard scheme is a family of abelian varieties. By definition, MZ/ℓkZ(M̃
γ
G, s) is

MZ/ℓkZ((M̃
γ
G)

max, s). Note that (M̃γ
G)

max includes trees of smooth curves by [4, Example

9.2.8].

There is an embedding ιn : PConfn ↪→ (M̃γn
G )◦ sending (p1, . . . , pn) ∈ (A1)n to the

projective curve given by the affine equation yd = (x−p1) · · · (x−pn); such a curve indeed

has class vector γn by Proposition 3.2.2. Moreover, the tautological curve over (M̃γn
G )◦

pulls back to n under ιn.

Lemma 6.2.7 shows that the embedding ιn ⊗ C induces a surjection on étale funda-

mental groups. Since the embedding (M̃G)
◦ ×C ↪→ (M̃γ

G)
max ×C is open and dense and

hence induces a surjection on étale fundamental groups as well, the composed embedding

PConfn ⊗ C ↪→ (M̃γ
G)

max × C also induces a surjection on étale fundamental groups. By

Lemma 6.2.1(2), this in turn shows that MZ/ℓkZ(PConfn × C, s) =MZ/ℓkZ(M̃
γ
G × C, s).

Lemma 6.2.7. Let d ≥ 2, and n ≥ 2 be integers. For any geometric point s ∈ PConfn×C,

the map ιn induces a surjection on étale fundamental groups.

Proof. If n ≡ 0 (mod d), then ιn is an open dense embedding, as the points of PConfn and

correspond exactly with the points of (M̃γn
G )◦ parameterizing Z/dZ-covers of P1 unramified

above ∞. Therefore, ιn ⊗ C induces a surjection on étale fundamental groups [Stacks,
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0BN6].

If n ̸≡ 0 (mod d), then ιn is identifiable with the closed embedding PConfn ↪→

PConfP
1

n+1 mentioned before Lemma 6.2.3. Note that PConfP
1

n+1 can be identified with

(M̃γn
G )◦ by sending (p1, . . . , pn, pn+1) ∈ (P1)n to the Z/dZ-cover of P1 ramified at each pi

with monodromy type γn(i); the affine equations for such a cover can again be obtained

via Proposition 3.2.2.

Proof of Theorem 6.2.6. By Lemma 6.2.1, it suffices to prove the theorem for PConfn.

For all but finitely many primes ℓ and for all 2d + 1 ≤ n ≤ 3d + 1, the closure of the

image of π1(PConfn(C), s) under the ℓ-adic monodromy representation on H1(Cn|s,Zℓ) ∼=

Pic0(Cn|s)[ℓ] contains SU(H1(Cn|s,Zℓ)) by Corollary 6.2.5. Let L denote this set of all

but finitely many primes ℓ. Equivalently, by Lemma 6.2.1(2) and Lemma 6.2.7,

MZℓ
(M̃γn

G × C, s) ⊇ SU(Tℓ Pic
0(Cn|s) (6.2.6)

for all 2d+ 1 ≤ n ≤ 3d+ 1 and ℓ ∈ L.

Inductively suppose that the containment (6.2.6) holds for all 2d+ 1 ≤ n ≤ m− 1 for

some m ≥ 3d+2. Given class vectors γa, γb deforming to γ and points si ∈ M̃γi
G (C) for i =

a, b, write s = κ(sa, sb) where κ is the clutching map (6.2.5). [2, Lemma 3.1] (generalized to

the case where d is not necessarily prime) shows that (κ⊗C)∗ Pic0(Cγ)[ℓ] ∼= Pic0(Cγ1)[ℓ]×

Pic0(Cγ2)[ℓ] and that MZ/ℓZ(κ(M̃
γa
G × M̃

γb
G ), s) is a subgroup of MZ/ℓZ(M̃

γ
G, s).

We have a commuting diagram of clutching maps:

M̃γd+1

G × M̃γd+1

G × M̃γm−2d−2

G M̃γd+1

G × M̃γm−d−1

G

M̃γ2d+2

G × M̃γm−2d−2

G M̃γm
G .

κR

κL

Write (s1, s2, s3) ∈ (M̃γd+1

G × M̃γd+1

G × M̃γm−2d−2

G )(C), write s ∈ M̃γm
G for the image

of (s1, s2, s3), and write V1, V2, V3, V be Pic0(C)[ℓ] for the curves C parameterized by

s1, s2, s3, s respectively. We then have the decomposition V ∼= V1 ⊥ V2 ⊥ V3 as Hermitian

spaces. By the inductive hypothesis, MZ/ℓZ(M̃
γ2d+2

G ) and MZ/ℓZ(M̃
γm−d−1

G ) respectively
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contain the SU(V1 ⊥ V2) and SU(V2 ⊥ V3). By [2, Lemma 3.2(b)(ii)], MZ/ℓZ(M̃
γm
G ) ⊇

SU(V ). A subgroup of SU(Zℓ) surjecting onto SU(Z/ℓ) is SU(Zℓ) itself (see the proofs of

[2, Corollary 3.5, Corollary 3.10]), so in fact MZℓ
(M̃γm

G ) ⊇ SU(Tℓ Pic
0(Cn|s)).

Now we convert the big monodromy result of Theorem 6.2.6 into characteristic p by

appealing to the theory of tamely ramified fundamental groups.

Proposition 6.2.8. Let d ≥ 2, and n ≥ 2 be integers. Given a prime number ℓ ∤ d and a

prime number p ∤ dℓ, we have MZ/ℓkZ(PConfn × C) ⊆MZ/ℓkZ(PConfn × Fp).

Proof. AKünneth formula [36, Lemma 16.1.2] shows that πét1 (PConfn×C, s) ∼= πét1 (PConfn×

Q, s) ∼= πét1 (PConfn ×Qp, s), where s is a Q-point of PConfn.

Moreover, [15, Lemma 7.6] constructs a smooth and proper compactification Xn
2 of

PConfn over Z such that Xn \ PConfn is a relative normal crossings divisor. As per [16,

Exposé XIII, 2.1.0, 2.1.3], one defines from the open embeddding PConfn ↪→ Xn the

tamely ramified fundamental groups πtr1 of PConfn over base schemes S. In particular,

πét1 (PConfn × Qp, s) ∼= πtr1 (PConfn × Qp, s) as all ramifications are tame in characteristic

0.

Write Zunr
p for the valuation ring of Qunr

p . Given a specialization s1 → s2 of geometric

points of Zunr
p , we have a specialization morphism [16, Exposé XIII, 2.10]

πtr1 (PConfn,s1 , a1)→ πtr1 (PConfn × Zunr
p , a1)

∼=−→ πtr1 (PConfn × Zunr
p , a2)

∼=↔ πtr1 (PConfn,s2 , a2).

where ai is a geometric point of PConfn,s̄i = PConfn × s̄i for i = 1, 2. Letting s1 =

SpecQunr
p = SpecQp and s2 = SpecFp, this specialization morphism is a morphism

πtr1 (PConfn ×Qp, a1)→ πtr1 (PConfn × Fp, a2).

We show that the mod ℓk-monodromy representations of PConfn (over a base scheme S

of characteristic not ℓ such that PConfn×S is a normal integral scheme) factor through the

natural surjections πét1 (PConfn×S, s)→ πtr1 (PConfn×S, s), i.e. that these representations

are tamely ramified in Xn. Since Pic0(Cn/PConfn × S) is an abelian scheme, J [ℓ] :=

2Not to be confused with the Hurwitz scheme which we have been denoting as Xn.
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Pic0(Cn/PConfn × S)[ℓ] is finite étale over PConfn × S. For J [ℓ] to be tamely ramified

along Xn \ PConfn would mean the following [40, Definition 5.7.1.5]: for each divisor

D of X not in PConfn and for each connected component Y of J [ℓ], the closed points

of the normalization of Spec(OXn,D) in the function field K(Y ) has ramification indices

prime to the characteristic of κ(D). Take T → PConfn × S to be the normalization of

the compositum extension of the function fields of the connected components of J [ℓ]. In

particular, J [ℓ] ×S T ∼= Z/ℓZ2g as abelian schemes over T where g is the genus of Cn.

Thus, the ramification index of Spec(OXn,D) in K(T ) must divide ℓ2g and hence the same

must be true of any ramification index of Spec(OXn,D) in any K(Y ). Since S is assumed

to be of characteristic not ℓ, J [ℓ] is tamely ramified alongXn \ PConfn. We apply this to

S = Qunr
p ,Zunr

p ,Fp.

To summarize, we have the following sequence of group homomorphisms all of which

have compatible mod ℓk-monodromy representations:

πét1 (PConfn ×C, s)
∼=−→ πét1 (PConfn ×Qp, s)→ πtr1 (PConfn ×Qp, s)→ πtr1 (PConfn × Fp, s′).

The image of πét1 (PConfn×C, s) under its monodromy representation is thus contained in

the image of πtr1 (PConfn×Fp, s′) under its monodromy representation. The former image is

MZ/ℓkZ(PConfn×C). Since πét1 (PConfn×Fp, s′) naturally surjects onto πtr1 (PConfn×Fp, s′),

the latter image equals MZ/ℓkZ(PConfn × Fq).

Corollary 6.2.9. Let d ≥ 2. For all but finitely many primes ℓ ∤ d, for all n ≥ 2d + 1,

and for any prime power q coprime to ℓd, we have

µ(Gal(Kn/F̄qKn)) ⊇ SU(Vn),

where Kn and µ are as in (6.2.4).

Proof. By Corollary 6.2.2, the image of µ coincides with the monodromy groupMZℓ
(Confn×

F̄q). By Theorem 6.2.6 and Proposition 6.2.8, MZℓ
(PConfn × F̄q) contains SU(Vn). The

morphism PConfn → Confn, which forgets the ordering of each configuration, induces a ho-
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momorphism πét1 (PConfn×F̄q, s̄)→ πét1 (Confn×F̄q, s̄) and hence an inclusionMZℓ
(PConfn×

F̄q) ⊆MZℓ
(Confn × F̄q). Therefore, MZℓ

(Confn × F̄q) contains SU(Vn).

6.3 Counting surjections from class groups

Recall some notation at the start of Section 6.2. We first state Theorem 6.3.1 by including

a big monodromy condition as an assumption in the hypothesis. We then state Corol-

lary 6.3.2, which applies Corollary 6.2.9 to Theorem 6.3.1 to remove the big monodromy

condition in the hypothesis at the cost of restrictions on d, ℓ, and n. If future works

should strengthen the big monodromy results of Section 6.2 by allowing for more general

combinations of d, ℓ, and n, then Corollary 6.3.2 can be strengthened as well.

Theorem 6.3.1. Let d ≥ 3 be an integer, let ℓ be a prime number not dividing d, and let

Zℓ[ζd] = Zℓ[ζd]ζd ̸=1. Fix A to be a Zℓ[ζd]-module of finite cardinality. There are constants

Bd,ℓ,A, Cd,ℓ,A, and Nd,ℓ,A such that

∣∣∣∣
∑

L∈Sn
mA(L)

|Sn|
− 1

∣∣∣∣ ≤ Cd,ℓ,A√
q

for all n,q such that

• n is relatively prime to d,

• q ≡ 1 (mod d) is a prime power,

• √q > 2Bd,ℓ,A, n ≥ Nd,ℓ,A,

• ℓ does not divide 2dq(q − 1), and

• SU(Vn) ⊆ µ(Gal(Kn/FqKn)).

In fact, it suffices for Nd,ℓ,A = 2r + 3 if A is a quotient of Zℓ[ζd]⊕r.
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Corollary 6.3.2. Let d ≥ 3 be an integer. For all but finitely many prime numbers ℓ ∤ d,

for any module A of finite cardinality for the ring Zℓ[ζd] = Zℓ[ζd]ζd ̸=1, there are constants

Bd,ℓ,A, Cd,ℓ,A, and Nd,ℓ,A such that

∣∣∣∣
∑

L∈Sn
mA(L)

|Sn|
− 1

∣∣∣∣ ≤ Cd,ℓ,A√
q

for all n,q such that

• n is relatively prime to or divisible by d,

• q ≡ 1 (mod d) is a prime power,

• √q > 2Bd,ℓ,A, n ≥ Nd,ℓ,A, and

• ℓ does not divide 2dq(q − 1).

In fact, it suffices for Nd,ℓ,A = max(2d+ 1, 2r + 3) if A is a quotient of Zℓ[ζd]⊕r.

Remark 6.3.3. In the proof of Theorem 6.3.1 below, note that the condition n ≥ 2r + 3

is used to apply Corollary 4.3.8.

Remark 6.3.4. The below proof of Theorem 6.3.1 is based on the that of [15, Theorem

8.8]. The main difference between the two proofs is that the former proof needs to account

for ζd-actions in general whereas the latter proof only needs to do so for d = 2, i.e. when

ζd = −1. In particular, the latter proof counts surjections between Zℓ-modules and the

former proof counts surjections between modules over Zℓ[ζd] = Zℓ[ζd]ζd ̸=−1. Moreover, the

ℓ-adic Weil pairing on Jac(CL), where CL is the Z/dZ-cover of P1 corresponding to a imagi-

nary Z/dZ-extension L of Fq(t), is a symplectic pairing ω : Tℓ Jac(CL)×Tℓ Jac(CL)→ Zℓ(1)

that is also preserved by the ζd action, i.e. ω(ζdv, ζdw) = ω(v, w). Such a symplec-

tic pairing gives rise to a Hermitian pairing by Proposition 4.1.1 since Tℓ Jac(CL) is a

Zℓ[ζd]-module by Lemma 4.1.8. In contrast, the ℓ-adic Weil pairing for the Jacobian of a

hyperelliptic curve is merely a symplectic pairing.

Proof of Theorem 6.3.1. Let H i denote ith étale cohomology group and let H i
c denote the

the ith compactly supported étale cohomology group.
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Note that if A is the trivial group, then the LHS of the desired inequality is 0. Now

assume that A is nontrivial.

Let G and c be as in Proposition 6.1.3. In particular, there is a bijection between

Xn(Fq) and the set of isomorphism classes of pairs (L,α) as stated in the proposition.

Each isomorphism class of (L,α) has d elements; the automorphisms of L/Fq(t) act simply

transitively on such an isomorphism class, so

∑
L∈Sn

mA(L) = d|Xn(Fq)|.

We count Sn. To exhaust Sn, it is sufficient to let f range through a set of representatives

for squarefree polynomials of degree n up to the multiplication action of (F∗
q)
d. The number

of monic squarefree polynomials of degree n with coefficients in Fq is equal to qn − qn−1

[5, 4, equation (vi)]. Since q ≡ 1 (mod d), the cubic elements form an index d subgroup

of F∗
q . Therefore,

|Sn| = d(qn − qn−1)

and hence the LHS of the desired inequality equals

∣∣∣∣ |Xn(Fq)|
qn − qn−1

− 1

∣∣∣∣ .
It thus suffices to show that ∣∣∣∣ |Xn(Fq)|

qn
− 1

∣∣∣∣ ≤ Cd,ℓ,A√
q

(6.3.1)

when n and q are sufficiently large relative to A.

Let Xn := Xn × F̄q. Recall that G is center-free by Lemma 4.1.8. Moreover, c

is a q-rational conjugacy class of G because q ≡ 1 (mod d), and it is non-splitting by

Lemma 2.0.5. As per Remark 6.1.1, an appropriate generalization of [15, Proposition 7.8]

applies to Xn and additionally applying Poincaré’s duality for the smooth n-dimensional
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variety Xn, there are constants K(A) and Bd,ℓ,A such that 3

dimH2n−i
c

(
Xn,Qλ

)
= dimH i

(
Xn;Qλ

)
≤ K(A) ·Bi

d,ℓ,A (6.3.2)

for all i > 0 as long as λ is a prime greater than max(|G|, q, n) — for example, it suffices

to take K(A), Bd,ℓ,A = C(G, c) in the notation of [15, Section 7.8.1].

Deligne [8] proved that the absolute value of every eigenvalue of the geometric Frobe-

nius Frobq on compactly supported Hj
c of a smooth variety is bounded above by qj/2.

Consequently,

∣∣∣∣∣∣q−n
∑
j<2n

(−1)j Tr(Frobq |Hj
c (Xn;Qλ))

∣∣∣∣∣∣ ≤ q−n
2n−1∑
j=0

qj/2 dimHj
c (Xn;Qλ)

≤ q−nK(A)

2n−1∑
j=0

B2n−j
d,ℓ,A q

j/2

≤ K(A)
∞∑
k=1

(
Bd,ℓ,A√

q

)k

= K(A) ·
Bd,ℓ,A√

q

1− Bd,ℓ,A√
q

.

The last quantity is at most 2
K(A)Bd,ℓ,A√

q when
Bd,ℓ,A√

q ≤ 1
2 . Let Cd,ℓ,A = 2K(A)Bd,ℓ,A so

that ∣∣∣∣∣∣q−n
∑
j<2n

(−1)j Tr(Frobq |Hj
c (Xn;Qλ))

∣∣∣∣∣∣ ≤ Cd,ℓ,A√
q

(6.3.3)

whenever
√
q ≥ 2Bd,ℓ,A.

We now show, assuming that n ≥ 2r + 3, that

Tr(Frobq |H2n
c (Xn;Qλ)) = qn.

By Poincaré duality, this is equivalent to the statement that there is exactly one Fq-
3Even though Xn is not the same as HncG,n when d | n, the inequality still applies since Xn is the union

of some connected components of HncG,n in this case.
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rational connected component of Xn. This, together with the Lefschetz trace formula and

the bound (6.3.3) will imply (6.3.1).

Let η be the generic point of Confn×SpecZSpecFq and let Kn be its function field. The

étale cover Xn → Confn ×SpecZ SpecFq is determined by a geometric generic fiber Σ of η

together with the action of Gal(K̄n/Kn) on that fiber. Associated to the Galois group is

a short exact sequence

1→ Gal(K̄n/F̄qKn)→ Gal(K̄n/Kn)→ Gal(Fq/Fq)→ 1.

Thus, there is exactly one Fq-rational connected component of Xn if and only if only one

Gal(K̄n/FqKn)-orbit of Σ is preserved by the action of Gal(Fq/Fq), which we prove by

expressing Σ in a different way. Recall the construction of Confn as the subscheme of

Conf ′n+1 with a0 = 0.

By abuse of notation, let Cn denote the base change of the curve notated as Cn in

Section 6.2 over Kn. Choose k sufficiently large so that ℓkA = 0. Let Vn,k be the ℓ
k-torsion

points of the Jacobian Jac(Cn) over K̄n. Then Vn,k ≃ (Z/ℓkZ)2g as a Z/ℓkZ-module, where

g is the genus of Cn. Note that g = (m−2)(d−1)
2 by the Riemann-Hurwitz formula where m

is the branch locus degree of Cn → P1, i.e. m =


n+ 1 if d ∤ n

n if d | n
. Moreover, we have a

mod-ℓk monodromy representation

µℓk : Gal(K̄n/Kn)→ Aut(Vn,k)

which factors the Galois/monodromy representation µ from (6.2.4). Letting L be the

function field of Cn, there is also an action of Aut(Cn/P1) ∼= Gal(L/Kn(t)) on Vn,k induced

by the action on Cn. Identify the automorphism/Galois group with ⟨ζd⟩ ∼= Z/dZ so that

Vn,k is a (Z/ℓkZ)[ζd]-module (and in fact a Zℓ[ζd]-module) by Lemma 4.1.8.

Now consider the set SurZℓ[ζd](Vn,k, A) of surjective homomorphisms from Vn,k to A

as Zℓ[ζd]-modules. This set carries a natural action of Gal(K̄n/Kn) derived from µℓk .
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Since Confn is a moduli scheme for degree-n squarefree divisors on A1, there is a universal

such divisor on A1/Confn, which restricts to a canonical degree-n squarefree (i.e. reduced)

divisor D on A1/K̄n. The set Xn(K̄n) of tame G-covers of A1/K̄n branched at D (which is

to say Σ) is naturally identified with SurZℓ[ζd](Vn,k, A) by the argument of Proposition 6.1.3,

equivariantly for the action of Gal(K̄n/Kn) on both sides (The statement of class field

theory of Equation (6.1.3) needs to be replaced with the fact that the abelian étale covers

of Cn/K with Galois group A are classified by surjections Jac(Cn)[ℓ
k](K) ↠ A, see e.g.

[22, (2.4)]).

To summarize, the geometric components ofXn/Fq are in bijection with the Gal
(
Kn/FqKn

)
-

orbits on Sur(Vn,k, A). It thus suffices to show that exactly one Gal
(
Kn/FqKn

)
-orbit on

Sur(Vn,k, A) is preserved by the action of Gal
(
Fq/Fq

)
(again, for n large enough). More-

over, an orbit O is defined over Fq if and only if the stabilizer in GU(Vn,k) of some,

equivalently every, x ∈ O has nontrivial intersection with GUq(Vn,k).

By assumption, SU(Vn,k) ⊆ µℓk(Gal(Kn/FqKn)). Moreover, since ℓkA = 0, the pull-

back via Vn → Vn,k identifies Sur(Vn,k, A) with Sur(Vn, A). It thus suffices to show that

there is a unique SU(Vn)-orbit on SurZℓ[ζd](Vn, A) defined over Fq when n is sufficiently

large. This follows from Corollary 4.3.8 for n ≥ 2r + 3.

We also identify sufficient values for the constants Bd,ℓ,A and Cd,ℓ,A afforded by Corol-

lary 6.2.9. While we do not use these values for Chapter 7, we will need them for Chapter 9.

Proposition 6.3.5 (cf. [13, Proposition 2.7]). Corollary 6.3.2 holds for the constants

Bd,ℓ,A = (2d|A|)39d+18 and Cd,ℓ,A = 2 · (2d|A|)69d+31.

Proof. Recall that the proof of Theorem 6.3.1 uses constants K(A) and Bd,ℓ,A such that

the bound (6.3.2) holds.

In turn, this bound comes from a stability theorem [15, Theorem 6.2] and an absolute

cohomological bound [15, Proposition 2.5]. The stability theorem implies that there exist

constants α, β, δ dependent on d and ℓ such that

dimH i
ét(X

a
n × Fq;Qλ) = dimH i

ét(X
a
n+δ × Fq;Qλ)
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whenever n > αi + β. Furthermore, the absolute bound (along with some comparison

results between the cohomologies of Hurwitz schemes over C and Fq explained more in

detail in the proof of [15, Proposition 7.8]) tells us that

dimH i
ét(X

a
n × Fq;Qλ) ≤ (2|A⋊ Z/dZ|)n = (2d|A|)n.

These imply that

dimH i
ét(X

a
n × Fq;Qλ) ≤ (2d|A|)αi+β+δ

for every n.

We now obtain more concrete values of α, β, and δ using the ideas presented in the

proof of [13, Proposition 2.7] and details which we prove in Section 10.4. The proof shows

that α = 3A0, β = 2A0 + A2, and δ = degUD suffice with the following assignments and

lower bounds:

• UD is defined in (10.4.1); D = 1 suffices by Lemma 10.4.2, in which case degUD = d.

• A(R) = max(deg kerUD,deg cokerUD), which is at most 2d+ 1 by Lemma 10.4.2.

• A0 = 6A(R) + degUD ≤ 13d+ 6.

• A2 = A(R) + degUD ≤ 3d+ 1.

In particular, it suffices for α, β, and δ to be 39d+ 18, 29d+ 13, and d respectively.

Thus, Bd,ℓ,A = (2d|A|)α = (2d|A|)39d+18 and K(A) = (2d|A|)β+δ = (2d|A|)30d+13

suffice. Recall that we let Cd,ℓ,A = 2K(A)Bd,ℓ,A in the proof of Theorem 6.3.1, so Cd,ℓ,A =

2 · (2d|A|)69d+31 suffices.
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Chapter 7

Cohen-Lenstra distribution for

imaginary Z/dZ-extensions of Fq(t)

Using Theorem 6.3.1, we can prove Theorem 7.0.1. Just as how [15, Main Theorem,

Theorem 1.2] uses [15, Theorem 8.8] and Proposition [15, Proposition 8.3], we will require

Proposition 7.0.5, which is a statement about probability measures similar to [15, Proposi-

tion 8.3]. The module-theoretic ideas used to prove [15, Proposition 8.3] readily generalize

to prove Proposition 7.0.5. We nevertheless record the details for completeness. Compare

this relative ease of generalization against the difficulties towards proving Proposition 4.3.1

and Corollary 4.3.8 — where the theory of Hermitian forms was used to generalize the

ideas using the theory of symplectic forms in [15, Lemma 8.9] — cf. the discussion at the

start of Section 4.3.

Throughout this section, write Zℓ[ζd] = Zℓ[ζd]ζd ̸=1 when d ≥ 2 is an integer and ℓ ∤ d is

a prime number. Further write Ld,ℓ for the set of isomorphism classes of Zℓ[ζd]-modules

with finite cardinality. In particular, such a module has an action of ⟨ζd⟩ and its ζd-

invariant submodule is trivial by Corollary 2.0.3. Write Cd,ℓ =
(∑

[A]∈L
1

AutZℓ[ζd](A)

)−1
,

which converges (see [7, Théorème 3.6] and cf. [44, Remark 3.4 and the discussion between

Definition 6.1 and Theorem 6.2]). The Cohen-Lenstra distribution µd,ℓ in the case of

interest is the probability distribution on L such that the µd,ℓ-mass on the isomorphism
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class of A equals
Cd,ℓ

|AutZℓ[ζd](A)|
.

As with Theorem 6.3.1, we first state Theorem 7.0.1 to include a big monodromy

condition in the hypothesis and then apply Corollary 6.2.9 to state Corollary 7.0.2. Again,

if Corollary 6.2.9 can be strengthened to include more combinations of d, ℓ, and n, then

Corollary 7.0.2 can be strengthened as well.

Theorem 7.0.1. Let d ≥ 3 be an integer, and let ℓ be a prime number not dividing 2d. Fix

[A] ∈ Ld,ℓ. Assuming that SU(Vn) ⊆ µ(Gal(Kn/FqKn) for all sufficiently large n, write δ+

and δ− respectively for the following upper and lower densities of totally imaginary Z/dZ

extensions L of Fq(t) for which the ℓ-part of the class group is isomorphic to A under an

isomorphism equivariant for the ⟨ζd⟩ ∼= Gal(L/Fq(t)) actions on A and (ClL)ℓ:

δ+(q) = lim sup
n→∞

gcd(n,d)=1

SU(Vn)⊆µ(Gal(Kn/FqKn)

∑
L∈Sn

ι(L)

|Sn|

δ−(q) = lim inf
n→∞

gcd(n,d)=1

SU(Vn)⊆µ(Gal(Kn/FqKn)

∑
L∈Sn

ι(L)

|Sn|
.

Here, ι(L) is 1 if (ClL)ℓ is isomorphic to A as a Zℓ[ζd]-module and is 0 otherwise.

Then, δ+(q) and δ−(q) converge, as q →∞ with ℓ ∤ 2dq(q − 1) and q ≡ 1 (mod d), to

µd,ℓ([A]) =
Cd,ℓ

|AutZℓ[ζd](A)|
.

Corollary 7.0.2. Let d ≥ 3 be an integer. For all but finitely many primes ℓ not dividing

2d, for any [A] ∈ Ld,ℓ, write δ+ and δ− as in Theorem 7.0.1. Then δ+(q) and δ−(q)

converge, as q →∞ with ℓ ∤ 2dq(q − 1) and q ≡ 1 (mod d), to µd,ℓ([A]) =
Cd,ℓ

|AutZℓ[ζd](A)|
.

Theorem 7.0.3 asserts that µd,ℓ is characterized as the probability measure µ on Ld,ℓ for

which the expected number of surjections from a µ-random module onto a fixed module

A0 equals 1, cf. [15, Lemma 8.2] for a similar statement for finite abelian ℓ-groups.

Theorem 7.0.3. Let d ≥ 2 be an integer, let ℓ be a prime number, and let µ be a probability
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distribution on Ld,ℓ. Then, µ = µd,ℓ if and only if

E(|SurZℓ[ζd](A,A0)|) = 1 (7.0.1)

for every [A0] ∈ Ld,ℓ where [A] is the random variable valued in Ld,ℓ with probability

distribution µ.

Proof. [44, Theorem 6.2], applied to the case where A = Q[ζd]ζd ̸=1, S = {ℓ}, O = Z(ℓ)[ζd]

(here, Z(ℓ) is the localization of Z at the prime ideal (ℓ)), u = (0, . . . , 0) according to the

notations in loc. cit. , establishes that (7.0.1) holds when µ = µd,ℓ. Additionally letting

Xn = [A] in [44, Theorem 6.11] shows that (7.0.1) implies µ = µd,ℓ.

Lemma 7.0.4 (cf. [15, Lemma 8.4]). Let d ≥ 2 be an integer and let ℓ be a prime number

not dividing d. Given ϵ > 0 and [A] ∈ Ld,ℓ, there exists a constant c(A) and a finite subset

M ⊂ L so that, whenever |X| > c(A)

|SurZℓ[ζd](X,A)| ≤ ϵ
∑

A′∈M |SurZℓ[ζd](X,A
′)|

|M |
.

Proof. Define a basic enlargement of A to be an A′ for [A′] ∈ Lℓ,d that admits a Zℓ[ζd]-

surjection A′ ↠ A with kernel isomorphic to the residue field κ(Bi) of a factor Bi of

Zℓ[ζd] as in (4.1.9). We show for any [X] ∈ Ld,ℓ with a Zℓ[ζd]-surjection onto A such that

|X| > |A| and for any quotient A′ of X that is a basic enlargement of A that

| SurZℓ[ζd](X,A
′)| ≥ (ℓs − 1)| SurZℓ[ζd](X,A)|

where ℓs = |A′|
|A| = |κ(Bi)|; in particular, s ≤ d − 1. Given such an X and an A′, fix

surjections π : A′ ↠ A and f : X ↠ A′. We show that there are at least ℓs − 1 surjective

lifts f̃ : X ↠ A′ of f with respect to π.

1. If A′ is not isomorphic to A × κ(Bi) for any factor Bi of Zℓ[ζd] as in (4.1.9), then

any lift f̃ : X → A′ is surjective, and the set of lifts is a principal homogeneous

space of HomZℓ[ζd](X,A
′/A). The set of lifts is also nonempty by the choice of A′
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and A′/A ≃ κ(Bi), so there are at least |HomZℓ[ζd](X,A
′/A)| lifts and hence at least

|κ(Bi)| = ℓs lifts.

2. If A′ is isomorphic to A × κ(Bi) for some Bi, then the Bi-component of ker(f)

cannot be contained in λiXi where λi is a uniformizer of Bi and where Xi is the Bi-

component of X; otherwise f would induce a surjection Xi/λiXi → Ai/λiAi where

Ai is the Bi-component of A, but then the κ(Bi)-ranks of Xi and Ai would coincide,

so SurZℓ[ζd](X,A
′) would be empty, contradicting the choice of A′.

Thus, there exist homomorphisms φ : X → κ(Bi) that are nontrivial on ker(f) and

each such φ induces a surjection f̃ = (f, φ) : X → A′ that lifts f . There are at least

(ℓs − 1) choices for φ, there are at least ℓs − 1 surjective lifts f̃ of f .

Now let an s-enlargement of A refer to any A′ with [A′] ∈ Ld,ℓ that admits a Zℓ[ζd]-

surjection A′ ↠ A with kernel of size ℓs. Given ϵ > 0 and [A] ∈ Ld,ℓ, let c(A) = k(d− 1)

and let M ⊂ Lℓ,d be the set of isomorphism classes of s-enlargements of A for k(d− 1) <

s ≤ (k + 1)(d− 1) where k is chosen large enough so that

∑(k+1)(d−1)
s=k(d−1)+1 p(s+ logℓ |A|+ o(1))d−1

(ℓ− 1)k
< ϵ

where p(n) is the partition function and o(1) is dependent only on d and ℓ — obtaining

such a k is possible because d and A are fixed and p(n) ∼ 1
4n

√
3
exp

(
π
√

2n
3

)
, which was

first obtained by Hardy and Ramanujan [19, Section 1.41] and independently obtained by

Uspensky [42] (see [3, Section 5.1.2] for yet another discussion on this asymptotic formula).

Note that the number of isomorphism classes of s-enlargements of A is bounded above

by the number of Zℓ[ζd]-modules of cardinality ℓs+o(1) · |A|. In turn, this number of

isomorphism classes is bounded above by
∏
i#{Bi-modules with cardinality ℓs+o(1) · |A|}.

For each i, the number of Bi-modules with cardinality ℓs+o(1) · |A| is bounded above by

p(log(ℓs+o(1) · |A|)) = p(s+ logℓ |A|+ o(1)) because Bi-modules of finite cardinality are of

the form
⊕ki

j=1Bi/(ℓ
di,j ) and the isomorphism class of such a direct sum is determined by
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the multiset {di,j}j . Since there are at most (d− 1) many i’s, we have

|M | =
(k+1)(d−1)∑
s=k(d−1)+1

#{s-enlargements of A} ≤
(k+1)(d−1)∑
s=k(d−1)+1

p(s+ logℓ |A|+ o(1))d−1

so the choice of k yields

|M |
(ℓ− 1)k

< ϵ.

For any [X] ∈ Ld,ℓ such that |X| > c(A), one can iteratively obtain basic enlargements

to obtain some s-enlargement A′ of A with k(d− 1) ≤ s < (k + 1)(d− 1) such that

| SurZℓ[ζd](X,A
′)| ≥ (ℓ− 1)s| SurZℓ[ζd](X,A)| ≥ (ℓ− 1)k|SurZℓ[ζd](X,A)|.

Equivalently,

|SurZℓ[ζd](X,A)| ≤
|SurZℓ[ζd](X,A

′)|
(ℓ− 1)k

.

In turn, the RHS above is bounded above by

∑
A′∈M | SurZℓ[ζd](X,A

′)|
(ℓ− 1)k

=
|M |

(ℓ− 1)k
·
∑

A′∈M |SurZℓ[ζd](X,A
′)|

|M |
·

< ϵ ·
∑

A′∈M |SurZℓ[ζd](X,A
′)|

|M |
.

Given [A] ∈ Ld,ℓ and a probability measure ν on A, write ⟨SurZℓ[ζd](−, A)⟩ν for the

expected number of surjections from a ν-random group to A.

Given Theorem 7.0.3 and Lemma 7.0.4, the proof of Proposition 7.0.5 is virtually

identical to that of [15, Proposition 8.3].

Proposition 7.0.5 (cf [15, Proposition 8.3]). Let d ≥ 2 and let ℓ be a prime number

not dividing d. Let ε0 > 0 and L ⊂ Ld,ℓ be a finite subset. There exists δ > 0 and

a finite subset L′ ⊂ Ld,ℓ such that, if ν is any probability measure on Ld,ℓ for which

⟨SurZℓ[ζd](−, A)⟩ν ∈ [1 − δ, 1 + δ] for any A ∈ L′, then also |ν(A) − µd,ℓ(A)| ≤ ϵ0 for any
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A ∈ L.

Proof. Let L′
k := {A ∈ Ld,ℓ : |A| ≤ k}. Suppose for contradiction that the assertion is

false. In particular, for each integer k ≥ 1, there is some measure νk on Ld,ℓ that “does

not work” for L′ = L′
k and δ = 1

k , i.e.

1. |⟨SurZℓ[ζd](−, A)⟩νk − 1| ≤ 1
k for all A ∈ L′

k, and

2. |νk(A)− µd,ℓ(A)| > ϵ0 for some A ∈ L.

Passing to a weakly convergent subsequence, we obtain measures νk such that

lim
k→∞
⟨SurZℓ[ζd](−, A)⟩νk = 1

for every fixed A ∈ Ld,ℓ and such that the νk weakly converge to a measure ν∞ which does

not equal µd,ℓ.

Fix an arbitrary ϵ > 0, which is not related to ϵ0. We show that ⟨SurZℓ[ζd](−, A)⟩ν∞ = 1.

On the one hand, this expected value is at most 1 by Fatou’s lemma. On the other hand,

with c = c(A) and M ⊂ Ld,ℓ as in Lemma 7.0.4,

⟨SurZℓ[ζd](−, A)⟩ν∞ =
∑
|B|≤c

ν∞(B)| SurZℓ[ζd](B,A)|+
∑
|B|>c

ν∞(B)|SurZℓ[ζd](B,A)|

≥
∑
|B|≤c

ν∞(B)| SurZℓ[ζd](B,A)|

= lim
k

∑
|B|≤c

νk(B)| SurZℓ[ζd](B,A)|

= 1− lim
k

∑
|B|>c

νk(B)| SurZℓ[ζd](B,A)|. (7.0.2)

By Lemma 7.0.4,

∑
|B|>c

νk(B)|SurZℓ[ζd](B,A)| ≤ ϵ|M |
−1

∑
|B|>c,A′∈M

νk(B)|SurZℓ[ζd](B,A
′)| (7.0.3)
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Now, by assumption, for any A′ ∈M and any k > |A′|,

∑
|B|>c

νk(B)| SurZℓ[ζd](B,A
′)| ≤ ⟨SurZℓ[ζd](−, A

′)⟩νk ≤ 1 + 1/k

and using (7.0.3) and passing to the limit, we get

lim sup
k

∑
|B|>c

νk(B)|Sur(B,A)| ≤ ε.

Thus by (7.0.2) and the above inequality, we get ⟨SurZℓ[ζd](−, A)⟩ν∞ ∈ [1 − ε, 1]. Since ε

is arbitrary,

⟨SurZℓ[ζd](−, A)⟩ν∞ = 1.

Applying this conclusion with A trivial, we see that ν∞ is a probability measure. Theo-

rem 7.0.3 shows that ν∞ = µd,ℓ, which is a contradiction.

Moreover, given Proposition 7.0.5, the proof of Theorem 7.0.1 is virtually identical to

the proof of [15, Theorem 1.2] written between the statement and proof of [15, Theorem

8.8];

Proof of Theorem 7.0.1. Let [A0] be any fixed element of Lℓ,d and let ϵ > 0. Given n, let

νn be the probability measure on Lℓ,d with νn(A) =
#{L∈Sn:Cl(OL)∼=Zℓ[ζd]A}

|Sn| .

Apply Proposition 7.0.5 to ϵ0 = ϵ, L = {A0}, and ν = νn to obtain a finite subset

L′ ⊂ Ld,ℓ and δ > 0 such that

∣∣∣∣
∑

L∈Sn
mA(L)

|Sn|
− 1

∣∣∣∣ < δ for all A ∈ L′ ⇒ |νn(A0)− µ(A0)| < ϵ.

Now let Bd,ℓ,A, Cd,ℓ,A, and Nd,ℓ,A be as in Theorem 6.3.1, and let Q be so that Q > 4B2
d,ℓ,A

and Cd,ℓ,A/
√
Q < δ for every A ∈ L′ where Bd,ℓ,A is as in Theorem 6.3.1. If q > Q and

n ≥ Nd,ℓ,A, then
∣∣∣∑L∈Sn

mA(L)

|Sn| − 1
∣∣∣ ≤ Cd,ℓ,A√

q <
Cd,ℓ,A√

Q
< δ and hence |νn(A0)− µ(A0)| < ϵ.

Thus, for any q > Q, δ+(q) and δ−(q) are both bounded between µd,ℓ([A0]) − ϵ and

µd,ℓ([A0]) + ϵ. The result follows because ϵ is arbitrary.
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Chapter 8

Counting Rational Points on

twists of Hurwitz schemes over Fq

Throughout this section, continue writing Zℓ[ζd] = Zℓ[ζd]ζd ̸=1 when d ≥ 2 is an integer

and ℓ ∤ d is a prime number. Similarly write Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1.

In this section, we tweak the ideas from [13, Section 2] to once again accommodate

for the ζd-action as in Chapter 6 and Chapter 7 to prove Corollary 8.0.4. In turn, we use

Corollary 8.0.4 to prove Theorem 9.0.9.

Let d ≥ 2 and let q ≡ 1 (mod d) be a prime power. Let Qn,q denote the set of

squarefree polynomials over Fq of degree n. For each f ∈ Qn,q, let Cf be the (smooth

completion of the) curve given by yd = f(t). Note that Cf is a (tamely ramified) Z/dZ-

cover of P1
Fq

curve because Fq has a primitive dth root of unity. Let Jf be the Jacobian of

Cf . In particular, the action of ζd on Cf induces an action on Jf . Let Frobq denote the

geometric Frobenius map on Cf as well as the induced action on Jf . Note that the actions

of ζd and Jf on Cf commute and hence the induced actions on Jf commute as well. Given

a prime number ℓ such that ℓ ∤ dq, and for a ∈ Z/ℓZ and i ∈ Z/dZ, the elements R of

Jf [ℓ](F̄q) which satisfy

Frobq ·R = aζidR (8.0.1)

form a finite rank Z/ℓZ[ζd]-module. Let ma,i(f) denote the number of nonzero elements of
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this module. Additionally, let Qa,in,q denote the set of f ∈ Qn,q such that ma,i(f) is greater

than 0.

For the rest of this section, we let A be a quotient ring, often one which is an involution

ring, of Z/ℓZ[ζd], let G = A⋊ ⟨ζd⟩ (where ⟨ζd⟩ is a way to multiplicatively write the cyclic

group Z/dZ), and let c be the set of elements of the form (a, ζd). By Lemma 2.0.5, c is

a non-splitting conjugacy class of G. Given an integer n ≥ 1 divisible by d or relatively

prime to d, we let Xn be as in Definition 6.1.2 with respect to G and c.

Let k be an extension field of Fq. As discussed in Chapter 6, k-points of Xn correspond

to certain isomorphism classes of tame G-covers f : C → P1
k. In turn, these isomorphism

classes correspond to isomorphism classes of triples (g, ϕ, h), where g : C → D is an étale

A-cover, h : D → P1
k is a tame (Z/dZ)-cover, f = h ◦ g, and ϕ : A → Aut(g) is an

isomorphism. Given a ∈ A×, let ⟨a⟩ denote the automorphism of Xn sending (g, ϕ, h)

to (g, aϕ, h). Note that the (arithmetic) frobenius Frobq on Xn/F̄q commutes with ⟨a⟩.

Thus, the homomorphism Gal(Fq/Fq) → Aut(Xn/F̄q) sending Frobq to ⟨a⟩ is a 1-cocycle

from Gal(Fq/Fq) to Aut(Xn/F̄q) and hence determines a twist Xa
n of Xn defined over Fq

(see, for example, [31, Theorem 4.5.2] for a statement).

Lemma 8.0.1 (cf. [13, Lemma 2.3]). With notation as above and for any i0 ∈ Z/dZ and

a ∈ Z/ℓZ×, ∑
f∈Qn,q

ma,i0(f) =
1

d

∑
f∈Qn,q

d−1∑
i=0

ma,i(f) = (q − 1)|Xa
n(Fq)|.

Proof. A point of Xa
n(Fq) is a point x of Xn(F̄q) such that Frobq ·x = ⟨a⟩ · x. Such

a point x correspond to a triple (g, ϕ, h)/F̄q such that Frobq ·(g, ϕ, h) is isomorphic to

a(g, ϕ, h) = (g, aϕ, h). In particular, the isomorphism class of h is fixed by Frobenius and

hence the branch locus of h is an Fq-rational divisor. Let F (t) ∈ Fq[t] be the unique monic

squarefree polynomial whose vanishing locus is the branch locus of t. By Proposition 3.2.2,

the source of h is isomorphic to CF over F̄q because the monodromy type of the G-cover

t ◦ g : X → P1 is c.

Fixing such an h : CF → P1 over F̄q, we count the number of points of Xa
n(Fq) lying
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over h. Choices of (g, ϕ) such that (g, ϕ, h) ∈ Xa
n(Fq) = Xn(Fq) for the fixed h are in

bijection with the ζd-equivariant surjections J(CF )[ℓ](Fq)→ A up to isomorphism — two

such surjections s and s′ are isomorphic if and only if s = ζids
′ for some i. The action of

Frobenius on Xa
n on the set of surjections sends s to a−1 Frobq s, so s descends to a point

of Xa
n(Fq) if and only if Frobq ·s = ζidas for some i. Therefore, the number of points of

Xa
n(Fq) lying over h is 1

d

∑d−1
i=0 ma,i(F ).

Now say that ϵ ∈ F∗
q and f ∈ Qn,q. By abuse of notation, say that ζd acts on Cf (and

on Cϵf ) by (x, y) 7→ (x, ζdy) for some fixed primitive dth root ζd in Fq, which exists as

q ≡ 1 (mod d). For any δ ∈ Fq such that δd = ϵ, say that j is such that ζjd = δq

δ . Note

that the curves Cf and Cϵf are isomorphic over Fq via φ : Cf → Cϵf , (x, y) 7→ (x, δy).

Moreover, ζjd ◦φ ◦Frobq = Frobq ◦φ. Given R ∈ Jf [ℓ](Fq) such that (8.0.1) holds, we have

Frobq φ(R) = ζjdφFrobq R = ζjdφaζ
i
dR = aζi+jd (φR),

so ma,i(f) = ma,i+j(ϵf). In particular,

d−1∑
i=0

ma,i(f) =
d−1∑
i=0

ma,i(ϵf), (8.0.2)

so

1

d

∑
f∈Qn,q

d−1∑
i=0

ma,i(f) =
∑

F∈Qn,q

monic

∑
ϵ∈F∗

q

(
1

d

d−1∑
i=0

ma,i(ϵF )

)
,

where f is expressed as ϵF for a monic F . Since, for each monic F , the sum
∑d−1

i=0 ma,i(ϵF )

is independent of ϵ by (8.0.2), the above equals

(q − 1)
∑

F∈Qn,q

monic

1

d

d−1∑
i=0

ma,i(F ).

Since the number of points ofXa
n(Fq) lying over h : CF → P1 (over F̄q) equals 1

d

∑d−1
i=0 ma,i(F ),
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the above equals (q − 1)|Xa
n(Fq)|. Thus,

1

d

∑
f∈Qn,q

d−1∑
i=0

ma,i(f) = (q − 1)|Xa
n(Fq)|.

Now let δ ∈ Fq be so that ζd = δq−1. Note that δd ∈ Fq because δ(q−1)d = ζdd = 1.

Therefore, for any i0 ∈ Z/dZ,

∑
f∈Qn,q

ma,i0(f) =
∑

f∈Qn,q

ma,i0(δ
df) =

∑
f∈Qn,q

ma,i0+1(f),

so

1

d

∑
f∈Qn,q

d−1∑
i=0

ma,i(f) =
1

d

∑
f∈Qn,q

d−1∑
i=0

ma,i0(f) =
∑

f∈Qn,q

ma,i0(f).

Proposition 8.0.2 (cf. [13, Proposition 2.1, Proposition 2.7]). Let d ≥ 3 be an integer,

let ℓ ∤ d be a prime number, and let A be an involution ring quotient of Z/ℓZ[ζd]ζd ̸=1. The

constants Bd,ℓ,A, Cd,ℓ,A, and Nd,ℓ,A of Theorem 6.3.1 satisfy

∣∣∣∣∣
∑

f∈Qn,q
ma,i0(f)

|Qn,q|
− 1

∣∣∣∣∣ ≤ Cd,ℓ,A√
q

for all a, n, q, i0 such that

• a ∈ A×

• n is relatively prime to or divisible by d,

• q ≡ 1 (mod d) is a prime power,

• √q > 2Bd,ℓ,A, n ≥ Nd,ℓ,A,

• ℓ does not divide 2dq(q − 1),

• SU(Vn) ⊆ µ(Gal(Kn/FqKn)),

• i0 ∈ Z/dZ.



105

Remark 8.0.3. Although the proof of [13, Proposition 2.1] uses many of the same ideas

from the proof of [15, Theorem 8.8], which requires ℓ ∤ (q − 1), [13, Proposition 2.1]

ultimately does not require the condition ℓ ∤ (q − 1). This condition is originally used

in [15, Theorem 8.8] to show that the Hurwitz scheme denoted by Xn has exactly one

geometrically irreducible component defined over Fq. In contrast, [13] is concerned with

Hurwitz schemes arising in the case d = 2 and A = Z/ℓZ; it turns out that such Hurwitz

schemes are geometrically irreducible even without the condition ℓ ∤ (q − 1) and hence

these Hurwitz schemes have exactly one geometrically irreducible component defined over

Fq. However, this argument does not apply to the context of Proposition 8.0.2, which is

concerned with the case where d ≥ 3 and A is a quotient of Z/ℓZ[ζd].

Proof. By Lemma 8.0.1 and since |Qn,q| = (q − 1)(qn − qn−1) by [5, 4, equation (vi)], it

suffices to show that there exist Bd,ℓ,A and Nd,ℓ,A such that

∣∣∣∣ |Xa
n(Fq)|
qn

− 1

∣∣∣∣ ≤ Bd,ℓ,Aq−1/2

for all n, q, i0 as specified in the statement of the theorem. This follows by the same ideas

as in the proof of Theorem 6.3.11 — by the Grothendieck-Lefschetz trace formula, we have

|Xa
n(Fq)| =

∑
i

(−1)iTr(Frobq |H i
c(X

a
n × Fq,Qλ))

for primes λ not dividing q. Further taking λ to be a prime greater than max(|G|, q, n) in

fact yields the dimension bound (6.3.2) applicable to Xn× Fq ∼= Xa
n× Fq. Recall that the

the inequality (6.3.3) holds as long as
√
q > 2Bd,ℓ,A. It now suffices to show that there

exists an Nd,ℓ,A such that

Tr(Frobq |H2n
c (Xa

n × Fq,Qλ)) = qn (8.0.3)

1One difference to note between Theorem 6.3.1 and Proposition 8.0.2 is that the latter allows n to be
divisible by d. The requirement in Theorem 6.3.1 for n to not be divisible by d and instead for (d, n) = 1
comes from Proposition 6.1.3 and the discussion above this proposition. There, the requirement guarantees
that fields L = Fq(t)[y]/(y

d−f(t)) in consideration are totally imaginary and hence that the corresponding
smooth projective curves CL possess Fq-rational points. In turn, this identifies Jac(CL)(Fq) with ClL. For
Proposition 8.0.2 however, no such identification is needed.
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holds for all n > Nd,ℓ,A such that gcd(d, n) = 1 or d | n and such that SU(Vn) ⊆

µ(Gal(Kn/FqKn)). The equality (8.0.3) is equivalent to the statement that there is ex-

actly one Fq-rational connected component of Xa
n×Fq — the proof of Theorem 6.3.1 shows

this to be the case.

Given an integer d ≥ 2, a prime ℓ, a prime power q such that ℓ ∤ dq and q ≡ 1 (mod d),

a ∈ Zℓ[ζd], and i ∈ Z/dZ,

Corollary 8.0.4 (cf. [13, Corollary 2.6]). Let d ≥ 3 be an integer, let ℓ ∤ d be a prime

number, and let A be an involution ring quotient of Z/ℓZ[ζd]ζd ̸=1. The constants Bd,ℓ,A,

Cd,ℓ,A, and Nd,ℓ,A of Theorem 6.3.1 satisfy

|Qa,in,q|
|Qn,q|

≤ 1

ℓ− 1
+

Cd,ℓ,A
(ℓ− 1)

√
q

for all n, q, ℓ, a, i such that

• n is relatively prime to or divisible by d,

• q ≡ 1 (mod d) is a prime power,

• √q > 2Bd,ℓ,A, n ≥ Nd,ℓ,A

• ℓ does not divide 2dq(q − 1),

• SU(Vn) ⊆ µ(Gal(Kn/FqKn)),

• a ∈ Z/ℓZ×,

• i ∈ Z/dZ.

Proof. Let δ denote the quantity
|Qa,i

n,q |
|Qn,q | to be bounded. Since ma,i(f) is the number of

nonzero elements of a Z/ℓZ-vector space, it is at least ℓ − 1 if it is greater than 0. In

particular, ∑
f∈Qn,q

ma,i(f)

|Qn,q|
≥ (ℓ− 1)

|Qa,in,q|
|Qn,q|

= (ℓ− 1)δ.
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By Proposition 8.0.2, the LHS above is bounded above by 1 +
Cd,ℓ,A√

q for all n, q, ℓ, a, i

specified by the statement of the corollary.
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Chapter 9

Vanishing of zeta functions and

L-functions for trielliptic curves

The ideas of this section generalize those in [13, Section 3] to prove Theorem 9.0.9, which

in turn generalizes [13, Theorem 3.2, Theorem 1.2]. These theorems provide explicit upper

bounds on the proportion of superelliptic function fields whose zeta functions vanish at a

fixed complex number s.

Given a variety X/Fq, there is a function ZX(T ) defined as

ZX(T ) :=
∏

closed points P∈X

(
1− T degP

)−1

and which converges for |T | < q−dimX . We then define the zeta function ζX(s) := ZX(q
−s)

which converges for Re(s) > dimX. See [30, Chapter 3] or [34, Chapter 5], for instance,

for discussions on this zeta function and on the Weil conjectures.

In the case that C is a nice curve, i.e. a smooth, projective, geometrically integral

variety of dimension 1, over Fq, the Weil conjectures show that there is a polynomial

PC(T ) ∈ Z[T ] such that

ZC(T ) =
PC(T )

(1− T )(1− qT )
.

In fact, the constant and leading coefficients of PC(T ) are respectively 1 and g where g is
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the genus of C. Let Jac(C) denote the Jacobian of C and let Tℓ Jac(C) denote the ℓ-adic

Tate module of this Jacobian. The polynomial PC(T ) is then the reverse polynomial of

the characteristic polynomial of the geometric Frobenius map Frobq acting on Tℓ Jac(C)

for any prime ℓ not equal to charFq.

To prove Lemma 9.0.8, which establishes the vanishing of Artin L-functions as an

equivalent condition to the vanishing of PC(q
−s) when C is a Z/dZ-cover of P1

Fq
and

q ≡ 1 (mod d), we will need some facts relating the Artin L-functions and the Dirichlet

L-functions for C. In turn, we need the following definitions and notations.

Definition 9.0.1 (cf. [34, Chapter 3, the Definition before Proposition 3.1 and the

Definition before Proposition 3.4]). Let q be a prime power and let d be a divisor of q− 1.

For an irreducible polynomial P ∈ Fq[t] and a polynomial a ∈ Fq[t], define
(
a
P

)
d
to be the

unique element of F∗
q such that

a
qdegP−1

d ≡
( a
P

)
d

(mod P )

if P does not divide a and to be 0 otherwise.

Given a, b ∈ Fq[t] with b ̸= 0, define
(
a
b

)
d
to be

∏s
j=1

(
a
Qj

)fj
d

where b = βQf11 · · ·Q
fs
s is

the prime decomposition of b.

Definition 9.0.2. Let d ≥ 2 be an integer and let q ≡ 1 (mod d) be a prime power.

For a polynomial f(t) ∈ Fq[t], let χf : Fq[t] → Fq denote the Dirichlet character given

by χf (g) =
(
f
g

)
d
. In particular, χf can be well defined as a function on the set of finite

primes of P1
Fq

— let χf (P ) =
(
f
gP

)
d
where gP ∈ Fq[t] is the monic irreducible polynomial

corresponding to P . Note that χjf = χfj for any j ∈ Z/dZ.

Given a fixed primitive dth root r of unity in Fq, we will also identify χf as a C-valued

character by sending r to e2πi/d.

We now define L-series of Dirichlet characters.

Definition 9.0.3 (cf. [34, Chapter 17, before Proposition 17.7] for a discussion in the
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case of d = 2). With notation as in Definition 9.0.2, define the L-series L(s, χf ) as follows:

L(s, χf ) =
∑

g∈Fq [t] monic

χf (g)

qs·deg g
=

∏
P finite prime of Fq(t)

(
1−

χf (P )

qs·degP

)−1

.

Given j ∈ Z/dZ, also let L(s, χjf ) = L(s, χfj ).

If f = f0f
d
1 , then note that

L(s, χf ) = L(s, χf0) ·
∏
P |f1

(
1−

χf0(P )

qs·degP

)
.

In particular, away from Re s = 0, L(s, χf ) vanishes if and only if L(s, χf0) vanishes.

Definition 9.0.4. Let d ≥ 2 be an integer and let q ≡ 1 (mod d) be a prime power. Given

f(t) ∈ Fq[t] and a fixed primitive dth root r of unity in Fq, write χ to be the complex-valued

character on G = Gal(Fq(t)[y]/(yd − f(t))/Fq(t)) determined by χ(σ) = e2πi/d where σ is

the element of G that sends y to ry.

Definition 9.0.5 (cf. [34, Chapter 5]). Let K be a global function field with constant

field (i.e. the algebraic closure of the prime field) Fq. Let P be a prime of K, i.e. the

maximal ideal of a discrete valuation ring R whose quotient field is K. Let the degree

degP of P be the dimension of the residue field R/P over the constant field Fq. Moreover,

the norm N(P ) is qdegP .

Definition 9.0.6 (cf. [34, Chapter 14, before Proposition 14.9]). Let L/K be an abelian

Galois extension of global function fields with galois group G and say that the constant

field of K is Fq. Given a prime Q of L lying over and unramified above the prime P of

K, the Artin automorphism (P,L/K) is a generator of the decomposition group D(P )

characterized by the congruence

(P,L/K)ω = ωN(P ) (mod Q)

for any element ω of L integral at Q.
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Let χ : G→ C be a Dirichlet character. Given a prime P of K, let I(P ) be the inertia

group of P and define χ(P ) by the following:

• if P is unramified in L, then χ(P ) = χ((P,L/K))

• if P is ramified in L and χ is ramified at P , i.e. χ(I(P )) ̸= 1, then χ(P ) = 0.

• if P is ramified in L and χ is unramified at P , then χ(P ) = χ((P,LI(P )/K)); this is

well defined because χ factors as a character Gal(LI(P )/K) ∼= G/I(P ).

The Artin L-series of χ is defined by

L(s, χ) =
∏

P prime of K

(
1− χ(P )

N(P )s

)−1

.

Lemma 9.0.7 shows that the L-series of the Dirichlet character χf , regarded as a

complex valued character, roughly coincides with the Artin L-series of χ. In fact, these

two characters coincide on finite primes of P1
Fq
, so their respective L-functions coincide

after making appropriate adjustments at ∞. See [34, Proposition 17.7] for a discussion in

the case of d = 2.

Lemma 9.0.7. Let d ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod d).

Let f be a monic polynomial in Fq[t] and fix a primitive dth root r of unity in Fq. Identify

χf as a C-valued character with respect to this choice of r as discussed in Definition 9.0.2.

Also let χ be the complex-valued character on the Galois group G of L = Fq(t)[y]/(yd−f(t))

over Fq(t) as defined in Definition 9.0.4 with respect to this choice of r.

1. χf (P ) = χ(P ) for all finite primes P of P1
Fq
.

2. L(s, χj) = L∞(s, χjf )L(s, χ
j
f ) for any j ∈ Z/dZ where

L∞(s, χjf ) =

(
1− χj(∞)

qs

)−1

.
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Proof. 1. Recall that χ(P ) is defined as

χ(P ) =


χ((P,L/Fq(t)) if P is unramified in L

0 if P is ramified and χ(I(P )) ̸= 1

χ((P,LI(P )/Fq(t)) if P is ramified and χ(I(P )) = 1

.

where (P,K/Fq(t)) denotes the Artin automorphism of the abelian extensionK/Fq(t).

Let P be a finite prime unramified in L. The Artin automorphism satisfies (P,L/Fq(t))ω =

ωq
degP

(mod Q) for any ω ∈ L integral at Q where Q is any prime lying over P .

Note that (P,L/Fq(t)) is a generator of the decomposition group of G at P ; in this

case, the decomposition group equals G itself. On the other hand, χf (P ) is the

element rP of Fq such that rP ≡ f
qdegP−1

d (mod P ). In particular, rP needs to be a

dth root of unity in Fq. Note that f
qdegP−1

d = yq
degP−1. If rP ≡ yq

degP−1 (mod P ),

then rP ≡ yq
degP−1 (mod Q) as well, in which case rP y ≡ yq

degP
(mod Q). Thus,

(P,L/Fq(t))y = rP y.

Say that j ∈ Z/dZ is so that rP = rj , in which case χ((P,L/Fq(t))) = e2πij/d.

Moreover,

χf (P ) =

(
f

gP

)
≡ f

qdeg gP −1
d

≡ yqdegP−1

≡ rP (mod P )

where gP ∈ Fq[t] is the monic irreducible polynomial corresponding to P . Therefore,

χf (P ) = e2πij/d as a complex number, so χ(P ) = χf (P ).

If P is instead ramified, in fact P is totally ramified and the inertia group I(P ) of P

is G itself. If χ(I(P )) ̸= 1, then χ(P ) = 0 by definition and if χ(I(P )) = 1 instead,

then χ(P ) = χ((P,LI(P )/Fq(t)), but the Artin symbol (P,LI(P )/Fq(t)) is trivial, so
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χ(P ) = 0. Either way, χ(P ) = 1. Moreover, since P is a finite ramified prime, P

divides f(t), so χf (P ) = 0. Therefore, χ(P ) = χf (P ).

2. By part (1), the multiplicands for finite primes of Fq(t) in the Euler products for

L(s, χj) and L(s, χjf ) coincide. Moreover, L∞(s, χjf ) equals the multiplicand for ∞

in the Euler product for L(s, χj), so L(s, χj) = L∞(s, χjf )L(s, χ
j
f ) as desired.

Lemma 9.0.8. Let d ≥ 3 be an integer. Let q be a prime power such that q ≡ 1 (mod d),

and let f be a monic polynomial in Fq[t]. Let Cf be the smooth completion of the curve

defined by yd = f(t) and let Pf ∈ Z[x] be the reverse characteristic polynomial of geometric

Frobenius acting on the Jacobian of Cf .

For any s ̸= 0, 1, the following are equivalent:

1. Pf (q
−s) = 0,

2. ZCf
(q−s) = 0,

3. the Artin L-function L(s, χ) vanishes for some nontrivial complex-valued character

χ on the Galois group G of Fq(t)( d
√
f(t)) over Fq(t),

4. L(s, χjf ) vanishes for some j ∈ Z/dZ \ {0}.

Proof. We have

ζCf
(s) = ζP1(s)

∏
χ ̸=χ0

L(s, χ)

where the product is over the nontrivial characters χ of the Galois group G of Cf/P1 [34,

Proposition 14.9]. Moreover,

ZP1(T ) =
1

1− qT
,

so

ζP1(s) =
1

1− q1−s
.
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Thus, ζP1(s) has no zeroes and has no poles away from s = 1. Therefore, ζCf
(s) vanishes

exactly when some L(s, χ) vanishes. Additionally,

ZCf
(T ) =

Pf (T )

(1− T )(1− qT )

and hence

ζCf
(s) = ZCf

(q−s) =
Pf (q

−s)

(1− q−s)(1− q1−s)
.

Therefore, ζCf
(s) vanishes exactly when Pf (q

−s) vanishes, so ζCf
(s) indeed vanishes ex-

actly when some L(s, χ) vanishes. By Lemma 9.0.7, these conditions are in turn equivalent

to the vanishing of some L(s, χjf ).

We now prove the main result of this section. Unlike Theorem 6.3.1 and Theorem 7.0.1,

however, we state this theorem immediately in terms of what Corollary 6.2.9 affords in-

stead of “black-boxing” a big monodromy condition as an assumption in the hypothesis.

Nevertheless, the exponent Cd in the theorem would be improved should the big mon-

odromy result of Corollary 6.2.9 be generalized to more combinations of d, ℓ, and n.

Theorem 9.0.9. Let d ≥ 3. There exists a constant Cd > 0 only depending on d such

that, for any s ̸= 0, 1,

lim sup
n→∞

gcd(d,n)=1 or d|n

|{f ∈ Qn,q|ZCf
(q−s) = 0}|

|Qn,q|
≪ q−Cd .

or equivalently by Lemma 9.0.8

lim sup
n→∞

gcd(d,n)=1 or d|n

|{f ∈ Qn,q|L(s, χjf ) = 0 for some j ∈ Z/dZ \ {0}}|
|Qn,q|

≪ q−Cd .

where the asymptotic bound is with respect to the limit taken over powers q of a fixed prime

power q0 ≡ 1 (mod d). In fact, Cd =
1

(138d+62)·(d−1) suffices.
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Proof. By Lemma 9.0.8, the set {f ∈ Qn,q|L(s, χjf ) = 0 for some j ∈ Z/dZ \ {0}} equals

Qq
−s

n,q := {f ∈ Qn,q|Pf (q−s) = 0}.

where Pf (x) ∈ Z[x] is the reverse characteristic polynomial of geometric Frobenius acting

on the Jacobian of Cf . Note that roots of Pf (x) are reciprocals of algebraic integers.

Let q0 ≡ 1 (mod d) be a fixed prime power and let gqs0 ∈ Z[x] be the minimal polyno-

mial of qs0. For all sufficiently large powers q of q0, Chebotarev’s density theorem yields

a prime ℓ = ℓq =
(

1
4d

) 1
d−1
( q
4

) 1
(138d+62)·(d−1) · (1 + o(1)) that is unramified in the splitting

field L of gqs0 of Φd over Q and such that Frobℓq is the (conjugacy class of the) identity

element of Gal(L/Q). In fact, ℓq can be chosen to not divide q − 1. Whenever q is large

enough, ℓq > [OL : Z[qs0]] and hence ℓq ∤ [OL : Z[qs0]]. By the Dedekind-Kummer theo-

rem (see e.g. [27, Proposition 8.3] for a statement), gqs0 splits completely modulo ℓq. Let

A = Z/ℓqZ[ζd]prim = (Z/ℓqZ[X])/(Φd(X)). Further note that, when q is large enough,

ℓq is large enough so that the big monodromy result condition of Corollary 6.2.9 and its

consequences, including Proposition 6.3.5, hold.

Let a ∈ Z/ℓqZ× be so that gqs0(a) ≡ 0 (mod ℓq). If q = qk0 , then define Pf,k(x) as

the polynomial Pf (x
k). Given a polynomial h, let hrev denote its reverse polynomial. In

particular,

P rev
f,k (q

s
0) = P rev

f (qs) = (qs)degPfPf (q
−s),

so if Pf (q
−s) = 0, then gqs0(x) divides P rev

f,k (x). Thus, P rev
f,k (a) ≡ 0 (mod ℓq) and hence

Pf (a
−k) ≡ 0 (mod ℓq). Equivalently, there is some nonzero R ∈ Jf [ℓq](Fq) such that

Frobq R = akR, so mak,0(f) > 0. Therefore,

|Qq
−s

n,q |
|Qn,q|

≤ |Q
ak,0
n,q |
|Qn,q|
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By Corollary 8.0.4,

lim sup
n→∞

gcd(d,n)=1 or d|n

|{f ∈ Qn,q|L(s, χjf ) = 0 for some j ∈ Z/dZ \ {0}}|
|Qn,q|

≤ 1

ℓq − 1
+

Cd,ℓq ,A

(ℓq − 1)
√
q

for all sufficiently large q. By Proposition 6.3.5, this bound holds for Cd,ℓq ,A = 2 ·

(2d|A|)69d+31 ≤ 2 · (2dℓd−1
q )69d+31. The asymptotic size of ℓq is chosen so that

Cd,ℓq,A√
q

is bounded above by a constant. Therefore, the desired asymptotic bound holds.
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Chapter 10

Orbits of the Burau representation

evaluated at roots of unity modulo

ℓ

This section proves Lemma 10.4.2, which is used in Proposition 6.3.5 to obtain constants

Bd,ℓ,A and Cd,ℓ,A, just as how [13, Proposition 2.7] obtains constants for d = 2. We

study the structure of the graded ring R of (10.1.1) below, obtaining upper bounds for

the degrees of kerUD and cokerUD where UD is a central element of R presented in

(10.4.1). In turn, the degree n component of R is a k-vector space with basis corresponding

to the orbits of a braiding action on tuples over G = A ⋊ Z/dZ of length n and, as

Theorem 10.3.7 demonstrates, the orbits of this action are precisely deterined by three

invariants. Understanding these orbits is much easier for d = 2 as only two invariants

suffice. The d = 2 case is also much easier to work with because ζ2 = −1.

Convention 10.0.1. Let d ≥ 2 be an integer, let Z[ζd] = Z[ζd]all, let A be a Z[ζd]-

module, let G = A ⋊ ⟨ζd⟩, and let c be the set {(a, ζd) : a ∈ A}. Given an n-tuple

((a1, ζd), . . . , (an, ζd)) of elements of c, identify this list with the vector (a1, . . . , an) ∈ A⊕n.

We often write this vector as the column vector

(
a1 · · · an

)T
with matrices acting on

the left.
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10.1 Braiding on the conjugacy class of A ⋊ Z/dZ and the

unreduced Burau representation

We identify the (Artin) braiding action of A⋊Z/dZ with the unreduced Burau represen-

tation evaluated at t = ζd.

Definition 10.1.1. Let G be a group. The braiding action of Bn on Gn is given as follows

— the standard generator σj ∈ Bn acts by

σj : (g1, . . . , gn) 7→
(
g1, . . . , gj−2, gj−1, gjgj+1g

−1
j , gj , gj+2 . . . , gn

)
.

Note that only the j-th and (j + 1)-st entries are possibly modified.

For a finite group G, a conjugacy class c, and a field k of characteristic not dividing

|G|, [15, Section 3] defines the graded ring

R =
∑
n

H0(Hur
c
G,n, k) (10.1.1)

where HurcG,n is the complex Hurwitz space with of tamely ramified G-covers of P1
C with

n branch points with monodromy of type c. If c is nonsplitting as well, then, for each

p, dimHp(Hur
c
G,n, k) stabilizes with respect to n [15, Theorem 6.1, Corollary 6.2]. The

braiding action restricted to cn for a conjugacy closed subset c of G induces the relations

on R. More explicitly, R is generated over k by degree 1 elements {rg}g∈c and has relations

rgrh = rghg−1rg.

Lemma 10.1.2. Let d ≥ 2, let A be a Z[ζd] = Z[ζd]all-module, and let G and c be

as in Convention 10.0.1. Under Convention 10.0.1, the braiding action of Bn on cn

corresponds to the action induced by the unreduced Burau representation ψn evaluated

at t = ζd. More precisely, the standard generators σ1, . . . , σn−1 of Bn act on A⊕n as

elements of GLn(EndZ[ζd](A)) and these elements can be represented by n × n matrices
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over EndZ[ζd](A) acting on column vectors on the left. These matrices in fact are the

images of σ1, . . . , σn under the composition of group homomorphisms

Bn
ψn−−→ GLn(Z[t, t−1])

t=ζd−−−→ GLn(Z[ζd])
base change−−−−−−−→ GLn(EndZ[ζd](A)).

Proof. The σj act via the braiding action on cn by

(g1, . . . , gn) 7→
(
g1, . . . , gj−2, gj−1, gjgj+1g

−1
j , gj , gj+2, . . . , gn

)
.

By Lemma 2.0.1,

(aj , ζd) · (aj+1ζd) · (aj , ζd)−1 = (aj + ζdaj+1 − ζdaj , ζd) = ((1− ζd)aj + ζdaj+1, ζd).

The action of σj on corresponding column vectors is thus


a1
...

an

 7→



a1
...

aj−2

aj−1

(1− ζd)aj + ζdaj+1

aj

aj+2

...

an



. (10.1.2)

The image of σj under the unreduced Burau representation evaluated at t = ζ3 is the



120

block matrix 

Ij−1 0 0 0

0 1− ζd ζd 0

0 1 0 0

0 0 0 In−j−1


.

Regarding the entries of this matrix as endomorphisms of A as a Z[ζd]-module, this matrix

acts on the column vectors in the same way as (10.1.2) above.

Convention 10.1.3. In view of Lemma 10.1.2, given a ring R, we will regard R[ζd]all or

quotients thereof (such as R[ζd]ζd ̸=1, see Notation 4.0.1) as R[t, t−1]-algebras by evaluating

t = ζd.

We introduce invariants preserved under the braiding action.

Definition 10.1.4 (cf. [15, Section 2.4]). Let v = (g1, . . . , gn) be an n-tuple of elements

of a group G. The global monodromy MG(v) of this n-tuple is the subgroup ⟨g1, . . . , gn⟩

of G. The boundary monodromy MB(v) of this n-tuple is the element g1 · · · gn of G.

Proposition 10.1.5. Let G be a group. For any n-tuple of elements of G, the braiding

action of Bn preserves the global and boundary monodromy of the n-tuple.

Proof. The global monodromy of σj(g1, . . . , gn) is the subgroup ofG generated by g1, . . . , gj−2,

gj−1, gjgj+1g
−1
j , gj , gj+2, . . . , gn; note that the group generated by gjgj+1g

−1
j and gj is the

same as the group generated by gj , gj+1. Thus, the global monodromy of σj(g1, . . . , gn)

equals the subgroup of G generated by g1, . . . , gn and this subgroup is the global mon-

odromy of (g1, . . . , gn).

The boundary monodromy of σj(g1, . . . , gn) is g1 · · · gj−1 · (gjgj+1g
−1
j · gj)gj+2 · · · gn,

which equals g1 · · · gj−1 · gj · gj+1 · gj+2 · · · gn, which is the boundary monodromy of

(g1, . . . , gn).

For the rest of this section, A is either Z/ℓZ[ζd] or some Di/ℓDi where Di is a factor

of Zℓ[ζd] as in (4.1.10) with involution. We note that subgroups of a group A ⋊ ⟨ζd⟩ are

determined by a submodule A′ of A and an element of A/A′.
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Proposition 10.1.6. Let d ≥ 2 be an integer, let Z[ζd] = Z[ζd]all, let A be a Z[ζd]-module,

let G = A ⋊ ⟨ζd⟩, and let c ⊆ G be the set of elements of the form (a, ζd). Subgroups H

of G containing at least one element of c bijectively correspond to pairs (A′, [a0]) where

A′ ⊆ A is a Z[ζd]-submodule, and [a0] ∈ A/A′. More precisely,

1. Given H ≤ G, A′ is the image of H∩(A⋊⟨1⟩) under projection to the first coordinate

(i.e. A′⋊ ⟨1⟩ = H ∩ (A⋊ ⟨1⟩)) and a0 is any element of A such that (a0, ζd) ∈ H ∩ c.

2. Given (A′, [a0]), H is the subgroup of G generated by (a0, ζd) and elements of the

form (a′, 1) where a′ ∈ A′.

We refer to H as the subset of G determined by A′ and a0.

Proof. Note that the assignment described in (1) is well defined, i.e. the class [a0] ∈ A/A′

is independent of the choice of a0 — if (a0, ζd), (b0, ζd) ∈ H ∩ c, then (a0, ζd)(b0, ζd)
−1 =

(a0 − b0, 1) by Lemma 2.0.1 and hence a0 − b0 ∈ A′.

We show that (1) and (2) describe inverse assignments. Starting with H ≤ G, let A′,

a0 be as described in (1). Further let H ′ be described in (2) arising from (A′, [a0]). Clearly

H ′ ⊆ H. Moreover, for any (a, ζkd ) ∈ H, note that (
∑k−1

i=0 ζ
i
da0, ζ

k
d ) = (a0, ζd)

k ∈ H ′ ⊆ H.

Therefore, (a, ζkd ) · (a0, ζd)−k = (a −
∑k−1

i=0 ζ
i
da0, 1) ∈ H and hence a −

∑k−1
i=0 ζ

i
da0 ∈ A′.

Thus, (a −
∑k−1

i=0 ζ
i
da0, 1) ∈ H ′ and since (

∑k−1
i=0 ζ

i
da0, ζ

k
d ) ∈ H ′, the group H ′ has the

element (
a−

k−1∑
i=0

ζida0, 1

)
·

(
k−1∑
i=0

ζida0, ζ
k
d

)
= (a, ζkd ),

so H ⊆ H ′.

Conversely, starting with (A′, [a0]), let H be as described in (2). Let (B′, [b0]) be as

described in (1) arising from H. Clearly A′ ⊆ B′. Suppose for contradiction that there is

some a ∈ B′ \ A′. in particular, (a, 1) ∈ H. Choose a so that (a, 1) can be written as a

product of the form

(a0, ζd)
k1 · (α1, 1) · (a0, ζd)k2 · (α2, 1) · · ·
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of shortest possible length. This product must be of the form

(a0, ζd)
k1 · (α1, 1) · (a0, ζd)k2 · (α2, 1) · · · (a0, ζd)kn

and k1 = −kn, so

(α1, 1) · (a0, ζd)k2 · (α2, 1) · · · = (a0, ζd)
−k1 · (a, 1) · (a0, ζd)−kn = (ζ−k1d a, 1).

Since the product is as short as possible, ζ−k1d a ∈ A′, but since A′ is a Z[ζd]-module, this

means that a ∈ A′, which is a contradiction. Hence, A′ = B′. Moreover, b0 could have

been chosen to be a0 in the first place, so [a0] = [b0].

In view of Proposition 10.1.6, we describe how the global monodromy of

vc = ((a1, ζd), . . . , (an, ζd))

is determined.

Notation 10.1.7. Given an n-tuple (or an n-row or column vector) v = (a1, . . . , an) ∈ A

where A is a Z[t, t−1]-module, writeMG,1(v) for the Z[t, t−1]-module generated by {ai−ai0 :

i = 1, . . . , n} for any i0 ∈ {1, . . . , n}. Note that MG,1(v) does not depend on the choice

of i0. Equivalently, MG,1(v) is generated by {ai − aj : i, j = 1, . . . , n}. Further note that,

under Convention 10.1.3, MG,1(v) is defined when A is a Z[X]/(Xd − 1)-module.

The following proposition establishes that the global monodromy of vc is determined

exactly by MG,1(vA) and the congruence class of ai0 modulo MG,1(vA) for any i0 where

vA = (a1, . . . , an).

Proposition 10.1.8. Let d ≥ 2 be an integer, let Z[ζd] = Z[ζd]all, let A be a Z[ζd]-module,

let G = A ⋊ ⟨ζd⟩, and let c = {(a, ζd) ∈ G : a ∈ A}. Given vc = (g1, . . . , gn) ∈ cn, write

gi = (ai, ζd) and vA = (a1, . . . , an). The following hold:

1. MG(vc) ∩ c = {(ai0 + α, ζd) : α ∈MG,1(vA)} for any i0 ∈ {1, . . . , n}.
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2. MG(vc) ∩ (A⋊ ⟨1⟩) =MG,1(vA)⋊ ⟨1⟩ ∼=MG,1(vA).

3. MG(vc) = ⟨gi0 ,MG,1(vA)⋊ ⟨1⟩⟩ for any i0 ∈ {1, . . . , n}.

In other words, the global monodromy MG(vc) of vc ∈ cn is determined (in the sense of

Proposition 10.1.6) exactly by MG,1(vA) and the equivalence class of ai0 modulo MG,1(VA)

where vA is the element of A⊕n corresponding to vc ∈ cn. In particular, writing vc, wc ∈ cn

by

vc = ((a1, ζd), . . . , (an, ζd))

wc = ((b1, ζd), . . . , (bn, ζd)),

vc and wc have the same global monodromy if and only if MG,1(vA) and MG,1(wA) are

equal and ai and bj are equivalent modulo this submodule of A.

Proof. By Lemma 2.0.1, (ai, ζd)·(a1, ζd)−1 = (ai−a1, 1). In particular,MG(vc), which is by

definition generated by g1, . . . , gn, is also generated by gi0 , (a1−ai0 , 1), (a2−ai0 , 1) . . . , (an−

ai0 , 1) for any i0. Furthermore, the elements a ∈ A such that (a, 1) ∈MG(vc) form a Z[ζd]-

module — if (a, 1) is in MG(vc), then (ai0 , ζd) · (a, 1) · (ai0 , ζd)−1 = (ζda, 1). Therefore,

MG(vc)∩(A⋊⟨1⟩) containsMG,1(vA)⋊⟨1⟩, and henceMG(vc)∩c contains all the elements

of the form (α, 1) · (ai0 , ζd) = (ai0 + α, ζd) where α ∈ MG,1(vA). This containment is

strict because gi, for i = 2, . . . , n, is recovered by letting α = a1 − ai0 . In particular,

MG(vc) ∩ (A ⋊ ⟨1⟩) equals MG,1(vA) ⋊ ⟨1⟩ as well. We have thus shown (1), (2), and

(3).

Corollary 10.1.9. Let d ≥ 2 be an integer and let ℓ ∤ d be a prime number. Let G =

A ⋊ ⟨ζd⟩ where A is a quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]all. Factorize Zℓ[ζd] as the product∏
i∈I Bi of DVR’s similarly to (4.1.9). In particular, A factorizes as a product

∏
i∈I′ Bi/(ℓ)

of fields, where I ′ is a subset of I. Let c be the subset of G consisting of the elements of

the form (a, ζd) for a ∈ A. Let vc = (g1, . . . , gn) ∈ cn, write gj = (aj , ζd), and write

vA = (a1, . . . , an). Further write vA,i for the Bi/(ℓ)-component (a1,i, . . . , an,i) of vA.
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Then,MG(vc) is determined exactly by the Bi/(ℓ)-modulesMG,1(vA,i) and theMG,1(vA,i)-

equivalence class of aj0,i, which does not depend on the choice of j0. More precisely,

MG,1(vA) =
∏
iMG,1(vA,i) and the MG,1(vA)-equivalence class of aj0 (which corresponds

to theMG,1(vA,i)-equivalence classes of aj0,i) determine (in the sense of Proposition 10.1.6)

MG(vc). Furthermore,

MG,1(vA,i) =


Bi/(ℓ) if at least two of a1,i, . . . , an,i are different

0 otherwise.

Proof. By Proposition 10.1.8, MG(vc) is determined exactly by MG,1(vA), which is gen-

erated the A-module generated by a2 − a1, . . . , an − a1, and the MG,1(vA)-equivalence

class of a1. The A-module MG,1(vA) corresponds to the tuple of its Bi/(ℓ)-components,

which are generated by a2,i − a1,i, . . . , an,i − a1,i and hence are MG,1(vA,i). Moreover, the

MG,1(vA)-equivalence class of aj0 corresponds to the tuple of the MG,1(vA,i)-equivalence

classes of aj0,i. Lastly, since Bi/(ℓ) is a field, MG,1(vA,i) is Bi/(ℓ) itself if and only if any

of the a2,i − a1,i, . . . , an,i − a1,i is nonzero.

Proposition 10.1.10. Let d ≥ 2 be an integer, let Z[ζd] = Z[ζd]all, let A be a Z[ζd]-module,

let G = A ⋊ ⟨ζd⟩, and let c be the set {(a, ζd) : a ∈ A}. Given vA = (a1, . . . , an) ∈ A⊕n,

identify vA with vc ∈ cn under Convention 10.0.1. The boundary monodromy MB(vc)

equals (
∑n

i=1 ζ
i−1
d ai, ζ

n
d ). Therefore, with n fixed, the boundary monodromy of an element

of cn is determined exactly by the linear invariant
∑n

i=1 ζ
i
dai.

Proof. The boundary monodromy of cn is

(a1, ζd) · · · (an, ζd),

and calculating this as (
∑n

i=1 ζ
i−1
d ai, ζ

n
d ) is immediate.

In view of Corollary 10.1.9 and Proposition 10.1.10, we introduce the following termi-

nology to more easily discuss the boundary and global monodromy invariants when using
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Convention 10.0.1.

Definition 10.1.11. Let d ≥ 2 be an integer, and let Z[ζd] = Z[ζd]all. Given a Z[ζd]-

module A, and vA = (a1, . . . , an) ∈ A⊕n, we defineMB(v) :=
∑n

i=1 aiζ
i
d to be the boundary

monodromy of vA. In view of Proposition 10.1.10, MB(vc) = (ζ−1
d MB(vA), ζ

n
d ) where vc

corresponds to vA under Convention 10.0.1.

By the global monodromy MG(vA) of vA, we mean the global monodromy MG(vc) of

vc = ((a1, ζd), . . . , (an, ζd)) ∈ cn. Proposition 10.1.8 shows that MG(vA) is determined

exactly by MG,1(vA) and the MG,1(vA)-equivalence class of a1, . . . , an. In the case that A

is a quotient of Z/ℓZ[ζd] with ℓ ∤ d a prime number, Corollary 10.1.9 in fact shows that

MG(vA) is determined exactly by whether a1,i, . . . , an,i ∈ Bi are the same and, if so, what

this value is across the i’s indexing the factorization Z/ℓZ[ζd] =
∏
iBi.

10.2 A nice change of basis

Let C be the n× n matrix over Z[t, t−1] given by

C =



1 1 0 0 · · · 0 0

1 −1
t

1
t 0 · · · 0 0

1 0 − 1
t2

1
t2

· · · 0 0

1 0 0 − 1
t3
· · · 0 0

...
...

...
...

. . .
...

...

1 0 0 0 · · · − 1
tn−2

1
tn−2

1 0 0 0 · · · 0 − 1
tn−1



. (10.2.1)

We describe how the change of basis by C changes the presentations of the unreduced Burau

matrices ψn(σi), the unitary matrix Hn, and the boundary monodromy function — the

presentations are essentially given by the matrices and vectors computed in Lemma 10.2.1.

In particular, Bn acts on the vectors under the change of basis by C by the reduced Burau

representation ψrn on all but the first coordinate.
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Let A be a Z[t, t−1,det(C)]-module. Given a vector v ∈ A⊕n, write vψn for the col-

umn vector of v with respect to the elementary basis elements e1, . . . , en ∈ A⊕n and vC

for the column vector of v with respect to the basis elements
∑n

i=1 ei, e1 −
1
t e2,

1
t e2 −

1
t2
e3, . . . ,

1
tn−2 en−1 − 1

tn−1 en. In particular, vψn = CvC for every v. The action of σi ∈ Bn

via the unreduced Burau representation ψn acting on A⊕n sends a column vector vψn to

ψn(σi)vψn . Correspondingly, the action of σi sends a column vector vC to (C−1ψn(σi)C)vC .

Moreover, letting h be the Hermitian form (5.1.2) given by Hn, we have h(v, w) =

v∗ψn
Hnwψn = v∗C(C∗HnC)wC , so h is given by the matrix C∗HnC with respect to the

change of basis. Lastly, the boundary monodromy function is given by the row vector(
t t2 · · · tn

)
multiplied to the left of vψn (and evaluated at t = ζd), so the function

is given by the multiplication by

(
t t2 · · · tn

)
C−1 to the left of vC .

Lemma 10.2.1 calculates the matrices C−1ψn(σi)C, C∗Hn,−1,1C, and
(
t t2 · · · tn

)
C−1;

recall the notation Hn,a,b introduced after (5.1.1).

Lemma 10.2.1. 1. det(C) = (−1)n+1
∑n−1

i=0 ti

tn(n−1)/2

2. Over Z[t, t−1, det(C)],

C−1ψn(σi)C =

 1 0

0 ψrn(σi)


for every i = 1, . . . , n− 1.

3.

C∗Hn,−1,1C =

 S 0

0 Hr
n


where

S = −

(
n−2∑
i=1

(n− i− 1)ti + (n− 2) +
−1∑

i=−n+2

(n+ i− 1)ti

)
. (10.2.2)

Note that S = S.

4.

(
ζd ζ2d · · · ζnd

)
C =

(∑n
i=1 ζ

i
d 0 · · · 0

)
.
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Proof. One can verify (1) by applying elementary column operators to C to transform C

into an upper triangular matrix. One can also arithmetically verify (2), (3), and (4).

Therefore, writing vC =

(
α1 · · · αn

)T
, the action of Bn via ψn fixes the first

coordinate α1 and is given by ψrn on the other coordinates, the boundary monodromy of

v is a multiple of α1 by an invertible element, and the norm of v with respect to Hn is

α1 · α1 · S, where S is as in Lemma 10.2.1(3), plus the norm of

(
α2 · · · αn

)T
with

respect to Hr
n.

We also prove Lemma 10.2.2 and Lemma 10.2.3 to later establish the invertibility of

C and Hn,−1,1 over Zℓ[ζd]ζd ̸=1 in certain circumstances.

Lemma 10.2.2. Let d ≥ 2 be an integer. Let µd be a primitive dth root of unity in Q and

suppose that d ∤ n. Then 1−µd and
∑n−1

i=0 µ
i
d respectively divide d and d

gcd(d,n) as elements

of the ring Z[µd].

Proof. Given a primitive eth root of unity µ, we have Xe−1 + · · · + 1 =
∏e−1
i=1 (X − µi).

Evaluating at X = 1 yields e =
∏e−1
i=1 (1 − µi). Letting e = d proves that 1 − µd divides

d. Letting µ = µnd so that e = d
gcd(d,n) yields e =

∏e−1
i=1 (1 − µi). Since (1 − µ) =

(1− µd) ·
∑n−1

i=0 µ
i
d, we thus have that

∑n−1
i=1 µ

i
d divides e.

Lemma 10.2.3. The expression S in (10.2.2) equals t(1−t−n)
(1−t−1)

· 1−tn−2

1−t .
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Proof. This holds because

S − t−1S =

(
n−2∑
i=1

(n− i− 1)ti + (n− 2) +

−1∑
i=−n+2

(n+ i− 1)ti

)

−

(
n−3∑
i=0

(n− i− 2)ti + (n− 2)t−1 +

−2∑
i=−n+1

(n+ i)ti

)

=

(
tn−2 +

n−3∑
i=1

(n− i− 1)ti + (n− 2) + (n− 2)t−1 +

−2∑
i=−n+2

(n+ i− 1)ti

)

−

(
n−3∑
i=1

(n− i− 2)ti + (n− 2) + (n− 2)t−1 +

−2∑
i=−n+2

(n+ i)ti + t−n+1

)

= tn−2 +

n−3∑
i=1

ti −
−2∑

i=−n+2

ti − t−n+1

=

n−2∑
i=1

ti −
2∑

i=−n+1

ti

= (t− t−n+1) ·
n−3∑
i=0

ti.

Lemma 10.2.4 below translates Proposition 10.1.8 and Corollary 10.1.9 to describe the

global monodromy of a vector in Z/ℓZ[ζd]⊕n with respect to the base change by C.

Lemma 10.2.4. Let D ≥ 2 be an integer and let ℓ ∤ d be a prime number. Let G = A⋊⟨ζd⟩

where A is a quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1. Factorize Zℓ[ζd] as the product
∏
iBi

of DVR’s similarly to (4.1.9). Let n be an integer such that gcd(d, n) = 1. In particular,∑n−1
i=0 ζ

i
d and C are invertible over Z/ℓZ[ζd] by Lemma 10.2.1 and Lemma 10.2.2. Given

vA = vA,ψn = (a1, . . . , an)
T ∈ A⊕n written with respect to the standard basis of A⊕n, write

vA,C = (a′1, . . . , a
′
n)
T for its base change under C, i.e. vA,ψn = CvA,C. Write additional

subscripts of i on vectors over A or elements of A to indicate Bi/(ℓ)-components; for

instance vA,i is the Bi/(ℓ)-component of vA and a1,i is the Bi/(ℓ)-component of a1.

The following hold:

1. MG,1(vA,i) ⊆ Bi/(ℓ) is Bi/(ℓ) if and only if at least one of a′2,i, . . . , a
′
n,i is nonzero
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and is 0 otherwise.

2. MG(vA) is determined (as per Proposition 10.1.6) by MG,1(vA) and

a′1 =

(
n∑
i=1

ζid

)−1

MB(vA).

In particular, with d, ℓ, n fixed,MG(vA) is determined exactly by a′1 and by which among the

Bi/(ℓ)-components of (a′2, . . . , a
′
n)
T are zero. In fact, MG,1(vA) is the A-module generated

by a′2, . . . , a
′
n.

Proof. We show (1). By Corollary 10.1.9, MG,1(vA,ψn,i) is 0 if and only if the Bi/(ℓ)-

component of vA,ψn has all of the same coordinates. Since vA,ψn = CvA,C , this is turn

happens exactly when (a′2,i, . . . , a
′
n,i)

T is zero. Otherwise, MG,1(vA,ψn,i) is Bi/(ℓ).

We now show (2). By Corollary 10.1.9, MG(vA) is determined by MG,1(vA) and a1,

which equals a′1 + a′2. If (a
′
2,i, . . . , a

′
n,i)

T is nonzero, then MG,1(vA,i) = Bi/(ℓ). Otherwise,

a1,i = a′1,i. In either case, a1,i and a
′
1,i are in the same MG,1(vA,i)-equivalence class, so a′1

and a1 are in the same MG,1(vA)-equivalence class. Therefore, MG(vA) is determined by

MG,1(vA) and a
′
1 as desired. Also recall from Lemma 10.2.1 and the discussion preceding

it that MB(vA) =
∑n

i=1 ζ
i
da

′
1.

10.3 The Orbits of the unreduced Burau representation eval-

uated at t = ζd modulo ℓ are determined by three in-

variants

In Theorem 10.3.7, we show that the orbits of the unreduced Burau representations eval-

uated at t = ζd modulo ℓ for sufficiently large n are determined by the three invariants —

the global monodromy, the boundary monodromy, and the norm — of their elements.

Via Lemma 10.3.1, we first establish orbits of the action of SU to later use the fact

(Section 10.2) that the unreduced Burau representation is essentially almost given by the
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reduced Burau representation and to use Venkataramana’s [43] results showing that the

reduced Burau representation is an arithmetic subgroup of the appropriate unitary group.

Lemma 10.3.1. Let d ≥ 3 be an integer, let ℓ ∤ d be a prime number, and let n ≥ 4 be

an integer. Let A = Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1 or an involution ring quotient thereof. In

particular, A factors in the form
∏
iDi/(ℓ) where the indices i here run over a subset of

the indices i appearing in the factorization Zℓ[ζd] =
∏
iDi recorded in (4.1.10) where the

Di are division or double division rings with involution. Equip A⊕n with a nonsingular

εA-Hermitian form H (see Notation 4.0.1). Write Hi for the Di/(ℓ)-component of H as

in Lemma 4.0.8; the Hi are nonsingular. Whenever Di is a double division ring, write

Di = Bi × B′
i where B

′
i = Bi is an integral domain and the involution on Di is given by

(a, b) 7→ (b, a). Let v1, v2 ∈ A⊕n and write v1,i, v2,i for the Di-component of v1 and v2.

Then, v1 and v2 are in the same orbit under the action of SU(A⊕n) if and only if the

exactly one of the following hold for each i:

1. v1,i and v2,i are both 0,

2. The norms Hi(v1,i, v1,i) and Hi(v2,i, v2,i) are equal and invertible elements of Di.

3. Di is an integral domain, v1,i and v2,i are both nonzero, and have zero norm.

4. Di is a double division ring, and v1,i and v2,i either both have zero Bi/(ℓ)-component

and nonzero B′
i/(ℓ)-component, or vice versa.

5. Di is a double division ring, v1,i and v2,i both have nonzero Bi/(ℓ) and B′
i/(ℓ)-

components, and v1,i and v2,i both have zero norm.

Proof. Since SU(A) ∼=
∏
i SU(Di/(ℓ)

⊕n), it suffices to prove that the properties described

in (1)-(5) determine orbits of the action of SU(Di/(ℓ)
⊕n) on Di/(ℓ)

⊕n. Moreover, note

that the properties (of being 0, having a specific norm, having zero Bi/(ℓ) and B′
i(ℓ)

components) are all preserved under SU(Di/(ℓ)
⊕n), so the “only if” direction holds. We

now prove the “if” direction.
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First suppose that ζd = −1 in Di, which can only occur when d is even. In this case,

only (1) or (3) can occur. Clearly, 0 forms its own orbit. If v1,i and v2,i are both nonzero,

then they are in the same orbit under SU(Di/(ℓ)
⊕n) ∼= Sp(Di/(ℓ)

⊕n).

Now suppose that ζd ̸= −1 in Di instead. Again, 0 forms its own orbit. To establish

that (2) describes an orbit, suppose that the norms of v1, v2 ∈ Di/(ℓ)
⊕n are equal and

invertible as elements of Di/(ℓ) (in fact of Di/(ℓ)
·). By Lemma 4.0.7, (Di/(ℓ)

⊕n, Hi) =

(⟨vj⟩, Hi|⟨vj⟩) ⊥ (⟨vj⟩⊥, Hi|⟨vj⟩⊥) for j = 1, 2. In particular, (⟨vj⟩⊥, Hi|⟨vj⟩⊥) is nonsin-

gular, so it has an orthornomal basis by Proposition 4.1.7. Any automorphism φ on

Di/(ℓ)
⊕n sending v1 and v2 and an orthonormal basis of (⟨v1⟩⊥, Hi|⟨v1⟩⊥) to an orthonor-

mal basis of (⟨v2⟩⊥, Hi|⟨v2⟩⊥) is an element of U(D⊕n
i ). Scaling one of the basis ele-

ments of (⟨v2⟩⊥, Hi|⟨v2⟩⊥) by 1
detφ and replacing φ accordingly thus makes φ an element

of SU(Di/(ℓ)
⊕n) sending v1 to v2.

To establish that (3) and (5) describe orbits, now suppose that the conditions specified

in (3) or (5) hold. Via Proposition 4.1.7, identify an orthonormal basis of Hi and write

v1,i =



a1

a2
...

an


, v2,i =



b1

b2
...

bn


with respect to the orthornormal basis. In the case that Di is a double division ring,

replace v1,i and v2,i if necessary with some vectors in the same SU-orbit so that at least

one coordinate in each is in Di/(ℓ)
×. Without loss of generality, say that a1, b1 ∈ Di/(ℓ)

×.

Letting w =

(
−a1 0 · · · 0

)T
, note that w ⊥ (v + w) and that the norms of w and

v + w are nonzero and additive inverses of each other. By Lemma 4.1.5, there is some

u ∈ Di/(ℓ)
× such that u · u = −1. Letting yw :=

(
−a1 0 0 · · · 0

)T
and yv+w :=(

0 ua1 0 · · · 0

)T
, note that yw ⊥ yv+w, that w and yw have the same norms and

that v + w and yv+w have the same norms. Using Lemma 4.0.7 and Proposition 4.1.7

similarly as before, we can add orthonormal bases of ⟨w, v + w⟩⊥ and ⟨yw, yv+w⟩⊥ to the
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lists (w, v+w) and (yw, yv+w) respectively to obtain orthogonal bases of Di/(ℓ)
⊕n, then let

φ be the automorphism of Di/(ℓ)
⊕n sending the former orthogonal basis to the latter. By

replacing u with an appropriate scalar multiple (alternatively, by scaling one of the added

orthonormal basis vectors), φ in fact becomes an element of SU(Di/(ℓ)
⊕n). Thus, v1,i is in

the same orbit as yv+w−yw =

(
a1 ua1 0 · · · 0

)T
. Similarly, v2,i is in the same orbit

as

(
b1 u′b1 0 · · · 0

)
for some u′ ∈ Di/(ℓ)

× assuming, without loss of generality, that

b1 ̸= 0. In fact, just as argued before,

(
a1 ua1 0 · · · 0

)T
is in the same orbit as(

a1 ua1 b1 u′b1 · · · 0

)T
, which is also in the same orbit as

(
b1 u′b1 0 · · · 0

)
.

Thus, v1,i and v2,i are in the same orbit as desired.

To establish that (4) describes an orbit, suppose that Di is a double division ring,

without loss of generality, that v1,i and v2,i both have nonzero Bi/(ℓ)-component and zero

B′
i/(ℓ)-component. Note that SU(Di/(ℓ)

⊕n) ⊂ SL(Bi/(ℓ)
⊕n)× SL(B′

i/(ℓ)
⊕n) is the image

of SL(Bi/(ℓ)
⊕n) under the embedding τ 7→ τ×(τT )−1. In particular, there is some element

of SL(Bi/(ℓ)
⊕n) taking the Bi/(ℓ)-component of v1,i to that of v2,i and hence there is an

element of SU(Di/(ℓ)
⊕n) taking v1,i to v2,i.

We induct on n to prove that the orbits of the unreduced Burau representation on

Z/ℓZ[ζd]⊕n are determined by the three invariants. Proposition 10.3.2 serves as the base

case to this induction.

Proposition 10.3.2. Let d ≥ 3 be an integer, let ℓ ∤ d be a prime number, and let A be

an involution ring quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1. Suppose that n ≥ 4 is an integer

such that gcd(d, n(n− 2)) = 1 and the image of ψrn evaluated at ζd ∈ A modulo ℓ contains

SU(A⊕(n−1)) where A⊕(n−1) is equipped with the Hermitian form h̃rn (see Section 5.1).

The orbit of any element vA ∈ A⊕n under the action of Bn via ψn evaluated at ζd

modulo ℓ is determined precisely by the global monodromy MG(vA), the boundary mon-

odromy MB(vA) (Definition 10.1.11), and norm under h base changed to A as described

in Section 5.1, where h is given by the unitary matrix Hn,−1,1.

Remark 10.3.3. Suppose that A = Z/ℓZ[X]/(X +1). For n ≥ 4, the orbits of vA ∈ A⊕n
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under the action of Bn via ψn evaluated at ζd modulo ℓ are determined precisely by the

global monodromy MG(vA) and the boundary monodromy MB(vA), cf. [13, Proof of

Proposition 2.7]. Indeed, since ζd = −1 and since the involution on A is trivial, one can

compute

v∗AHn,−1,1vA = −MB(vA)
2.

so the boundary monodromy determines the norm of vA under the Hermitian form given

by Hn,−1,1.

Proof. Factorize A =
∏
iDi/(ℓ) as in Lemma 10.3.1 and write Di = Bi if Di is an integral

domain and Di = Bi ×B′
i if Di is a double division ring.

Proposition 10.1.5 and Proposition 10.1.10 show that any two elements in the same

orbit have the same global and boundary monodromies. The discussion in Section 5.1

describes that the action of Bn preserves the norm under h. Conversely, we show that any

two elements of A⊕n with the same monodromies and norm are in the same orbit.

Since ℓ ∤ d and since gcd(d, n) = 1,
∑n

i=1 ζ
i
d is invertible in A by Lemma 10.2.1.

In particular, the matrix C, evaluated at t = ζd, specified in (10.2.1) is invertible by

Lemma 10.2.2. Writing vψn and vC for the column vectors of v ∈ A⊕n with respect to

the elementary bases e1, . . . , en and
∑n

i=1 ei, e1 −
1
t e2,

1
t e2 −

1
t2
e3, . . . ,

1
tn−2 en−1 − 1

tn−1 en

respectively, recall from Section 10.2 that the action of σi ∈ Bn on vC is given by

C−1ψn(σi)C =

 1 0

0 ψrn(σi)

, that the boundary monodromy function is given by the

multiplication by

(
ζd ζ2d · · · ζnd

)
C−1 =

(∑n
i=1 ζ

i
d 0 · · · 0

)
to the left of vC , and

that C∗Hn,−1,1C =

 S 0

0 Hr
n

 is the matrix of h under the base change by C. By

Lemma 10.2.3 and Lemma 10.2.2 and since gcd(d, n(n− 2)) = 1, S is invertible in A. For

the rest of this proof, let Hn = Hn,−1,1.

Writing vC =

(
α1 · · · αn

)T
, further recall that the action of Bn via ψn fixes the

first coordinate α1 and is given by ψrn on the other coordinates, the boundary monodromy

of v is a multiple of α1 by an invertible element, and the norm of v with respect to Hn is
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S · α1 · α1 plus the norm of

(
α2 · · · αn

)T
with respect to Hr

n.

Now say that v, w ∈ A⊕n have the same monodromies and norm and write vC =(
α1 · · · αn

)T
, wC =

(
β1 · · · βn

)T
. It suffices to show that vC and wC are in the

same orbit under the action of the group of matrices of the form

 1 0

0 ψrn(σ)

 ,

with σ ∈ Bn. Since v and w have the same boundary monodromy, α1 = β1. Moreover,

v′C :=

(
α2 · · · αn

)T
and w′

C :=

(
β2 · · · βn

)T
have the same norm given by Hr

n since

vC and wC have the same norm given by C∗HnC. Equivalently, v′C and w′
C have the same

h̃rn-norm because h̃rn is given by Hr
n over factors Di where ζd ̸= −1 and h̃rn is a symplectic

form over factors Di where ζd = −1 and Hr
n evaluates to 0 at t = ζd = −1.

By [43, Lemma 13], detHr
n, before evaluating t, is

(
t+1
t

)n−1
(
tn−1
t−1

)
. Thus, the Hermi-

tian form given by Hr
n is nonsingular exactly when t+1 and tn−1

t−1 =
∑n−1

i=0 t
i evaluate to be

invertible values. The only Di on which t+1 is not invertible is Di = Zℓ[X]/(X+1), which

is a factor of Zℓ[ζd] only when d is even. In this case, n must be odd since gcd(d, n(n− 2))

is assumed to be 1. In particular, det H̃r
n = 1 by (5.1.4), so h̃rn is nonsingular.

By Lemma 10.2.4, when a vector v has fixed boundary monodromy, its global mon-

odromy is determined exactly by the sets

{Bi : the Bi/(ℓ)-component of v′C is nonzero}

{B′
i : Di = Bi ∪B′

i and the B′
i/(ℓ)-component of v′C is nonzero}.

For each factor Di, write v
′
C,i and w

′
C,i for the Di-components of v′C and w′

C . In particular,

v′C,i = 0 if and only if w′
C,i = 0. Similarly, when Di = Bi × B′

i, the Bi/(ℓ)-component

(resp. B′
i/(ℓ)-component) of v′C,i is 0 if and only if the corresponding component of w′

C,i is

zero. Lemma 10.3.1 hence shows that v′C and w′
C are in the same orbit under the action

of SU(A⊕(n−1)).
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Lemma 10.3.4 is the main idea driving the inductive step of the aforementioned induc-

tion. It establishes that each orbit of the unreduced Burau representation has a vector

with a specified, “nice” first coordinate and that truncating this first coordinate preserves

the global monodromy. If two vectors have the same monodromies, norm, and first coor-

dinate, then Lemma 10.3.6 then shows that truncating the first coordinates from the two

vectors results in vectors with the same boundary monodromy and norm.

Lemma 10.3.4. Let d ≥ 3 be an integer, let ℓ ∤ d be a prime number, let A be an

involution ring quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1, and let n ≥ 6 be an integer such that

gcd(d, n) = 1. Say that v = vψn =

(
a1 a2 · · · an

)T
∈ A⊕n is a column vector. Write

Di and Bi, B
′
i as in the proof of Proposition 10.3.2. Write MG,i = MG,1(vψn,i) ⊆ Di for

each i.

There is some column vector w = wψn =

(
b1 b2 · · · bn

)T
∈ A⊕n such that, writing

wtrun
ψn

=

(
b2 b3 · · · bn

)T
,

• MG(vψn) =MG(wψn) =MG(w
trun
ψn

),

• MB(vψn) =MB(wψn),

• N(vψn) = N(wψn), where N is the norm with respect to Hn,−1,1, and

• b1,i is

bi :=



0 if MG,i = Di

(0, β′) if Di = Bi ×B′
i and MG,i = Bi/(ℓ)× 0

(β, 0) if Di = Bi ×B′
i and MG,i = 0×B′

i/(ℓ),

γ if MG,i = 0

(10.3.1)

for every i; here, we let γ ∈ Di be any MG,i-congruence class representative such

that MG(vψn,i) is determined (in the sense of Proposition 10.1.6) by MG,i and γ and

we write γ = (β, β′) if Di = Bi ×B′
i.
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Remark 10.3.5. Like Proposition 10.3.2, Lemma 10.3.4 requires d and n to be relatively

prime because both facts require the change of basis by C. However, unlike Proposi-

tion 10.3.2, Lemma 10.3.4 does not require d and n− 2 to be relatively prime — whereas

the former requires the expression S introduced in Lemma 10.2.1 to be invertible, the

latter does not.

Proof. Let wψn ∈ A⊕n. Write vψn,i for theDi/(ℓ)-component of v = vψn . WriteN(vψn,i) =

v∗ψn,i
Hn,−1,1vψn,i ∈ D·

i norm of vψn,i. WriteMB,i ∈ Di for
(∑n−1

i=0 ζ
i
d

)−1
·MB(vψn,i), which

is well defined by Lemma 10.2.2. If vψn,i has all the same coordinates, then MG(vψn,i) ∩

(Di/(ℓ)⋊ ⟨1⟩) = 0⋊ ⟨1⟩ by Corollary 10.1.9. In this case, MG(vψn,i) = MG(wψn,i) if and

only if vψn,i = wψn,i.

Now suppose that vψn,i has at least two distinct coordinates. If Di = Bi × B′
i and

MG,i = Bi/(ℓ)×0, then β′ in the definition (10.3.1) equals the B′
i/(ℓ)-components of all of

a1,i, . . . , an,i. In this case, MG(vψn,i
) =MG(wψn,i) if and only if the B′

i/(ℓ)-components of

vψn,i
and wψn,i

coincide. By symmetry, analogous facts are true when MG,i = 0×B′
i/(ℓ).

MB,i N(vψn,i) MG,i wC,i wψn,i

Invertible Any Di


MB,i

−MB,i

0
α




0

(1− ζ−1
d )MB,i

MB,i + αζ−2
d

MB,i − αζ−3
d


0 ̸= 0 Di

0
0
α

  0

αζ−1
d

−αζ−2
d



0 0 Di


0
0
1
0
α




0

ζ−1
d

−ζ−2
d

αζ−3
d

−αζ−4
d


Table 10.1: Descriptions of the first several coordinates of wC,i such that the first coordinate
of wψn,i is bi = 0 when Di is an integral domain. The unwritten trailing coordinates of
wC,i are all 0. Since wψn,i = CwC,i, the unwritten trailing coordinates of wψn,i must be all
MB,i. Where appropriate, α ∈ Di is chosen via Lemma 4.1.5 to ensure that the norm of
wC,i equals N(vψn,i).

Tables 10.1, 10.2, and 10.3 list (the first several coordinates of the) column vectors

wC,i corresponding to desired wψn,i under the base change by C, i.e. wψn,i has the same
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MB,i N(vψn,i) MG,i wC,i wψn,i

Invertible Any Di


MB,i

−MB,i

0
α




0

(1− ζ−1
d )MB,i

MB,i + αζ−2
d

MB,i − αζ−3
d


(β, β′) Invertible S ·MB,i ·MB,i Bi/(ℓ)× 0

(
MB,i

(−β, 0)

) (
(0, β′)

(β, β′) + ζ−1
d (β, 0)

)
Invertible ̸= S ·MB,i ·MB,i Bi/(ℓ)× 0 N/A N/A

0 ̸= 0 (i.e. invertible) Di

0
0
α

  0

αζ−1
d

−αζ−2
d


0 ̸= 0 Bi/(ℓ)× 0 N/A N/A

0 0 Di


0
0
1
0
α




0

ζ−1
d

−ζ−2
d

αζ−3
d

−αζ−4
d


0 0 Bi/(ℓ)× 0

 0
0

(1, 0)

  0

(1, 0)ζ−1
d

−(1, 0)ζ−2
d


Table 10.2: Descriptions of the first several coordinates of wC,i such that the first coordinate
of wψn,i is bi when Di = Bi ×B′

i is a double division ring and MB,i is either invertible or
0. The unwritten trailing coordinates of wC,i are all 0. Since wψn,i = CwC,i, the unwritten
trailing coordinates of wψn,i must be all MB,i. Where appropriate, α ∈ Di is chosen via
Lemma 4.1.5 to ensure that the norm of wC,i equals N(vψn,i).

monodromies and norm as vψn,i and wC,i = C−1wψn,i. Recall from Section 10.2 that the

first coordinate of wC,i is exactlyMB,i. Furthermore, the first coordinate of wψn,i = CwC,i is

0 whenever the second coordinate in wC,i is −MB,i. In the other cases, the first coordinate

of wψn,i is bi as specified in Equation (10.3.1):

• In the second row of Table 10.2, i.e. when MB,i = (β, β′) is invertible, N(vψn,i) =

S ·MB,i ·MB,i, andMG,i = Bi/(ℓ)×0, we have wC,i =

(
MB,i (−β, 0) 0 · · · 0

)T
,

so the first coordinate of wψn,i is (0, β
′).

• In the fifth row of Table 10.3, i.e. when MB,i = (β, 0), N(vn,i) = 0, and MG,i =

0×B′
i/(ℓ), we have wψn,C =

(
MB,i 0 (0, 1) 0 · · · 0

)T
, so the first coordinate

of wψn,i is (β, 0).

We describe why the choices of wC,i (can be made to) have norm N(vψn,i). Note that
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MB,i N(vψn,i) MG,i wC,i wψn,i

(β, 0) ̸= 0 Di


MB,i

−MB,i

0
α




0

(1− ζ−1
d )MB,i

MB,i + αζ−2
d

MB,i − αζ−3
d


(β, 0) ̸= 0 Bi/(ℓ)× 0 or 0×B′

i/(ℓ) N/A N/A

(β, 0) 0 Di



MB,i

−MB,i

0
1
0
α





0

(1 + ζ−1
d )MB,i

MB,i + ζ−2
d

MB,i − ζ−3
d

MB,i + αζ−4
d

MB,i − αζ−5
d


(β, 0) 0 Bi/(ℓ)× 0

(
MB,i

−MB,i

) (
0

(1− ζ−1
d )MB,i

)
(β, 0) 0 0×B′

i/(ℓ)

MB,i

0
(0, 1)

  (β, 0)

(β, 0) + (0, 1)ζ−1
d

(β, 0)− (0, 1)ζ−2
d


Table 10.3: Descriptions of the first several coordinates of wC,i such that the first coordinate
of wψn,i is bi when Di = Bi × B′

i is a double division ring and MB,i is neither invertible
nor 0; without loss of generality, say that MB,i is of the form (b, 0) ∈ Bi/(ℓ) × B′

i/(ℓ).
The unwritten trailing coordinates of wC,i are all 0. Since wψn,i = CwC,i, the unwritten
trailing coordinates of wψn,i must be all MB,i. Where appropriate, α ∈ Di is chosen via
Lemma 4.1.5 to ensure that the norm of wC,i equals N(vψn,i).

the norm of wC,i is w
∗
C,i · (C∗Hn,−1,1C)wC,i = w∗

C,i

 S 0

0 Hr
n

wC,i. It is also convenient to

recall that a vector over Bi/(ℓ) × B′
i/(ℓ) with zero Bi/(ℓ) or B′

i/(ℓ)-component has zero

norm by Lemma 4.3.6. Moreover, note the use of the symbols α in the choices of wC,i in

multiple cases listed in the tables — in each of these cases, α is meant to be an element

of Di such that the norm of wC,i is N(vψn,i). If Di = Zℓ[X]/(X + 1), then Hr
n = 0, so the

norm is S ·MB,i ·MB,i. In this case, the norm is determined by MB,i, which is the first

coordinate of wC,i; choose α = 0 for instance. Otherwise, α chosen either to be 0 or to be

an invertible element of Di via Lemma 4.1.5. For example, wC,i is set to be of the form

wC,i =

(
MB,i −MB,i 0 α 0 0 · · · 0

)T
in the first row of each table. The norm
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of such a wC,i is

w∗
C,i

 S 0

0 Hr
n

wC,i = S ·MB,i ·MB,i + (−MB,i) · (−MB,i) ·
(ζd + 1)2

ζd
+ α · α · (ζd + 1)2

ζd
.

Since norms in this context are elements of D·
i and hence are either 0 or invertible, and

since (ζd+1) is invertible by Lemma 10.2.2, an α ∈ Di making the above expression equal

to N(vn,i) exists.

The tables contain some rows that correspond to impossible combinations of MB,i,

N(vψn,i), and MG,i. We remark on why these combinations are impossible. The combi-

nation specified by the third row of Table 10.2 cannot occur because if MG,i is Bi/(ℓ)× 0

(or 0×B′
i/(ℓ)), then the norm of wC,i must be S ·MB ·MB + 0 = S ·MB ·MB. Similarly,

combinations specified by the fifth row of Table 10.2 and by the second row of Table 10.3

cannot similarly cannot occur because the norm of wC,i must be 0 in these cases.

Recall from Lemma 10.2.4 that the global monodromy of wψn is determined exactly

by MG,1(wψn) and (
∑n

i=1 ζ
i
d)

−1MB(wψn) = (MB,i)i. The former is the Di/(ℓ)-module

generated by the coordinates of wC,i except for the first one. In each case as listed in the

tables, this Di-module is equal to MG,i.

Finally, we describe why wtrun
ψn

has the same global monodromy as wψn . By Corol-

lary 10.1.9, MG,i is the Di/(ℓ)-module generated by the differences between the coordi-

nates of wψn,i. Similarly, MG,1(w
trun
ψn,i

) is the Di/(ℓ)-module generated by the differences

between the coordinates of wtrun
ψn,i

. In each case as listed in the tables, MG,i coincides with

MG,1(w
trun
ψn,i

). The following are justifications to this claim, divided amongst similar cases

described in the tables:

• In the first rows of each table,

wψn,i =

(
0 (1− ζ−1

d )MB,i MB,i + αζ−2
d MB,i − αζ−3

d MB,i · · · MB,i

)T
.

Since n is assumed to be at least 6, wψn,i has some trailing coordinates of MB,i.
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In particular, the difference between the coordinates (1− ζ−1
d )MB,i and MB,i is the

invertible element −ζ−1
d MB,i and hence MG,1(w

trun
ψn,i

) = Di.

• In the second and third row of Table 10.1, the fourth, sixth, and seventh rows

of Table 10.2, and the fifth row of Table 10.3, MB,i equals the first coordinate of

wψn,i and since n ≥ 6, wψn,i has some trailing coordinates of MB,i. In particular,

truncating the first coordinate does not change the set of values of Di that are

coordinates of wψn,i and MG,1(w
trun
ψn,i

=MG,i.

• In the second row of Table 10.2, wψn,i has some trailing coordinates ofMB,i = (β, β′).

The difference between the coordinates (β, β′) + ζ−1
d (β, 0) and (β, β′) is the element

ζ−1
d (β, 0), which generates MG,i. Hence, MG,1(w

trun
ψn,i

=MG,i

• In the fourth row of Table 10.3, one can argue MG,1(w
trun
ψn,i

=MG,i as in the previous

case.

• In the third row of Table 10.3, if α = 0, then the difference between the coordinates

MB,i + ζ−2
d and MB,i − ζ−3

d is ζ−2
d + ζ−3

d . Since Di is assumed to be of the form

Bi×B′
i in this case, ζd is not a square root of −1 in Bi and in B′

i. Thus, ζ
−2
d +ζ−3

d =

ζ−3
d (1 + ζd) is invertible in Di and hence generates MG,i.

We now relate the boundary monodromies and norms of vectors obtained by adding

coordinates to shorter vectors. Note that the Lemma 10.3.6 below appends coordinates

to the end of a vector, but analogous statements that append coordinates to the front of

a vector also hold.

Lemma 10.3.6. Let d ≥ 2 be an integer, and let A be a Z[t, t−1]-module. Write Nn for

the norm on A⊕n given by Hn,−1,1.

1. If vn =

(
a1 · · · an

)T
∈ A⊕n and vn+1 =

(
a1 · · · an an+1

)T
∈ A⊕(n+1),



141

then

Nn+1(vn+1) = Nn(vn) +MB(vn) · t−n · an+1 +MB(vn) · tn · an+1 − an+1an+1.

In particular, if wn =

(
b1 · · · bn

)T
and wn =

(
b1 · · · bn an+1

)T
and if

MB(vn) = MB(wn), then Nn(vn) = Nn(wn) holds if and only if Nn+1(vn+1) =

Nn+1(wn+1).

2. Now suppose that A is a module over Z[ζd] = Z[ζd]ζd ̸=1. If vn =

(
a1 · · · an

)T
∈

A⊕n and vn+d =

(
a1 · · · an α · · · α

)T
∈ A⊕(n+d), then

Nn+d(vn+d) = Nn(vn)

Proof. 1. Calculate

Nn+1(vn+1) = v∗n+1Hn+1,−1,1vn+1

=

(
v∗n an+1

)


tn−1

Hn,−1,1
...

1

t−n+1 · · · 1 −1


 vn

an+1



=

(
v∗n an+1

)


Hnvn +


tn−1

...

1

 an+1

a1t
−n+1 + · · ·+ an − an+1



= v∗nHnvn + v∗n


tn−1

...

1

 an+1 + an+1(a1t
−n+1 + · · ·+ an − an+1)

= Nn(vn) + (a1t
n−1 + · · · an)an+1 + (a1t

−n+1 + · · ·+ an)an+1 + an+1 · an+1

= Nn(vn) +MB(vn) · t−n · an+1 +MB(vn) · tn · an+1 − an+1an+1.
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2. Writing M =


ζn−1
d · · · ζn+d−2

d

...
. . .

...

1 · · · ζd−1
d

, and noting that M

(
α · · · α

)T
= 0, we

similarly have

Nn+d(vn+d) = v∗n+dHn+d,−1,1vn+d

=

(
v1 · · · vn α · · · α

) Hn,−1,1 M

M∗ Hd,−1,1





v1
...

vn

α

...

α



= v∗nHn,−1,1vn +

(
α · · · α

)
Hd,−1,1


α

...

α

 .

= Nn(vn) + Σα · α,

where Σ is the sum of the entries of Hd,−1,1. The sum of the entries of Hd,−1,1 that

are strictly above the diagonal is

d−2∑
i=0

i∑
j=0

ζjd =

d−2∑
i=0

1− ζi+1
d

1− ζd

=
(d− 1)−

∑d−2
i=0 ζ

i+1
d

1− ζd

=
(d− 1)− (−1)

1− ζd

=
d

1− ζd
.
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Since Hd,−1,1 = H∗
d,−1,1 and since the diagonal entries of Hd,−1,1 are all −1,

Σ =
d

1− ζd
+

d

1− ζd
− d = 0.

Therefore, Nn+d(vn+d) = Nn(vn).

We now demonstrate the inductive step of the aforementioned induction argument.

Theorem 10.3.7. Let d ≥ 3 be an integer, let ℓ ∤ d be a prime number, and let A be an

involution ring quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1. Suppose that n ≥ max(6, d) is an

integer such that gcd(d, n(n − 2)) = 1 and the image of ψrn evaluated at ζd ∈ A contains

SU(A⊕(n−1)) where A⊕(n−1) is equipped with the εA-Hermitian form h̃rn — for every d ≥ 3

and all but finitely many ℓ (depending on d), this holds for n = 2d+1 by Corollary 5.3.3.

For all m ≥ n, orbits of the elements of A⊕m under the action of Bm via ψm evaluated

at ζd modulo ℓ are determined precisely by the global monodromy, boundary monodromy

(Definition 10.1.11), and norm under h base changed to A as described in Section 5.1,

where h is given by the unitary matrix Hm,−1,1.

Proof. Proposition 10.3.2 demonstrates the case m = n. Inductively suppose that the

claim holds for every m ∈ {n, n+1, . . . , k− 1} and suppose that v =

(
a1 a2 · · · ak

)T
and w =

(
b1 b2 · · · bk

)T
are two column vectors in A⊕k with the same global mon-

odromy, boundary monodromy, and norm. We show that v and w are in the same orbit.

Since the factorization Zℓ[ζd] ∼=
∏
iBi has at most d − 1 factors and since MG,1(vA) =∏

iMG,1(vA,i), there are some (at most) d coordinates aj1 , . . . , ajd such thatMG,1(aj,1, . . . , aj,d) =

MG,1(vA). Moreover, the actions by ψk(σi)
±1 allow us to swap positions of any specified

coordinate of v with a neighboring coordinate at the cost of possible changing the swapped

coordinate. In this manner, move the coordinates aj1 , . . . , ajd to be the first d coordinates

to obtain a vector v′ ∈ A⊕k and similarly obtain a vector w′ ∈ A⊕k for w. Replace v and

w with v′ and W ′ respectively.
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It now suffices to show that the new v and w are in the same orbit. For an integer

r ≤ k and a vector u ∈ A⊕k, let vr be the subvector of u of the first r-coordinates. Via

Lemma 10.3.4, produce vectors uv, uw ∈ A⊕n that have the same monodromies and norms

as vn and wn, whose first coordinates are the elements of A whose Di/(ℓ)-components

are given by Equation (10.3.1), and such that removing these first coordinates preserves

the global monodromy. We show that these first coordinates are equal. Recall that v

was arranged so that MG(vd) = MG(v). In particular, MG(vd) = MG(vn) and similarly,

MG(wd) = MG(wn). Since MG(v) = MG(w), we have MG(vn) = MG(wn) and hence

MG,1(vn,i) =MG,1(wn,i) for every i, so the first coordinates are indeed equal. By the base

case of the induction, i.e. Proposition 10.3.2, vn and wn are in the same orbits (under

the action of Bn via ψn) as vectors uv and uw respectively, so v and w are respectively in

the same orbits as vectors v′ and w′ such that v′n = uv and w′
n = uw. Let v

′
trail and w

′
trail

respectively be the vectors obtained by removing the first coordinates of v′ and w′. In

particular, MB(v
′
trail) = MB(w

′
trail). By Lemma 10.3.6, their norms (given by Hk−1,−1,1)

are equal. Moreover, since removing the first coordinates of uv and uw preserves their

global monodromy, MG(v
′
trail) = MG(w

′
trail). Thus, v′trail and w

′
trail are in the same orbit

(under the action of Bk−1 via ψk−1) by the inductive hypothesis and hence v′ and w′ are

in the same orbit.

10.4 The Ring of Connected Components of Hurwitz Schemes

Degree n-elements rg1 · · · rgn of the ring R of (10.1.1) are determined exactly by the orbit

of vg = (g1, . . . , gn) under the braiding action. In the case of interest, by which we mean

the case A = Z/ℓZ[ζd]ζd ̸=1, G = A⋊ ⟨ζd⟩, and c = {(a, ζd) : a ∈ A}, Theorem 10.3.7 shows

that this orbit is determined exactly by the global monodromy, boundary monodromy,

and norm of (the A-vector corresponding under Convention 10.0.1 to) vg.

Moreover, R has central elements

UD =
∑
g∈c

rD|g|
g (10.4.1)
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for integers D. If c is non-splitting, then there is some integer D such that the kernel and

cokernel of multiplication by UD are both of finite degree [15, Lemma 3.5]. In the case of

interest, any integer D fulfills this property.

Before showing this, we identify the complete set of orbits ofA⊕n under ψn. Lemma 10.4.1

establishes that there exist vectors vA = (a1, . . . , an)
T ∈ A⊕n of every possible combina-

tion of global monodromy, boundary monodromy, and norm, with some restrictions, for

every sufficiently large n.

For each division or double division ring quotientDi of Zℓ[ζd]ζd ̸=1, let aj,i be theDi/(ℓ)-

component of aj and let vA,i = (a1,i, . . . , an,i)
T . Write Di = Bi × B′

i if Di is a double

division ring and Di = Bi otherwise. By Corollary 10.1.9, MG,1(vA) =
∏
iMG,1(vA,i) and

each factor MG,1(vA,i) is a quotient ring of Di/(ℓ). More specifically, MG,1(vA,i) = 0 if

and only if a1,i, . . . , an,i are all equal, andMG,1(vA,i) = Bi/(ℓ)×0 (resp. 0×B′
i/(ℓ)) if and

only if the B′
i/(ℓ)-components (resp. Bi/(ℓ)-components) of a1,i, . . . , an,i are all equal.

Since MB(vA,i) =
∑n

j=1 aj,iζ
j
d, the Bi/(ℓ)-components (resp. B′

i/(ℓ)-components) of

the MB(vA,i) are determined by the Bi/(ℓ)-components (resp. B′
i/(ℓ)-components) of

the MB(vA,i). Moreover, N(vA,i) = v∗A,iHn,−1,1vA,i, so if the Di/(ℓ)-components of the

a1,i, . . . , an,i are all equal, then N(vA,i) is determined. If instead the Bi/(ℓ)-components

or B′
i/(ℓ)-components of the a1,i, . . . , an,i are all 0, then N(vA,i) = 0. Lemma 10.4.1 shows

that these are the only restrictions for large enough n.

Lemma 10.4.1. Let d ≥ 3 be an integer, let ℓ ∤ d be a prime number, let A be an involution

ring quotient of Z/ℓZ[ζd] = Z/ℓZ[ζd]ζd ̸=1, and let G = A⋊ ⟨ζd⟩. Write Di, Bi, and B
′
i as

above. Given MG ≤ G, say that MG is determined by A′ and [a0] ∈ A/A′ (in the sense of

Proposition 10.1.6), and write A′
i for the Di/(ℓ)-component of A′. Suppose that n ≥ 4 is

an integer such that gcd(d, n(n− 2)) = 1. For all m ≥ n, every MG ≤ G, every MB ∈ A,

and every N ∈ A·, there exists some vA ∈ A⊕m such that MG =MG(vA), MB =MB(vA),

and N = N(vA) if and only if the following hold:

• If A′
i = 0 then

– MB(vA,i) =MB((a0,i, a0,i, . . . , a0,i)
T ), and
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– N(vA,i) = N((a0,i, a0,i, . . . , a0,i)
T ).

• If A′
i = Bi/(ℓ)× 0 (resp. 0×B′

i/(ℓ)), then

– if the B′
i/(ℓ)-component (resp. Bi/(ℓ)-component) of a0,i is 0, then N(vA,i) = 0.

Proof. The “only if” direction follows from the discussion above. For the “if” direction, it

suffices to show this in the case that A = Di/(ℓ) is a division ring or double division ring.

We proceed inductively, first demonstrating the case m = n.

Given a vector vC = (a′1, . . . a
′
n) ∈ A⊕n corresponding to a vector vA ∈ A⊕n un-

der base change by C, i.e. vA = CvC , recall as in the proof of Proposition 10.3.2 that

MB(vA) =
∑n

i=1 ζ
i
da

′
1 and that N(vA) = v∗C · (C∗Hn,−1,1C)vC = v∗C

 S 0

0 Hr
n

 vC . Fur-

thermore, MG(vA) is determined (in the sense of Proposition 10.1.6) exactly by a′1 and

by which among the Bi/(ℓ)-components (and B′
i/(ℓ)-components of (a′2, . . . , a

′
n)
T are zero

by Lemma 10.2.4. Given MG, MB, and N , set the coordinates a′1, . . . , a
′
n of vC in the

following manner so that MG =MG(vA),MB =MB(vA), and N = N(vA):

• Let a′1 =
(∑n

i=1 ζ
i
d

)−1
MB; this ensures that MB(vA) =MB.

• If A′ = Di/(ℓ), then let (a′2, . . . , a
′
n)
T be some nonzero vector (in both the Bi/(ℓ)

and B′
i/(ℓ)-components if applicable) such that N = v∗C

 S 0

0 Hr
n

 vC — there is

a way to do so in which a′5, . . . , a
′
n are all 0 and (a′2, a

′
3, a

′
4) is either of the form

(a′2, 0, 0) or of the form (a′2, 0, a
′
4), depending on whether N − S · a′1a′1 is invertible,

by applying Lemma 4.1.5 similarly as in the proof of Lemma 10.3.4.

• If A′ = Bi/(ℓ) × 0, then let the B′
i/(ℓ) and Bi/(ℓ)-components of (a′2, . . . , a

′
n)
T be

0 and any nonzero vector respectively. Make similar choices when A′ = 0 × B′
i/(ℓ)

instead.

• If A′ = 0, then let (a′2, . . . , a
′
n)
T = 0.

For each of these choices, we have MG(vA) = MG and N(vA) = N , so this proves the

m = n case.
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Now suppose inductively that them = k−1 case holds for some k−1 ≥ n, and suppose

that we are given MG,MB, and N . If A′ = Di/(ℓ), then let vA,k−1 = (a1, . . . , ak−1)
T ∈

A⊕(k−1) be any vector such that MG = MG(vA,k−1),MB = MB(vA,k−1), and N =

N(vA,k−1). Letting vA = (a1, . . . , ak−1, 0)
T , we have that MG =MG(vA), MB =MB(vA),

and N = N(vA). If A
′ = 0, then let vA = (a0, . . . , a0)

T ∈ A⊕k.

If A′ = Bi/(ℓ) × 0, then we identify some appropriate vA,k−1 = (a1, . . . , ak−1)
T ∈

A⊕(k−1) and ak ∈ A to construct vA = (a1, . . . , ak−1, ak)
T . By Corollary 10.1.9, the B′

i/(ℓ)-

components of a1, . . . , ak must all equal that of a0. In particular, the B′
i/(ℓ)-components

of MB(vA,k−1) and ak are determined. The construction of vA requires

N = N(vA) = N(vA,k−1)+MB(vA,k−1)·ζ
−(k−1)
d ·ak+MB(vA,k−1)·ζk−1

d ·ak−akak (10.4.2)

by Lemma 10.3.6. Letting ak be any element of A with the same B′
i/(ℓ)-component as a0,

we need

MB(vA,k−1) =MB − ζkdak. (10.4.3)

Whether or not the B′
i/(ℓ)-component of a0 is 0, the inductive hypothesis produces some

vA,k−1 ∈ A⊕(k−1) such that (10.4.3) and (10.4.2) hold. This concludes the proof of the

lemma.

Lemma 10.4.2. Let d ≥ 3 be an integer. For a prime number ℓ ∤ d, let G = Z/ℓZ[ζd]ζd ̸=1⋊

⟨ζd⟩, and let c = {(a, ζd) : a ∈ Z/ℓZ[ζd]ζd ̸=1}. For all but finitely many prime numbers ℓ ∤ d,

[15, Lemma 3.5] holds for D = 1, i.e. the kernel and cokernel of R
UD−−→ R, r 7→ UDr

are of finite degree. More specifically, deg kerUD,deg cokerUD ≤ 2d+ 1.

Proof. Note that c is a non-splitting conjugacy class by Lemma 2.0.5. Given a subgroup

H of G, let Sn(H) denote the set of degree n elements rg1 · · · rgn , with gi ∈ c∩H such that

g1, . . . , gn generate H just as in [15, Lemma 3.5]. For any g ∈ c ∩ H, note that |g| = d.

The proof of loc. cit. shows that the map Sn(H)→ Sn+|g|(H), s 7→ r
|g|
g s is bijective for

all H ≤ G, all g ∈ c ∩H, and all sufficiently large n. To show that [15, Lemma 3.5] holds

for D = 1, the proof of loc. cit. shows that it suffices to show that different choices of
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g ∈ c ∩H induce the same bijection.

Given rg1 · · · rgn ∈ Sn(H) and ga, gb ∈ c∩H, let vG = (g1, . . . , gn), and let vG,a and vG,b

respectively be the length (n+ ℓ)-tuples (g1, . . . , gn, ga, . . . , ga) and (g1, . . . , gn, gb, . . . , gb)

respectively. Since ga, gb ∈ H and the global monodromy of vG is H, the global mon-

odromies of vG,a and vG,b are also H. Furthermore, (the A-vectors corresponding under

Convention 10.0.1 to) vG,a and vG,b have equal norm by Lemma 10.3.6. It is also immedi-

ate to check that vG,a and vG,b have equal boundary monodromies. Thus, for n ≥ 2d+ 1,

Theorem 10.3.7 and Corollary 6.2.9 show that vG,a and vG,b have the same braiding or-

bit, rdga and rdga indeed are the same bijection. Lemma 10.4.1 also shows that there are

n-tuples of elements of c of every possible combination of global monodromy, boundary

monodromy, and norm (satisfying certain restrictions) whenever n ≥ 2d + 1. Therefore,

deg kerUD, deg cokerUD ≤ 2d+ 1.

Remark 10.4.3. In the case of d = 2, the analogous statement holds with deg kerUD,

deg cokerUD = 4, cf. [13, The Proof of Proposition 2.7].
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[16] Alexander Grothendieck and Michèle Raynaud. Revêtements Étales et Groupe
Fondamental. Lecture Notes in Mathematics. Heidelberg: Springer Berlin, 1971.
doi: https://doi.org/10.1007/BFb0058656.

[17] Henri H. Cohen and Hendrik W. Lenstra Jr. Lenstra. “Heuristics on class groups
of number fields”. In: Number Theory Noordwijkerhout 1983. Ed. by Hendrik
Jager. Berlin, Heidelberg: Springer Berlin Heidelberg, 1984, pp. 33–62. isbn:
978-3-540-38906-4.

[18] Chris Hall. “Big symplctic or orthogonal monodromy modulo ℓ”. In: Duke Math-
ematical Journal 141.1 (2008), pp. 179–203.

[19] Godfrey H. Hardy and Srinivasa Ramanujan. “Asymptotic formulæ in combina-
tory analysis”. In: Proceedings of the London Mathematical Society 2.1 (1918),
pp. 75–115.

[20] Lalit Jain. “Big mod ℓ monodromy for families of G covers”. PhD thesis. Uni-
versity of Wisconsin-Madison, 2016.

[21] Christian Kassel and Vladimir Turaev. Braid Groups. Vol. 247. Graduate Texts
in Mathematics. New York: Springer Verlag, 2008.

[22] Nicholas M. Katz and Serge Lang. “Finiteness theorems in geometric classfield
theory”. In: Enseign. Math.(2) 27.3-4 (1981), pp. 285–319.

[23] Finn F. Knudsen. “THE PROJECTIVITY OF THEMODULI SPACE OF STA-
BLE CURVES, II: THE STACKS M g,n”. In: Mathematica Scandinavica 52.2
(1983), pp. 161–199. issn: 00255521, 19031807. url: http://www.jstor.org/
stable/24491475 (visited on 08/25/2023).

[24] Max-Albert Knus.Quadratic and Hermitian Forms over Rings. Vol. 294. Grundlehren
der mathematischen Wissenschaften. Heidelberg: Springer Berlin, 1991.

[25] Yuan Liu, Melanie Matchett Wood, and David Zureick-Brown. A predicted dis-
tribution for Galois groups of maximal unramified extensions. 2022. arXiv: 1907.
05002 [math.NT].

[26] James S. Milne. Lectures on Étale Cohomology. 2013.

[27] Jürgen Neukirch. Algebraic Number Theory. Heidelberg: Springer Berlin, 1999.

https://doi.org/10.2140/ant.2020.14.1895
https://doi.org/10.2140%5C%2Fant.2020.14.1895
https://doi.org/10.2140%5C%2Fant.2020.14.1895
https://arxiv.org/abs/1701.04541
https://doi.org/https://doi.org/10.4007/annals.2016.183.3.1
https://doi.org/https://doi.org/10.4007/annals.2016.183.3.1
https://doi.org/https://doi.org/10.1007/BFb0058656
http://www.jstor.org/stable/24491475
http://www.jstor.org/stable/24491475
https://arxiv.org/abs/1907.05002
https://arxiv.org/abs/1907.05002


151

[28] Behrang Noohi. “FUNDAMENTAL GROUPS OF ALGEBRAIC STACKS”. In:
Journal of the Institute of Mathematics of Jussieu 3.1 (2004), pp. 69–103. doi:
10.1017/S1474748004000039.

[29] Vladimir Platonov and Andrei Rapinchuk. Algebraic Groups and Number The-
ory. Trans. by Rachel Rowen. Translated by Rachel Rowen. Elsevier Science,
1993. isbn: 9780080874593.

[30] Bjorn Poonen. Lectures on rational points on curves. 2006. url: https://math.
mit.edu/~poonen/papers/curves.pdf.

[31] Bjorn Poonen. Rational Points on Varieties. Graduate Studies in Mathematics.
American Mathematical Society, 2017. isbn: 9781470437732. url: https://
books.google.com/books?id=bQVDDwAAQBAJ.

[32] Matthieu Romagny and Stefan Wewars. “Hurwitz Spaces”. In: Séminaries &
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