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Abstract

Computational and Graphical Methods in Nano-Photonic

Device Design

This thesis is primarily concerned with using computational methods to design novel
photonic components and use these results to improve our intuition of device design. In this work,
we seek to leverage optimization techniques, optical simulations, and an understanding of
electromagnetic theory to demonstrate the broad range of capabilities we now have in designing
novel photonic devices as well as developing new optical platforms.

Chapter 2 is focused on using doped semiconductors as a novel platform for optical
components in the mid-IR. We design and demonstrate Fresnel zone plates and frequency
selective surfaces embedded into silicon by selective doping. We explore using diffusion-doped
indium arsenide to create gradient-index profiles within the semiconductors to redirect the flow of
light. Due to the complexity of design, we implemented a multi-physics optimization routine to
design a lens and beam deflector.

In Chapter 3 we describe the use of a powerful design technique known as adjoint
optimization to design structures that enhance the emission from nitrogen vacancy (NV) color
centers in diamond. Here, we show how we used adjoint-optimization to create a nanoscale light
extractor that can extract up to 35x the amount of light from a single NV compared to NVs below
un-patterned diamond. Then we present an array of devices designed for NVs in (111) crystalline

diamond that showcase a wider range of capabilities enabled by adjoint optimization. We present



an extractor that selectively deflects emission based on NV orientation and an NLE that minimizes
the intensity of the excitation laser by up to 70% to protect photosensitive samples.

Finally, in Chapter 4, we focus on using graphical techniques alongside full-wave
simulations to understand the behavior of reflect-array metasurfaces. We show how these
metasurfaces can achieve a full 2 scattered field phase coverage with the addition of the reflective
back plane. A characteristic feature of these metasurfaces is that they can become perfect absorbers
and, around this point, the scattered field phase coverage is greatly reduced. We show how this

phenomenon occurs and what can be done to engineer this specific response.
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Figure 2.6 - a, b) Scanning electron microscope (SEM) image (top) and topographical map acquired using an
interferometric optical profiler (bottom) of the surface of the 3-um FSS. The surface is mainly smooth, but some
height variation is visible in the highly doped region due to swelling and surface damage. The asymmetry in the height
is attributed to the off-axis nature of the implant. ¢) FSS transmission measurements (solid) and corresponding FDTD
simulations (dotted lines). The dashed green line shows the atmospheric absorption peaks that correlated well to the
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Figure 2.7 — Calculated complex refractive index as a function of free carrier concentration for Si and InAs. InAs has

a larger real index change for a given value of the imaginary due to the higher electron mobilities over Si. ............. 23

Figure 2.8 — Proposed fabrication process of GRIN-based doped semiconductor optical devices. A SiNy masking layer
is placed down under a photoresist layer. The pattern is then lithographically exposed, developed, and etched, leaving
holes where the dopant sources can penetrate into the semiconductor. The spin-on-glass is applied and the device is
annealed to drive in and activate the dopants. Finally, the SoG and SiNy layer is stripped, leaving a monolithic doped
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Figure 2.9 — Visualization of the optimization algorithm to design doped-semiconductor GRIN devices. The
optimization is seeded with random distribution of dopants. The diffusion simulation is run followed by a refractive
index calculation. That result is passed to an FDTD simulation where the output E-fields are analyzed and used to
modify the position of the dopants. This algorithm is compatible with multiple global optimization methods such as

Swarms, Evolutionary algorithms or Simulated ANNEAIING...........coviiiiiiiie e 27

Figure 2.10 — a) Concentration-based refractive index profile along with electric field intensity of the GRIN-based
lens prior to optimization. The field is randomly diffracted with minimal power going to the focal region. b) The field
profile after undergoing the optimization routine which closely resembles that of a lens. The index profile also seems

to mimic that of a Fresnel lens. 77% of the transmitted power is directed into the focal spot region. .........c.ccccoceeee. 29

Figure 2.11 — Far-field plot of a 20° beam deflector simulated using the GRIN optimization algorithm. The inset
shows the refractive index distribution with blue being lower index and red being higher. 96% of the transmitted light
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file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373470
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373471
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373471
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373472
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373472
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373472
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373472
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373472
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373473
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373473
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373473
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373473
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373473
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373474
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373474
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373474
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373474
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373475
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373475
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373475

viii

Figure 2.12 — Pre and post anneal EDX and SEM images of our InAs sample coated with Tn-doped SoG. Extreme

outgassing of As is present along with significant degradation of the surface due to the outgassing..........ccccceceveeene 32

Figure 2.13 — A) Optical microscope image of the InAs surface post a 2 hour, 650 °C anneal. Many pockets of
outgassing are visible. B) SEM image of one pocket of As outgassing showing surface degradation. C) and D) EDX
counts for In and As in the area of B). It can be seen that while there is As in the pristine sample areas, the outgassed

area has little 10 N0 AS CONCENTIALION. ... ..c.veeeiiriee ettt ettt ettt e e ettt e e st e e e s ettt e e s st et e e seabesesssbeesssbeteesabaeeesssbeeessreseesarres 33

Figure 3.1 - Schematic of the nanoscale light extractor (NLE), which sits on the diamond surface above an NV center
and directs fluorescence out of the diamond and into a narrow cone in the far field. The schematic is a render of the

actual optimized Structure reported DEIOW. ........c..oiuiiiieice e sre e esraenreens 42

Figure 3.2 - A. Visualization of the optimization routine, which evolves an index profile situated above an NV emitter.
In the forward simulation, the light source is a dipole at the location of the NV. The sources in the adjoint simulations
are two orthogonally polarized Gaussian beams injected from free space toward the structure. The sensitivity gradient,
G(r) = G(x,y), is calculated and then used to evolve the index profile. The updated profile is then used in the next
iteration. B. A sweep of the structure height (i.e., the thickness of the Si membrane), running five full 2D optimization
cycles for each height. We found a height of approximately 300 nm to be optimal over the range of the sweep. The
error bars represent the variance at each height. The variance is very small for some heights, so the error bars are not
visible. C. FoM vs. the iteration number for a full 3D optimization run to generate our NLE. The dips are due to the

application of the secondary blurring later in the OptiMIZatioNn. ..........ccccvviveierercne e e 47

Figure 3.3. A. Top-down view of the final NLE optimized for an NV depth of 10 nm. B. Extraction efficiency [n(1)]
of the NLE for NV depths of 5, 10, and 15 nm below the diamond/air interface. C,D. Snapshot of the near and meso-
fields of the emitted electric field from (left) a dipole in the X-Z plane, and (right) a dipole in the Y direction. D.
Intensity far-field averaged over the two dipole orientations. In C,D, the plots are at a wavelength of 675 nm. The bulk

of the beamed power fits within a 60° cone in the far field. ... 50

Figure 3.4 - A snapshot of the electric fields in the vicinity of the NV center taken along a slice in the XZ plane aty =
0 (the center of the device and the y-coordinate of the NV), at a wavelength of 675 nm. Here we directly compare the

X components of the electric field for the dipole in the XZ plane (a) with and (b) without the NLE, and the Y
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components of the electric field for the dipole in the XY plane (c) with and (d) without the NLE. The NLE is outlined
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Figure 3.5 - To ensure the beaming capabilities of our device are maintained over the full 635 — 800 nm spectrum we
simulated and calculated the far-field |E|2 intensities for multiple other wavelengths besides the one presented in
Figure 2.3. Here we plot slices of the field profiles at an azimuthal angle of 0° and along a polar angle of +90° for
wavelengths 635, 668, 701, 734, 767, and 800 nm. The far-fields are normalized to the peak intensity over the full
hemispherical projection (-90°<6<90° and 0<@<360°) so the peaks in some plots occur at another azimuthal angle.
The peak intensity always stays within £15° of the normal with only minor variations between the different

AT LY =] 1=T T 11 TSRS 52

Figure 3.6 - Breakdown of light emitted by the NV center in the presence of the NLE. The collection efficiency is
defined as the fraction of emitted power can be collected by a lens with a specific NA. The power recorded in the -z
direction is defined as the power flow downwards through a plane placed 100 nm below the NV center and diamond
interface. The absorption is calculated as 1 — (power going towards +z) — (power going towards -z). The power flow
is normalized to the full, Purcell-enhanced output power of the dipole source and averaged between the two dipole

(o] 1= g1 £= 1 T0] 1SR 53

Figure 3.7 - A. The NLE maintains good performance through a range of depths, with increasing FoM for NVs closer
to the surface. B. FoOM dependence on the NV emitter angle emulating angular alignment errors of the NLE. C.
Demonstration of the fabrication robustness of the optimized device for an NV depth of 10 nm. Eroded and dilated
structures are based on the optimized structure with edge deviation of +/- 20 nm to represent fabrication under/over-
etching, respectively. Due to the broadband nature of our optimization, the NLE shows strong tolerance to fabrication
errors. D. Tolerance of the NLE to lateral offsets of the NV center. The FoM remains above 25 for X offsets of +/- 30
nm and Y offsets of +/- 40 nm. e. The geometries of the eroded, optimized, and dilated devices simulated in c. The

edge deviation refers to how far the edges shifted inward for the eroded or outward for the dilated cases................. 54

Figure 3.8 - The full rotational robustness of the NLE demonstrated by rotating the NV emitter a full 360° around the

A Y LT 55


file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373481
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373481
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373483
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373484
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373485
file:///C:/Users/Ray/Desktop/Dissertation%20Temp/Dissertation/Ray%20Wambold_Dissertation.docx%23_Toc71373485

Figure 3.9 — A. Ball and stick representation of the NV defect in (111) diamond. The nitrogen (red) and vacancy (blue)
bond in the Z direction leading to an emission dipole oriented in the XY plane. B. Schematic of the standard adjoint
optimization region represented in 2D. The FoM plane is used to evaluate the performance of the NLE but also serves
as the location to calculate the adjoint fields. The optimization region starts as a smooth gradient of refractive index

varying from Si to air which eventually binarizes as the optimization completes. .......c.ccceveveveiiviiisie s, 59

Figure 3.10 — Results from running a series of 2D optimizations to find the ideal NLE height. The height was swept
from 50 to 1000 nm in steps of 50 nm with 8 optimization runs for each height. Error bars are present for all points,
but the deviation was very small for smaller heights due to some of the runs converging to the same result. The peak

FoM occurred at a height of 300 nm and fringes of high performance occur every 250 NM........c..cccceeveviveveeienvennen, 62

Figure 3.11 — A. & B. The refractive index profile of the standard NLE and NLE with a central cavity, respectively.
The central cavity in B is designed to enable diffusion of an analyte to be detected to within close proximity of NV
center while maintaining enhancement and beaming characteristics. C. & D. Far-field E2 of the standard and cavity
NLE, respectively, taken at the peak NV emission wavelength of 680 nm. E. Normalized extraction efficiency of each
NLE. The spectra correspond to the amount of emitted light collected by a lens with NA = .5 and normalized to the

collected emission of the dipole With NO SEFUCIUIE. .........ccviiiiiecce e e 65

Figure 3.12 — A. Schematic outlining the targeted performance of the NLE. X-oriented dipole emission is sent at a
—25° angle with respect to the normal while the Y-oriented dipole emission is sent toward +25°. B. the resulting
refractive index of the optimized device. C. and D. the farfield E2 patterns for the x and y orientations, respectively,
taken at 637 nm. E. a cross section of the farfield taken along the x-axis and sweeping along the hemispherical

projection. The angle is measured off Of the +Z aXIS. ......ccuiiiiiiiii e 67

Figure 3.13 - FoM vs. iteration for the first 50 iterations for varying target mode phases optimized using the adjoint
FoM in Eq. (3-11). The target FoM is the overlap of the dipole emission with a Gaussian beam propagating normal to
the surface of the diamond. The optimization was performed using only one polarization of the dipole as a pedagogic
example. The lower FoMs here compared to the main text are primarily due to smaller size (only 750 x 750 nm
compared to 1220 x 1220 nm) and larger voxel resolution (25 hm compared to 6 nm). The same starting seed is used
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Xi

Figure 3.14 - FoM vs. iteration for the first 50 iterations of the adaptive phase approach compared to using a fixed
target mode phase. The adjoint source phase was still set according to Eq. (3-11) but the target mode phase was
determined from the forward simulation fields. The phase of forward fields at the FoM monitor were recorded and a
weighted average was taken to determine the target mode phase. The average was weighted with a normalized

Gaussian intensity distribution. Each run uses the same sStarting SEed. .........cccccvevviieiiieieeieeie e 70

Figure 3.15 - FoM vs. Iteration for the first 50 iterations of the adaptive phase approach compared to our currently
employed fixed-phase approach. In the fixed-phase approach, the phase of the adjoint source does not change for
subsequent iterations but is fixed to a value between 0 and 3w /2. The interval is broken down into 4 steps with the

best performing phase being isolated and optimized to completion. The best phase for the given starting seed is shown.

Figure 3.16 — A. schematic of the target adjoint optimization scheme. The adjoint is setup to minimize the power
transmission of the excitation plane wave through the FoM plane while also incorporating the standard adjoint of
enhancing and beaming the NV emission in the previous sections. B. Resulting index profile of the optimized NLE.
C. and D. E2 distribution in the FoM plane of the raw excitation source without and with the NLE. E. The normalized

extraction efficiency of the optimized structured and final FOM. .........c.cci i 75

Figure 3.17 — A. Farfield E2 of the excitation minimization NLE. B. and C. Side-by-side comparison of E2 of the
excitation minimizing NLE and stock NLE presented in Figure 3.11(A). The peak intensity reaches a value 340%

larger than the excitation source without any structure [Figure 3.16(C)]. ...oooereriririreiieeee e 76

Figure 4.1 - A) Visualization of the general behavior of damped, driven oscillators. For a constant frequency (w), there
is a specific ratio of spring constant to mass (k/m) or nano strip length (L) at which these oscillators see a maximum
in their amplitude (orange curve) while the phase (blue curve) of oscillation undergoes a shift of /2 relative to the
driving force. B) Example simulation of a focusing reflective metasurface. Plotted here is the E2 after an incident
plane wave reflects from the metasurface. The structure at the bottom is a cartoon representation of the actual structure,

not to scale. The inset shows the local E2 around a subset of three elements that comprise the device.l ................... 81
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Figure 4.2 - Schematic showing the simulation configurations to isolate the individual reflectarray element
contributions to the scattered field. Config. 1 isolates the nanostrip, Config. 2 isolates the substrate contribution, and

Config. 3 gives the COMDINET FESPONSE. ......cviiieiiiiie ettt st e et e e et e besbesbeereeneeseeseeeneens 84

Figure 4.3 - A) Cartoon of the components that comprise a reflective metasurface. The entire metasurface is comprised
of individual resonators (red box) which scatter incident light with a phase delay that can be engineered via the
geometry of the unit cell. The response of each individual resonator can be broken down into a substrate scattering
component (yellow box) and a nanostrip scattering component (blue box). B) Plot of the phase and scattering
amplitude of a single nanostrip (the response of the substrate has been subtracted out). Note the scattered field
amplitude has a strong peak and the phase response on varies from 0 to approximately m, as would be expected for a
damped, driven harmonic oscillator. C) Phase and scattering amplitude of a full metasurface element (combination of
the substrate response and the nanostrip response). The blue circles and red dots in the plot correspond to identical
antenna lengths in both configurations. The cartoons along the red curve depict the structure at each circle. Note the
scattering-field amplitude is much flatter and the phase covered goes from 0 to almost 2. D) The scattered field
response of only the nanostrip (solid blue curve) and the full element (solid red curve) in polar form with increasing
nanostrip length in the counterclockwise direction. The substrate scattered field and phase is marked by a yellow
circle. When the nanostrip response is added to the substrate response, the resultant curve is the full element

LY [T £ 4o o PO 85

Figure 4.4 - A demonstration and visual explanation of the collapsing phase behavior exhibited by reflective
metasurfaces as the width of the unit cell is varied. A) The simulated scattered field amplitude and phase B) of the full
metasurface element as the width of the substrate is increased. The labels indicate unit cell width. For both A and B,
the nanostrip length is swept between 40 and 280 nm for each substrate width. C) The scattered fields from A and B
in polar form (solid red-orange lines corresponding to periodicity/width). As the substrate width is increased, the
response curve sweeps across the origin of the plot leading to anomalous scattered phase coverage. The dashed black

line plots the substrate scattered field for iNCreasing Width. ..o 88

Figure 4.5 - A simulated demonstration of a 3D vortex beam generator using a reflectarray metasurface. A) A
schematic of the individual nanorod metasurface element along a schematic of the phase breakdown of the vortex

generator. The phases are broken into six discrete chunks from 0 to 2z which increases in the azimuthal direction. B)
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and C) The scattered field intensity and phase, respectively, of a reflectarray metasurface designed to generate a vortex
beam. The beam has a donut shaped intensity profile encircling a point of undetermined phase as can be seen in the
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1 Introduction

Light is a fundamental part of how we, as humans, interact with and understand the world.
For most people, we carry two remarkable optical detectors (admittedly with varying efficiencies)
with us wherever we go that allow us to experience the beauty of the world around us. Beyond our
biological capabilities, harnessing electromagnetic waves and engineering devices that generate,
manipulate, and/or detect them have led to great technological progress, particularly in the past
100 years. Common household microwaves are the result of progress in the development of
RADAR technology during World War |1, television screens have evolved significantly from (now
ancient) cathode ray tubes to liquid crystal displays enabled by light emitting diodes, and, of
significant mention, the great strides made in medical diagnosis and procedures due to the
development of such electromagnetic-based technologies as magnetic resonance imaging (MRI),
computed tomography (CT) scanning, or the precision removal of destructive tissue through laser
therapies.

Our capacity to exploit light for effective engineering applications is not particularly
limited by our understanding of how light behaves, but by the materials and technologies we can
employ to control, detect, and direct it. In a classical and quantum sense, our understanding of light
is quite mature. However, our design capabilities have largely relied on intuition born from that
knowledge. This had led to great progress in optical engineering yet our design space is limited to
what our minds can contrive, which, while generally impressive, does not always reach the global
optimum. To move photonic engineering and design to the next level, we must marry our intuition

based on electromagnetic theory with the advantages of computational optimization and the



freedom from constraints that this brings. This thesis is primarily concerned with using said
computational methods to design novel photonic devices thus improve our intuition of device
design. Our improved intuition can then become a feedback loop to improve our computational
design methods. We seek to leverage optimization techniques, optical simulations, and an
understanding of electromagnetic theory to demonstrate the broad range of capabilities we now
have in designing novel photonic devices as well as developing new optical platforms.

Chapter 2 of this thesis is focused on using doped semiconductors as a novel platform for
optical components in the mid-IR. This section starts by presenting some of the work led by Jad
Salman in Mikhail Kats’s group in creating plasmonic and diffractive optics using selectively
doped silicon. Using selectively doped semiconductors, we design and implement a Fresnel zone
plate as an example of a diffractive device and a frequency selective surface as an example of the
plasmonic capabilities of this material platform. We show the fabrication, implantation and
measurement methods used to create and characterize these devices.

With the plasmonic and diffractive capabilities established, we explore using diffusion-
doped indium arsenide to create gradient-index profiles within the semiconductors to redirect the
flow of light. Here, we moderately dope the semiconductor such that the plasma wavelength is
longer than our desired operating wavelength. This gives us control over the index of refraction
without the high losses that are present when operating beyond the plasma wavelength, in the
plasmonic regime. These devices are designed to be fabricated using localized spin-on glass dopant
sources which are thermally diffused into the semiconductor substrate.

Due to the complexity of design parameters, we implemented a multi-physics optimization
routine comprised of a diffusion simulation paired with a full-wave optical solver embedded within

a global optimization algorithm to design a lens and beam deflector using this doped-



semiconductor platform. We attempted fabrication using tin-doped indium-arsenide, but,
unfortunately were not able to overcome a few challenges specific to our material system (namely
outgassing of arsenic from the substrate) with the fabrication tools at our disposal. Yet this platform
shows promise, and we leave room for investigating alternate material systems (such as using
alternate semiconductor that does not outgas as easily) using the computation design methods we
present.

In Chapter 3 I describe the use of a new and powerful design technique for photonics known
as adjoint optimization to design structures that enhance the light output from nitrogen vacancy
(NV) color centers in diamond. NV centers in diamond form stable quantum systems up to room
temperature and are thus useful for quantum computing applications as well as sensing local
electric and magnetic fields, and even local temperature and strain. A key limitation of sensing
based on NV centers is the high refractive index of diamond, which makes it difficult to extract a
significant fraction of light emitted by the NV out of the diamond substrate. In this section we
show how we used adjoint-optimization to design a nanoscale light extractor that can extract up to
35x% the amount of light from a single NV compared NVs below an un-patterned diamond surface.
We go in depth about the details of the adjoint method and explain some of the parameters and
techniques we used to ensure a fabricable devices and designs robust to imperfections.

Then we present an array of devices designed for NVs in (111) crystalline diamond that
showcase a wider range of capabilities enabled by the adjoint optimization method. We present an
extractor that selectively deflects the emission based on NV orientation as well as an NLE that
minimizes the intensity of the excitation laser by up to 70% to protect photosensitive samples from

the pump laser. The plethora of adjoint figures-of-merit used here are very useful for designing a



variety of photonic structures and can be easily extended to other photonic applications (e.g.
waveguides, metasurfaces, beam deflectors, etc..).

Finally, in Chapter 4, we focus on using graphical techniques alongside full-wave
simulations to understand the behavior of a specific type of metasurface called a reflect-array
metasurface. This metasurface is comprised of metallic nanorods (or nanostrips in 2D) sitting on
a dielectric spacer above a metallic ground plane. We show and explain how these metasurfaces
can achieve a full 2 scattered field phase coverage with the addition of the reflective back plane.
One of the characteristic features of these metasurfaces is that, with specific geometric dimensions,
they become perfect absorbers, where they reflect almost no light. Around this point, the scattered
field phase coverage is greatly reduced. We show how this phenomenon occurs and what can be

done to engineer this specific response.



2 Monolithic doped-semiconductor platform IR

photonic devices

2.1 Introduction

Manipulating optical wavefronts has been accomplished using a variety of approaches
throughout the development of the field of optics. Optical technology has evolved and progressed
significantly from early lenses and magnifiers made from rock crystals and glass[1], [2] to modern
optical metasurfaces, optical fibers and gratings. Here we present a novel technology that uses
selectively doped semiconductors to engineering their optical properties to create photonic
devices. We primarily focus on engineering optical devices in the mid-infrared regime of the
electromagnetic spectrum due to the position of the plasma frequency of the doped semiconductors
that we are using. To overcome challenging design constraints, we implemented a multi-physics
optimization algorithm that calculates the optical properties of a semiconductor slab from the
diffusion profile of a given dopant source pattern. The optimization algorithm is responsible for

finding the optimum dopant pattern for a desired output field (e.g., creating a lens).

2.2 Theory of semiconductor refractive-index engineering

How a given material interacts with an electromagnetic wave is derived from the atomic
composition and structure of the material. In different frequency ranges, different aspects of the

material composition wax and wane in their importance in the interaction mechanisms with



light[3]. For metals, the permittivity can be described using a frequency-dependent model based
on how free electrons interact with light[4].

Semiconductors are an interesting in-between case, as their name implies. Intrinsically
these materials have a band of forbidden electron states between the electronic valence band and
the conduction band[5], [6]. That gives these materials unique electrical and optical properties.
Primarily, the properties of interest arise when these materials are doped with small concentrations
of electronic donors or acceptors which fills the electronic states in the semiconductor which in
turn modifies its optical properties.

The Drude model gives a good approximation for the permittivity of metals and
semiconductors in the infrared[7]. The frequency-dependent permittivity is primarily governed by
the concentration of free electrons and interband transitions that are available for certain energy
thresholds.

If we assume we are operative at a frequency regime away from interband transitions, the

complex permittivity given by the Drude model is given as follows[7]:

2
___“ (2.1)
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€Drude (w) = €co
where €44 1S the Drude permittivity for a given frequency, w. Here, €., is the high-
frequency permittivity, I is a damping term proportional to the Fermi velocity and inversely

proportional to the electron mean free path. The plasma frequency, w, is the natural resonance

frequency of the free electrons in the material and is given by w, = \/ne?/m.e,. In this equation
n, represents the density of electrons in the plasma, while e is the elementary charge, m, is the

mass an electron and ¢, is the free-space permittivity.



In rough terms, the plasma frequency is the frequency at which the material transitions
between interacting with light as a dielectric to interacting with light more like a metal[7]. Namely,
it is the resonance frequency of the free-electron sea in the material. At lower frequencies, the
electrons cancel out the incident electromagnetic wave within a very small distance whereas at
higher frequencies the wave is able to propagate through the plasma. In more specific terms, this
frequency is the frequency at which the real part of permittivity approaches 0 and therefore, at
higher frequencies the refractive index becomes imaginary, and the wave equation solution
becomes an evanescent wave.

From this equation, it can be seen that the frequency-dependent permittivity can be
modified through the altering of the plasma frequency. For example, an increase in the
concentration of electrons, n, gives rise to a higher plasma frequency which in turn reduces the
permittivity. For most metals (e.g., gold, silver, aluminum), the plasma frequency resides around
the UV to visible region of the electromagnetic spectrum. For intrinsic silicon, the plasma
frequency is well into the terahertz region of the spectrum with f,, = 1.6 THz corresponding to a
plasma wavelength of 4, = 11.8 mm. However, with sufficient dopant concentrations, the plasma
wavelength can be shifted well into the mid-IR spectrum[8]. This control over the plasma
frequency via free-carrier concentration opens the door to using semiconductors as plasmonic
device platform in the mid to far IR.

To calculate the resulting index of refraction (through the permittivity) using equation 2.1
for semiconductors, we must calculate the change in scattering time with increasing free-carrier
concentration. The scattering time is inversely proportional to the mobility while the mobility is

inversely proportional to the carrier concentration. This is given by the following equations[6],

[9l:
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where 7 is the electron scattering time, u is the electron mobility and p is the empirically measured
resistivity which is also a function of carrier concentration.

Materials such as conducting nitrides and oxides[10]-[13] and traditional group IV]8],
[14]-[23] and I11-V [24]-[27] semiconductors can have doping-tunable plasma wavelengths
spanning the infrared spectrum and have become promising for plasmonics applications. Some of
these materials, e.g., titanium nitride, have the added benefit of high-temperature resistance and
CMOS compatibility[10]. Prior work using these materials mainly involves uniformly doped
substrates [19], films [11], [12], [27], [28], or nanocrystals [29], [30], and structuring is usually
achieved through selective etching [15], [27].

Figure 2.1 shows the calculated index of refraction of silicon as a function of wavelength
in the mid IR for varying dopant concentrations using equations 2.1-2.4. As the dopant
concentration is increased, the plasma wavelength blue-shifts through the spectrum (here the
plasma wavelength can be visualized roughly as the point where n = k) . With extremely high
dopant concentrations, the plasma wavelength is pushed further toward the near-IR thus showing
the versatility of this approach to create metal-like doped semiconductors over a large swath of the
mid-far IR.

One thing to note is how much the refractive index shifts as a function of concentration at

a given wavelength. For example, if a slice at A = 10.6 um is taken, one can see the broad sweep



in index values as the concentration is changed. Thus, not only is there control over where the
plasma frequency resides, but also one can have control of the value of the refractive index at a

particular wavelength with one knob, the free-electron concentration.
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Figure 2.1 - Calculated refractive index of Si for varying free-carrier concentrations through the mid IR spectrum. The
real part of the index is denoted by the solid curves while the imaginary part is denoted by the dashed curves.

If we take the plasma frequency as a type of dividing line, we can split the spectrum into
the plasmonic regime and the gradient-index regime. We can leverage the same platform to create
diverse devices operating in each regime. In the plasmonic regime, we can target wavelengths
longer than the plasma frequency where we can have metal-like behavior of the doped elements
and thus can create plasmonic-resonance-based devices, while in the gradient-index regime there
is much flexibility for leveraging dopant concentration to engineer the index of refraction.

The potential advantages of optics based on doped-semiconductors are: 1) the ability to
withstand harsh physical, chemical and thermal environments and 2) the ability to create flat
devices on a chip. These advantages are made possible by the fact that the devices can be fully

embedded inside a semiconductor wafer, making them resilient and enabling efficient heat
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dissipation [31], [32]. GRIN devices enabled by this technology are potentially more versatile
compared to conventional refractive optics (e.g., they could combine the functionality of several
existing refractive components such as lenses and prisms in one element). Both GRIN and
plasmonic devices based on this approach share the advantage that they are flat, and thus can be
made to fit in compact systems. Our aim is to introduce this versatile doped-semiconductor
platform for use in creating infrared optical devices.

The next section, Chapter 2.2, will touch on the work that we have done to create plasmonic
devices from doped Si while Chapter 2.3 will touch on our theoretical work of engineering and

optimizing dielectric devices through controlling the refractive index through doping.

2.3 Diffractive and plasmonic doped semiconductor devices

The work presented in this section was performed alongside our collaborators in Prof.
Carsten Roning’s Group at Friedrich Schiller University Jena in Germany. Also, the device design,
characterization and experimental results were led by Jad Salman from Mikhail Kats’s research
group. Most figures and much of the text in this section is adapted from our publication: J. Salman
et al., “Flat Optical and Plasmonic Devices Using Area-Selective lon-Beam Doping of Silicon,”

Advanced Optical Materials, vol. 6, no. 5, p. 1701027, Mar. 2018, doi: 10.1002/adom.201701027.

2.3.1 Introduction
Commonly, noble metals (e.g., gold or silver) are used for plasmonic applications but they

come with a few drawbacks, particularly in the mid to far IR[7], [33]-[35]. First, the plasma
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frequency of noble metals lies in the visible spectrum thus causing them to behave more closely
like a perfect conductor in the IR spectrum. This means they cannot sustain the necessary
volumetric charge-density oscillations for plasmonic resonances. Further, metal-based devices are
inherently not monolithic[32], [36]. They are typically layered structures where the metal
resonators are placed on a dielectric substrate. This can leave them susceptible to physical and
thermal damage while operating in non-laboratory environments. Finally, the plasma frequency
and index of refraction is not tunable in the IR for noble metals and therefore, a degree of design
freedom is lost.

In this study, we demonstrated the potential of doping-patterned silicon as a CMOS-
compatible platform for mid- and far-infrared optics and plasmonics. We utilized ion-beam doping
in conjunction with lithography to locally tune the optical properties of silicon to create embedded
diffractive optical elements (e.g., Fresnel zone plates) and plasmonic components (e.g., frequency
selective surfaces) that operate in the mid to far-IR regime. The resulting devices are monolithic,
flat, resilient to thermal and physical damage, and can be easily integrated into other silicon-based
platforms. A schematic showing a representative implantation process for the FSSs can be seen in

Figure 2.2.
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lon Implantation

Strip mask and anneal
to activate dopants

Figure 2.2 — Schematic representing the implantation process for creating doped-Si based FSSs. The
photolithographically designed mask defines the implantation regions such that after stripping and annealing, only
the unmasked areas are doped (represented by the green areas).

Previous studies that characterized the optical properties of ion-beam-doped silicon have
used single, low-concentration or few, low-energy implants [8], [18]. Here we utilized multiple
ion implant energies in the hundreds of keV range to create uniformly doped layers, improving the
reliability of optical characterization.

High resistivity, single-side-polished silicon wafers (100 - 150 Q-cm, N = 3 x 10** c¢m™)
were implanted with phosphorus (P) at a 7° tilt to create n*-doped layers. The tilt angle was chosen
to prevent channeling [27]. Based on calculations, a roughly uniform doping profile extending
~550 nm into the substrate was achieved by sequentially implanting each sample with five different

ion energies (30, 70, 120, 220, and 380 keV), as shown in Figure 2.3b.
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After ~550 nm, the doping concentration quickly decreases. The required ion fluences were

calculated using Monte Carlo simulations (Stopping and Range of lons in Matter, SRIM[39]). Four

samples with peak doping concentrations ranging from 10* to 10%* cm™ were fabricated. After
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Figure 2.3 - a) Area-selective ion implantation using lithographically defined implant masks. b) Simulated as-
implanted doping profile using five irradiation energies for the highest-doped sample in this work, with
corresponding ion fluence labeled in the plot. c) The permittivities of undoped and highly doped silicon samples
measured using spectroscopic ellipsometry. d) The measured (solid) and calculated (dashed) normal-incidence
reflectance of three doped samples compared to undoped silicon.

implantation, the samples were annealed at 900 °C for 15 minutes under high vacuum (< 4 x 10*
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mbar). Glow-discharge optical emission spectroscopy (GDOES) showed the formation of a
uniformly doped layer that extends slightly deeper than the calculated thickness due to diffusion.

With increasing doping concentration, the crossover point (Re(€) = 0) shifts towards shorter
wavelengths, and reaches ~4.0 um for the highest-doped sample, slightly shorter than previously
reported values [18], [35]. From Drude-model fitting, we obtained a maximum activated doping
concentration of over 2.1 x 10%° cm™, with an electron mobility greater than 50 cm? Vs, which
is reasonable for such large concentrations[37]. We note the fraction of activated dopants
decreased significantly at the highest doping concentration as the solid solubility limit was
approached (~1 x 10%* cm™ phosphorus in silicon[9]). To validate the extracted optical properties,
reflectance measurements (Figure 2.3d) were performed at near-normal incidence using a Bruker
V70 Fourier transform infrared (FTIR) spectrometer coupled to a Hyperion 2000 IR microscope,
with an objective with numerical aperture (NA) = 0.4. The long-wave IR reflectance of the highest-
doped sample is greater than 80% and is in good agreement with calculations based on ellipsometry
data.

We used area-selective doping via photolithography and ion implantation to realize single-
material, flat, embedded Fresnel zone plates (FZPs) to focus mid-IR light. In general, FZPs
comprise alternating rings of transparent and opaque zones, and are often made using patterned
metals[38]. At high doping densities, silicon is nearly opaque to mid-IR wavelengths, in contrast
with intrinsic silicon which is broadly transparent; therefore, our selective doping process can be

used to monolithically embed FZPs into a silicon slab.
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2.3.2 Embedded mid-infrared Fresnel zone plates

We designed and fabricated three embedded 9-mm-diameter FZPs to focus 10.6-um light
at focal lengths of 10 cm, 6 cm, and 2 cm, with respective numerical apertures (NA) of 0.045,
0.075, and 0.23 (Figure 2.4b-i). A two-dimensional finite-difference time-domain (FDTD, using
Lumerical FDTD Solutions[39]) simulation of the 2-cm-focal length FZP using the permittivity
values extracted previously (Figure 2.4c) confirms the focusing properties of our design (Figure
2.4b). The implanted zones are nearly invisible to the naked eye and become barely visible under
an optical microscope (Figure 2.4c). This demonstrates that the surface remains mostly flat after
implantation and the optical properties of the doped regions in the visible do not differ substantially

from those of undoped silicon [40].
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Figure 2.4 - a) Beam-profiling setup. From left to right: CO2 laser source, neutral-density filter, beam expander, the
FZP with the implanted side facing to the right, and a 30 um pinhole in front of an MCT detector on a computer-
controlled three-axis stage. b) Schematic of a Fresnel zone plate (FZP) made of ion-doped regions and a 2D FDTD
simulation of the normalized field intensity in air at a wavelength of 10.6 um, given normal-incidence light from the
substrate. c) Photograph of a fabricated FZP (yellow scale bar = 6 mm). The magnified portion is a composite of the
zone-plate design (bottom) and an optical image of the zone-plate surface (top). The dark rings are the doped
regions. d-f) 2D plots of the measured intensity with respect to the lateral stage position at the focal plane for three
FZPs, each plot normalized to 1. The numerical apertures (NA) and focal lengths (f) are noted at the top of each plot.
g-i) Cross section of the intensity profile (solid blue) and diffraction-limited Airy disk calculation (dashed green) for
each FZP.

To measure the focusing ability of the FZPs, we built a beam profiler consisting of a carbon
dioxide (CO.) laser (1 W continuous-wave, Access Laser, A = 10.6 um, Af = 100 kHz), a beam
expander, a sample holder for the FZPs, and a mercury-cadmium-telluride (MCT) detector (Figure
2.4). The detector was mounted on an automated three-axis stage with <50 nm positioning
resolution, and the detection area was restricted using a 30-um pinhole in front of the detector. The
non-zero diameter of the pinhole has little impact on the fidelity of the reconstructed intensity

profiles. The expanded beam had a diameter of 14 mm to completely encompass the 9-mm zone
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plates, thus approximating an incident plane wave. Three-dimensional intensity profiles acquired
by raster scanning were used to find the focal planes of the FZPs, which were in excellent
agreement with the designs. The measured intensity plots, normalized to the peak value for each
FZP at the focal plane, are shown in Figure 2.4d-f. Near-diffraction-limited performance is
observed by comparing the cross-sectional intensity plots with diffraction-limited Airy functions
(Figure 2.4g-i). The simulated focusing efficiencies ranged from 10% to 13%. Further
improvements in efficiency can be realized by implementing phase shifting within zones [41],

[42], potentially using the doping dependence of the refractive index (Figure 2.1).

2.3.3 Fresnel zone plate experimental and simulated results

Binary amplitude transmission zone plates have a theoretical focusing efficiency of 1/
(~10%) assuming the zones are completely opaque, very thin (much thinner than the wavelength
of light), and infinitely large in diameter [43]. In practice, this is defined as the integrated intensity
of the focal spot in the focal plane, normalized to the integrated intensity from the source through
an open aperture of equal area to the zone plate [44], [45]. Experimentally this is done using a
photodetector to record intensity and small aperture to eliminate any signal from other diffracted

orders that are considered background (known as an order sorting aperture) [45].
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Figure 2.5 - a) The focused intensity profile of the laser source through a 9 mm open aperture with a corresponding
2-D Gaussian fit shown in b).

We experimentally calculated the focusing efficiencies of our zone plates as follows. First,
an open aperture equivalent to the diameter of our zone plates (9 mm) was placed in front of the
expanded source beam and an undoped silicon wafer. A plano-convex zinc selenide lens (anti-
reflection coated, >98% transmission at 10.6 um) was used to focus the light towards the 30 um
pinhole mounted in front of our detector. Due to thermal fluctuations in the laser, the output power
and emitted wavelength could vary on the order a few percent. Therefore, we varied the cooling
temperature of the laser between 27.2 °C and 30 °C in order to stabilize the output. The intensity
profile of the focused light (Figure 2.5) was numerically integrated to get an effective power. Then
the open aperture was replaced with each of our zone plates with the setup shown in Figure 2.4a.
The focal spot intensity profiles are taken to be the first-order diffracted light from the zone plates.
By integrating each of these intensity profiles and normalizing to the integrated intensity profile
through the aperture, we calculated the focusing efficiencies. The measurements were repeated
several times with Table 1 summarizing the results.

The range of measured efficiencies in Table 1 is quite wide. We attribute this significant
variability to serval factors. The stability of the laser output power was difficult to maintain. As
mentioned earlier, the output power and wavelength of the laser is controlled by setting the laser

cavity temperature. Drifts or jJumps in output power due to temperature drifts were detected with
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our infrared detector and were difficult to account for. Due to the finite thickness of the
semiconductor substrate (~50 wavelengths thick) and the narrow spectral bandwidth of the source,
significant Fabry-Perot interference effects dominated transmission through the silicon substrates.
Slight changes in positioning of the experimental samples or undoped reference slab created large

variations in detected transmission.

Zone plate design Experimental efficiency (%) Gaussian fit efficiency (%)
2 cm focal length 88-149 9.7-157

6 cm focal length 5.7-319 6.4-30.3

10 cm focal length 749 8.2*

Table 1. Range of measured efficiencies. Experimental efficiency is through numeric integration of the raw profile
data, while Gaussian fit efficiency is the calculated efficiency after fitting a 2D Gaussian to both the zone plate and
source data from Figure S8.

3 Only a single measurement was performed. Sample was damaged afterwards.

Reducing this experimental variability for the efficiency measurements proved difficult, so
instead we performed full-wave simulations (Lumerical FDTD Solutions [39]) of each zone plate
to determine our device performance. Using the designed zone pattern in combination with our
ellipsometrically extracted optical properties for the doped silicon, two-dimensional simulations
were performed to determine the focal spot intensity profile. The intensity profile of a plane wave
source through a 9 mm open aperture was also calculated. The power within the region from the
peak to the first minimum of the focus spot was integrated and normalized to the integrated
intensity of the plane-wave source through the open aperture to calculate the efficiencies.

Our embedded doped material performed at >97% of an ideal perfect conductor. The
discrepancy between the theoretical efficiency and our simulated efficiencies has been attributed
to both the finite nature of our devices (not infinite in size) and the 2D simulation approximation

of a three-dimension symmetric device.
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2.3.4 Mid- and far-infrared frequency selective surfaces

In section 2.3.3, the highly doped silicon was used as an opaque material for diffractive
optics. Now we examine the use of area-selective doping for plasmonic frequency selective
surfaces (FSSs) that are monolithically embedded within the substrate. FSSs are thin, periodic
structures that are designed such that their electromagnetic resonances either absorb, transmit or
reflect electromagnetic fields in a given EM spectrum based on the frequency of the incident field
[46]. Here we look at a specific case of FSSs designed to be bandstop filters. FSSs designed as a
bandstop filter are engineered such that at their resonant frequency they either absorb or reflect the
incident while allow frequencies off-resonance to pass through. We designed and fabricated band-
stop FSSs (similar to those often implemented using metals [46]) for two different wavelengths
(Figure 2.6), each comprising a periodic array of conductive patch antennas, defined by
photolithography and ion implantation. At mid- to far-IR wavelengths much longer than the
plasma wavelength (in our case, N ~10%* cm, Ap ~ 4.0 um, see Figure 2.3d), the doped patches
act as metallic antennas, for which the resonant wavelength is expected to be approximately twice
the antenna length within the dielectric medium [47]. The FSS acts as a band-stop filter around
this resonance [48]. The two FSS designs presented here consist of 3-um-diameter antennas with
3-um gaps, and 4-um-diameter antennas with 4-um gaps. The thickness of the antennas was
assumed to be ~750 nm (same thickness as in section 2.3.3). At these dimensions, the resonances
are expected to be at ~6 um and 8 um within the surrounding dielectric (Re[e] ~ 11.7), which

corresponds to ~21 um and 27 pm in free space.
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Figure 2.6 - a, b) Scanning electron microscope (SEM) image (top) and topographical map acquired using an
interferometric optical profiler (bottom) of the surface of the 3-um FSS. The surface is mainly smooth, but some
height variation is visible in the highly doped region due to swelling and surface damage. The asymmetry in the
height is attributed to the off-axis nature of the implant. c) FSS transmission measurements (solid) and corresponding
FDTD simulations (dotted lines). The dashed green line shows the atmospheric absorption peaks that correlated well
to the distinct features seen in the transmission.

We performed transmission measurements of the FSSs using an FTIR with a far-infrared
detector and a Globar source. The experimental results, shown in Figure 2.6c¢, are normalized to
transmission through undoped silicon and show the anticipated band-stop regions. The small
features seen in the measurements were correlated with peaks in the atmospheric absorption. The
transmission minima for the “3 um” and “4 pm” FSSs are observed at 24 pm and 30 pm — red-
shifted from our original prediction due to the increased size of the patches.

An FDTD model was made to approximate the post-implant devices by including an outer
half-doped ring with a maximum diameter of 140% of the design diameter. These simulation
results match well with the experimental measurements (Figure 2.6c¢). By tightening fabrication
tolerances and minimizing dopant diffusion using laser [49] or flash-lamp [16] annealing, the shift

of the FSS resonances from the original design can be minimized.
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2.3.5 Conclusion

In summary, we established area-selective ion-implanted silicon as a platform for flat,
monolithic mid-infrared optical components that can be easily integrated into other silicon-based
technologies. We designed, fabricated, and tested Fresnel zone plates (FZPs) and frequency
selective surfaces (FSSs), demonstrating our ability to locally tune the optical properties of silicon
via area-selective ion-beam doping.

Even higher carrier densities (beyond the solubility limit) can be achieved using laser [49]
or flash-lamp [16] annealing, potentially yielding plasma wavelengths in the near-infrared range
and mitigating unwanted dopant diffusion. Semiconductors with higher carrier mobilities and
lower effective masses, such as indium arsenide, are amenable to ion implantation [50]-[52], and
can be substituted for silicon to reduce losses and improve plasmonic device performance. Finally,
this technigue to create monolithic plasmonic devices can be extended to the spatial control of
dopants in all three dimensions by combining lithographically defined masks with control of the

energy of implanted ions.

2.4 Gradient-index-doped semiconductor devices

In addition to operating in the plasmonic regime as previously described, we also sought
to investigate what could be accomplished by operating at wavelengths higher than the plasma
frequency. As stated previously, the refractive index in this regime can be modified based on the
dopant concentration [24]. Referring back to Figure 2.1, we can see the how refractive index of

silicon changes as a function of concentration. One thing to note is that the imaginary part of the
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refractive index, which governs the amount of loss, is relatively high for silicon. Therefore, we
decided to investigate other materials in order to minimize the loss.

Silicon is generally lossy in this regime due to the low electron mobility [9]; other
semiconductors such as germanium and some 111-V compounds have much higher mobilities. For
our demonstration of this technology, we choose to try indium arsenide (InAs), a -V
semiconductor [53]. The advantage of this material is an electron mobility of w4 =

33000 cm?V ~1s~1 compared to pg; = 1900 cm?V =151 of silicon (both values at taken at 300
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Figure 2.7 — Calculated complex refractive index as a function of free carrier concentration for Si and InAs. InAs has
a larger real index change for a given value of the imaginary due to the higher electron mobilities over Si.

°K) leading to significantly less loss [54]. This can be seen in Figure 2.7 where the refractive index
of both materials are calculated using equations 2.1-2.4 with empirical values for the material
constants coming from [9], [53], [55]. The reduced losses can be seen in that the crossover point,
where n = k, corresponds to lower value of x for InAs over that of Si. Further, the amount of real
refractive index change is much larger for InAs for a given value of k meaning that we can have a

higher index gradient with less loss if we use InAs.
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For typical doping processes in semiconductors (e.g., ion-implantation, diffusion, or
epitaxy), there is natural diffusion of dopants during the annealing process [40], [56], [57]. This
diffusion produces a gradient in dopant concentration (which may be larger or smaller depending
on anneal process, length, or temperature). Our aim was to leverage this gradient in dopant
concentration in order to produce a gradient in refractive index. The gradient in refractive index
would allow us bend and manipulate the optical wavefront similar to how more, well-established,
gradient index (GRIN) optical components work.

GRIN devices work because a change in the refractive index leads to a change in
propagation velocity of the electromagnetic wavefront. Light propagates slower in a higher index
medium versus a lower index medium[58]. Therefore, a constant phase front of the wave
propagating in a GRIN medium would naturally bend towards a positive index gradient (bending
from low index to high). This effect has been utilized to create common optical components such
as waveguides and lenses.

To maximize the dopant concentration gradient, we decided to investigate and model
surface diffusion to introduce dopants into the semiconductor[56], [59]. For InAs a good dopant
source is tin (Tn). There are commonly available Tn-doped spin-on-glass (SoG) commercial
products that can be used for this purpose.

The proposed design process can be visualized in Figure 2.8. First, a SiNx (unknown
stoichiometry) masking layer is placed down on the surface. This masking layer is to prevent
outgassing of As during the anneal process, which is a known issue for 111-V semiconductors[56],
[59]-[62]. A layer of photoresist will then be deposited on top of the SiNx layer to enable
photolithography-based patterning of the dopant source locations. After the lithography step, the

locations for the dopant sources will be etched via reactive-ion etching. The resist will then be
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removed and the SoG will be deposited and baked at 200 °C to set. Then a high-temperature
thermal anneal can be performed to drive in and activate the dopants. For InAs, the proposed anneal
temperature is 650 °C for two hours. The SoG can then be stripped with a hydrofluoric acid etch
and the SiNy can be removed with another wet etch. This proposed process will then result in a

final device that is monolithic with select areas doped and annealed to locally modify the index of

refraction.
S
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Deposit SiN masking layer Lithography Develop resist and Remove resist, spin on SoG
and resist reactive-ion etch SiN  and low-temp bake to set
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anneal to drive in dopant final device

Figure 2.8 — Proposed fabrication process of GRIN-based doped semiconductor optical devices. A SiNx masking layer
is placed down under a photoresist layer. The pattern is then lithographically exposed, developed, and etched,
leaving holes where the dopant sources can penetrate into the semiconductor. The spin-on-glass is applied and the
device is annealed to drive in and activate the dopants. Finally, the SoG and SiNx layer is stripped, leaving a
monolithic doped device.

However, there still remains a significant question to answer: where and how large does
one place the dopant sources in order to achieve a desired wavefront? This question is not
straightforward to answer analytically and there are many parts that contribute to the overall
performance especially when dealing with dopant sources that are on the order of the wavelength
of interest. For a single source, it is hard to analytically calculate how the light will interact with

an index gradient on that length scale. Granted, one can calculate the diffusion profile, the
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refractive index profile, and then simulate the resulting wavefront. However, multiple diffusion
sources are needed, which interact with one another and spread out over a large, multi-wavelength
area of the surface. Because of this, building intuition on how place multiple diffusion to achieve
a desired result is difficult.

Furthermore, there are many tradeoffs when designing such a device. To have more control
over the wavefront, one can either diffuse the dopants deeper into the substrate or aim for a higher
concentration, which would give a larger index contrast. If the dopants are diffused deeper, they
will also diffuse wider which would lead to a loss in lateral resolution and less fine control over
the wavefront phase. If a higher concentration is used, the imaginary part of the refractive index
becomes larger, and more loss is introduced leading to a less-efficient device.

To overcome these tradeoffs, we implemented a global optimization algorithm to solve for
the location of our dopant sources to create a desired wavefront. The entire algorithm can be
visualized in Figure 2.9. The optimization loop begins with randomly placed and randomly sized
dopant sources placed on the surface. The algorithm attempts to solve for the ideal position and
width of each dopant source. First, a finite-element simulation is run to calculate the diffusion
profile of the dopant sources (details below). Once the dopant concentration is obtained, we then
calculate the index of refraction throughout the structure according to Egs. 2.1-2.4. The calculated
index is then inserted into a full-wave FDTD simulation (Lumerical FDTD [39]) which simulates
the resulting wavefront after it passes through the device. From that simulation, we can obtain a
figure-of-merit (FoM) which is a user-defined quantity that defines the performance of the device.
This FoM could be percent power into a diffracted order or power directed to a focal spot. Based
on the feedback from the FoM, we can then modify the positions of the dopant sources and run

another iteration.
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* Distribute dopants

* Run diffusion simulation
¢ Calculate optical n&k

¢ Export n&k to FDTD

* Analyze FDTD data for FoM
* Modify dopant positon
based on FoM
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Figure 2.9 — Visualization of the optimization algorithm to design doped-semiconductor GRIN devices. The
optimization is seeded with random distribution of dopants. The diffusion simulation is run followed by a refractive
index calculation. That result is passed to an FDTD simulation where the output E-fields are analyzed and used to
modify the position of the dopants. This algorithm is compatible with multiple global optimization methods such as
Swarms, Evolutionary algorithms or Simulated Annealing.

We used MATLAB?’s built-in finite-element solver to simulate the diffusion profile for
dopants placed on the surface. The diffusion of particles into solids is given by Fick’s second law.
The concentration dependent diffusion equation is then given by the partial differential equation

(PDE)[56], [63]:

ac
==V (Dess - VC) (2.5)
where
Aq
C(x,
Defs = Do - [%l (2.6)

Here, C is the dopant concentration, C, is the concentration at the surface, D, is the

concentration-dependent diffusion coefficient, D, is the diffusion coefficient for the concentration

at the surface, and Aq is the difference in charge states of the impurity in a substitutional vs
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interstitial location, which is found empirically for Sn in 111-VV compounds to be 2 [56]. Equation
2.6 givens the value of the diffusion coefficient which is inserted into Eq. 2.5.

This nonlinear PDE can be solved numerically, but care is needed when defining the
simulation boundaries. At the top surface (i.e., the surface at which the dopants are introduced) we
use a combination of Dirichlet and Neumann boundaries. For PDE’s, Dirichlet boundaries hold a
constant value while Neumann boundaries define the flux through the boundary[64]. Therefore,
we set the boundary areas with dopant sources as Dirichlet boundaries with the max solubility
value of the semiconductor substrate (for InAs this is around 10%°). The surface areas without a
dopant source were defined as Neumann boundaries. We the set the flux through the Neumann
boundaries equal to 0 under the assumption that no impurities flow out of the substrate through
those boundaries. This is a reasonable assumption given a capping layer, although this model could
be modified to allow some diffusion through these boundaries if that occurs.

The full optimization loop is compatible with any global optimization algorithm and the
appropriate algorithm can be determined from the design parameters. For instance, if the device
simulations are quick to solve, one can choose a more globally robust algorithm such as swarm-
based or evolutionary algorithms [65]-[68]. These algorithms utilize many particles in each
generation and therefore can be run effectively in parallel. However, if the simulations are larger,
it may be advantageous to use an algorithm such as simulated annealing, as that method uses a
single simulation per generation [69].

As a proof of concept, we aimed to develop a focusing lens from gradient-doped InAs using
this optimization algorithm. To start, we aimed for a surface doping concentration of 10*° as this
is the upper solubility of InAs using spin-on doping techniques [25], [56]. We targeted a

wavelength of 10.6 pum because it is a common wavelength for mid-IR applications and InAs has
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relatively low loss at that wavelength at our chosen max doping concentration. The target focal
length 300 um with a lens diameter of 250 um giving a numerical aperture of 0.38. These
parameters were chosen arbitrarily as a proof of concept and to gauge the performance
possibilities.

To optimize this particular device, we choose the particle-swarm optimization method. In
addition to the dopant source locations being free parameters, the anneal time was also allowed to
vary between 30 mins and 10 hours. The swarm optimization consisted of 270 particles and was
allowed to run for a maximum of 1300 generations (although FoM convergence happened around
generation 300) [70].

At the outset of the algorithm, the dopant sources are randomly placed on the surface.

Figure 2.10a shows the simulated electric field intensity distribution of the devices at the beginning

Pre-Optimization Post-Optimization

Power to focal spot — 2% ) Power to focal spot — 44%
Transmission = 50% Transmission = 57%
Reflection — 6% Reflection — 14%

Y (um)

AP 200 B N o AP 2 20 A\ o0
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Figure 2.10 — a) Concentration-based refractive index profile along with electric field intensity of the GRIN-based
lens prior to optimization. The field is randomly diffracted with minimal power going to the focal region. b) The field
profile after undergoing the optimization routine which closely resembles that of a lens. The index profile also seems
to mimic that of a Fresnel lens. 77% of the transmitted power is directed into the focal spot region.
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of the optimization run. It can be seen here that the field is generally random with light being
randomly spread into the far field. The focal spot region (defined as the region +2A in the x and y
direction centered at the target focal spot) contained only 2% of the injected power. Figure 2.10b
shows the resulting |E|? after the optimization has converged. It can be seen that the fields strongly
converge to the focal point and 77% of the transmitted light reaches the focal spot. Of the total
injected power, 44% reaches the focal point region with 14% reflected and 29% absorbed. The
remaining power (13%) is transmitted but does not reach the focal point.

It is interesting to note the final dopant concentration in the InAs as it gives some intuition
as to the design of the structure. It does appear that the central region remained relatively free of
any dopants while the dopants on the side create almost Fresnel-lens like fringes along the side.
This makes intuitive sense as the change in refractive index would create a diffraction pattern
similar to a Fresnel lens.

From a proof-of-concept standpoint, this device works well. We also tested how the
optimization algorithm could perform for a beam deflector. Beam deflectors control the
propagation direction of light passing through them and are a useful benchmark of metasurfaces
and other flat optical technologies as they require full phase control of the incident beam and the
phase control needed is proportional to deflection angle (with higher angles requiring more precise
control over the phase)[71]-[74]. For our device, the resulting far-field pattern can be seen in
Figure 2.11. Here 96% of the transmitted power is diffracted into the target direction. The inset

shows the resulting index distribution for this device.
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Figure 2.11 —Far-field plot of a 20° beam deflector simulated using the GRIN optimization algorithm. The inset shows
the refractive index distribution with blue being lower index and red being higher. 96% of the transmitted light was
diffracted into the target order.

Since these proofs of concepts were promising, we attempted to move forward with
fabricating a real device, ideally a lens based on the optimization algorithm. However, we ran into
many challenges during the fabrication process. The main issue that we ran into was the outgassing
of As during the anneal process. We spun on Sn-doped SoG from Desert Silicon (Sn-0365HP)
prior to attempting a 2 hour anneal at 650 °C. After the anneal process, it was found that most of
the As in the top of our sample evaporated. We preformed energy dispersive X-ray (EDX) analysis
on the InAs sample pre- and post-anneal. Figure 2.12 shows the resulting spectra and SEM images.
It can clearly be seen that the characteristic As line has disappeared post anneal and the surface
quality of the sample has been significantly degraded. It did appear, however, that some Sn made

its way into the sample, evidenced by the appearance of the characteristic Sn line.
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Figure 2.12 — Pre and post anneal EDX and SEM images of our InAs sample coated with Tn-doped SoG. Extreme
outgassing of As is present along with significant degradation of the surface due to the outgassing.

To prevent the As outgassing, we attempted to utilize a SiN capping layer[56], [59]-[61].
We deposited 120 nm film of SiN on top of the InAs wafer via physical vapor deposition. We then
attempted the anneal process again (650 °C for 2 hours). Figure 2.13 shows the results of this
anneal. It can be seen that while some areas remained protected and pristine, there were significant
pockets of outgassing that seemed to “explode” through the capping layer. Figure 2.13A shows an
optical microscope image of a portion of the sample. A zoomed in SEM image of a single defect
can be seen in Figure 2.13B. The surface pattern seen here is very similar to the surface pattern
seen in Figure 2.12. Looking at the EDX images in Figure 2.13C and D it can be seen that the area
around the defect still maintains significant As concentrations. However, the defect area is again
devoid of As due to outgassing.

Due to shifting projects and limited time investment available, we were not able to
ultimately fix this issue. However, we do believe that there are a few steps that can be taking to

continue this work towards a working prototype. First, we believe the InAs annealing could
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probably work well if the anneal was done in a furnace or capsule that had significant As
overpressure[60]. This would prevent the As from being able to outgas and hopefully would
maintain the surface quality. Since that is a more complicated fab process, the alternative would
be to try another semiconductor/dopant material system. It could be beneficial to focus on an
elemental semiconductor, such as Ge, as there is no risk of outgassing during the anneal process.
Ge also has a higher electron mobility than Si (u;, = 8800 cm?/V's at 300 °K) [54] and therefore

could also have lower loss than Si.

SO UM oy T 41407

Figure 2.13 — A) Optical microscope image of the InAs surface post a 2 hour, 650 °C anneal. Many pockets of
outgassing are visible. B) SEM image of one pocket of As outgassing showing surface degradation. C) and D) EDX
counts for In and As in the area of B). It can be seen that while there is As in the pristine sample areas, the outgassed
area has little to no As concentration.

In conclusion, we presented a novel optical materials platform based on gradient-doped
semiconductors that can bend and shape light in a monolithic, stress-resistant package. We

developed a multi-physics optimization algorithm which can solve the dopant location problem
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and create relatively high-performing devices. We believe further work in this could lead to the

creation of extremely robust, thin, and bespoke optical elements for compact applications.
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3 Adjoint optimization of nanoscale light

extractors for NV centers in diamond

3.1 Introduction to adjoint optimization

Maxwell’s equations encode our understanding of how light interacts with matter. They
tell us, for example, how a propagating wave will interact with a specific material arranged in a
given shape or pattern. The solution to such a problem is relatively straightforward and can be
computationally solved through a variety of methods such as Finite Difference Time Domain
(FDTD) simulations and the Finite Element Method (FEM). However, in scientific or engineering
applications, the solution to this problem has limited utility. This arises because we are concerned
with designing the best structure to conform to a particular need. The issue is that, while we need
to know how a given structure interacts with light, we primarily want to know what structure will
give us the most optimal interaction, given a certain figure of merit or target goal. This difference
is understood as the difference between the forward problem (what is the field produced by a
particular device) and the inverse problem (what is the device that best produces a particular field).

The challenge here is that the forward problem has a singular solution. Due to the nature
of Maxwell’s equations, there can be only one resulting field given a specific structure and input
field. The inverse problem, however, is not guaranteed to have a physically realizable solution and,

furthermore, if the solution exists, it cannot be guaranteed to be unique; there may be other
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geometries that satisfy the design constraints equally well. And so, left with this conundrum, as
scientists and engineers we seek the best physically realizable solution to our problem.

In the literature, the design of optical metasurfaces has often used a basic form of inverse
design, where first maps of transmission phase and amplitude as a function of the various free
parameters of the meta-atom (unit cell) geometry are generated [75]. For example, if one desired
to design a metasurface beam deflector composed of Si rods on SiO; substrate [76], [77], one
would start by simulating the complex transmission (amplitude and phase) of the rods as function
of height and rod radius, for a given size of the unit cell. Once that map is complete, specific
geometries would be chosen based on what phase is needed at a given location on the device and
the entire device would be populated this way.

In this example, we can see that the inverse-design approach is used, but operating under
stronger assumptions and constraints than necessary. We have a desired field (for a beam deflector,
this is constant amplitude with a periodic phase variation with the period depending on the desired
deflection angle [78]) and we choose subwavelength geometries that can best scatter the light to
approximate the desired field. However, the resulting geometries are limited. Adjoint optimization
is a relatively recent optimization technique that helps solve the inverse design problem and can
relax the constraints put on the geometry design space.

While adjoint optimization itself has been used for quite some time in mechanical
engineering applications [79]-[83], it has only been within the past 10 years that it has seen
development and use for photonic component engineering. Today, there are many good resources
for understanding the derivation of the adjoint method for photonic applications. Of particular use
to us have been the works by Sigmond Ole[84]-[88] and some of the publications from Eli

Yablonovitch’s group at the University of California at Berkeley. The thesis by Owen Miller [89]
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contains a substantial derivation and commentary on the adjoint method applied to photonics and

the interested reader can reference that document for further elucidation of the methods.

3.2 NV color centers

The remainder of this chapter focuses on our own implementation of the adjoint
optimization method to design photonic devices that enhance the light extraction from nitrogen-
vacancy (NV) defect color centers in diamond crystals. NV centers exist in diamond as two
adjacent defects where one carbon atom sis replaced with a nitrogen atom which bonds to a
neighboring atom-site vacancy defect [90], [91]. This pairing creates a distinctive quantum system
that, due to the stable nature of the diamond crystal, remains stable (retaining relatively well-
defined energy levels) up to room temperature [92]-[94]. The usefulness of this system is primarily
due to the accessibility of the electron spin states via optical, magnetic and RF radiation[91]. This
defect system is useful for quantum information processing as the electron spin information can
be recorded for long periods of time into nuclear spins and then read out later[92], [95].

The second major application of color centers, and the application that we are primarily
concerned with, is the ability of these systems to sense very weak and highly localized electric and
magnetic fields and transduce them into optical signals [96], [97]. This is primarily due to the
splitting of the electron states via the Zeeman or Stark effects [98], [99]. The splitting magnitude
can be detected via optically detected magnetic resonance (ODMR) measurements in which the
electrons are pumped to the excited via visible laser light, their spin is moved to the +/-1 state via
microwave radiation and the non-radiative decay valley splits as a function of external DC field

strength [100].
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One challenge with this measurement technique that we seek to address in this chapter is
the low signal-to-noise ratio (SNR) due to the limited collection of the light emitted by NV centers.
Due to the high refractive index of the diamond, much of the emitted light from the NVs gets
totally internally reflected [101], [102]. Both the sensitivity to external fields as well as spatial
resolution depend on the ODMR SNR, so maximizing the signal output of the NVs is a primary
concern.

And so, our engineering question becomes, what geometric structure can we design to
extract the most light emitted by the NV defect? To answer this question, we turned toward adjoint
optimization as we realized that the constraints imposed by tradition design techniques would not
lead to high-performing structures but also that there really are no straightforward design
techniques to answer this challenge.

The next section in this chapter will deal the initial implementation of our adjoint
optimization algorithm applied to NV centers in [100] oriented diamond. This section outlines the
specifics of our algorithm and the techniques we implemented in order to design fabricable
nanoscale light extractors (NLES) to enhance the emission from the NV centers. In the second
section, we present an expanded array of NLEs using more adjoint figures of merit for various
extraction geometries for [111] oriented diamond. Along with a stock extraction NLE, we present
a geometry with a central void for molecular sensing, an NLE that minimizes excitation fields
above the structure for backside illuminated NVs, and an NLE that splits the NV emission into
two output modes based on the orientation of the NV emission dipole. This compilation of NLEs
is meant to provide useful geometries for experimental NV sensing setups as well as demonstrate

further capabilities of the adjoint optimization method.
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3.3 Nanoscale light extractor for NV centers in (100) diamond

The following text is taken from our publication:

R. A. Wambold, Zhaoning Yu, Yuzhe Xiao, Benjamin Bachman, Gabriel Jaffe, Shimon
Kolkowitz, Jennifer T. Choy, Mark A. Eriksson, Robert J. Hamers and Mikhail A. Kats, “Adjoint-
optimized nanoscale light extractor for nitrogen-vacancy centers in diamond,” Nanophotonics, vol.
10, no. 1, pp. 393-401, Nov. 2020, doi: 10.1515/nanoph-2020-0387. This work was performed in
collaboration with the groups of Mark Eriksson, Bob Hamers as well as contributions from Shimon

Kolkowitz and Jennifer Choy at UW Madison.

3.3.1 Introduction

Negatively charged nitrogen-vacancy (NV) centers in diamond are optical emitters whose
level-structure is highly sensitive to external perturbations, which makes them excellent sensors
of highly localized electric and magnetic fields, temperature, and strain [103]-[107]. NV centers
are of great interest for quantum computing and communication [108]-[112] and the study of
qguantum phenomena such as quantum entanglement and superposition [113], [114]. However,
efficiently extracting NV fluorescence is often challenging due to the high index of refraction in
diamond (~2.4), which results in high reflectance at the diamond-air interfaces and total internal
reflection for emission angles larger than the critical angle. Previous attempts to extract more light
from bulk diamond primarily involved the etching of the diamond itself (a complicated fabrication
process that can adversely affect NV properties such as spin coherence) [115]-[121] or fabricating

structures that still required a high numerical aperture oil-immersion objective to efficiently collect
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the emission (which adds system complexity and is detrimental to sensing applications) [122]-
[125]. Furthermore, precision etching of diamond around NV centers can be a substantial challenge
and can damage the surface of diamond, resulting in roughness and modifying the chemical
termination [126], which can degrade the quantum properties of NV centers [127], [128].

Here, we design a silicon-based nanoscale light extractor (NLE) that sits on the top of a
flat, unpatterned diamond surface and can enhance the optical output of near-surface NV emitters
by more than 35X compared to the unpatterned case, directing the light into a narrow cone that
can be easily collected with low-NA optical systems. Our NLE consists of a patterned silicon
structure on top of the diamond surface (Figure 3.1), directly above a shallow NV center (< 300
nm below the surface). The proximity of a resonant high-index dielectric structure close to the
emitter enables near-field coupling to and broadband Purcell enhancement of the emitter [125],
[129]. We designed the silicon NLE using an adjoint-optimization method, optimizing for NV
emission funneled into a narrow cone into the far field. This approach both increases collection
efficiency and enhances the radiative emission rate of the NV center.

Our approach focuses on broadband emission enhancement of negatively charged NV
centers close to the diamond surface, which is especially useful for sensing applications in which
measurement sensitivity is limited by the number of collected photons across the entire NV

emission spectrum.

3.3.2 Figure of merit for broadband NV emission extraction
We targeted our design towards negatively charged NV centers in [100] diamond. The NV
axis is at an angle of 54.7° with respect to the normal to the diamond surface in this orientation

[90], and the optical dipole moments are orthogonal to the NV axis [94]. At room temperature, the
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emission from an NV center is expected to be unpolarized [130] and can therefore be simulated by
the incoherent sum of emitted intensities from any two orthogonal linear dipoles that are also
orthogonal to the NV axis. In bulk diamond, negatively charged NV centers have optical
transitions at ~637 nm (the location of the zero-phonon line in the spectrum), but fluoresce over a
bandwidth of >150 nm due to vibrational side bands in the diamond [90], [131]. Therefore, we
define a spectrum-averaged figure of merit (FoM) to quantify the degree of light extraction:

_ J Lyy(A) xn(2) da
o = @ da

(3-1)

Here, Iy, (1) is the normalized emission spectrum of the NV centers in bulk diamond taken
from ref. [132] and n(4) is the extraction efficiency of our NLE, which is defined as the number
of photons emitted into free-space in the presence of the NLE divided by the number of photons
emitted into free-space by that same NV (i.e., same depth and orientation) with no NLE present,
at awavelength A. Note that (1) includes both collection and Purcell enhancements. For example,
an NLE that results in 10 times as many photons emitted into free space at every wavelength would

have n(4) = 10 and FoM = 10.
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For all plots in this paper, the bounds of the integral in Eqn. (3-1) are set to 635 — 800 nm
to cover the NV zero-phonon line and phonon sideband emission spectrum. Our NLE achieves
broadband NV fluorescence enhancement, which is particularly useful for sensing applications
using shallow NVs, but the design approach can readily be adapted to focus on more-narrow

spectral ranges (e.g., the zero-phonon line alone).

Figure 3.1 - Schematic of the nanoscale light extractor (NLE), which sits on the diamond surface above an NV center
and directs fluorescence out of the diamond and into a narrow cone in the far field. The schematic is a render of the
actual optimized structure reported below.

3.3.3 Adjoint-optimization method

To design a high-performance NLE, we used adjoint optimization—a design technique that
has been used extensively in mechanical engineering and has recently been applied to the design
of optical metasurfaces and other photonic structures [86], [133], [134]. For free-form structures
that are allowed to evolve in three dimensions, the optimization process consists of the evolution
of the structure, defined by a refractive-index profile n(r, 1), towards maximizing the overlap
between a forward simulation field [Efyq (1, 4)] and a specific adjoint simulation field [E,g4; (1, 1)],
where r is a position within the structure.

Due to the incoherent and unpolarized emission pattern of the NV center at room

temperature, our approach was to maximize extraction from two orthogonal optical-dipole
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orientations [94]. We used two pairs of forward/adjoint simulations for these two orientations. The
first of our forward simulations is sourced by an electric dipole 10 nm below the diamond surface,
with the dipole moment oriented in the XZ plane and tilted at an angle of 35.3° off the Z axis. The
second was sourced by a dipole placed at the same position and oriented parallel to the Y axis.
Note that NV centers in [100] diamond can be oriented in one of four directions along the (111)
crystal axes. Thus to maximize performance, prior characterization can be done to align the NLE
in the proper direction during fabrication [135]. Two adjoint Gaussian beams were used with
orthogonal polarizations; one polarized along the X axis and the other polarized along the Y axis
to pair with the forward dipoles in the XZ plane and along the Y axis, respectively.

We used finite-difference time-domain (FDTD) simulations (implemented in Lumerical
FDTD [136]) to determine the forward and adjoint fields in the optimization region across the
spectrum of interest for both optimization pairs. At each optimization generation, we calculated a
figure-of-merit gradient similar to that of ref. [137], but averaged across the forward/adjoint

simulation pairs:

G (r, A) X <n(rr A) ' Re [Ede (r, A) ) Eadj (r! A)] )pairs (3-2)

For the case of only one forward/adjoint pair, a positive value of G (1, A) indicates that a
small increase in the refractive index n(r, A) at position r will result in a stronger overlap between
the forward and adjoint fields. For more than one pair, like here, G(r, A) is a compromise quantity
balancing the performance between all pairs. This causes the optimization algorithm to move in
the direction that maximizes the gradient with respect to both pairs, and, while not necessarily

reaching the same performance levels as with a single pair, is required in our case due to the nature
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of the NV emission. Furthermore, because it is typically not possible to separately engineer the

index at different wavelengths, we define a wavelength-weighted gradient:

1
() =7

f Lyy (DG (r, )dA (3-3)
To design a structure that can realistically be fabricated using top-down techniques, there
should ideally be no material variance in the vertical (Z) direction. We impose this constraint in
our optimization by 1) forcing the index in a single column along Z to be constant, and 2) averaging
G (r) along each column during the update step such that a single G is applied to each column

given by:

=" g (3-4)

Z — Zmi
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(similar to, e.g., ref. [137]), where 7 is the two-dimensional position vector in the (x, y) plane.
Figure 3.2(A) shows the design process for our NLE. To start, the optimization is seeded
with a random continuous distribution of complex refractive index, taking values between that of
air (ng, =1) and crystalline silicon (ng;(1), from ref. [138]), calculated by n(¥, 1) = p(¥) -
ng (1) + [1 — p(¥)] - n,i where p(¥) ranges between 0 and 1, such that if p = 1, then n = ng;.
G(r) is then used to update the position-dependent refractive-index profile according to

Prew (™) = Poia(¥) + ¢ - G(¥), where ¢ is a normalization factor. In principle, this process can be

iterated (while evolving c), until p(7) converges to yield an optimized index profile.



45

However, the optimization method described above yields an optimized profile p(7)
corresponding to a continuum of index values n(7, ). To evolve the index distribution into a
binary structure of silicon and air that can be made by lithography and etching, and also ensuring
that the feature sizes are not too small, we followed the methods of Sigmund in ref. [84]. This
approach applies a conically shaped blurring function to p(7) at each iteration to smooth the index
distribution to remove features that are smaller than the cone radius, R. For our optimization we
used a conical blurring function with R = 40 nm to result in structures that can be readily made
with most electron-beam lithography systems. The new blurred profile py..(7), is created

according to [84]:

po7) = [ B (35)
o 0, |¥-7l>R
LRI PR R (A (39

where w(#,7") is a weight function that becomes larger closer to position 7.

In addition to blurring, a binary push function is required to finish the optimization with a
fully binary structure (i.e., in our case, at each point in the optimization region the final material
should be either air or silicon). The binarization method found in ref. [84] and [134] was the guide

for our implementation. Specifically, this method modifies the blurred element matrix as follows:
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where pp;n (7) is the modified (new) value of p at position 7. Here, a is a cutoff parameter that
allows us to define dilated and eroded edges (to account for fabrication errors) but is set to the
midpoint value of 0.5 during the optimization process. The parameter S controls the strength of
binarization applied to the structure. A B-value of 0 gives no increased binarization to the structure
leading to py;, = p. As B increases, values of p < a are pushed towards zero while values of p >
a are pushed towards one. Like the blurring function, the binarization function is applied at every
step of the optimization process, with g starting at 0 and increasing, until a binary structure is
achieved at the end of the optimization [~ iteration 400 in Figure 3.2(C)]. We found that to further
remove small features and move the structure away from sharp local maxima, it was beneficial to
apply a second blurring function to p(7) once every 35 iterations late in the optimization process
(after iteration 305 in Figure 3.2(C)).

We leveraged the inherently broadband nature of the FDTD method to simulate and
optimize the performance of our device across the entire NV emission spectrum, simultaneously
achieving a design that is robust to errors in fabrication. Previous works using adjoint optimization
with a frequency-domain electromagnetic solver achieve fabrication robustness through
simulating dilated and eroded devices each iteration, which corresponds to a three-fold increase in
the number of simulations required [85], [134], [139], [140]. In our optimizations, fabrication
robustness was built-in automatically due our requirement for broadband performance together

with the scale invariance of Maxwell’s equations (i.e., larger structures at longer wavelength
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behave similarly to smaller structures at shorter wavelength). This correspondence between
broadband performance and shape robustness has been observed previously for other inverse-

design approaches [141], [142].
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Figure 3.2 - A. Visualization of the optimization routine, which evolves an index profile situated above an NV emitter.
In the forward simulation, the light source is a dipole at the location of the NV. The sources in the adjoint simulations
are two orthogonally polarized Gaussian beams injected from free space toward the structure. The sensitivity
gradient, G(r) = G(x,y), is calculated and then used to evolve the index profile. The updated profile is then used
in the next iteration. B. A sweep of the structure height (i.e., the thickness of the Si membrane), running five full 2D
optimization cycles for each height. We found a height of approximately 300 nm to be optimal over the range of the
sweep. The error bars represent the variance at each height. The variance is very small for some heights, so the error
bars are not visible. C. FOM vs. the iteration number for a full 3D optimization run to generate our NLE. The dips are
due to the application of the secondary blurring later in the optimization.

Note that our adjoint optimization setup that uses G(¥) to evolve the structure does not
directly maximize the FoM in Eqn. (3-1), because the formalism described above requires the
selection of specific optical waveforms for the forward and adjoint fields, whereas the our FoM
does not depend on the particular spatial mode(s) in which light escapes to free space, or the phase
of that mode relative to the dipole source. Here, we selected our adjoint source to be a Gaussian

beam with a diffraction angle of £30° injected toward the diamond surface along the Z axis. To
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relax the phase degree of freedom, we performed multiple optimization runs in which we varied
the relative phases of the forward and adjoint sources from 0 to 27 in steps of /2. Due to having
two forward and two adjoint sources, this led to 16 total combinations of phases for a given seed.
To reduce computation time, only the best 4 phase combinations were selected to finish after 30
generations. While not pursued here, the same type of approach can be taken for accounting for

the polarization of the sources.

3.3.4 Designing the nanoscale light extractor

To find the ideal height, we first ran a series of a series of 2D optimizations, sweeping over
a range of heights (Figure 3.2A,B). Like in the later 3D simulations, the 2D simulations were set
up with the dipole embedded 10 nm into diamond, and we used two orthogonal dipole orientations
in a plane perpendicular to the NV axis. We swept the height from 50 to 600 nm in steps of 50 nm
and ran 5 optimization runs for each height. Figure 3.2(B) shows the average of our FoM for each
height, with the oscillations reminiscent of Fabry-Perot fringes. Based on these results, we decided
to run the full 3D optimization of the NLE for a height of 300 nm. This thickness is a common
device-layer thickness in silicon-on-insulator (SOI) technology [143] and we note that SOI lends
itself well to fabricating this structure as crystalline silicon device layers can be transferred to
diamond using membrane-transfer techniques [144].

The full 3D optimization run can be seen in Figure 3.2(C). The FoM increases as the
optimization progresses, with occasional dips due to the implementation of the secondary blurring
function. The optimization terminates when the device is sufficiently binarized, such that the

structure is entirely comprised of air and silicon, and the FoM is no longer improving significantly.
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3.3.5 Results

The structure of our optimized NLE is shown in Figure 3.3(A), with the extraction
efficiency in Figure 3.3(B). Though the NLE was optimized for an NV depth of 10 nm, we also
show the results for depths of 5 and 15 nm but with the same NLE structure. The extraction
efficiency increases for NVs closer to the structure due to increased coupling with the NLE, which
leads to larger Purcell enhancement [145]. For an NV depth of 10 nm, the Purcell enhancement of
our device is ~3, averaged across the emission spectrum. Here, we calculate the Purcell
enhancement by dividing the power emitted by the dipole source in the presence of the interface

and the NLE by the power emitted by the dipole in homogeneous diamond (no interface).
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Figure 3.3. A. Top-down view of the final NLE optimized for an NV depth of 10 nm. B. Extraction efficiency [(4)] of
the NLE for NV depths of 5, 10, and 15 nm below the diamond/air interface. C,D. Snapshot of the near and meso-
fields of the emitted electric field from (left) a dipole in the X-Z plane, and (right) a dipole in the Y direction. D.
Intensity far-field averaged over the two dipole orientations. In C,D, the plots are at a wavelength of 675 nm. The
bulk of the beamed power fits within a 60° cone in the far field.

Figure 3.3(C, D) shows the near- and far-field radiation patterns. In Figure 3.4 we show a
comparison between the near fields with the NLE present compared to those without the NLE. The
snapshot was taken along a slice in XZ plane at y=0. It can be seen that the strength of field above
the structure increases dramatically with the addition of the NLE.

The NLE can shape the emitted fields from the dipole into a beam that is approximately
Gaussian. The beam angle is slightly offset from the normal (~7.5°) but the bulk of the beamed
power fits within a +/- 30° cone. The fields in Figure 3.3(C,D) are for a wavelength of 675 nm,
but the beaming persists across the NV spectrum and the peak emission angle does not deviate by

more than +5°. A cross-sectional farfield plot taken at select frequencies can be found in Figure
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3.5. For an objective with numerical aperture of 0.75, the collection efficiency, defined as the
fraction of emitted optical power that can be collected, is around 40% in the 635 — 670 nm range,
and above 25% across the entire 635 — 800 nm range. Figure 3.6 shows a full breakdown of the
emitted power of the NV with the NLE present including absorption and collection efficiencies for

various NA lenses.
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Figure 3.4 - A snapshot of the electric fields in the vicinity of the NV center taken along a slice in the XZ plane aty =
0 (the center of the device and the y-coordinate of the NV), at a wavelength of 675 nm. Here we directly compare
the X components of the electric field for the dipole in the XZ plane (a) with and (b) without the NLE, and the Y
components of the electric field for the dipole in the XY plane (c) with and (d) without the NLE. The NLE is outlined
in black for reference.
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Figure 3.5 - To ensure the beaming capabilities of our device are maintained over the full 635 —800 nm spectrum
we simulated and calculated the far-field |E|2 intensities for multiple other wavelengths besides the one
presented in Figure 3.3. Here we plot slices of the field profiles at an azimuthal angle of 0° and along a polar angle
of £90° for wavelengths 635, 668, 701, 734, 767, and 800 nm. The far-fields are normalized to the peak intensity
over the full hemispherical projection (-90°<8<90° and 0<$<360°) so the peaks in some plots occur at another
azimuthal angle. The peak intensity always stays within £15° of the normal with only minor variations between
the different wavelengths.
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Figure 3.6 - Breakdown of light emitted by the NV center in the presence of the NLE. The collection efficiency is
defined as the fraction of emitted power can be collected by a lens with a specific NA. The power recorded in the -z
direction is defined as the power flow downwards through a plane placed 100 nm below the NV center and diamond
interface. The absorption is calculated as 1 — (power going towards +z) — (power going towards -z). The power flow
is normalized to the full, Purcell-enhanced output power of the dipole source and averaged between the two dipole
orientations.

Due to the broadband spectrum incorporated into the optimization, our devices display
considerable tolerance to various fabrication defects as well as robustness to alignment errors
(Figure 3.7). Though our optimized NLE structure was based on a fixed NV depth of 10 nm, we
also simulated its performance for a variety of depths [Figure 3.7(A)]. The NLE performs better
as the dipole gets closer to the surface due to enhanced near-field coupling. The performance falls
off by a factor of 2 at a depth of 40 nm, yet still maintains enhancements of about 15 times the
emission of an NV with no NLE. Even down to a dipole depth of 300 nm, the NLE is able to
increase the output of the NV by a factor of 3. Note that for NVs at depths substantially different
than 10 nm, a more-effective design can very likely be found using the optimization method

described above.
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The NLE shows minimal performance loss from errors in rotational alignment in the range
of -20° to +20° [Figure 3.7(B)]. The full 360° rotational plot can be found in Figure 3.8. We also
tested the case where the NLE was offset by some amount from the central dipole position [Figure
3.7(D)] and found that the FoM remains above 25 for X offsets of +/-30 nm and Y offsets of +/-
40 nm.

In practice, one can reasonably expect the fabrication process to cause deviations in edge
locations, e.g., due to proximity effects in lithography [146]. Figure 3.7(C) shows the extraction

efficiency of our eroded, optimized, and dilated structures with their index profiles shown in Figure

40 e
40| \ with NLE e %40
%0 with NLE =
30 § 30
s s o
o © 20 ]
L 20)
= &5 20
10 10 5
no structure 5 10
_________________________________________ nostucure | o eructure
----------------------------------- - U
LI o |40D tio 80 100 0554 0 10 20 T
D Ipole Depth (nm) Dipole Offset () 650 675 700 725 750 775 8C
- Wavelength (nm
oy | E e
\ 50 | optimized |____[ Dilated |
100 400 400 400
200 200+ 200
E 0 E 0 E 0 ) E 0
- > > >
-200 -200 -200
-400 | -400 -400
-100 -400 -200 0 200 400 -400 -200 0 200 400 -400 -200 0 200 400
X (nm) X (nm) X (nm)
FoM = 34 FoM = 36 FoM = 31
-200 :
200 -100 0 100 200

edge deviation = £20 nm

x (nm)

Figure 3.7 - A. The NLE maintains good performance through a range of depths, with increasing FoM for NVs closer
to the surface. B. FOM dependence on the NV emitter angle emulating angular alignment errors of the NLE. C.
Demonstration of the fabrication robustness of the optimized device for an NV depth of 10 nm. Eroded and dilated
structures are based on the optimized structure with edge deviation of +/- 20 nm to represent fabrication
under/over-etching, respectively. Due to the broadband nature of our optimization, the NLE shows strong tolerance
to fabrication errors. D. Tolerance of the NLE to lateral offsets of the NV center. The FOM remains above 25 for X
offsets of +/- 30 nm and Y offsets of +/- 40 nm. e. The geometries of the eroded, optimized, and dilated devices

simulated in c. The edge deviation refers to how far the edges shifted inward for the eroded or outward for the
dilated cases.
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3.7(E). We calculated the deviated structures by applying a gaussian blurring filter across the
optimized pattern, and then selecting cutoff points of the blurred edges to yield new binarized
structures. Here, we selected the blur and cutoff to yield edge deviations of £20 nm. The NLE

maintains good performance across the spectrum despite erosion or dilation [Figure 3.2(B)].
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Figure 3.8 - The full rotational robustness of the NLE demonstrated by rotating the NV emitter a full 360° around the
Z axis.

It is instructive to compare the FoOM of our NLE (~35 for NVs at a depth of 10 nm) with
some existing structures in the literature designed for broadband vertical outcoupling of light from
a diamond slab, with the understanding that the FoM combines the distinct collection-enhancement
and Purcell mechanisms. Dielectric structures comprising etched diamond typically do not provide
much Purcell enhancement and include bullseye gratings [123], vertical nanowires [147], solid-
immersion metalenses [121], and parabolic reflectors [115]; we estimate that these structures have
calculated FoMs of approximately 10 to 20 due entirely to collection enhancement. Resonant
geometries proposed thus far have primarily relied on plasmonic enhancement in structures such
as metallic cavities [116], [148] and gratings [149], with FoMs of up to ~35. The theoretical FoM

of resonant metal-dielectric structures in ref. [150] can be well above 100 due to large Purcell
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enhancement, but the implementation would require elaborate fabrication including filling etched
diamond apertures with metal, and the small mode volume limits the positioning tolerance of the
NV center to within ~5 nm of the field maximum. Finally, note that unlike all of the
aforementioned designs, our NLE does not require etching of the diamond, and can be fabricated
by using Si membrane transfer techniques [144], [151] or direct CVD growth of Si on a diamond
substrate. We do note that the exact effects of the NLE on the NV-center spin characteristics (e.g.,
coherence) due to the proximity of the NV to the NLE surface and material are unknown at this
time. These effects are difficult to predict and are beyond the scope of this article, warranting
future experimental investigations. However, our technique is likely to be less invasive than
approaches that require etching the diamond near the NV, which inevitably introduces damage and
additional defects.

We note that while the present manuscript was undergoing peer review, a preprint by
Chakravarthi et al describing a similar approach to extracting light for NV centers, but for quantum

information applications, was posted on arXiv [152].

3.3.6 Conclusion

We presented a nanoscale light extractor (NLE) designed using adjoint-optimization
methods with time-domain simulations to enhance the broadband emission of NV centers in
diamond. Our design not only enhances the fluorescence of the NV centers but also demonstrates
exceptional beam-shaping qualities, enabling efficient collection with a low-NA lens in free space.
Even given reasonable uncertainty in NV center localization and errors in device fabrication,
simulations show the NLE maintains a high extraction efficiency. Our results suggest that such

robustness to positioning and fabrication errors can be automatically achieved when optimizing
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for a broadband figure of merit. The NLE can be fabricated with conventional electron-beam
lithography techniques without etching of the diamond surface. Our approach can easily be
extended to other color centers in diamond, as well as material systems where increased light
extraction from defect centers is desired, such as silicon carbide or hexagonal boron nitride [153],

[154].
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3.4 Nanoscale light extractors for NV centers in (111) diamond

This work was inspired by and benefitted greatly from numerous discussions with Professor
Shimon Kolkowitz and Professor Jennifer Choy at UW-Madison. The discussion on adjoint

sources was inspired through conversations with Professor Zongfu Yu at UW-Madison.

3.4.1 Introduction

In the previous section (3.3) we used adjoint optimization to specifically design a photonic
structure for (100) oriented diamond. In this section we turn our attention to looking at NV centers
in (111) oriented diamond crystals. There are a few advantages to this orientation (described
below) but here we also expand our adjoint optimization capabilities to alternative FoMs that

enable diverse functionality.
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Most commonly, bulk single-crystal diamond samples with nitrogen impurities are grown
in the (100) crystal orientation whereas the primary alignment of the NV defect bond axis lies in
the [111] direction[94], [155]-[157]. This leads to an oblique angle between the dipole emission
direction of the NV center (orthogonal to the bond axis) and the diamond-air interface, further
exacerbating the issue of total internal reflection. The NV defect embedded in (111) crystal

diamond can be visualized in Figure 3.9(A). The emission of the NV centers can be maximized by
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Figure 3.9 — A. Ball and stick representation of the NV defect in (111) diamond. The nitrogen (red) and vacancy (blue)
bond in the Z direction leading to an emission dipole oriented in the XY plane. B. Schematic of the standard adjoint
optimization region represented in 2D. The FoM plane is used to evaluate the performance of the NLE but also serves
as the location to calculate the adjoint fields. The optimization region starts as a smooth gradient of refractive index
varying from Si to air which eventually binarizes as the optimization completes.

growing substrates oriented in the (111) crystal orientation such that the NV emission dipole axes
are aligned parallel to the air-diamond interface[158]-[161]. Traditionally, this crystallographic
orientation was challenging to grow; however, there have been significant recent advancements in
the growth of (111) diamond via plasma-assisted CVD that has led to high-quality (111) diamond
crystals and well-aligned NV defects [157]-[160], [162]-[165].

Even with advances in growth techniques to enhance NV emission, the overall percentage
of emitted light remains low. A shallowly implanted NV center (~20 nm deep), modeled as a

dipole emitter oriented parallel to the diamond-air interface, transmits only ~5% of its emitted
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power out of the diamond into free space. Therefore, further photonic engineering solutions are
needed if single NV sensors are to be made more widespread.

We seek to address this problem using adjoint optimization to design silicon-based
photonic structures to enhance the light output of NV centers. Section 3.3 introduced the concept
of using adjoint optimization to design a single nanoscale light extractor (NLE) for NVs embedded
in (100) oriented crystalline diamond[166]. In this section we aim to expand on our previous
method by establishing a range of NLEs with varying functions enabled through adjoint
optimization. Seeing as (111) diamond may be more useful for both sensing and quantum
information processing due to the advantageous NV alignment, we seek to provide structures that
can 1) substantially increase the available SNR, 2) provide increased functionality by either
directly controlling the emission direction or suppressing the excitation fields in a certain region
of space, and 3) be easily used in both experimental setups as well as any NV-based sensing

platforms.

3.4.2 Adjoint Optimization

To design these structures we turned to adjoint optimization following and improving on
our approach outlined in section 3.3.3 [166]. In this section, we use a variety of adjoint simulations
depending on the desired function of the NLE; the FOM and accompanying adjoint sources are
described in each section. The general simulation setup, represented in 2D, can be seen in Figure
3.9(B). The optimization region consists of a spatial distribution of index of refraction that at each
location varies from air (n,;,- =1) and crystalline silicon (ng; (1), from ref. [138]). The FoM plane
is situated above the optimization region and is used to set the adjoint sources (details for each

case below) along with evaluating the performance of the NLEs. In each case, the forward
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simulations use a dipole source oriented parallel to the diamond-air interface and set to a depth of
20 nm.

In each case, we characterize the performance of our structure by normalizing the FoM to
the performance of an NV center in the presence of the diamond/air interface alone (i.e., no NLE
structure present). In both cases we normalize to the amount of light collected into collection optics
with an NA of 0.5. In our previous publication, we characterized and compared our NLE to the
performance of other published design approaches and, while the FoMs in this case are slightly
different, those comparisons are still useful for gauging the relative performance of each device.
The comparable FoMs of interest are estimated to range from 10 to 35 [167]-[173].

To narrow down one of the free structural parameters, the thickness of the NLE, we
performed a 2D height sweep similar to the procedure in 3.3.4 but using orthogonal dipoles laying
in the XY plane. The results are show in Figure 3.10. Similar to Figure 3.2B, the peak FoM occurs
at a thickness of approximately 300 nm, with additional “fringes” of locally maximum FoM
occurring every 250 nm. Based on the results of this sweep, we choose a height of 300 nm for all

NLE designs.
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Figure 3.10 — Results from running a series of 2D optimizations to find the ideal NLE height. The height was swept
from 50 to 1000 nm in steps of 50 nm with 8 optimization runs for each height. Error bars are present for all points,
but the deviation was very small for smaller heights due to some of the runs converging to the same result. The peak
FoM occurred at a height of 300 nm and fringes of high performance occur every 250 nm.
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3.4.3 Stock NLE and Central Cavity NLE

The first structure we designed used the same basic optimization procedure as described in
[166]. Our target FOM was to beam the NV emission into a £30° cone into the far field, in the
direction normal to the diamond interface. This configuration makes it easy to collect the majority
of emitted light using a modest-NA objective (NA = .5). Therefore, our adjoint FOM becomes the

overlap integral of the output optical field with the desired free-space optical profile:

_ _ 2
(f Egip X Hege - dS + J Erge X Haip - dS)

— (3-8)

F(Edipr Hdip) =
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Here E,;,, and Hy;,, are the forward fields from our simulation which uses a dipole source and E. 4,
and H,,, are the target field profiles (E and H denoting complex conjugates). In our case, the target
field profiles correspond to a Gaussian beam traveling in the direction normal to the diamond
interface. Once our FoM is defined, dependent on our Eg;, and Hy;, fields, we can follow the
derivation described in [89], [174] to obtain our adjoint source. The function determining our

adjoint source is defined by:

EP EM ’ 6f
Eqaj = j[G (r', r) ( ) - Gj; r',r) 6Hi(r)] dr (3-9)

In this equation, G;;” and G/ are the Green’s functions mapping the fields due an electric and
magnetic dipole respectively at r to . Here we define the location ' to be a location in our
optimization region while r defines a location on our merit function surface. The indices i and j
define the cartesian field components. This says that to define our adjoint source we need to
populate the surface S with electric and magnetic dipoles that have a complex amplitude defined
by 6F/SE; (r) and —(1/u,) - 6F /8H; (r), respectively (the factor of 1/u, comes from the
normalization of the Green’s function, see Appendix A in [89]). Taking the appropriate derivatives

of our merit function, we arrive at an adjoint equation of:

Eqaj = (ff[GﬁP(r’,r) (Hege xn) + GEM(r',7) - (Erge x )] dr’ (3-10)
s
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The dipoles described by the Green’s functions along the surface form a Gaussian propagating

downwards in the surface normal direction with a complex amplitude coefficient of C defined by:

Re[f Etgt X Htgt * dS]

(3-11)

Thus, to optimize an NLE that seeks to overlap the emitted dipole fields with our desired mode,
we must calculate the adjoint gradient using a backwards-propagating Gaussian beam with the
phase defined by C. It is important to note here that, while the phase of the adjoint source is defined
relative to the desired mode [due to presence of E;,, and H4. in Eq. (3-11)], there remains an
unknown as to what desired mode phase gives the best performance. Therefore,, we performed
multiple optimization branches using varying target-mode phases from 0 to 2z for a given seed.
More details on this approach can be found in the section 3.4.5.

Using the procedure described above, we optimized a stock NLE (only binarization and
vertical invariance constraints) and an NLE with a forced central opening with a radius of 25 nm.
We are terming this structure the enhanced-proximity (EP) NLE as the central opening is useful
for flow-chamber sensing configurations, allowing the target chemical to diffuse down to the
diamond surface within close proximity of the NV center. The stock NLE does not always result
in a large enough hole for this diffusion to take place and thus we created the EP NLE. Figure
3.11(A) and (B) shows the resulting structures after optimization, with the respective far-field |E|?
profiles be seen in (C) and (D). The emitted light is beamed almost entirely into a cone with a half-

angle of 30°. Each structure obtained a satisfactory FoM with the stock NLE reaching a FoM of



24 and the EP NLE obtaining a FoM of 22. The extraction efficiency as a function of wavelength

is plotted in Figure 3.11E.
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Figure 3.11 — A. & B. The refractive index profile of the standard NLE and NLE with a central cavity, respectively. The
central cavity in B is designed to enable diffusion of an analyte to be detected to within close proximity of NV center
while maintaining enhancement and beaming characteristics. C. & D. Far-field |E|? of the standard and cavity NLE,
respectively, taken at the peak NV emission wavelength of 680 nm. E. Normalized extraction efficiency of each NLE.
The spectra correspond to the amount of emitted light collected by a lens with NA = .5 and normalized to the
collected emission of the dipole with no structure.

3.4.4 Dipole orientation dependent NLE

In the next example, we use the same adjoint FoM described in the previous section except
that instead of using a Gaussian adjoint normal to the surface, we offset the angle of the Gaussian
based on the orientation of the dipole moment of the NV. The resulting optimized NLE is able to
split the emission of the photons based on which orientation the NV is in, which can be useful for
quantum information processing applications [175]-[177]. The device put forward here has the

benefit that it not only splits the emission of the NVs based on orientation, but it also acts on NVs
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within a 60 x 60 nm region beneath it, enabling a single NLE to operate on two coupled NV centers
as coherent NV center coupling has been shown on the order of 10 nm (we do note that the presence
of the NLE will have some effect on the coupling, but that is beyond the scope of this section)
[178]. Beyond polarization splitting, the NLE also retains the emission enhancement properties of
the stock NLE. This NLE unites enhanced emission while replacing the need for external
polarization splitting optics which can result in configurations that are more compact.

Because this type of NLE is likely most-useful for quantum information applications, we
optimized the structure for operation only at the NV zero-phonon line (ZPL) (637 nm).
Measurements of entanglement of NV emission are often performed at sub-10° K temperatures, to
reduce the effect of phonon-side band transitions and spin mixing [179]-[181]. This causes the
primary emission of the NVs to be at the ZPL and extends the spin relaxation time[177]. While
our optimization was centered on the ZPL, we did employ broadband simulations in order to
preserve fabrication robustness [141], [142], [166]. For room-temperature NVs, we simulate the
full emission spectrum (635-800 nm) and weight the optimization gradient according to the
normalized intensities of the spectrum. To maximize the performance at the ZPL, we center the
simulation at a wavelength of 637 nm and weight the optimization gradients according to a
Gaussian distribution defined in the frequency domain with a full-width at half-max of 13 nm.

The NV with a dipole moment oriented along the x-axis was targeted to be beamed at an
angle —25° from the normal, while the y-axis-oriented NV dipole was targeted to be beamed at
+25° to the normal. A schematic of the targeted performance can be seen in Figure 3.12A while
the resulting index profile is represented in Figure 3.12(B). The beamed normalized |E|? farfields
for the X and Y dipoles can be seen in (C) and (D) respectively. We defined a separate FoM for

each beaming direction. This FoM is our standard FoM but with the collection cone being centered
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at the target angle (25° for x-orientation, -25° for y-orientation). The cone half-angle is still 30°
and normalized to the amount of light emitted by an isolated NV into that same direction. The
FoM for the x-orientation was 6 and the FoM for the y-orientation was 11. While not as large as
the stock NV, this device still amplifies the output of the NVs by an order of magnitude while

beaming into the target direction. Figure 3.12(E) is a cross-section taken from (C) and (D) along

the red hemisphere oriented in the XZ plane.
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Figure 3.12 — A. Schematic outlining the targeted performance of the NLE. X-oriented dipole emission is sent at a
—25° angle with respect to the normal while the Y-oriented dipole emission is sent toward +25°. B. the resulting
refractive index of the optimized device. C. and D. the farfield |E|? patterns for the x and y orientations, respectively,
taken at 637 nm. E. a cross section of the farfield taken along the x-axis and sweeping along the hemispherical
projection. The angle is measured off of the +Z axis.
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There is some non-negligeable crosstalk between the target directions, however for some
applications this can be compensated by using a polarizer on the respective detectors (although we
do note that there can be some change in polarization as the light passes through the NLE though
the effect is minimal here). The extinction ratio for the X-polarization is 6.2 dB at +25° while the

extinction ratio for the Y-polarization is 28 dB.

3.4.5 Comments on the Phase Maximization Approach

In this section, we comment on the phase maximization approach we take to maximize the
emitted NV power into a specific free-space mode. This approach was used in the stock NLE, the
EP NLE and the polarization splitting NLE. It was noted in Section 3.4.3 in Eq. (3-11) that, while
the adjoint phase is determined by the complex coefficient C, the coefficient itself is dependent on
the phase of the forward fields as well as the phase of the target mode.

In the following Figure 3.13 we plot the first 50 generations of a 3D optimization of an
NLE for (111) diamond for a single dipole orientation (electric field along the x axis). In these
optimization runs, we use a Gaussian adjoint source set to the phase prescribed by Eq. (3-11). Each
run used the same starting seed (i.e., the random, slowly varying, and continuous starting refractive
index distribution), but the phase for the target mode was set to a fixed value, stepped between 0
and 3w /2. It is important to note that in these optimization runs, the adjoint source phase does vary
from iteration to iteration due to the dependence of € on the forward fields Eqip and Hg;p,, We only

fix the phase of E; 4, and H,4.. Thus, while a fixed target mode phase is chosen, the actual adjoint

source is free to vary based on the forward fields.
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From the figure, it can be seen that the original seed reaches different figures of merit
depending on what phase is chosen. Thus, it cannot be known from the outset of the optimization

what phase would be best to optimize towards.
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Figure 3.13 - FoM vs. iteration for the first 50 iterations for varying target mode phases optimized using the adjoint
FoM in Eq. (3-11). The target FoM is the overlap of the dipole emission with a Gaussian beam propagating normal to
the surface of the diamond. The optimization was performed using only one polarization of the dipole as a pedagogic
example. The lower FoMs here compared to the main text are primarily due to smaller size (only 750 x 750 nm
compared to 1220 x 1220 nm) and larger voxel resolution (25 nm compared to 6 nm). The same starting seed is used
in each case.

One way that we attempted to overcome this limitation was to use an adaptive phase
approach. In this approach, the target mode phase is set to the phase of the emitted light at the
adjoint source plane. In this way, the optimization always steps toward a phase that is preferred by
the current iteration of the NLE. The target phase is calculated by taking a weighted average of the

phases at the source-plane monitor (weighted by the Gaussian intensity distribution).
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where w;; is the gaussian weight at point (i,j) on the source-plane monitor and Ej; is the

forward field recorded at the source-plane monitor at point (i, j).
Figure 3.14 shows how this approach compares using the same seed as the previous

example.
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Figure 3.14 - FoM vs. iteration for the first 50 iterations of the adaptive phase approach compared to using a fixed
target mode phase. The adjoint source phase was still set according to Eq. (3-11) but the target mode phase was
determined from the forward simulation fields. The phase of forward fields at the FoM monitor were recorded and
a weighted average was taken to determine the target mode phase. The average was weighted with a normalized
Gaussian intensity distribution. Each run uses the same starting seed.

Here it can be seen that the adaptive phase approach is able to match and beat the

performance of the best of the fixed phases. This also comes with the advantage that fewer
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simulations are required as four concurrent optimizations are not needed, only one. The
performance of the adaptive phase method consistently tied or beat the highest performing fixed
phase optimization branch on multiple different starting seeds.

However, we still decided to forgo this approach in favor of using a fixed-phase adjoint
source. In this case, C is set to a constant value every iteration. Figure 3.15 shows the comparison
between the adaptive phase approach and the fixed adjoint phase approach that we use in the main
text. This comparison is again using the same starting seed for both optimization runs. Our phase-

max approach uses a constant Gaussian adjoint phase each generation. In this case, the constant
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Figure 3.15 - FOM vs. lteration for the first 50 iterations of the adaptive phase approach compared to our currently
employed fixed-phase approach. In the fixed-phase approach, the phase of the adjoint source does not change for
subsequent iterations but is fixed to a value between 0 and 37 /2. The interval is broken down into 4 steps with the
best performing phase being isolated and optimized to completion. The best phase for the given starting seed is
shown.

phase was set to between 0 and 37 /2 in steps of /2 and the best performing phase is chosen to

carry out the optimization. In the figure, only the best performing phase is plotted against the
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adaptive phase method. It can be seen here that the constant phase source indeed outperforms even
the adaptive phase method. This was also consistently seen using other seeds.

We believe this is due to the gradient-ascent nature of the adjoint optimization approach.
Using the adaptive phase approach allows the algorithm to ascend to the local maximum of the
FoM function around the starting position quite effectively. However, there is no way to escape
that local max and even using the varying target mode phase, it is still unable to escape as the
varying adjoint phase due to the forward fields keeps the optimization locked in that max. It can
be seen in Figure 3.13 and Figure 3.14 that the FoM never decreases. However, when the fixed-
phase maximization approach is used, the FoM does sometimes decrease in the early iterations and
then, in later iterations, it can surpass the adaptive phase FOM. This early decrease in the FoM is a
way of escaping a local max and moving towards a FOM that is larger and outside the initial search
area.

While the fixed-phase maximization approach will consistently out-perform the adaptive
phase approach, we find both approaches useful. The adaptive phase approach is particularly useful
when computational resources are limited and it is not feasible to carry out N optimization runs
for each mode that is targeted. Even only two targeted modes broken down into four phase steps
requires 16 optimization branches which approaches the limit of feasibility; any smaller step size
or more modes would quickly make this technique implausible. Therefore, the adaptive phase
approach would be preferred as it can reach FoMs within ~5 — 10% of the fixed-phase method
using significantly fewer simulations as only one optimization branch is required. However, for
our case with only 16 optimization branches and because we have significant computational
resources at our disposal (server with 128 CPU cores and 256 GB RAM), we were able to use the

phase maximization approach here and in our previous work [166].
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Finally, we note that this analysis is only applicable to the adjoint FoM of overlapping
modes. This discussion has no bearing on the transmission maximizing FOM as there is no target

mode phase present. This is explained in further detail in section 3.4.6 below.

3.4.6 Excitation Field Suppression

The final class of NLE presented here uses a FOM defined by the total power transmission
through a surface above the NLE. This particular FOM is useful for a couple experimental
configurations. First, if the setup can easily incorporate a high NA oil objective to collect a large
angle of emitted light, this FoM would be preferable to design an NLE as more light can be
extracted than using a mode overlap with a Gaussian beam. Secondly, and the particular
configuration we are focusing on here, is that this FOM can be used to reduce the intensity of the
NV pumping field in a certain region. In molecular sensing applications, the interaction of the
excitation laser with the sample can cause degradation of the sample or artifacts to be observed in
the emission spectrum measurement or, due to fluorescence of the sample of interest, can reduce
the SNR [182]-[184]. Also, NV emission measurements often require optical components to reject
or minimize the contributions from the excitation fields [177], [185].

To use adjoint optimization to minimize the transmitted field of the excitation laser, we
first need to derive our adjoint source based on our FoM function, F. In this case, we seek to
minimize the power flow through a surface, S, placed above the NLE and thus we maximize the
negative of the power flow through that surface. The following is adapted to our application from
Owen Miller in [89]. A diagram of the setup can be seen in Figure 3.16(A). Our merit function F

becomes:
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P ) = = [ Re(Ene(r) X Fpo(r)) - ds (313)
S

with Eg, and Hg, being the excitation laser fields. Again, following the derivation described in
Eq. (3-9), we first find the derivative of f (the statement in the integrand) with respect to the

excitation fields:

of Hg,(r) X A
=— 3-14
OE(r) 2 ( )

5f Eg,(r) xf
=— 3-15
SH(r) 2 ( )

We then insert Eq. (3-14) and Eq. (3-15) into Eq. (3-9). This gives us:
Fatj = 3 j [GF7 ) - (Hpe () X B) + G (1) - (Bge () x D]’ (3-16)
N

which tells us is that our adjoint source for minimizing the excitation field becomes electric and
magnetic dipoles that re-radiate the transmitted fields back toward the optimization region. This is
specifically accomplished in Lumerical FDTD [39] by recording the transmitted fields from the
forward dipole simulation, through a monitor placed above the optimization region, performing
the operations in (3-14) and (3-15), and using those fields as a custom source object to inject them

back into optimization region to obtain the adjoint field in our optimization region. We are able to
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calculate a gradient for this figure of merit (Gg,) which we then average with our gaussian

enhancing gradient (G;qqss) With a weight of (.25 - Ggy +.75Gcquss) /2.
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Figure 3.16 — A. schematic of the target adjoint optimization scheme. The adjoint is setup to minimize the power
transmission of the excitation plane wave through the FoM plane while also incorporating the standard adjoint of
enhancing and beaming the NV emission in the previous sections. B. Resulting index profile of the optimized NLE. C.
and D. |E|? distribution in the FoM plane of the raw excitation source without and with the NLE. E. The normalized
extraction efficiency of the optimized structured and final FoM.

For our demonstration, we paired the FOM for minimizing the transmission of the
excitation fields with our Gaussian beam phase maximization approach used in section 3.4.2 [i.e.
using two orthogonal dipoles oriented in the XY plane to model the (111) NV]. We weighted the
optimization gradient contributions from the excitation minimization and beaming FoMs equally.
The results of the optimization are shown in Figure 3.16 (B-E). In particular, shown in Figure

3.16(C,D) the peak electric field intensity has been reduced by 71% compared to the sans-NLE
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case. Figure 3.16(E) demonstrates that there is little cost to this additional functionality as this
NLE has a final FoM of 23.6 (compared to the stock NLE FoM of 24) and maintains good
extraction efficiency across the entire spectrum (> 10). Figure 3.17(A) shows the resulting farfield
|E|? which shows a slight compromise with the emission cone being slightly wider than the stock
NLE case to enable the large reduction in excitation field intensity. Figure 3.17(B) shows the |E|?
of the stock NLE [Figure 3.11(A)]. The stock NLE results in a peak field intensity of 3.4x that of
the excitation beam alone [Figure 3.16(C)] and almost 8x larger than the excitation minimizing

NLE.
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Figure 3.17 — A. Farfield |E|? of the excitation minimization NLE. B. and C. Side-by-side comparison of |E|? of the
excitation minimizing NLE and stock NLE presented in Figure 3.11(A). The peak intensity reaches a value 340% larger
than the excitation source without any structure [Figure 3.16(C)].
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3.4.7 Conclusion

In conclusion, we present several NLE geometries optimized using adjoint optimization
techniques with varying FoMs for use in enhancing and controlling the emission from shallow NV
centers in (111) bulk diamond. Our results demonstrate significant enhancement of the NV
emission on the order of comparable enhancement techniques presented elsewhere in the literature.
Our techniques have the further advantage of fine control over the emission beam properties as
well as preservation of the diamond surface as no etching of the surface is required. Furthermore,
these advanced configurations can pave the way for creating compact, on-chip NLEs with bespoke
functionalities. These geometries are useful for many experimental applications and configurations
using NV emitters but the adjoint optimization techniques described can be generalized to other
emission applications such as Si defects in diamond, point emitters in semiconductors or 2D
emitters such as hexagonal boron-nitride [153], [154]. We believe further understanding and
utilization of adjoint optimization techniques can pave the way to further high-performance nano-

photonic device engineering in many more applications.
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4 An intuitive model for reflectarray metasurfaces

This work benefitted significantly from initial investigations by Anthony Wang (former member of

Mikhail Kats’s group and Victor Brar’s group) as well as guidance and contributions by Victor Brar.

4.1 Introduction

The ability to control and manipulate the wavefront of the light using optical components has
been paramount to many technological innovations and achievements. Traditional optical
components, such as mirrors, beam splitters and lenses, make use of macro-scale manipulation of the
wavefront, i.e., they utilize reflection, refraction, and diffraction to achieve a desired beam pattern.
Metasurfaces are optical components that are designed to manipulate light by selectively controlling
its amplitude, phase, or polarization as it interacts with a thin engineered surface [71], [75], [186]-
[188]. They are comprised of sub-wavelength structures that alter the phase and transmission of light
on a local scale. Such metasurfaces can be made of dielectric or metallic materials and can operate in
reflective or transmissive geometry. In the most-common type of metasurface, engineering of the
wavefront is achieved through altering the resonance of the resonant structures such as metal antennas
or dielectric Mie-type resonators, which is usually accomplished through changing their geometry
(e.g., height, width, length, etc.). In this chapter, we will focus on a specific type of metasurface
comprising metallic nanostrips placed periodically above a metallic ground plane separated by a
dielectric spacer [189]-[194] and we seek to explain how the metasurface achieves a full 2 phase

coverage of the scattered light in addition to what causes an anomalous phase response exhibited by
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this structure. This type of metasurface has recently been used to construct tunable and dynamically
responsive surfaces [195]-[197]. Previous examples of reflectarrays include metasurfaces designed
for polarization conversion[198], vortex beam generation[199], anomalous reflection[200], and
birefringent surfaces[189] among others.

In isolation, metallic nano-rod resonators can only scatter incident light with a maximum
range of phase of & relative to the incident wave (Figure 4.1) [7]. The phase difference can be
understood in the limit of the rod being much smaller than the incident wavelength. The charges in
the rod, responsible for the scattered field, re-radiate light proportional to their acceleration. At max
incident field, the charges are not accelerating and therefore the scattered field is at a minimum. When
the incident field flips direction, the charges are at max acceleration and therefore maximum scattered
field, thus a m shift in the scattered field phase. At very long rod lengths, the charges are able to
accelerate with the incident field (i.e. they do not reach an end and can continue matching the field)
and therefore scatter the light in phase with the incident field. Therefore, additional mechanisms are
required to increase the phase coverage of the nanorods to 2z. Without 2t phase control, phase
discontinuities will be prevalent resulting in unwanted interference and leading to poor beam
propagation or an unusable profile. Therefore, being able to tune the scattered field phase a full 2
radians is important for metasurfaces to be able to create arbitrary wavefronts.

In the literature, the full phase coverage has been accomplished by coupled nanorod
resonances [78], [201], [202], polarization effects (through the Pancharatnam—Berry phase) [203]-
[205] or, in the case of reflectarrays, coupling the resonators to a ground plane. In this configuration,
metallic nanorods are placed above a metallic ground plane with a dielectric spacer in between. It is
generally understood that the increased phase coverage originates from the onset of gap plasmon

resonances which are strongly localized plasmonic resonances that exist in small gaps between
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metallic films [206]. The coupling to and subsequent radiation from these modes is responsible for
creating the phase delay in the reflected light. One can then obtain the phase dependence as a function
of specific geometric parameters of the layered structure which can then be used for designing optical
metasurfaces. However, it has been observed that these metasurfaces exhibit an anomalous phase
response where the range of phases attainable reduces from ~2m to almost 0 for specific periods or
substrate index/thickness values. One model for understanding this behavior was put forward by Park
et al. in [198], using nanostrips on a substrate with an electrically tunable refractive index. In their
work, they used coupled mode theory (CMT) to differentiate between the contributions of the resonant
and non-resonant reflection channels owing to the reflection from the ground plane and the gap
plasmon modes, respectively. We seek to expand upon previous explanations by offering an intuitive
and pedagogic model of the origin of the metasurface phase coverage behavior. Our aim in this
instructional chapter is twofold: 1) we seek to give an intuitive explanation and demonstration for
how elements of reflectarray metasurfaces can cover a phase range of 2z, and 2) use this model to

explain and visualize reduction in attainable scattered field phases.
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Figure 4.1 - A) Visualization of the general behavior of damped, driven oscillators. For a constant frequency (w), there is

a specific ratio of spring constant to mass (,/k/m) or nano strip length (L) at which these oscillators see a maximum in
their amplitude (orange curve) while the phase (blue curve) of oscillation undergoes a shift of /2 relative to the driving
force. B) Example simulation of a focusing reflective metasurface. Plotted here is the |E|? after an incident plane wave
reflects from the metasurface. The structure at the bottom is a cartoon representation of the actual structure, not to
scale. The inset shows the local |E|? around a subset of three elements that comprise the device.|

4.2 Intuitive Model

The interaction of light with a metallic nanorod can be understood through the lens of a
damped, driven harmonic oscillator. The electron sea in the metal oscillates with the incident fields
and, in the case of a finite rod, the negative charge builds in one end of the rod giving rise to a
collection of positive charges on the opposing end of the rod which acts as a restoring force for the
previously displaced electrons. The restoring force attracts the electrons which causes them to
oscillate towards the positive side and thus the cycle continues. The charge-force system is analogous
to a damped driven mass-on-a-spring harmonic system in classical physics where the mass is the mass

of the displaced electrons, the Coulombic force between the charged ends of the rod act as the spring,
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the damping force arises from electron-lattice collisions as well as radiation and the driving force is
the incident electromagnetic wave [7]. The entire collective oscillation of the free electrons being
driven is termed a plasmon [207]. A cartoon of the scattering field response of the charge-force
damped driven harmonic oscillator is shown in Figure 4.1. Because the incident light acts as a driving
force of the resonator, the frequency (wavelength) of the light is the frequency of the force. As the
driving frequency approaches the resonant frequency of the oscillator (w,), the scattering cross
section reaches its peak value while the scattered field phase is exactly m/2 out of phase with the
driving force[78]. At frequencies above the resonant frequency, the scattered phase reaches a peak of
7 radians out of phase with the driving force.

While it is widely known in the field that coupling the resonators to a ground plane increases
the phase coverage of the scattered fields, an intuitive and pedagogic understanding of this mechanism
is mostly absent. Previous explanations for the behavior of these metasurfaces have attributed the
field response to magnetic dipole radiation [208], gap plasmons [209] or have used coupled-mode
theory [210], [211]. While these models can be used to explain the behavior of the coupled nanostrips,
we seek to put forward an intuitive and easily visualized model of this behavior. Here, we consider
scattered field from the ground-plane-mounted nanostrip (3D nanorod reduced to 2D) as the sum of
the scattered field from the nanostrip itself and the scattered field from the substrate (metallic ground
plane plus the dielectric spacer).

We are able to isolate the scattered fields using a simulation formalism called a Total-Field
Scattered-Field (TFSF) [212]-[214]. A TFSF simulation is comprised of two regions: the total field
region and the scattered field region. The total field region contains all simulation fields, namely, the
injected source fields (a plane wave) as well as the scattered fields from the enclosed particles. The

scattered field region is the interesting feature of the TFSF element; it consists of all areas outside of
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the total-field region. At the element boundary, the same incident plane wave that was injected into
the simulation is subtracted out from the fields passing through which causes only the fields scattered
by objects within the TFSF region to pass while fields that are unaffected by the enclosed elements
are removed. If there is a substrate that extends through the TFSF boundary, as in this case, the fields
scattered by the substrate (i.e., reflected from a metal substrate) are subtracted out and do not
contribute to the fields in the scattered-field region. The TFSF source is primarily used for scattering
and absorption cross-sections of small particles but can be used to isolate the scattering response of
any sort of object.

We use three basic configurations in our simulations of the metasurface in order to isolate the
various scattering components and these are outlined in Figure 4.2. The first configuration (config. 1)
isolates the scattered phase of the nanostrips themselves. We use periodic boundary conditions to
enable interaction of the strips with neighbors and the reflected field is recorded at the e-field monitor
placed above the strips. The recorded field at the monitor is then projected 1 m into the farfield where
we then can take the phase and amplitude. The second configuration (config. 2) we used removes the
nanostrip and truncates the substrate. The substrate width is set to the same period as used in config.
1 and the FDTD boundaries are switched to absorbing boundaries. In this way, the TFSF surrounds
the substrate and the reflected fields at the monitor are due to the substrate alone. The scattered field
amplitude and phase are determined the same as config. 1. The third configuration (config. 3) retains
the truncated substrate and absorbing boundaries but adds the nanostrip back in resulting in the full
scattered response of both the substrate and nanostrip together in a non-periodic arrangement (with

the scattered field and amplitude calculated via the farfield transform).



84

-
2 ) : g 2 m g =
g ) a . a
£E Configuration 1 gg gi Configuration 2 g3 EE Configuration 3 g3
ES Eeld 28 E'% E-field gg EE E-field «%g
= el el
e monitor @ E monitor 8 E monitor o
1 TFSF source Y 1 Plane-wave source $ Plane-wave source $
] Manostrip = Nanostrip
z width bl width
>
13 i
1 g % I
1 i‘?’__ =4
1
-

. e

|

Figure 4.2 - Schematic showing the simulation configurations to isolate the individual reflectarray element contributions
to the scattered field. Config. 1 isolates the nanostrip, Config. 2 isolates the substrate contribution, and Config. 3 gives

the combined response.

With these simulation configurations we are able to show the contributions of each element
of the metasurface and demonstrate that the scattered field of the entire structure is comprised of the
response of each individual part. This concept is represented in Figure 4.3A. The example metasurface
seen at the top of Figure 4.3A is comprised of individual scattering elements seen in the central red
box. The scattering response of the ground plane (yellow box) along with the scattering response of
the nanostrips (blue box, represented by a harmonic oscillator) constitutes the total scattering response
of the element. The combined scattered field effect is elucidated through full-wave simulations of the
individual components of this metasurface. From these simulations, the scattered fields can be broken
down and isolated between the individual contributions of the nanostrip and of the piece of substrate

(all simulations were performed with Lumerical FDTD [136]).
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Figure 4.3 - A) Cartoon of the components that comprise a reflective metasurface. The entire metasurface is comprised
of individual resonators (red box) which scatter incident light with a phase delay that can be engineered via the
geometry of the unit cell. The response of each individual resonator can be broken down into a substrate scattering
component (yellow box) and a nanostrip scattering component (blue box). B) Plot of the phase and scattering amplitude
of a single nanostrip (the response of the substrate has been subtracted out). Note the scattered field amplitude has a
strong peak and the phase response on varies from 0 to approximately 1, as would be expected for a damped, driven
harmonic oscillator. C) Phase and scattering amplitude of a full metasurface element (combination of the substrate
response and the nanostrip response). The blue circles and red dots in the plot correspond to identical antenna lengths
in both configurations. The cartoons along the red curve depict the structure at each circle. Note the scattering-field
amplitude is much flatter and the phase covered goes from 0 to almost 2rt. D) The scattered field response of only the
nanostrip (solid blue curve) and the full element (solid red curve) in polar form with increasing nanostrip length in the
counterclockwise direction. The substrate scattered field and phase is marked by a yellow circle. When the nanostrip
response is added to the substrate response, the resultant curve is the full element simulation.

Employing the TFSF source to isolate the scattered fields, we performed 2D simulations using
gold nanostrips (really, patches, because in these 2D simulations the gold structures have infinite
extend in the out-of-page direction), on an MgF2 dielectric layer with a thickness of 50 nm (n = 1.373)
[215], [216], and a gold ground plane. In Figure 4.3B we plot the scattered field magnitude and phase
of the isolated nanostrips as function of strip width (config. 1). In each case, the nanostrip width is
swept from 40 to 280 nm, the period was fixed to 300 nm, and our plane wave source was set to a
fixed free-space wavelength of 850 nm. Consistent with our previous description, Figure 4.3 shows
the range of scattered field phase of the nanostrip covers fewer than « radians as the length is swept,

and the peak scattering amplitude occurs at the plasmon-resonant strip width (~140 nm). We contrast
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this response with that shown in Figure 4.3C. He we show the scattered field from the substrate and
the nanostrip together (config. 3) and the phase coverage has increased to reach a full 2 while the
scattering amplitude stays relatively constant.

The key insight to the behavior is gained when we plot the phase and amplitude together in
polar form (Figure 4.4D). The response of the nanostrip (config. 1) is seen in the solid blue curve. As
the length of the nanostrip is increased, the phase and amplitude response can be traced
counterclockwise around the curve. It should be noted here that this is the scattered field of the
nanostrip in the presence of the substrate. That is, this strip resonance curve is due to interactions with
the substrate and is different from the scattered field of the strip in free space. The curve being situated
solely in the upper half of the plot shows only 180° scattered phase coverage. Even though this is the
field of the nanorod in the presence of the substrate, there are no geometric configurations of the
nanostrip array (e.g. thickness, length, periodicity, etc...) that will give rise to full 2 phase coverage.
The full coverage is only obtained by adding the response of the ground plane and MgF2 spacer
(config. 2), which is situated in the fourth quadrant. The location of this point is consistent with the
case where the strip width in config. 3 approaches 0 and is primarily determined by the properties of
the dielectric spacer (e.g. thickness, dielectric constant, width etc...). We then add the response of the
nanostrip with the response of the ground plane to illustrate that the total response of the reflectarray
nanostrip as a whole is the combined response of these two elements resulting in the red curve in
Figure 4.3D. Now it can be seen that the center of the circle is shifted through the origin, which
explains the larger phase coverage along with the compression of the scattered amplitude seen in
Figure 4.3C. Again, the red curve is the full structure (config. 3) which is the added response of the
isolated nanostrip (config. 1) with the substrate response (config. 2). Here we see the full phase

coverage as the scattered field traces nearly a full circle around the polar axis.
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4.3 Anomalous Phase Behavior

One interesting effect that can be seen from reflectarray metasurfaces but is hard to explain
without the model we present here is the significant reduction in the range of scattered phases for
particular unit-cell geometries. This behavior is demonstrated in Figure 4.4A and B. For these
simulations, we isolate the phase response of an array of nanostrips (configuration 1 described
previously) but focus on the effects of changing the scattered field of the substrate. The anomalous
phase response occurs in this configuration with increasing periodicity of the metasurface,
corresponding to a larger unit cell, effectively increasing the length of the ground-plane substrate.
Each curve in Figure 4.4A and B corresponds to a different periodicity, and in all cases the nanostrip
width is swept from 0 to 280 nm with an incident free-space wavelength of 850 nm. With increasing
ground-plane length, the scattered phase shift as a function of strip width becomes increasingly abrupt
and the scattered field amplitude is reduced until, at the largest periodicity, the maximum phase
coverage drops to only 80°. As the phase coverage is reduced in Figure 4.4B, the corresponding
scattered field amplitudes can be seen to reach a minimum as well in Figure 4.4A. The minimum in
scattered field corresponds to the point where the scattered field from the nanostrips destructively
interfere with the scattered field from the substrate and thus the total combined scattered field is
negated to an evanescent field.

The reduction in scattered field amplitude has been seen and utilized in a number of literature
results. Early observations lead to the development of metasurfaces used for perfect absorption

because of the reduction in scattering amplitude [217]-[219]. Recent metasurface designs take
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advantage of this pass through point (where the scattered field passes through the origin of the polar
plot) to create active, tunable metasurfaces that use electro-optical materials to utilize this effect [192],
[198],[220], [221]. The main tunability knob comes through electrically changing the index of
refraction of the dielectric spacer layer which can be accomplished by using electrically connected

conductive oxides such as indium tin oxide (ITO) [222].
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Figure 4.4 - A demonstration and visual explanation of the collapsing phase behavior exhibited by reflective
metasurfaces as the width of the unit cell is varied. A) The simulated scattered field amplitude and phase B) of the full
metasurface element as the width of the substrate is increased. The labels indicate unit cell width. For both A and B,
the nanostrip length is swept between 40 and 280 nm for each substrate width. C) The scattered fields from A and B in
polar form (solid red-orange lines corresponding to periodicity/width). As the substrate width is increased, the response
curve sweeps across the origin of the plot leading to anomalous scattered phase coverage. The dashed black line plots
the substrate scattered field for increasing width.

Although not shown here, changing the refractive index of the substrate (as done in active
reflectarray metasurfaces) or changing the thickness of the substrate results in similar changes to the

scattered field as changing the periodicity due changing the scattered field of the substrate and can be
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illustrated by looking at the polar plot of the scattered fields in Figure 4.4C. The black dashed line in
this plot corresponds to the substrate scattered field and was obtained by using the previously
described configuration 2. The nanostrip is removed and the substrate width (MgF2 film and Au
ground plane) is truncated to the width of the unit cells in Figure 4.4A and B. We then simulate and
record the scattered field phase and amplitude. Here, we can see the response of the isolated substrate
(dotted black line), which increases in amplitude radially outward while staying relatively constant in
phase as the unit cell width is increased. This behavior is expected as changing the width of the
substrate should have a negligeable effect on the scattered phase (as it is just reflecting the incident
wave and is a non-resonant structure) and increase in amplitude as its surface area becomes larger
and more of the beam is reflected. The polar phase arc is essentially offset and translated through the
origin. Indeed, it is the same effect as in Figure 4.3D, where the substrate enables a full 2n phase
coverage by translating the response of the nanostrip through the origin. Therefore, one can see from
this example that the phase response is strongly dictated by the intrinsic scattered field of the substrate.
Any effect that changes the substrate’s scattering properties (e.g., changing the index of refraction or
the thickness of the dielectric spacer) can strongly impact the phase of the scattered fields of the
combined structure.

Finally, we show in Figure 4.5 that this model not only works for two dimensional nanostrips
but extends to three dimensional nanorod structures as well. Figure 4.5A shows the polar plot of the
nanorod scattered field (3D config. 1), substrate scattered field (3D config. 2), the additive response
of the nanostrip plus the substrate (calculated from 1 and 2), and the full structure simulation for
comparison (3D config. 3). The rods simulated have a width of 75 nm, a thickness of 30 nm and are

situated on a 50 nm thick MgF. spacer layer. The periodicity is set to 300 x 300 nm. The inset is a
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cartoon of the full 3D structure with the TFSF source represented as the dashed box and the plane of
incidence is highlighted in red.

Leveraging the full phase coverage ability, which we have demonstrated is due to the addition
of the substrate scattered field, we are able to construct a full 3D metasurface: here, an optical vortex
beam generator. An optical vortex beam is an free-space optical beam with a phase front that is twisted
around the azimuthal angle, normal to the direction of propagation [223]. The corkscrew phase profile
creates a central minimum of field intensity as the fields in this location destructively interfere.
Optical vortex beams can carry orbital angular momentum and, in turn, can produce a torque on an
electric dipole [224]. These beams can be used as optical tweezers (holding a particle in place) or as
an information carrier in a photonic-based communication systems [225].

In this example, we used the recorded scattered field phases from the nanorods to engineer a
3D vortex beam generator. For this metasurface we needed the combined response of both the
substrate and nanorods, ideally finding the scattered field as a function of rod length. Therefore, we
used a periodic simulation with a standard plane wave source (config. 3 in 3D). We similarly recorded
the field at the monitor and use the farfield projection to determine the field phase and amplitude.
Knowing the scattered field phase as a function of rod length, we can then construct the metasurface
to reflect the desired azimuthally varying phase profile. In this case, we discretized the phase into 6
slices to provide better field continuity.

The phase profile is demonstrated in Figure 4.5A which shows a cartoon of the structure
showing that the nanostrip length is chosen to give an azimuthally varying phase profile from 0 to 2x
around the circumference of the metasurface. The resulting field magnitude is shown in Figure 4.5B.
While the beam quality is not perfect, there is a well-defined central cavity surrounded by a higher

intensity donut. Further, the azimuthally varying phase is clearly visible (Figure 4.5C).
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Figure 4.5 - A simulated demonstration of a 3D vortex beam generator using a reflectarray metasurface. A) A schematic
of the individual nanorod metasurface element along a schematic of the phase breakdown of the vortex generator. The
phases are broken into six discrete chunks from 0 to 2m which increases in the azimuthal direction. B) and C) The
scattered field intensity and phase, respectively, of a reflectarray metasurface designed to generate a vortex beam. The
beam has a donut shaped intensity profile encircling a point of undetermined phase as can be seen in the above figures.

4.4 Conclusion

In summary, we present an intuitive model for understanding and engineering of reflectarray
metasurfaces, and a clear visualization of the anomalous phase response displayed by these structures.
Determination of the phase response can be thought of as the combination of the scattering response
of a single nanostrip with the scattered field response of the substrate. Using this model, we explain
the importance of the substrate scattered field that drives both the anomalous phase response of these

metasurfaces as well as enables full 2 phase coverage of the scattered field of the nanorods. Factors
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that change or modify the substrate scattering (i.e., dielectric spacer thickness or index of refraction)
gives strong control over the behavior of the metasurface. Our model can be used to simplify the
engineering of reflectarray metasurfaces and give an intuitive approach for those designing such
devices. Primarily, understanding and engineering the substrate scattered field can lead to significant
variations of the response of the entire metasurface. Therefore, each application can find appropriate
substrate properties to give the desired response. We also show some capabilities of the reflectarray
metasurface by demonstrating a metasurface that generates an optical vortex beam. We hope that our

intuitive model will be helpful for future design of reflectarray and active tunable metasurfaces.
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