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Abstract 

Language production is assumed to begin with a message: a thought or idea that the 

speaker must turn into a verbal utterance that others can understand. But speakers occasionally 

begin speaking before they are certain of what to say – that is, before they know what message 

they want to communicate. Theories of language production do not account for these situations, 

however, as researchers typically assume that production begins with a pre-determined message. 

In this dissertation, I investigate situations of message uncertainty and how they affect 

utterance formulation. Given the relative lack of research on production under message 

uncertainty, I begin by reviewing evidence from several neighboring areas to introduce issues of 

message uncertainty and motivate empirical research. Next, I present results from six 

experiments designed to investigate the strategies that speakers use for production under message 

uncertainty, and the resulting speech patterns: In Chapter Two I use a novel picture-naming 

paradigm to show that message uncertainty affects speakers’ word order choices, as they 

prioritize the more certain components of their utterances and produce them earlier – allowing 

for production to begin sooner. In Chapter Three I investigate the time course of speakers’ 

utterances in a motion event-description task, manipulating whether the goal of the motion event 

is apparent from the start or only disambiguated at the end of the movement. Moreover, I use a 

cross-linguistic comparison between Spanish and English to show how the permitted word order 

and grammatical properties of each language affect the time course of event description. Finally, 

in Chapter Four I discuss the implications of a language production system that is highly flexible 

in adapting its production strategies – depending on goals, contexts, and individual speakers – 

and how message uncertainty needs to be incorporated into current models. 
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Chapter One: A review of message uncertainty 

1. Introduction 

Language production is often described as the process of turning thoughts into speech: If 

you want to communicate a certain thought, or message, you must turn it into a verbal utterance 

that others can understand. An underlying assumption of this idea, however, is that you already 

have a particular message to communicate before you plan your utterance. But this is not always 

the case – we don’t always think before we speak.  

In fact, in many situations we are pressured to begin speaking quickly, even if we haven’t 

decided what to say yet. These situations do not necessarily have to be stressful or high-stakes: 

imagine your partner asks what you would like to do this weekend, but you’re not sure what 

you’re in the mood for. You are unlikely to remain silent, as they might think you didn’t hear 

them, or infer you are intentionally ignoring the question. Instead, you might attempt some 

utterance, even if it is not quite well-formed yet: “um… how about…uh…a hike“, “picni–no, 

actually let’s go for a hike”, “picnic–a picnic and then a hike”, “well we had a picnic last week 

already...so maybe a hike?”. Or perhaps you’ll realize it’s going to take you some time to decide, 

so you’ll just say “let me think about it for a moment”, then think, and then speak. 

It seems quite intuitive that occasionally we begin planning our utterances, or even 

speaking, before we have settled on the message. As in the previous example, during 

conversation a speaker might be expected to respond rapidly to an interlocutor’s question or 

comment (what would you like to do this weekend?), despite not having decided what to answer. 

In other cases, a speaker might be describing a rapidly unfolding scene without knowing what is 

going to occur (the ball is passed to…), answering a general knowledge question that requires 

retrieving information from memory (what main ingredients go in a daquiri?), or even debating 
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between multiple message options to start a conversation (the weather or the virus?). Despite 

this intuition, however, language production research has typically assumed that message 

formulation precedes other stages of utterance planning; that is, that the speaker has a 

predetermined message to communicate before they begin utterance planning. Much less is 

known about circumstances in which speakers begin utterance planning before they are certain 

about their message. 

  In this dissertation, I investigate situations of message uncertainty and how they affect 

utterance formulation, whether in the choice of utterance forms or in the time course of 

production. Given the relative lack of research on production under uncertainty, in Chapter One1 

I review evidence from several neighboring areas to introduce issues of uncertainty and motivate 

empirical research. Subsequent chapters present six experiments designed to investigate the 

strategies that speakers use for production under message uncertainty, and the resulting speech 

patterns: In Chapter Two2 I use a novel picture-naming paradigm to show that message 

uncertainty affects speakers’ word order choices, as they prioritize the more certain components 

of their utterances and produce them earlier – allowing for production to begin sooner. In 

Chapter Three I investigate the time course of speakers’ utterances in a motion event description 

task, manipulating whether a central component of the event is obvious from the start or only 

disambiguated at the end the movement. Moreover, I use a cross-linguistic comparison of 

 
1 Chapter One is a revised version of my depth preliminary exam. It was previously published and is 
presented here with minor modifications. 
Gussow, A. E. (2023). Language production under message uncertainty: When, how, and why we speak 
before we think. In K. D. Federmeier & J. L. Montag (Eds.), Psychology of learning and motivation: 
Speaking, writing, and communicating (Vol. 78). Academic Press. 
2 Chapter Two was co-written with Maryellen MacDonald and previously published; a modified version 
is used here. 
Gussow, A. E., & MacDonald, M. C. (2023). Utterance planning under message uncertainty: Evidence 
from a novel picture-naming paradigm. Cognitive, Affective, & Behavioral Neuroscience, 1-16. 
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Spanish and English to show how the permitted word order of each language affects the time 

course of event description under message uncertainty. Finally, in Chapter Four I summarize the 

main takeaways and discuss future directions. 

The remainder of Chapter One is organized as follows. I will begin my review with a 

brief description of how language production models view the message processing component. 

Then I will examine theories of incremental production to understand what planning strategies 

speakers use when simultaneously planning a message and an utterance – in particular, how 

much of the utterance is planned in advance, and how the available message information affects 

which linguistic form is chosen to express it. Next, evidence of production under uncertainty will 

be considered in context, whether from error and disfluency patterns or from everyday situations 

likely to induce uncertainty. Finally, I will turn to the motor domain to review evidence of 

uncertainty in the planning of motor actions, and how it could inform research on message 

uncertainty in language production.  

 

2. From message to utterance 

2.1 The message in language production models  

A message in language production is  a package of information that the speaker intends to 

communicate (Garrett, 1989; Levelt, 1989). The message is therefore the motivation for speech 

itself, the reason a speaker begins to formulate their utterance (Garrett, 1989). Given this intent, 

the speaker must select the precise information needed to be expressed; drawing on several 

sources of knowledge including the perceptual environment and the conversational context 

(Guhe et al., 2004; Konopka & Brown-Schmidt, 2014). The speaker’s goal is then to turn this 
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package of information, or preverbal message, into an utterance, i.e. a verbal formulation that 

can be comprehended by others.  

The main challenge in turning a preverbal message into an utterance is that there is no 

one-to-one mapping between message and utterance form. A given message can often be 

expressed in several different ways, and it is up to the speaker to decide which words and 

sentence structures to use (Bock, 1982, 1995). For example, in describing a simple event of a dog 

chasing a cat, a speaker can choose between the active form “the dog chased the cat” or the 

passive form “the cat was chased by the dog”. Moreover, the speaker can choose more specific 

lexical forms like “the Labrador chased the Ragdoll”, or even call the animals by their given 

names, “Rebel chased Gigi”. Utterance planning can therefore be seen as a series of implicit 

decision making, where choices are influenced by various factors including perceptual context 

(Gleitman et al., 2007), shared knowledge between speakers (Heller et al., 2009), frequency and 

priming of words (Bock, 1986a; Branigan & McLean, 2016), and several other domain-general 

cognitive constraints such as memory demands (MacDonald, 2013). 

Decisions about the form of an utterance are thought to occur in the utterance 

“formulator”, as described by Levelt in his influential model of language production (Levelt, 

1989). The formulator takes the preverbal message as input and passes it through several 

processing stages for linguistic encoding, or utterance formulation. There is some variation 

across models in how to define or divide these particular stages, but a simplified account would 

include choosing which words to use (lexical selection), arranging them with the appropriate 

grammatical markings in a sentence structure (syntactic assembly), and encoding the particular 

sounds, or phonemes, required for pronunciation (phonological encoding). The speaker can then 
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articulate the resulting utterance, using the utterance plan to guide articulation and monitor for 

errors. If successful, the produced utterance expresses the message intended by the speaker.  

 

Although researchers generally agree that a preverbal message is the required input to the 

formulator, the particular content and form of this message remains rather vague and difficult to 

define (Bock, 1996; Konopka & Brown-Schmidt, 2014). Levelt (1989) notes, however, that the 

preverbal message is the only input to the utterance formulator and therefore must include 

necessary and sufficient information for the next processing stages (e.g., lexical selection). But it 

is difficult to determine what exactly is necessary and sufficient, or what would constitute a well-

formed message for further processing (Chang et al., 2006; Konopka & Brown-Schmidt, 2014).  

Another challenge in understanding the message input to the formulator is that message 

formulation itself remains dynamic throughout utterance formulation. That is, message 

formulation occurs over time such that the message itself can continue to develop or change even 

after speaking has begun (Brown-Schmidt & Konopka, 2008, 2015; Brown-Schmidt & 

Tanenhaus, 2006). Clearly, some degree of message planning must be completed before the next 

stages of production can proceed, since the message constrains which words or sentence 

structures can be used to express it. However, message inputs to the formulator may vary in their 

degree of specificity or completeness (Kempen & Hoenkamp, 1987; Konopka & Brown-

Schmidt, 2014). In fact, Levelt (1989) describes the process of utterance formulation as 

beginning with an input of either a message or a message fragment – suggesting that even only 

part of a message is enough to begin with utterance formulation. Again, however, it is unclear 

what size of a message fragment must be planned in advance for utterance formulation to begin. 
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2.2 Incremental production 

The debate about how much of the message must be prepared in advance of production is 

one of the earliest in the history of psycholinguistics. Wundt (1900) argued that speakers must 

complete their message plan before beginning to speak. In describing the event of a dog chasing 

a cat, then, Wundt would suggest that the entire gist of the scene is encoded (Konopka & Brown-

Schmidt, 2014) – that there is an event of chasing, that the dog is the chaser (the agent), the cat is 

the one being chased (the patient), etc – before utterance planning can begin. Paul (1880), 

however, argued that messages can be planned in smaller fragments, allowing them to be 

interleaved with production. In that case, the speaker might first encode and begin producing the 

word for only one of the participants in the event – e.g., the dog; and continue encoding the rest 

of the scene while production is already underway; i.e., while producing the words “the dog”.  

Paul’s view therefore suggests incremental production: interleaving planning and 

speaking in order to maintain fluent speech. By extension, incrementality suggests that all 

intermediate processing stages of language production occur simultaneously on successive 

segments of the message (Kempen & Hoenkamp, 1987; Levelt, 1989). For example, once the 

first message segment (the dog) has completed grammatical encoding, it can proceed to 

phonological encoding while the next component (chased) begins grammatical encoding. Thus 

each component of the message is at a different stage of processing at all times.  

There is now ample evidence that language production is indeed incremental, and that the 

degree of incrementality is under some strategic control (Ferreira & Swets, 2002). An important 

implication of incrementality is that upcoming portions of the utterance are being prepared while 

production is happening, allowing for online adjustments and interactions between processing 

stages (Brown-Schmidt & Konopka, 2015; Garrett, 1989; Smith & Wheeldon, 1999). This also 
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means that incomplete messages can be processed for articulation while more information is 

gathered to complete the message (Dohsaka & Shimazu, 1996; Ferreira & Swets, 2002; Kempen 

& Hoenkamp, 1987) – as Levelt suggested, a message fragment is enough to begin with 

utterance formulation. 

 

2.3 Incomplete messages 

Despite the agreement that message processing can proceed incrementally, most 

experimental work has not accounted for cases of message uncertainty or incomplete messages 

in language production. Partly because the message is not easily defined or operationalized, 

experimental paradigms typically provide a very controlled, complete message that participants 

need to turn into an utterance: a picture of a scene to be described (Bunger et al., 2013; Gleitman 

et al., 2007; Jaeger et al., 2012; van de Velde et al., 2014), simple questions to be answered (Chia 

& Kaschak, 2022), or picture naming (Meyer, 1996; Meyer & Schriefers, 1991; Strijkers et al., 

2011). This experimental control is useful for studying utterance formulation stages such as 

lexical choice and grammatical encoding, but it does not account for situations where message 

formulation itself remains dynamic throughout production, with potential effects on other 

planning stages during real-time production (Harley, 1984; Konopka & Brown-Schmidt, 2014). 

However, a few studies did investigate how message formulation, or message updating 

after speech has begun, affects utterance planning and the resulting utterance forms (Brown-

Schmidt & Konopka, 2008, 2015; Brown-Schmidt & Tanenhaus, 2006). In these studies, 

speakers describe visual displays where certain elements of the message are not immediately 

apparent, leading speakers to notice key message elements only after production had begun. By 
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using a combination of eye-tracking and speech recording, researchers could track how soon 

after noticing new message information speakers are able to incorporate it into their utterance.  

For example, Brown-Schmidt & Tanenhaus (2006) presented English-speaking 

participant dyads with identical displays of several images on separate screens. On every trial, 

one of the objects (e.g., a horse) was highlighted only for one of the participants (the speaker), 

who then had to name the target object so that the other participant (the listener) could click on it 

in their own display. On critical trials, the display included a contrast image: the same object as 

the target but in a different size (e.g., a small horse and a large horse; amongst several other 

objects). In those cases, the speaker would need to specify the size modifier in order for the 

listener to identify the correct target (the small horse). By tracking participants’ eye movements 

throughout the trials, the researchers could identify when the speaker fixated on the contrast 

image; that is, when the speaker noticed that the message was not just horse but small horse, and 

how that timing affected the speaker’s utterance. 

Results showed that the utterance form depended on when the first fixation to the contrast 

image (the large, non-target horse) was, relative to when participants began naming the target 

(the small, target horse). That is, how soon before (or after) target onset did the participant notice 

they would need to include size information. Earlier fixations to the contrast image resulted in 

fluent utterances that incorporated the size information (the small horse) – presumably, 

participants noticed and planned the entire utterance, including the contrastive size information, 

before beginning to speak. Later fixations to the contrast image were associated with post-

nominal repairs (after the noun; the horse…uh the small one); suggesting participants had to 

adjust their initial utterance plan while speaking. When fixations to the contrast image were 
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intermediate, speakers were able to incorporate the adjective information pre-nominally, but with 

disfluencies (thee uh small horse).  

These results suggest that utterances can be updated to incorporate new message 

information (the size contrast) even while speech is underway, though that might cause 

disfluencies at different points in the utterance depending on when the information is received. 

Moreover, Brown-Schmidt and Konopka (2008) showed that in Spanish, where the adjectives are 

typically post-nominal (la mariposa pequeña), participants could incorporate the adjective 

information even if they fixated on the contrast image late. This is because in Spanish, speakers 

can plan the size modifier (pequeña, the third word in the noun phrase) while producing the noun 

(mariposa, the second word), providing more time to notice and incorporate new message 

information while production is ongoing. 

Evidently, incremental production is useful when a message changes unexpectedly after 

speaking has begun and the speaker needs to update their message mid-utterance. However, there 

are also situations where speakers begin speaking even though they know their message is 

incomplete. For example, Ferreira and Swets (2002) presented participants with arithmetic 

problems of varying difficulty. Participants’ task was to respond “the answer is…” and the 

solution (e.g., the answer is twenty-five). Results showed that only when speakers were required 

to begin speaking quickly, their utterance durations were longer for harder problems, suggesting 

they were computing while speaking. The authors concluded that incrementality is under 

strategic control: when faced with a deadline participants will begin producing the utterance 

frame (the answer is…) and compute the solution as they speak; but without a deadline they will 

complete computations before beginning to speak. Interestingly, speech onset latencies were also 

modulated by problem difficulty, even in trials with a deadline: people took longer to begin 
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speaking when faced with harder problems. This suggests that even when participants were 

rushed, some part of the message was encoded prior to speech beginning.  

Although Ferreira and Swets (2002) did not frame their study as examining message 

updating per se, arguably their task presents another case of message formulation during 

production: participants computed the message itself while producing the utterance that 

expressed that same message. The fixed leading frame (the answer is) allowed speakers to begin 

producing portions of the utterance they were certain about, providing some leverage for 

computing the uncertain portion of the message they did not know yet (the problem solution). 

Although this strategic incrementality is different from the eye-tracking studies described earlier 

– where participants gleaned the message information from a visual display without knowing 

that the message would change – arguably both paradigms present a problem of incomplete 

messages. Moreover, results from both paradigms support the same conclusion: language 

production can be incremental even at the message level, providing more flexibility during 

online production.  

 

2.4 Context-dependent incrementality 

Another source of flexibility in production regards the order and the size of the chunks 

that are incrementally processed from message-to-utterance. Even if the entire message is 

available to the speaker prior to speaking, planning of a complex message often requires 

preparing smaller message chunks at a time in order to reduce the cognitive load and begin 

production sooner. In extensive prior work on incrementality, researchers have asked participants 

to describe images of complex events with multiple components (agent, patient, verb, theme, 
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etc.) in order to investigate what determines the size of these message-to-utterance chunks and 

the order in which they are produced (Konopka & Brown-Schmidt, 2014).  

The size of the chunks, or the planning scope, appears to be under some strategic control, 

with chunks as small as a single word (Griffin, 2001; Zhao & Yang, 2016) and as large as an 

entire phrase or clause (Martin et al., 2010). The planning scope may also be hierarchically 

organized, i.e., not strictly based on the linear order of words in the utterance but also on 

relations between components such as who did what to whom (Antón-Méndez, 2020; Lee et al., 

2013). In fact, the high level of flexibility in planning scope suggests that the relevant questions 

are not about the size of the most basic planning unit, but rather what determines the planning 

unit in that given context (Brown-Schmidt & Konopka, 2015; Konopka, 2012). The “context” 

can include factors such as time pressures (Ferreira & Swets, 2002), message complexity (Smith 

& Wheeldon, 1999), properties of the particular language spoken (Jaeger & Norcliffe, 2009), and 

other task demands.  

The second question about incrementality regards the starting point of the utterance; 

which words or phrases are planned and produced first (MacWhinney, 1977). The starting point 

might be determined in a bottom-up manner, i.e., based on perceptual or conceptual prominence 

of message components. For example, when a visual cue directs participants’ attention to one of 

the characters in a depicted event, that character is more likely to be mentioned first (Gleitman et 

al., 2007; Myachykov & Tomlin, 2008). Similar effects have been reported for other attributes 

such as animacy (Tanaka et al., 2011), lexical frequency (Fenk-Oczlon, 1989), or lexical 

accessibility (Bock, 1986). Alternatively, speakers might select the starting point in a top-down 

manner: using their higher-level message representation to guide attention to particular 

components that are useful starting points for utterance formulation (e.g., the agent character). 
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Indeed, when participants describe visual scenes, fixations in the initial phase (0-400 ms) do not 

show preference for a certain character in the depicted event (Griffin & Bock, 2000), and only 

later participants begin fixating on the character they will mention first. This suggests that often 

speakers first encode the gist of the event, i.e., a rudimentary representation of the relationship 

between characters in the event, and only then choose the starting point for linguistic encoding 

(Konopka & Brown-Schmidt, 2014).  

As with the scope of planning, the factors that determine starting points also seem to be 

context dependent, with a mixture between top-down and bottom-up strategies (Konopka & 

Brown-Schmidt, 2014). There is some evidence that low-level attentional cues influence the 

starting point when the higher-level message plan is not easily available (Kuchinsky & Bock, 

2010), such as when the depicted event is not easily codable (e.g., when the action taking place is 

ambiguous or can be described by several different verbs). This might suggest that top-down 

message-driven planning is the preferred strategy, perhaps because planning ahead prevents 

disfluencies and allows the most efficient mapping between message and sentence structure. 

However, bottom-up attentional cues can support utterance planning when the message 

information is not easily available, allowing production to begin despite difficulty encoding the 

message plan. This might result in dispreferred or more demanding sentence forms (e.g., the 

passive form in English) and might even cause disfluencies or repairs (Brown-Schmidt & 

Konopka, 2008), but ultimately this strategy provides the utterance formulator with additional 

flexibility when the message input is difficult to process.  

If the choice of planning scope and starting points is highly context-dependent in cases of 

complex messages, it is likely that similar flexibility would be found for situations of message 

uncertainty: message uncertainty is another type of production context, with its particular 
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demands that could both affect incremental planning and benefit from it. For example, imagine 

you see a dog in the park chasing some smaller animal that you cannot identify from afar. 

Perhaps you will start describing the scene as “the dog is chasing…”. Then, while producing 

those words you realize it is a cat being chased, so you can complete your sentence fluently with 

“the cat.” Alternatively, perhaps you identify the cat first, clearly running away from some 

animal that is still behind the bushes. Then you might say “the cat is being chased…”, and while 

producing those words you identify the missing component and complete your sentence with “by 

the dog”. That is, despite not having the complete event information, you can begin planning and 

producing at least part of the utterance. Moreover, the information you do have available – the 

dog agent or the cat patient – could determine which word you produce first in your sentence, 

and as a consequence, whether you produce a passive or active sentence structure.  

In sum, the flexibility of incremental planning suggests that a speaker’s planning scope 

and starting points could be modulated by several factors including the amount of message 

information available prior to speech, the particular time pressure posed on the speaker, and 

which particular message information is already available. Incremental planning could allow 

speakers to begin speaking even before the message is fully settled, and this is likely to affect 

their utterance forms and time course of production, suggesting an important role for message 

uncertainty in utterance form decisions. 

 

3. Message uncertainty in context 

3.1 Uncertainty in production models 

The evidence reviewed so far suggests that message uncertainty likely carries 

implications for utterance planning, whether in the time course of production, the strategies used 
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for planning, or the utterance form itself. However, situations of message uncertainty are treated 

rather anecdotally in models of language production. Challenges with the message information 

are mostly discussed at the discourse level and do not permeate into later formulation stages. For 

example, Levelt (1989) notes that in certain discourse types there is a complex message that 

requires careful ordering of smaller components; e.g., when a speaker wants to build up a 

convincing argument. However, the challenges described by Levelt are more about how to 

organize the message in the best way for the listener to comprehend, and not about uncertainty 

around the message content, or what challenges an incomplete message might present for the 

speaker during utterance formulation. Similarly, Bock (1995) mentions uncertainty as a cause of 

disfluencies and jabberwocky, but suggests that “message uncertainty is more akin to a thinking 

problem than a talking problem” (p. 183). 

Garrett (1989), on the other hand, explicitly acknowledges a certain type of message 

uncertainty: when the speaker has multiple potential message options but must decide on one to 

be processed further in the formulator. The notion of multiple representations competing for 

activation is well established in language production research; with evidence for competition at 

the lexical (Abdel Rahman & Aristei, 2010; Abdel Rahman & Melinger, 2007), phonological 

(Cohen-Goldberg, 2012; Sevald & Dell, 1994), and structural (Myachykov et al., 2013) levels. 

As Garrett notes, it is intuitively plausible to have similar parallelism in messages: if we can 

assume that a person has more than one train of thought at a time, that opens the possibility that 

two message representations exist in parallel. But although Garrett acknowledges the option of 

entertaining multiple messages in parallel, the competing message he discusses is considered an 

“intruding” message – typically something perceptual that the speaker hears or sees and intrudes 
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the process of formulating the intended message; not uncertainty around the message intended 

for expression. 

One possible reason message uncertainty is not explicitly addressed in previous accounts 

is that it is viewed as a very particular context of production, while models attempt to provide a 

simplified overview of processing under standard circumstances. However, message uncertainty 

might in fact be more common than assumed, and it is arguably difficult to decide what 

“standard” production circumstances are. Thus the lack of experimental work on message 

uncertainty is both a cause and an outcome of the scarce treatment of message uncertainty in 

production models. 

To gain a better understanding of types of uncertainty and the planning strategies used to 

overcome them, the next section will review message uncertainty in context: first by presenting 

two examples of natural contexts likely to induce uncertainty – conversational turn-taking and 

live narration; and then by examining error and disfluency patterns that reflect message 

uncertainty. While not at all comprehensive, these contexts could be used as a starting point for 

motivating experimental work and incorporating message uncertainty into theories of production.  

 

3.2 Natural contexts of message uncertainty 

3.2.1 Turn-Taking in Conversation 

Conversational turn-taking involves rapid exchanges of information between 

interlocutors, with each turn lasting on average two seconds (but durations are highly variable; 

Levinson, 2016). Because the interlocutors respond to each other, the content of speaker A’s turn 

will depend on what speaker B said in the prior turn. This means that speakers cannot pre-plan 
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their messages in advance (as might happen when delivering a planned speech), but rather must 

listen to the interlocuter’s turn and rapidly prepare a response that corresponds to it.  

Interestingly, the modal gap between turns is only about 200 ms, with little variation 

cross-linguistically (Stivers et al., 2009). This duration is extremely short given that planning a 

single word takes about 600 ms when primed (Indefrey & Levelt, 2004) or 1000 ms when not 

(Bates et al., 2003), while planning a simple event-description sentence takes around 1500 ms 

(Griffin & Bock, 2000). It is therefore unclear how the 200 ms gap is enough for speaker A to 

comprehend what speaker B said, think of a response message, process the message for utterance 

formulation, and launch the response in time. 

One common explanation relies on predictive comprehension (Kuperberg & Jaeger, 

2016), suggesting that comprehenders can often predict upcoming words or messages based on 

linguistic and context cues in the conversation. If so, speaker A can predict with some 

confidence how speaker B will end their utterance and/or what the message is. Speaker A can 

therefore begin planning the ensuing response even before speaker B has finished their turn 

(Barthel et al., 2016; Bögels, 2020; Corps et al., 2018; Levinson, 2016; Levinson & Torreira, 

2015).  

For example, Bögels, Magyari, and Levinson (2015) had participants answer general-

knowledge questions while their speech and electroencephalography (EEG) responses were 

recorded. Each question was pre-recorded in one of two conditions: 1) Early; where the key 

information for answering the question was provided mid-question, e.g., which character, also 

called 007, appears in the famous movies? 2) Late; where the key information only appeared at 

the end of the question, e.g., which character from the famous movies is also called 007?  
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Results showed that participants were faster to respond in the Early condition compared 

to the Late condition. Moreover, EEG analyses showed a positive-going wave approximately 500 

ms after the onset of the key information in the question (“007”). This positivity, localized to 

areas which have previously been associated with speech planning, was significantly larger than 

in a control experiment where participants only listened to the questions but did not respond. 

Bögels et al. (2015) concluded that participants began planning their response as early as 500 ms 

after the key information was presented, i.e., as soon as the question (and answer) became 

predictable – which was already mid-question for the Early condition.  

Notably, predictive comprehension is another case of incrementality in language 

processing: listeners begin creating a representation of the incoming message as soon as possible, 

and continue building it up as more information becomes available (Allopenna et al., 1998; 

Altmann & Kamide, 1999; Kamide, Altmann, et al., 2003; Kamide, Scheepers, et al., 2003). 

When this partial representation is constraining enough, listeners can predict how the sentence 

will unfold with some confidence, allowing them to plan their own response (Levinson, 2016). 

Importantly, however, predictions are necessarily uncertain. The listener’s accuracy and 

confidence in their prediction might depend on various factors including the degree of constraint 

in the sentence, the perceptual context, the discourse context, or even the speaker’s familiarity 

with their interlocutor. Predictions can also vary in their degree of specificity, from the more 

abstract higher-level message, down to the particular utterance phrasing (Kuperberg & Jaeger, 

2016). But if a speaker is still uncertain about what they are responding to, their response 

message must also be temporarily uncertain. 

Because prior turn-taking research focused on stimuli with high message predictability 

(manipulating only the timing of when the message was revealed), this still leaves open the 
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question of whether – or how – interlocutors plan under message uncertainty. For example, the 

degree of uncertainty might determine whether speakers plan their response prior to speaking, or 

prefer alternative strategies to gain processing time (e.g., beginning their turn with filler words 

such as um or uh). The degree of uncertainty might also determine whether speakers commit to a 

plan but are prepared to modify it, or perhaps even maintain multiple rudimentary plans until 

there is enough information to select one. The dynamics of turn-taking and uncertainty – in both 

the incoming speech and as a consequence, the message of the response – present a complex 

context for production, leaving several other options and strategies to be explored. Findings from 

these investigations could have implications at the intersection of turn-taking, incremental 

planning, and predictive comprehension, while addressing a common everyday context of 

language production. 

 

3.2.2 Live narration 

Narration of live events also poses particular production challenges: the narrator must 

attend to the ongoing events, interpret what is occurring, transform that into speech, and produce 

the utterance rapidly enough to keep up with the upcoming events. Rather than uncertainty 

dependent on language comprehension (as in turn-taking), the uncertainty in narration is 

dependent on perception of events. In some cases the events might be highly predictable, 

allowing the narrator to plan their utterance even before the event is completed (e.g., narration of 

a scripted play), and the narrator only needs to align the utterance with the timing of the event. In 

other cases, the events might be ambiguous or much less predictable, requiring the speaker to 

rapidly narrate ongoing events despite some message uncertainty. 
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Live narration has mostly been studied is the context of sports commentaries. Although 

different sports have different properties in terms of speed or complexity of plays and scoring, 

several share the need for real-time rapid narration, in addition to particular requirements of the 

medium (e.g., TV, radio). Prior research on linguistic aspects of live commentary is rather 

scarce, and has focused mostly on register characteristics, audience design (Desmarais & Bruce, 

2009, 2010), or turn-taking conventions between commentators (Bowcher, 2003). The cognitive 

challenges faced by the commentator and how they might be resolved have received much less 

attention. 

However, Aleksander Popov (2019) analyzed utterances from commentators of various 

sports (cricket, soccer, horse racing, and tennis) and reported a number of effects of message 

uncertainty on utterance forms. For example, passive sentences are very frequent in televised 

horse racing commentaries (e.g., Seabiscuit followed by Kayak II…). Popov explains that there is 

often temporary uncertainty around the identity of the horses, and the commentator needs extra 

time to recognize them (based on color, jersey, headgear, etc.). Using the passive form provides 

the commentator with a longer lag between naming the two horses compared to what the active 

form would allow. While the commentator is producing “followed by”, they have more time to 

identify the next horse – taking advantage of incremental planning so that more information can 

be gathered.  

Indeed, prior accounts have suggested that the passive is a practical tool for 

commentators in ball games too: because the action can typically be identified before the player, 

using the “by” passive allows the commentator to begin their utterance about the action while 

they continue to identify the player (Balzer-Siber, 2015; Hoyle, 1991). In a cross-game 

comparison, Popov finds that the use of passives is more frequent in soccer (football) compared 
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to cricket or tennis. Popov argues that this is because ball possession changes rapidly during 

soccer and more time is needed to identify the player, making the passive a useful form choice 

for commentators under uncertainty. 

In another study by Wanta and Leggett (1988), sports announcers were found to use more 

clichés when games developed in unexpected ways. The authors note that commentators work 

under continuous time pressure, and need to report in real time about events that range from 

fairly expected to completely unexpected. Wanta and Leggett suggested that in the unexpected 

cases more attention must be directed to processing the game information, and less attention will 

be available for language production. This might lead the commentators to resort to clichés, 

which are highly practiced and easily recalled from memory without needing much utterance 

planning. 

Notably, clichés are considered a dispreferred stylistic form that commentators attempt to 

avoid (Wanta & Leggett, 1988). Similarly, in English the passive form is less frequent and more 

difficult to process than the active form (Paolazzi et al., 2021). Although the evidence is limited, 

these examples from sports commentators show how message uncertainty can affect utterance 

forms: producers choose utterance forms that mitigate difficulties associated with the long time 

course of determining the message, and the producer’s needs sometimes even override stylistic 

or audience design choices.  

 

3.3 Speech patterns of uncertainty 

3.3.1 Disfluencies 

Another way to identify contexts of message uncertainty is by examining disfluencies and 

delays in production, which reflect difficulty in planning speech. Difficulties associated with 
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message planning might show a different pattern of disfluencies compared to other difficulties a 

speaker might encounter. For example, filled pauses (e.g., um, uh) typically occur at phrase 

boundaries, where new messages are likely being planned for the next phrase (Bock & Cutting, 

1992), while silent pauses are more common within phrases (Maclay & Osgood, 1959). Filled 

pauses are also more frequent when speakers describe more ambiguous scenes in the Thematic 

Apperception Test (Siegman & Pope, 1966), perhaps suggesting an association between filled 

pauses and message planning difficulties. 

The exact role of filled pauses (and other disfluencies) in the production process is still 

unclear, however. One suggestion is that filled pauses are used by speakers to signal that they are 

not done with their turn yet, and would like to continue holding the ground until their next 

utterance is ready (Clark & Fox Tree, 2002; Maclay & Osgood, 1959). Interestingly, in a natural 

environment of university lectures, Schacter et al. (1991) found that the incidence of filled 

pauses depended on the academic discipline: the more formal and factual the discipline, the 

fewer filled pauses. This finding is particularly interesting given that there is little chance of 

interlocutor interference during lectures. Schacter et al. suggested that more factual disciplines 

constrain the options for message production, and therefore fewer filled pauses are needed. That 

is, filled pauses might be used when the speaker is having difficulty choosing a message, and 

could be a marker of message uncertainty.  

Similarly, Fraundorf and Watson hypothesized that fillers (filled pauses) are more 

common when speakers are engaged in message-level planning, whereas other disfluencies 

(repeats or silent pauses) are more likely when there is difficulty at the grammatical or 

phonological levels. To test their hypothesis, Fraundorf and Watson used a story-telling 

paradigm where participants read passages and retold them in their own words. Results showed 
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that fillers were most likely before articulation of an utterance began (rather than mid-utterance), 

and in particular at key plot points where participants had to plan a new message component. 

Silent pauses were also more likely before articulation began, but were less affected by the key 

plot points than fillers were. Moreover, fillers were not sensitive to several other factors related 

to grammatical, lexical, and phonological planning (e.g., lexical frequency), but silent pauses 

were. 

  Fraundorf and Watson suggested that fillers indicate that the speaker has not yet 

committed to a new message plan. Moreover, they concluded that their findings support Clark & 

Fox-Tree’s (2002) account that speakers use fillers to communicate to their listeners that their 

utterance planning is being delayed. Under this view, the fillers themselves carry a 

communicative intention (a message) for the listener. Because fillers require a message-level 

plan, they are most common when speakers are already engaged in message planning, rather than 

during articulation when the message is presumably set already.  

Together, these findings suggest that disfluencies might be a useful cue for exploring 

message uncertainty. First, tracking the incidence and distribution of fillers can help identify 

points of message uncertainty in speech and how common they are. Second, fillers could be 

investigated as a production strategy that speakers use when faced with uncertainty, allowing 

them to buy more processing time. Moreover, the type of filler might signal the type of 

uncertainty – e.g., whether the speaker is debating between several self-generated messages or 

still retrieving knowledge information to answer a question. Investigating how disfluencies vary 

with message uncertainty could be informative of which situations tend to cause uncertainty, and 

the strategies used to mitigate the difficulty. 
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3.3.2 Errors of message uncertainty 

Another way to identify contexts of message uncertainty is by examining speech errors 

that may derive from an incomplete message plan. For example, Harley (1984) classifies the 

following as a “high-level intrusion error”, occurring at the message level: 

 

(1) 

Target Utterance: I want to cut out the elephant on the back of that. 

Actual Utterance: I want to cook out the elephant on the back of that. 

Relevant Context: the speaker was in the kitchen cooking with some other people. 

He wanted to make conversation but was unsure whether to talk about cooking or 

about a picture of an elephant on the back of a box in the kitchen.  

 

(Harley 1984, p. 200) 

 

In this example, it appears that the speaker’s intended message was being processed for 

formulation when a single word from an alternative message option (the topic of cooking) 

intruded. This suggests that components of an alternative message might be processed for 

formulation alongside the intended message, particularly when a speaker is initially uncertain 

which of the two messages to choose. This parallel processing can result in an intrusion at the 

output, perhaps reflecting a failure in inhibition. In another type of error, called blend errors, the 

alternative messages become entirely blended into a single utterance: 

 

(2) 
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         The sky is blue. 

The sun is shining. 

Actual Utterance: The sky is shining. 

 

(Harley 1984, p. 203) 

 

Blend errors have been extensively studied at the phonological, lexical, and syntactic  

levels (Coppock, 2010; Dell & Reich, 1981; MacKay, 1972), and appear to result from 

unresolved competition between multiple options for production. Blends at the message level are 

rarely discussed, but might similarly reflect competition between intended messages (Harley, 

1984): when the speaker is debating between multiple message plans, these messages could 

begin processing in parallel. If the speaker is late to select a message, the parallel processing can 

proceed all the way down to articulation, resulting in a blended output. 

The semantic and phonological similarity effects often found in message-level errors 

(e.g., cut and cook in example (1)) suggest that message planning interacts with later formulation 

stages, such that high-level processes are sometimes affected by low-level factors (Bock, 1996). 

For example, phonological or lexical information might be accessed even before message 

planning is complete, and in turn can affect message planning and utterance formulation. Thus 

the processing stages of language production are highly interactive, with lower-level processes 

interacting with higher-level message planning. As Harley argues, errors that originate at the 

message level prove that language production and errors cannot be studied without considering 

message planning. 
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Blend and intrusion errors suggest that competition between multiple potential messages 

is one type of message uncertainty that speakers face. But several questions remain about these 

error patterns and their implications for production models. First, what predicts the type of error 

– between a single word intrusion and a complete blend? For example, the answer might depend 

on how strong of a competitor the alternative message is, or on how far the competing messages 

reached in processing before a single message was selected. More generally, what other types of 

message errors can be identified and how might they reflect the competition between 

alternatives?  

Second, message uncertainty is clearly challenging for production planning, but the 

production system is known to be flexible and adaptive. When multiple messages are being 

considered, what kind of strategies are used to select messages for production, inhibit unintended 

messages, or maintain fluent and rapid production without error? Interestingly, Harley notes that 

because the order of processing stages is not always fixed but rather depends on the context, 

important components of the message might be prioritized for utterance planning. These 

prioritized components might even reach phonological encoding before other processing stages 

that are typically considered earlier, such as syntactic choice, have occurred. Moreover, if there 

is some overlap between the competing messages, that overlapping content might be prioritized 

and planned first (see Chapter Two), even allowing some delay in selecting the message. 

Prioritization of more certain components might be one strategy for the language system to deal 

with uncertainty due to competing messages, but could also lead to error if another message is 

ultimately selected. 

Taken together, the natural contexts reviewed here show examples of where and how 

message uncertainty might pan out during language production. Sometimes situations of 
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uncertainty can be studied by examining contexts that are likely to induce uncertainty, while at 

other times it is only based on errors or disfluencies that we can identify the speaker’s 

uncertainty. Examining these contexts can help understand (a) what types of message uncertainty 

exist, such as choosing between multiple messages or waiting for more event information to 

unfold; (b) which production strategies are used to mitigate the difficulties of uncertainty, and (c) 

what effects uncertainty has on utterance forms. 

 

4. Goal uncertainty in action plans 

In this final section of the review, I will turn to examine uncertainty in a different 

cognitive domain: motor action planning. In contrast to the paucity of research on uncertainty in 

the psycholinguistics literature, uncertainty research in the action domain is quite abundant. But 

planning parallels between the two domains have been noted before (Anderson & Dell, 2018; 

Koranda et al., 2020; Lebkuecher et al., 2022; MacDonald, 2016; Rosenbaum et al., 1986), and 

language production is in fact a type of action – suggesting that research in these areas can be 

mutually informative. 

As in the psycholinguistics literature, motor action researchers view action choices as a 

series of decision-making: whether about the chosen action goal, the form of movement, or when 

to initiate the motor plan (Wolpert & Landy, 2012). In the action domain, the goal of the action 

is the intent, the reason for action – akin to the message in language production, while the motor 

plan specifies the chosen movements and motor commands to achieve that goal – akin to the 

utterance plan in language production. The next section will review some of the main questions 

regarding goal uncertainty in action and its effects on motor plans, while pointing to language 

parallels that could be similarly investigated.  
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4.1 Simultaneous perception and action 

One main cause of uncertainty in action planning is time constraints. Oftentimes an 

action needs to be initiated quickly, even before the actor has gathered the full perceptual 

information needed to complete it. For example, catching a ball in flight must occur before the 

ball hits the ground and/or passes out of the player’s range. Thus a ball player cannot wait until 

the ball is within their reach in order to plan their catch; they must watch the ball in flight, 

perceive enough information to predict the ball’s trajectory, decide on the optimal time or place 

to catch it, plan the action, and launch it in time. Time constraints force the ball player to 

perceive and act simultaneously, and many natural actions contexts require similar overlap 

between perception and action (Faisal & Wolpert, 2009).  

The incremental nature of visual perception suggests a trade-off between the time and 

processing resources for perception versus action: The more time can be allotted to perception, 

the more uncertainty can be reduced and the more accurate the action will be (Faisal & Wolpert, 

2009). However, spending more time on perception leaves less time for action planning and 

execution, which increases the risk of missing the opportunity for action (missing the ball) or 

making an action error. The actor must therefore decide how much uncertainty they are willing 

to tolerate, or how much information is sufficient for initiating action. 

Prior work suggests that people show near optimal performance in motor tasks that 

require a trade-off between perception and action uncertainties (Battaglia & Schrater, 2007; 

Faisal & Wolpert, 2009). Participants integrate various sources of information in their decision 

making – not only from the perceptual environment, but also from prior experience and general 

knowledge – resulting in statistically optimal decisions about which action to perform and when 
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precisely to execute it. This near-optimal performance has been found for tasks that varied from 

being rather naturalistic, like virtual reality ball-catching (Faisal & Wolpert, 2009), to tasks that 

were completely novel, like reaching for invisible targets (Battaglia & Schrater, 2007). 

For example, Battaglia and Schrater (2007) had participants move their finger on a haptic 

workspace from a start button to an invisible target location. Participants were to estimate the 

invisible target location using dots scattered around it. Dot positions were sampled from a 

distribution with a mean at the invisible target position and a standard deviation that varied 

across conditions. The number of dots increased as time elapsed, but once the participant 

initiated a movement, no further dots appeared. A countdown sand-timer provided only 1200 ms 

for the trial, introducing a perception-action trade off: waiting for more dots would reduce 

uncertainty about the precise target location, but would leave less time for action planning and 

precise execution.  

Battaglia and Schrater compared participants’ performance to a computed “ideal reacher” 

who initiates movement at a time that minimizes endpoint deviations from the target location. 

Results showed that participants’ performance was near-optimal, despite not getting any direct 

feedback about ideal performance. Interestingly, in a ball-catching experiment, Oudejans et al. 

(1997) found that non-experts were faster to initiate movement than experts, but at the cost of 

accuracy. This might suggest that experts are better at finding the optimal switch point, or that 

their expertise in planning movements allows them to allot more time to perception without 

degrading movement accuracy. 

There are numerous parallels between the perception-action trade-off required for motor 

actions and that required for language production under uncertainty. Just like in motor action, 

speaking is often subject to time pressures, and the speaker must decide how much message 
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information is enough to begin planning or producing their utterance. But a speaker’s message 

often depends on incrementally incoming information, such as comprehension of an 

interlocutor’s utterance or interpretation of an unfolding visual scene.  

Prior work on language comprehension has shown that comprehenders integrate and 

weight cues from various sources of information in order to comprehend incrementally word-by-

word, instead of waiting until the full utterance is completed (Altmann & Kamide, 1999; Kamide 

et al., 2003; MacDonald, 1994; McClelland et al., 2014). This allows for faster and more 

efficient comprehension, and therefore the language system is willing to risk some error in initial 

interpretations (Frazier & Rayner, 1982) or predictions of upcoming speech (Clark, 2013). But 

despite the large body of work on the efficiency and uncertainty of incremental comprehension, 

the implications for production are not often discussed. This is somewhat surprising given that 

comprehension often occurs in the context of a conversation that requires a verbal response (or a 

motor action response) – similar to perception for the purpose of action.  

Notably, the turn-taking literature does discuss the prediction-production relationship: as 

discussed earlier, speaker A can sometimes predict what speaker B’s message is going to be, and 

therefore plan a response even before speaker B has finished speaking (Corps et al., 2018; 

Levinson, 2016; Levinson & Torreira, 2015). However, these studies did not focus on questions 

of the degree of uncertainty or the trade-off between predictions and production; i.e., questions 

about how the strength of the prediction might affect the timing or form of utterances. 

 Quantifications of the degree of sentence predictability do exist, however, including 

cloze probabilities (Taylor, 1953) or sentence constraint (Federmeier et al., 2007; 

Schwanenflugel & Shoben, 1985; Staub et al., 2015). A natural next step might be to relate 

predictability measures and utterance planning – asking how much certainty in comprehension 
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the producer needs in order to begin production planning, or how the degree of uncertainty 

affects their utterance forms. This likely varies between producers and between contexts, as it 

does in motor action where the optimal switch point is highly variable (Faisal & Wolpert, 2009). 

In fact, coders have been found to disagree about when exactly in an incoming question the 

listener can identify the answer and begin planning a response (Bögels, 2020). In addition, other 

communicative cues such as facial expressions, gestures, or interruptions might also be used to 

estimate when listeners are confident enough to begin their own message planning. Producers 

might even prefer certain communicative cues depending on the level of uncertainty – e.g., a 

facial expression might be more ambiguous than a linguistic utterance, making it a less risky 

response in situations of uncertainty. 

Although perception and action are more temporally separate in language than they are in 

motor action – given the limited ability to speak and listen at the same time, and social 

conventions of turn-taking – at the very least there is overlap between language comprehension 

and production planning (Bögels et al., 2015; Levinson, 2016), and producers have to balance 

between them effectively, just as in motor action. Moreover, the cognitive toll and interference 

between perceiving and planning simultaneously has been discussed in both the language 

(Jongman & Meyer, 2017) and the motor domains (Liu et al., 2008). Both literatures also have 

theories of shared versus separate systems, for perception and action (Creem‐Regehr & Kunz, 

2010) or comprehension and production (Pickering & Garrod, 2013). Thus integrating research 

in these domains could provide additional insight into production and action under uncertainty, 

in particular for the language domain where the research is relatively scarce.  

 

4.2 Intermediate movements 
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 A major debate in the motor uncertainty literature regards the underlying cause of 

intermediate, or averaged movements: when faced with two competing goals, movement toward 

the target goal often shows properties of the movement that would be required for the competing 

goal. For example, movement trajectories might be initially directed in between two opposite 

goal locations (Chapman et al., 2010) and hand orientation might be intermediate between 

pronation and supination (Gallivan et al., 2015). A commonly used paradigm to investigate these 

movements is the “go-before-you-know” paradigm: participants are presented with multiple 

potential reach targets, and the goal target is only revealed after participants initiate their 

movement. Thus movement towards the targets necessarily begins when there is still goal 

uncertainty.  

 One interpretation of intermediate movements is that they represent an average of the 

competing movement plans: when participants are pressured to begin an action immediately, 

multiple movement plans are computed in parallel and the resulting movement represents their 

average (Chapman et al., 2010; Stewart et al., 2013). The goal action can often be completed 

successfully because the target is disambiguated mid-trial and participants adjust their 

movement, but the movement still deviates from the most direct route to the target. This 

deviation can even be viewed as error (Hening et al., 1988), the result of a planning system taxed 

by multiple potential target options and time pressures. However, a more refined account is that 

intermediate movements reflect a co-optimized motor plan (Haith et al., 2015; Wong & Haith, 

2017). Under this account, the motor system computes a single action plan that is most optimal 

for later movement corrections – considering the various potential targets, motor costs, 

efficiency, timing, and other task demands. Then, once the target is disambiguated, the 

movement can be adjusted online to reach the goal. The argument is not that people engage in 
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explicit strategizing per se, but rather that an implicit property of the motor system is to plan 

optimally under uncertainty. 

There is still much debate about whether intermediate actions reflect the competition of 

multiple parallel motor plans or a single optimized plan (Alhussein & Smith, 2021; Enachescu et 

al., 2021; Gallivan et al., 2018; Wong & Haith, 2017), though the latter seems to be better 

supported (Alhussein & Smith, 2021). These are not necessarily mutually exclusive, however. 

Given a highly flexible motor planning system, the strategy for action under goal uncertainty 

might depend on the particular action context or paradigm. This includes which particular 

aspects of the action are uncertain (e.g., the spatial location of the target versus the required 

grasp), whether the target is disambiguated before or after the movement begins, and even what 

individual differences exist in performance strategies (Wong & Haith, 2017).  

In the language domain, the feasibility of maintaining multiple utterance plans at once is 

unclear and likely depends on the particular stage of planning. It might be possible to maintain 

multiple messages (Garrett, 1989), but maintaining multiple phonological plans for multiword 

utterances would likely be too taxing on memory and very error-prone (Dell et al., 1997; 

Wilshire, 1999) – perhaps as reflected in blend errors discussed earlier (Harley, 1984). However, 

some version of plan optimization in the face of uncertainty seems plausible. For example, 

speakers might choose to produce more certain components of their utterance first, allowing 

them to begin production sooner while also buying time to gather information about uncertain 

components of the utterance (see Chapter Two). Indeed, some motor researchers have also 

suggested that intermediate movements are used to buy time until uncertainty can be reduced 

(Enachescu et al., 2021). Production strategies might also depend on the source of uncertainty, 

with differences between imposed message uncertainty (e.g., describing an unfolding scene) 
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versus free deliberation between message options. This has already been attested in the motor 

domain, where movement variability is higher when participants have a free choice between 

targets compared to a predetermined target (Krüger & Hermsdörfer, 2019). These findings 

suggest that the particular source of uncertainty affects movement strategy and variability, and it 

seems likely that similar findings would emerge in language production. 

 

4.3 Neural correlates of goal uncertainty in motor planning 

Because motor actions can be studied on non-human primates, the neural correlates of 

action planning are better understood than those of language planning. This is particularly true 

for situations of goal uncertainty, which have been extensively studied using paradigms that 

present monkeys with multiple potential targets and then cue one target that the monkeys need to 

reach for. In contrast to the ‘go-before-you-know’ paradigm, in this case decision making and 

motor preparation precede the actual movement. By using single-cell recordings, researchers can 

glean rather specific information about neuronal activity that is tuned to particular target 

locations. 

Results suggest that multiple potential reach targets are represented simultaneously in the 

brains of macaque monkeys, and activity in the dorsal premotor cortex is modulated by the 

locations of potential targets (Cisek & Kalaska, 2005; Pastor-Bernier & Cisek, 2011). Once the 

goal target is disambiguated, its associated neural signal increases while the signal of the 

competing target decreases (Cisek & Kalaska, 2005). In fact, neural representations are very 

dynamic throughout the decision making process, changing based on both the degree of 

uncertainty and the approaching response time (Bastian et al., 2003). The research also suggests 

that motor decision making occurs within the same neural substrates that execute the action; that 
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is, it does not necessarily implicate separate processes for decision making versus 

implementation (Cisek, 2006; Pastor-Bernier & Cisek, 2011). 

In human participants, magnetoencephalography (MEG) studies show modulation of 

oscillatory activity during motor decision making, mainly implicating the beta band in planning 

under uncertainty. Specifically, decreases in beta-band power are observed in preparation for 

movement, but this effect is attenuated in situations of uncertainty: Modulation depends on the 

number of potential targets (Tzagarakis et al., 2010, 2015), their proximity to each other (Grent 

et al., 2015), and even on hand choice for executing the action (van Helvert et al., 2021). 

Together, these findings suggest that some movement preparation begins even before the target 

is disambiguated, and takes into account properties of the various potential targets. Moreover, 

neural correlates of action planning reflect key components of uncertainty, including the degree 

of uncertainty for each target (e.g., depending on the number of potential targets) and the degree 

of similarity between target options (e.g., spatial proximity).  

Although the evidence from language production research is limited, perhaps some 

insight into early planning under message uncertainty can be gained from studies where 

participants produce a word after a semantically-constraining context (Blackford et al., 2012; de 

Zubicaray et al., 2006; Piai et al., 2014, 2018, 2020). For example, Piai et al. (2020) had 

participants name a target picture (e.g., cow) to complete a sentence that appeared word-by-word 

on screen. Results showed that neural oscillations in the alpha-beta band decreased in power 

when the sentence context was semantically constraining (e.g., the farmer milked the __) 

compared to non-constraining (e.g., the child drew a __). This reduction was interpreted as an 

index of lexical-semantic retrieval, with the constraining context allowing for some early 

preparation of the likely target – even though the target was still uncertain. Moreover, right 
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before viewing the target picture, participants heard a distractor word that was either 

semantically related (e.g., goat) or unrelated (e.g., bean) to the target. When the distractor was 

semantically related to the target, the alpha-beta power reduction began later than when the 

distractor was unrelated. Piai et al. (2020) speculated that semantic competition between the 

expected target and the related distractor caused this delay, as the competition interfered with 

word retrieval processes. Notably, naming latencies were not affected by the type of distractor, 

so the effects of this semantic competition were only evident in the neural oscillations. 

Because Piai et al.’s (2020) focus was on lexical-semantic processes and not message 

uncertainty, key components of message uncertainty were not systematically manipulated in their 

study –  including the degree of sentence constraint as a continuous measure, target similarity, or 

the particular message component under uncertainty (e.g., the thematic role). Moreover, the 

imposed distractors indeed presented more of a “distraction”, or intrusion, rather than 

deliberation between message options; and participants only named a single word rather than 

producing the entire message or sentence themselves. But semantic competition appears highly 

intertwined with message competition in this case, and similar paradigms might be used for a 

more systematic study of production under message uncertainty and its neural correlates. Stimuli 

norming in Piai et al. (2020) even included measures of both cloze probability and semantic 

similarity between targets and distractors; two measures that could be used for testing questions 

of message uncertainty in future work – again similar to the motor uncertainty work, where 

neural activity is sensitive to the number of potential targets (resembling the degree of sentence 

constraint) and their proximity to each other (a measure of similarity). 

Admittedly, the research on neural correlates of message uncertainty will be necessarily 

exploratory at first and more complex than in the motor work, given the richness of messages 
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and semantic information. But investigations can begin with simple paradigms, focusing on 

neural correlates already associated with relevant aspects of production planning: whether 

particular oscillation patterns such as alpha-beta decreases associated with lexical-semantic 

retrieval (Piai et al., 2014, 2020), ERP markers of early planning (Bögels, 2020; Bögels et al., 

2015), or even spatially, within brain regions and networks associated with language production 

(Friederici, 2011; Indefrey, 2011). The initial overarching goal would be to examine how typical 

neural markers of language production are modulated by the type or degree of message 

uncertainty, and at a later stage, even by the speaker’s production strategy and resulting speech 

patterns. In Chapters 2 and 3 I present novel paradigms that would be useful tools to begin these 

investigations, as they can likely be adapted to studies with physiological measures. 

 

5. Review summary 

In this chapter I introduced production under message uncertainty, suggesting that 

sometimes speakers begin utterance planning before they are certain of the message content they 

want to communicate. Given the relative lack of research on message uncertainty in production, 

the goal was to gather evidence from several neighboring areas in order to describe incidences 

and consequences of message uncertainty, and to motivate future research. Conclusions from this 

review make clear that topics of message uncertainty could and should be incorporated into 

language production research. First, message uncertainty might be more common than assumed, 

and an initial step would be to identify the incidence and types of message uncertainty – e.g., 

whether a speaker is debating between several messages options, waiting for an event to unfold, 

or still retrieving knowledge to answer a question. It might be possible to identify situations of 

message uncertainty by examining contexts likely to induce uncertainty, or by tracking speech 
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errors and disfluencies that reflect uncertainty. Second, situations of message uncertainty carry 

implications for utterance forms and the time course of production. Existing models of language 

production typically assume that the message is settled before utterance planning begins, but this 

assumption obscures how real-time message formulation can affect utterance planning and the 

resulting utterance – given a highly flexible production system that uses various strategies to 

mitigate difficulties of planning under uncertainty. Investigating situations of message 

uncertainty would therefore not only address a common everyday context of production, but 

could also inform theories of language production more generally. Finally, uncertainty is 

ubiquitous in other cognitive domains, and in particular goal uncertainty in the motor domain 

shows many parallels with message uncertainty in language. These parallel lines of research can 

therefore inform and benefit each other, contributing to our understanding of which domain-

general cognitive principles are used for planning and acting under goal uncertainty.  

In the following Chapters, I begin applying these recommendations to experimental 

research on language production. In Chapters Two and Three I present six experiments designed 

to investigate the strategies that speakers use for production under message uncertainty, and how 

they affect the resulting speech patterns. The goal is to begin explicitly introducing message 

uncertainty into language production research, and present novel paradigms that bring message 

uncertainty into the lab. In Chapter Four I summarize the main findings from these experiments 

and lay out future directions. 
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Chapter Two: A novel picture-naming paradigm to investigate word order choices under 

message uncertainty 

Production experiments commonly provide participants with the message they need to 

convey, such as a scene to describe or a picture to name (Bock, 1996). While this method is 

helpful for experimental control, it is not well-suited for studying planning under message 

uncertainty. In the current study, we modify standard picture-description tasks to first display 

several pictures, and only later provide information about which pictures are to be named. Our 

paradigm is conceptually related to those in ‘go-before-you-know’ motor reaching studies 

described earlier, in which it is temporarily unknown which of several locations will be the target 

of the reaching action (Chapman et al., 2010; Gallivan et al., 2015). The language 

implementation is very different from reaching tasks, however, and predictions also diverge. 

In Experiments 1 and 2, participants view displays of four images, and are later cued to 

name two of the images. Different types of display allow manipulation of message uncertainty: 

in one condition (Overlap), participants have early information about one of the two pictures to 

be named; that is, they already know half of the message. In the other condition (Different,) 

participants see several options but are uncertain about all of them. Thus our manipulation 

affects how much of the message information participants have at the start of the trial, and 

consequently, how much of the utterance they can plan. In Experiment 3, we use a semantically 

constraining question to provide early information about the upcoming targets, manipulating how 

likely a certain target is to be in the message. By carefully controlling the timing of when the full 

information is revealed, we can examine how speakers incorporate any partial message 

information into their utterance planning.  
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Whereas participants in motor reaching studies produce movement trajectories that are in 

between potential targets, such intermediate strategies don’t work for word production – for 

someone who is uncertain whether to say “hike” or “picnic,” saying a blend of the two words is 

not an effective strategy. Instead, we hypothesize that producers will rely on the known 

flexibility of sequencing in utterance planning. Specifically, we predict that speakers will begin 

planning components of the utterance that are certain to be useful, while the rest can be planned 

later, as more information becomes available. If so, this production strategy will affect speakers’ 

word order, as they prioritize the components that are certain to be useful and choose to place 

them first in the utterance. Early planning should also allow speakers to begin production sooner, 

showing a benefit in speech initiation latencies. Such findings would suggest that word order can 

be shaped by implicit planning strategies that maximize production efficiency, including early 

planning – even under message uncertainty. 

 

 

Experiment 1 

Method 

Participants 

Sixty-six undergraduate students, all native English speakers, participated for course 

credit. Sample size was determined based on pilot testing and a power analysis conducted using 

PANGEA (Westfall, 2016), aiming for at least 80% power with a moderate effect size, and 

allowing leeway in case of participant exclusions. Data from seven additional participants were 

excluded from analyses: four who did not follow instructions, two due to equipment failure, and 

one who was a nonnative English speaker. 
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Stimuli  

Object images from the MultiPic database (n=320, Duñabeitia et al., 2017) were used as 

stimuli, assigned to 80 displays of four objects each. Object names within a display were 

matched on syllable count and word frequency (Balota et al., 2007). For each display, two 

objects were randomly chosen as the target pair, and the remaining two were the competitor pair. 

Objects were never repeated across displays.  

Each display could appear in one of two conditions: 1) Overlap; where one of the target 

pictures was repeated in the display, replacing one of the competitors, 2) Different; where there 

was no overlap between targets and competitors. Each display contained one pair of images 

appearing on either side of a computer screen, as in Figure 2.1. The two images within each pair 

rotated around each other to avoid position effects on naming order.  

 

 

 

 

 

Figure 2.1. Examples of visual displays in the (A) Overlap condition, (B) Different condition. 

Every two images rotated around each other, as illustrated by the arrows. Arrows were not 

visible to participants. The gray background appeared after 2.2 seconds of exposure, indicating 

the targets. 

 

Procedure 

(A) (B) 
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Participants came into the lab and were seated in a sound-proof booth with a computer 

and a freestanding microphone. They first completed a familiarization phase, where they viewed 

each of the images with its name on screen and said the name aloud. Each image appeared for 

three seconds with a one second inter-stimulus fixation; the familiarization phase lasted 

approximately fifteen minutes.  

Participants then received the main task instructions, including example displays and four 

practice trials with feedback. In each trial, a display was presented, and after 2.2 seconds, a gray 

background appeared on one side of the screen, indicating the target pair. Participants’ task was 

to answer the question “Which are the target images?”, and they were told that another 

participant would later listen to their recordings to identify the targets. This cover story was 

added to encourage participants to treat the task as information sharing with another individual. 

Participants were instructed to produce a full phrase, such as “The vest and the pear” for the 

example in Figure 2.1, rather than simply naming the objects. Participants were told that 

sometimes pictures would be duplicated in displays, but that they should name the pair cued by 

the gray background. Participants were not told anything about uncertainty or early language 

planning and remained blind to the goal of the experiment. 

The test phase of 80 trials lasted approximately twenty minutes. Participants were 

randomly assigned to one of eight lists, counterbalancing which picture was doubled, which 

competitor was replaced, and condition. Images were offset from the center at the start of the 

trial. The target side and the initial position of each image within the pair were 

pseudorandomized, i.e., appearing on each side of the screen (left vs right) and in each position 

within the pair (top vs bottom) in equal proportions across trials. Order of items (displays) was 

randomized per participant. After completing the experiment, participants answered a survey to 
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provide feedback, including their guess about the experiment purpose and/or any strategies they 

developed.  

 

Analyses and Results 

Preprocessing 

Speech files were manually transcribed. An automated script then coded each trial for 

accuracy in object naming. Object names that differed from the names learned in the 

familiarization phase were coded as inaccurate, even if the produced name was generally 

acceptable in English. Trials in which one or both objects were named inaccurately (25%) were 

removed from analyses, as were trials with disfluencies (3%).  

The FAVE Program Suite (Rosenfelder et al., 2014) was used to extract onset and offset 

times of each word in each utterance. Before performing latency analyses, we further removed 

responses that did not follow the 5-word conjoined noun phrase structure (21%), trials where 

participants began speaking before the cue (6%), and responses with a total duration of more 

than 2.5 SD above the mean duration (3%). Note that percentages refer to the percentage of 

remaining observations after the prior step of data cleaning. This left 2797 observations (1419 

Different, 1378 Overlap; 53% of all observations) from 55 participants for each word position in 

the latency analyses.  

 

Word Order  

We first tested whether participants were more likely to name the overlapping object first 

in their responses in the Overlap condition. We ran a mixed-effects logistic regression model 

regressing Order (non-overlapping vs. overlapping object produced first) on the intercept, 
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including by-participant and by-item random intercepts (the maximal random effects structure; 

Barr, 2013). The coefficient is reported in log-odds and represents the model intercept. The null 

model for comparison sets the intercept at zero, which in log-odds is equivalent to 50%. A 

positive significant intercept therefore indicates above-chance preference for one word order 

over the other. As expected, participants were significantly above chance in producing the 

overlapping object first in their utterance (b = .75, SE = .1, z = 7.28, p < .0001), see Figure 2.2. 
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Figure 2.2. Violin plot of the proportion of trials in the Overlap condition in which participants 

named the overlapping target first (Experiment 1). A boxplot is overlayed in gray to identify 

quartiles and the median proportion. The horizontal black line identifies chance level. Points 

reflect individual participant means. 

 

Latencies 

We next examined speech initiation latencies (onsets) for each word in participants’ 

utterances. Onsets were calculated as the time between the cue appearing and the first phoneme 

of each word and were log-transformed for analyses. The predictor variables were word Position 

(1-5), Condition (Different, Overlap; coded [0,1]), and Order of naming (non-overlapping first, 

overlapping first; coded [0,1]). Order was nested within condition (Condition/Order) because it 

was only relevant in the Overlap condition. Position was coded using successive difference 

contrasts, where each word position is compared to the preceding word position (2-1, 3-2, 4-3, 5-

4). Each contrast therefore measures the difference between the onset of a given word and the 

onset of the prior word in that utterance. 

We ran a mixed-effects linear regression model regressing Onset on Position, 

Condition/Order, and the interaction between Position and Condition/Order. Including the nested 

term (Condition/Order) is equivalent to including fixed effects of Condition and the interaction 

between Condition and Order. The maximal random effects structure to converge included by-

subject and by-item random intercepts, by-subject random slopes for Condition/Order and for the 

interaction between Condition:Order:Position, and a by-item random slope for Condition/Order. 

Significance values are reported using Satterthwaite’s method t-tests. 
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Results show a significant interaction between Condition and Order, b = -.01, SE = .002, 

t = -4.36, p < .0001; speakers had shorter word onsets when the overlapping object was named 

first, see Figure 2.3. There was no significant effect of Condition (b = -.0003, SE = .001, t = -.2, 

p =.8), suggesting the advantage in onset times is specific to trials where the overlapping object 

was named first, and not an overall difference between Overlap and Different conditions. There 

was also no significant interaction between Condition and Position, or between Condition, 

Position, and Order (ps > .1), indicating the effect of Order was driven by differences in the onset 

of the first word, and not due to differing word durations or pauses throughout the utterance. 
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Figure 2.3. Model predictions for onsets in Experiment 1. Data from the Overlap condition are 

divided into trials where participants named the overlapping target first (dark blue) or the non-

overlapping target first (dashed, light blue). Error bars represent ±1 SE. 

 

Responses from the post-experiment survey showed that none of the participants were 

able to guess the experiment purpose. When participants were specifically asked about strategies 

or attempts to plan early, thirteen participants mentioned or alluded to the overlapping image as 

playing a part in their strategy. We re-ran the analyses excluding these participants; results held 

for both the order analysis (b = .72, SE = .05, z = -13.46, p < .0001) and the latencies (Condition 

by Order interaction: b = -.008, SE = .002, t = -2.98, p < .01). 

 

Experiment 1 Discussion 

Results of Experiment 1 suggest that speakers prioritized planning words that they were 

certain to need (the overlapping object), placing them first in their utterance plan. This early 

planning based on partial message information provided a benefit in onset latencies, even though 

speakers only began articulation after the visual cue appeared and the full message was available. 

As Figure 2.3 shows, latency differences emerged on the very first word, “The”. This effect is 

interesting because “the” is the first word to be said in every trial, independent of condition or 

order of the pictures described. The shorter latencies when the overlapping picture was said first 

suggests that speakers do not begin to produce the first phrase (e.g., “the vest”) until they have 

planned the noun component; that is, they do not immediately produce “the” and then pause until 

the noun (“vest”) is ready. Although speakers can sometimes pause or extend the pronunciation 

of “the” to provide more planning time for a noun, as in “Have you seen theee, uh, remote?” 
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(Arnold et al., 2003; Clark & Fox Tree, 2002), most production studies using pictured stimuli 

have found that speakers typically initiate production of phrases (e.g., “the vest”) after the entire 

minimal phrase has been planned (Allum & Wheeldon, 2007). The data from Experiment 1 

conform to that pattern.   

With the goal of replicating and extending the results of Experiment 1, we next 

conducted Experiment 2 as an online study that uses typed responses instead of speech. Typing 

presents an interesting alternative to speech because it is slower and more protracted, which 

could result in different planning strategies (Snyder & Logan, 2014). In our study, the slower 

time course of typing might affect participants’ production decisions because they have more 

time to plan upcoming components even after production has begun. This could provide more 

time to perceive the information needed for their utterance, and/or to make production decisions 

while typing is ongoing. Moreover, differences in the effort and time needed for typing versus 

speaking might affect participants’ production decisions because of the costs and benefits 

involved in beginning production early. For example, the increased effort and time needed for 

typing might encourage participants to begin production early so they can keep up with time 

pressures, leading to more extreme production biases compared to speech. Alternatively, it might 

deter participants from beginning production early because of the risk of error, as it is harder and 

more time-consuming to correct typed errors compared to spoken errors. Thus although our 

predictions for typing are more exploratory, extending our results from spoken to typed 

productions not only allows replicating the effect found in Experiment 1, but could also provide 

new insights into how decision making in language planning compares across modalities. 

 

Experiment 2 
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To convert the task in Experiment 1 to an online format with typed responses, changes to 

the design and materials were needed. To limit the experiment length, we eliminated the 

familiarization phase and reduced the number of trials to 62, compared to 80 in Experiment 1. In 

creating the new set of items, we prioritized images that had shown high naming accuracy in 

Experiment 1. 

We expected that participants would again prioritize more certain information and place 

overlap pictures first in their responses. Our predictions for latencies were less clear, given that 

typing is less practiced than speaking and likely to yield more variable data. 

 

Method 

Participants 

Eighty-two undergraduate students, all native English speakers, participated for course 

credit. Given the online format of the study and concerns about participants’ attention, we aimed 

for a larger sample size than Experiment 1. Data from 25 additional participants were excluded 

from analyses: four who reported technical difficulties, four due to a script error, eight non-

native English speakers, three who guessed the experiment goal, and six who did not complete 

all trials.  

 

Procedure 

The experiment was coded in jsPsych (de Leeuw, 2015) and run online, via a lab server. 

Trial procedure was identical to Experiment 1, except that once the gray background appeared, a 

text box appeared at the bottom center of the screen. Participants could then type in their 



 

 
 

49 

responses using any of the letter keys, the spacebar, and the delete key. The experiment lasted 

approximately 20 minutes. 

 

Analyses and Results 

Preprocessing 

The experiment script logged each keypress and its time stamp relative to the cue 

appearance. A pre-processing script then parsed the key strings into words, checked naming 

accuracy, and extracted time stamps for the first and last keys of each word. Trials were 

manually coded if participants used the delete key, misspelled a word, or did not use the 

instructed 5-word structure (43%). 

Trials in which one or both objects were named inaccurately were removed from analyses 

(22%); misspellings were retained. For latency analyses, responses that used a different sentence 

structure than instructed (18%), and responses with a total duration of more than 2.5 SD above 

the mean duration (2%) were removed. In cases of misspellings or use of the delete key (38%), 

we analyzed latencies only for the first word in the sentence, which was always the word “the”. 

Note that percentages refer to the percentage of remaining observations after the prior step of 

data cleaning. This left 3198 observations (1579 Different, 1619 Overlap; 63% of all 

observations) from 68 participants for latency analyses of the first word, and 1966 observations 

for each word in positions two through five (976 Different, 990 Overlap). Analyses were 

identical to Experiment 1, except that in the latency model we removed the by-item random 

intercept to allow convergence. 

 

Results 
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As in Experiment 1, participants were significantly above chance in naming the 

overlapping object first (b = .78, SE = .1, z = 8.06, p < .0001), see Figure 2.4. 
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Figure 2.4. Violin plot of the proportion of trials in the Overlap condition in which participants 

typed the overlapping target first (Experiment 2). A boxplot is overlayed in gray to identify 

quartiles and the median proportion. The horizontal black line identifies chance level. Points 

reflect individual participant means. 

 

Latency analyses showed a significant interaction between Condition and Order, 

indicating shorter onset latencies when the overlapping object was produced first in the typed 
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response, b = -.006, SE = .002, t = -2.94, p < .01, see Figure 2.5. There was no significant effect 

of Condition (p > .1), but there was a marginally significant three-way interaction between 

Condition, Order, and the contrast of Positions [3-2], b = .004, SE = .002, t = 1.68, p = .09. 

Given the small number of observations available for word positions Two to Five, especially for 

the rare non-overlapping first responses, we are wary of interpreting interactions involving 

positions Two to Five. Future studies might explore late-position latencies further, as position 

interactions could suggest differences in planning during production itself. In either case, 

initiation latencies were shorter for overlapping-first sentences, resembling the Experiment 1 

results. Moreover, when excluding twenty-two participants who alluded in the post-experiment 

survey to any strategy involving the overlapping image, results held for the order analysis (b = 

.61, SE = .1, z = 5.86, p < .0001), and the latencies (Condition by Order interaction: b = -.006, 

SE = .002, t = -2.63, p < .05, n = 52). 
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Figure 2.5. Model predictions for onsets in Experiment 2. Data from the Overlap condition are 

divided into trials where participants named the overlapping target first (dark blue) or the non-

overlapping target first (dashed, light blue). Error bars represent ±1 SE. 

 

Experiment 2 Discussion 

Results from Experiment 2 largely replicated those of Experiment 1: participants were more 

likely to name the overlapping object first, and this provided a benefit in typing initiation 

latencies. Despite numerous differences between speech and typing that could result in different 

strategies for production planning (Snyder & Logan, 2014), we find similar word order biases 
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across modalities, indicating a robust planning bias. The converging findings support our 

hypothesis that producers can use partial message information to begin planning their responses 

early, with implications for word order and response times. 

One question about our findings in Experiments 1 and 2 is whether production of the 

overlapping object first reflects conscious strategizing and/or implicit production decisions. 

While conscious strategizing certainly exists in everyday language use, we do not believe that it 

has a major role in our findings. First, when participants were probed about strategies used to 

begin planning their responses early, most did not report consciously planning the overlapping 

object first, and our results held even when excluding those that did. This is not surprising, given 

that evidence of early planning is found in natural conversation (Bögels, 2020), and is therefore 

unlikely to implicate deliberate strategies for task performance. Second, our results suggest that 

participants made order choices rapidly, at an early stage during the trials. Rapid utterance 

planning is generally thought to proceed via implicit planning decisions (Bock, 1996; Levelt, 

1989) and we propose that at least part of the bias we find emerged out of these implicit 

decisions rather than conscious strategizing.  

However, one concern with our method is that the effects could stem from visual salience 

of the duplicated picture instead of, or in addition to, message uncertainty. We do not think 

visual salience can entirely explain our results, given that earlier speech onset was found only for 

overlapping-first utterances in the Overlap condition. If visual salience were playing a major role 

in our experiment, we would expect to find that speakers are faster to begin speaking in the 

Overlap condition even when they name the non-overlapping object first, because there is a 

duplicated picture in the display that can facilitate processing. Instead, we find that speech 
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initiation latencies in the non-overlapping first productions are equivalent to the Control trials, 

where there was no visual salience of a duplicated picture. 

To further rule out the possibility of a visual salience confound, we designed Experiment 

3. Instead of duplicated pictures, in Experiment 3 we use a semantically-constraining question to 

provide early message information about the upcoming targets that participants are required to 

name. Using a semantically-constraining question also creates a context that better resembles 

natural production contexts, improving ecological validity.  

 

Experiment 3 

In Experiment 3, participants read a question under one of two conditions: 1) Semantic, 

where the question is semantically constraining and informative about the participant’s 

upcoming response (e.g., In the kitchen, what might be used to bake?), and 2) Control, where the 

question does not provide any information about the upcoming targets (e.g., In this display, what 

are the targets?). Next, participants view four images on the screen. Out of the four images in a 

given display, one image is strongly associated with the context in the Semantic question (e.g., 

oven), another two are plausible responses (e.g., apple, spoon), and one is unrelated (e.g., pill). 

After a brief preview, a cue indicates which two images are the targets to be named in a spoken 

utterance. In all trials, the two targets are the image that is strongly associated with the 

semantically constraining question (e.g., oven) and one of the other plausible responses (e.g., 

apple).  

We hypothesize that in the Semantic condition participants will be more likely to name 

the strongly-associated target first in their response, before the other target, producing utterances 

like the oven and the apple. This pattern would suggest that participants use the semantic 
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information in the question to begin planning their responses in advance of the appearance of the 

visual cue indicating the targets. This result would suggest that the results of Experiment 1 and 

Experiment 2 were not solely due to the visual salience of the overlapping images, but rather 

reflect a strategy for language production under uncertainty. We also expect participants to begin 

speaking sooner in the Semantic condition compared to the Control condition, consistent with the 

results of the prior studies. Within the Semantic condition, we expect participants will begin 

speaking sooner when naming the strongly-associated target first, again reflecting patterns in 

Experiments 1 and 2. This result would suggest that early utterance planning based on a semantic 

cue could provide a benefit in latencies, making it an efficient strategy for planning under 

uncertainty.  

 

Method 

Participants 

Undergraduate students (n = 101), all native English speakers, participated in the 

experiment online for course credit. Sample size was determined using a power analysis 

conducted using PANGEA (Westfall, 2016), aiming for at least 80% power with a medium effect 

size (d = 0.5) in the analysis of word order. Data from 46 additional participants were excluded 

from analyses: 21 who had empty audio files, 14 who did not comply with task instructions, 7 

who did not complete all trials, and 6 who had corrupt audio files. Experiment 3 was pre-

registered prior to beginning data collection (https://osf.io/th9ck).  

 

Stimuli 
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Object images from the MultiPic database (n=160, Duñabeitia et al., 2017) were used as 

stimuli, assigned to 40 item displays of four objects each. Each display was assigned a Semantic 

question (e.g., In the kitchen, what might be used to bake?), providing a semantic cue for the 

upcoming target images; and a Control question, with no information about the upcoming images 

(e.g., In this display, what are the targets?). Out of the four images in a given display, one image 

was strongly associated with the context in the Semantic question (e.g., oven), another two were 

plausible responses (e.g., apple, spoon), and one was unrelated (e.g., pill).  

Before using the stimuli in our main experiment, we ran a norming study on a separate 

sample of 60 participants. We first created a list of the semantically-constraining questions and 

four object images that could answer each question. Each participant was presented with each 

question and asked to rank the four images in order from 1 (the most appropriate for answering 

the question) to 4  (least appropriate). The image with the highest average ranking was then 

designated as the strongly-associated object (M = 1.42, SD = 0.36). Images ranked third (M = 

2.82, SD = 0.28) and fourth (M =3.42 , SD = 0.34) were used as plausible responses. The image 

ranked second (M = 2.21, SD = 0.46) was discarded from that display in order to reduce 

competition from the first-ranked image and increase the strength of the manipulation. Instead, 

each second-ranked image was used as the distractor of another display, for a total of four 

images in each trial display: one strongly-associated target, one plausible target, one plausible 

competitor (non-target), and one distractor.  

The mean number of words per question in the experiment was 7.42, SD = 1.54 

(Semantic M = 8, SD = 1.34; Control M = 6.8, SD = 1.54). Questions in the Semantic condition 

were designed to include the constraining information early, in the first half of the question. 
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Questions in the Control condition asked about images in the display without mentioning 

semantic content, such that they could be plausibly answered with any of the image names. 

 

Procedure 

The experiment was coded in jsPsych (de Leeuw, 2015) and run online, via a lab server. 

Participants first read the task instructions on screen, including example displays and one 

practice trial with feedback, and then proceeded to the experiment. Figure 2.6 illustrates the trial 

sequence. Each trial began with a question presented visually in the center of the screen, either in 

the Semantic or Control condition. Next, participants clicked on a green button in the center of 

the screen, and the question was replaced by a display of four images rotating clockwise in a 

circle. After a brief exposure of approximately 3.8 seconds, the two target images were framed 

with black squares. Participants’ task was to name these two target images in a conjoined noun 

phrase (“the oven and the apple”), as a response to the prompt question. Participants were told 

that another participant would later listen to their recordings to identify the targets, and that they 

should use the simple single-word labels for the objects (e.g., oven and not gray oven). The trial 

ended approximately 5.8 seconds after the targets were cued with the black frames. 
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Figure 2.6. Example of a trial sequence under the Semantic and Control conditions. Participants 

first read the question on screen, and then were presented with the four images. The four images 

rotated clockwise to avoid screen position effects. After 3.8 seconds of a preview, square frames 

appeared around each of the target images, and participants named the targets in a conjoined 

noun phrase. 

 

Participants were randomly assigned to one of two lists, each consisting of twenty trials 

in the experimental condition and twenty trials in the control condition. Condition was 

counterbalanced across stimulus lists, such that each participant only viewed a given display 

once, but each display appeared in both conditions approximately equally across participants. 

The starting position of each image in each display was randomized by the experimental script. 

Trial order was randomized per participant. The entire experiment lasted under 15 minutes. 

 

Analyses and Results 

Control ConditionSemantic Condition

In the kitchen, what 
might be used to bake?

In this display, what 
are the targets?
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Preprocessing 

Speech files were transcribed as in Experiment 1. Trials in which one or both objects 

were named inaccurately (38%) were removed from analyses. Montreal-Forced-Aligner (MFA; 

McAuliffe et al., 2017) was used to extract onset and offset times of each word in each utterance. 

At the time of the analysis for Experiment 3, MFA was more easily compatible with newer 

versions of Python compared to other aligners and therefore preferred. Before performing 

latency analyses, we further removed trials with disfluencies (6%), responses that did not follow 

the 5-word conjoined noun phrase structure (65%), and trials where participants began speaking 

before the cue (8%). Note that percentages refer to the percentage of remaining observations 

after the prior step of data cleaning. This left 759 observations (372 Semantic, 387 Control; 19% 

of all observations) from 63 participants for each word position in the latency analyses. 

 

Word Order 

We first tested whether participants were more likely to name the strongly-associated 

object first in the Semantic condition compared to the Control condition. We ran a mixed-effects 

logistic regression model regressing Order (strongly-associated object first vs. plausible object 

first) on Condition (Semantic vs. Control). The model included by-participant and by-item 

random intercepts, and by-participant and by-item random slopes for Condition (the maximal 

random effects structure; Barr, 2013). As expected, participants were significantly more likely to 
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produce the strongly-associated object first in the Semantic condition compared to the Control (b 

= .27, SE = .1, z = 2.75, p < .01), see Figure 2.7. 

 

 

Figure 2.7. Violin plots of the proportion of trials in which participants named the strongly-

associated object first, in the Semantic condition and the Control condition in Experiment 3. 

Boxplots are overlayed in gray to identify quartiles and the median proportion. Points reflect 

individual participant means. 
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Latencies 

We next examined speech initiation latencies (onsets) for each word in participants’ 

utterances. As in the previous experiments, onsets were calculated as the time between the cue 

appearing and the first phoneme of each word and were log-transformed for analyses. The 

predictor variables were word Position (1-5), Condition (Control, Semantic; coded [0,1]), and 

Order of naming (plausible first, strongly-associated first; coded [0,1]). Position was coded using 

successive difference contrasts, where each word position is compared to the preceding word 

position (2-1, 3-2, 4-3, 5-4).  

We ran a mixed-effects linear regression model regressing Onset on Position, Condition, 

Order, and their interaction. The random effects structure included by-subject and by-item 

random intercepts, and by-subject and by-item random slopes for Condition, Order, and their 

interaction. Significance values are reported using Satterthwaite’s method t-tests. 

There was no significant effect of Condition, Order, or their interaction (ps > .05), see 

Figure 2.8. Numerically, the estimated marginal means for onsets at the first word (latencies to 

begin speaking) were shorter when the strongly-associated object (e.g., oven) was named first in 

the Semantic condition compared to all other cases. This pattern was maintained throughout all 

five word positions and even increased with sentence progression. The numerical pattern 

therefore aligns with our hypothesis, but the interaction between Order and Condition was not 

reliable. 
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Figure 2.8. Model predictions for onsets in Exp 3. Data are divided into trials where participants 

named the strongly-associated target first (e.g., oven; solid lines) or the plausible target first (e.g., 

apple; dashed lines), in the Semantic condition (blue) or the Control condition (pink). Error bars 

represent ±1 SE. 

 

 Experiment 3 Discussion 

Results from Experiment 3 align with our findings in Experiments 1 and 2: participants 

were more likely to name the strongly-associated object first in the Semantic condition, 

suggesting they used information from the preceding question to begin planning their responses 

early – affecting word order choices. This finding supports our argument that visual salience 

alone cannot explain our results in Experiments 1 and 2, as there were no duplicated images in 

Experiment 3 that could affect participants’ behavior. 

 Note also that in Experiments 1 and 2, the Overlap trials allowed participants to predict 

with complete accuracy what one of the targets was going to be (the overlapping target), while 
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uncertainty remained around the second target. In Experiment 3, participants did not have 

complete certainty about any of the targets, but appear to have used semantic-based predictions 

to begin planning the most likely target first (the strongly-associated target). In both cases we 

find that speakers plan their utterances using any available information, indicating a robust effect 

of message uncertainty on utterance formulation, across these variations in uncertainty type. 

Moreover, the results of Experiment 3 suggest that decisions about word order and early 

planning do not necessarily require complete certainty about a specific message component for 

utterance planning to begin, but rather could be based on speakers’ predictions. Presumably, a 

strong enough prediction is worth the risk of an error in utterance planning (i.e., in case a 

planned word is not the correct target). Although we were underpowered to analyze changes in 

productions over multiple trials, future studies could examine how participants’ strategies evolve 

over the course of the experiment, e.g., whether they rely more strongly on their predictions for 

early planning, learn to refine their predictions, and more.  

While the word order effect was robust across experiments, results from the latency 

analysis in Experiment 3 were inconclusive. The numerical pattern aligned with our hypothesis –

shortest speech initiation latencies were found for trials in the Semantic condition where the 

strongly-associated object was named first – but the difference was not statistically significant. It 

is possible that we had too few observations to detect the expected interaction effect (between 

Condition and Order) after data exclusions. Owing to constraints for finding item sets to align 

with the Semantic question condition, Experiment 3 had fewer items than in Experiments 1 and 

2. Moreover, data exclusions were more common due to varying sentence structures and 

inaccurate object naming. The higher exclusion rate is likely because of the online format of our 

experiment, which had no familiarization phase for the object names and no interaction with 
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research personnel. All of these factors could decrease the motivation to respond quickly and 

accurately, and decrease adherence to experiment instructions more generally. Future 

experiments might maximize the manipulation strength by using a confederate interlocutor or a 

deadline that encourages participants to begin speaking more quickly, or exert more control on 

participants’ sentence structures in order to maximize power for detecting an effect. Nonetheless, 

the results of the word order analysis were robust, supporting our hypothesis that participants use 

early semantic information to begin planning their responses even when only partial message 

information is available. 

 

Chapter Two General Discussion 

We developed two novel methods to manipulate the uncertainty of producers’ messages 

in a picture-naming task. Results showed that word order choices varied with degree of message 

uncertainty: producers prioritized message components likely to be needed, resulting in early 

placement of these elements in the utterance. These findings suggest that speakers make early 

utterance decisions based on available information, allowing them to begin speaking sooner, and 

then continue planning the rest of the utterance when more information becomes available. Our 

results were also comparable across spoken and typed modalities, suggesting similar strategies 

for planning under uncertainty, regardless of output modality. 

Although this initial investigation was necessarily more constrained than natural 

conversations, it is likely that similar patterns will emerge in conversation. Speakers often begin 

planning their response to an interlocutor before the interlocutor has finished speaking (Bögels, 

2020; Bögels et al., 2015; Corps et al., 2018), suggesting that sometimes utterance planning 

precedes knowledge of the full information needed to reply. To explain how speakers begin early 
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planning in conversation, turn-taking researchers typically point to predictive comprehension, 

which suggests that comprehenders can use context cues to predict what the upcoming words or 

messages are going to be (Kuperberg & Jaeger, 2016). Using these predictions, speakers can 

begin planning their own response even before the interlocutor has finished their turn (Corps et 

al., 2018; Levinson, 2016; Levinson & Torreira, 2015).  

But predictions are, by definition, uncertain. Depending on the degree of constraint in the 

sentence, the degree of the listener’s confidence in their prediction may vary (Klimovich-Gray et 

al., 2019; Lewis & Bastiaansen, 2015; Luke & Christianson, 2016). Predictions can also be 

somewhat vague, i.e., the listener might have a general idea of what the speaker is going to say 

but still be unsure how exactly the utterance will turn out. Even trained coders often disagree on 

when exactly in an incoming question the answer becomes clear (Bögels, 2020). This result 

suggests that response planning based on predictions must also carry some uncertainty; if the 

speaker does not know exactly what they are responding to, they cannot know exactly what to 

plan in their response utterance, and production strategies might vary.  

 Our study expands on these ideas in several ways. First, prior turn-taking work focused 

on stimuli with high message predictability, e.g., general knowledge questions with short 

answers, manipulating whether the required answer became clear mid-question (allowing early 

planning) or only at the end (Bögels et al., 2015). In Experiments 1 and 2 presented here, timing 

was carefully controlled, while we manipulated how much information participants had about 

their message, and consequently, how much of their utterance they could plan. This type of 

message uncertainty resembles conversational contexts where speakers begin planning their 

response when they only have partial information about what they are responding to. In 

Experiment 3 we introduced early semantic cues indicating how likely certain components are to 
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be included in the message, and found that speakers prioritize those likely components in their 

response. Using semantically-constraining questions in Experiment 3 allowed a more 

ecologically valid context for our experiment, as natural conversation similarly contains a 

semantic context that constrains speakers’ messages. Notably, although our participants were 

told to respond promptly, they had plenty of time to produce their utterances and no penalty for 

slow responses. The fact that they still attempted early planning, even under uncertainty, might 

suggest that this production strategy is well-practiced from their own language experience, 

becoming natural even without obvious time pressure.  

Another novel aspect of our findings is that uncertainty affected participants’ utterance 

forms, as they chose word orders that allowed early planning, potentially over alternatives that 

would have prioritized the listener’s needs. Recall that participants were told that another 

participant would later listen to their recordings to identify the targets. From an audience-design 

perspective emphasizing getting the information to the listener as early as possible, naming 

the non-overlapping object first in Experiments 1 and 2 would be the most efficient word order 

for the listener to hear, because a non-overlapping object immediately identifies the target pair 

and allows the listener to complete the task goal. Similarly, naming the less likely object in 

Experiment 3 (the plausible object, but not the strongly-associated object) would be more 

informative to the listener, because the listener could be quite confident that the strongly-

associated object would be a target, but more uncertain about which of the plausible objects 

would be the other target. But participants still named the overlapping (or strongly-associated) 

object first, suggesting that early planning for the speaker was prioritized over early 

informativity for a future listener, consistent with studies suggesting that there are limits to the 

degree to which producers accommodate listeners’ needs (Horton & Keysar, 1996). Indeed, 
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utterance form choices often reflect speakers’ use the flexibilities of language to mitigate 

production demands (MacDonald, 2013), and planning under uncertainty is a particular type of 

production demand.  

 Given the current results, natural further steps include testing participants in 

conversational settings with interlocutors for a more ecologically valid context, and varying the 

degree or type of message uncertainty to see how planning biases are affected. Another step is to 

begin exploring the neural correlates of production under message uncertainty, especially given 

that effects of competition in early planning can sometimes be detected in the neural signal but 

not in behavioral measures such as reaction time (Piai et al., 2020). More generally, more 

research on production under uncertainty would not only address a common everyday situation 

that is under-studied in the laboratory, but could also shed light on the interaction between 

various production processes, including early planning, message formulation, and word order 

choices.  
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Chapter Three: The time course of event description under message uncertainty 

In Chapter Two I demonstrated that in situations of message uncertainty, speakers tend to 

choose word orders that maximize production efficiency – prioritizing the more certain 

components and placing them earlier in the utterance, allowing production to begin sooner as the 

remaining information unfolds. However, not all sentence structures and messages allow for such 

flexibility in word order. What other strategies can speakers use to plan under message 

uncertainty when the word order is fixed? How will they affect speakers’ utterance plans? 

In Chapter Three, I present three experiments investigating the time course of speakers’ 

utterances in a motion event-description paradigm. The task resembles contexts of sports 

narration described earlier (Popov, 2019), where speakers must describe an unfolding event 

despite not knowing how it will end. The paradigm is also similar to the experiments in Chapter 

Two in that a key component of the message is only revealed late in the trial. Other message 

components are available from the outset, however, allowing for some early planning. Crucially, 

I use a cross-linguistic comparison of Spanish and English to show how the permitted word order 

of each language affects the time course of event description under message uncertainty.  

Methodologically, Chapter Three allows examining a more naturalistic situation 

compared to Chapter Two experiments, as participants simply describe an unfolding event rather 

than naming cued pictures. Moreover, participants will produce more complex sentences 

(including a subject, verb, object) rather than simple conjoined noun phrases. Finally, we also 

introduce more human interaction in these experiments, increasing the salience of social 

considerations in utterance production.  

 

Experiment 1 
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In Experiment 1 participants view a video of an unfolding motion event, where an 

animate entity moves from a source location to a goal location on the opposite end of the screen. 

Figure 3.1 shows an example display3, with a butterfly (the actor) that moves from a bench (the 

source) to a slide (the goal). However, because there are two potential goal locations on the 

screen, the target goal is not known at the start of the trial. The trial then unfolds according to 

one of two conditions: In the Direct condition, the actor moves in a direct path towards the 

target, making the target goal immediately known once the movement begins. In the Uncertain 

condition, the actor moves in a path that is equally between the two goals, creating temporary 

ambiguity about the target goal. Only toward the end of the trial, the actor turns toward the target 

goal and away from the competitor, thus completing the event and disambiguating the message 

information.  

 

 

Figure 3.1. Example of a trial display in Experiment 1. Arrows and labels are for illustration 

only, demonstrating the trajectory for the Direct condition (black arrow) and the Uncertain 

condition (gray arrow). 

 

 
3 I created this particular example display to use consistently throughout Chapter Three, but see Appendix 1 for full 
stimuli lists. 

Direct 

Uncertain 
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We hypothesized that in both conditions, speakers will use any available information to 

plan their utterances. In the Direct condition, speakers might plan and even produce the entire 

utterance even before the actor reaches the target goal. In the Uncertain condition, a speaker 

might begin describing the scene (“the butterfly is moving…” ) even before they know where the 

butterfly is moving to, and continue planning the rest incrementally, as more information 

becomes available. This incremental planning should affect the time course of production, 

causing longer utterance durations and more disfluencies in the Uncertain compared to the Direct 

condition, because participants will still be planning their utterance while production is ongoing 

and the event is unfolding.  

Speech initiation time might not differ greatly between conditions, as both conditions 

allow for some early planning of the utterance even before the event is completed (“the butterfly 

is moving to…”) – given that the actor and the verb are apparent from the start of the trial. 

However, we expected a trade-off between speech initiation times and disfluencies and/or 

durations: if speakers wait for the entire message to become disambiguated, they might begin 

speaking later but can avoid disfluencies. Alternatively, if speakers begin speaking as soon as 

they have minimal message information, their speech initiation times will be short but their 

utterances might include more disfluencies. Finally, participants also have the option of 

mentioning the source in their response – that is, the location the actor leaves from (e.g., the 

butterfly moves from the bench to the…). If speakers want to begin speaking early but maintain 

fluency in their utterance, they might be more inclined to mention the source in the Uncertain 

condition, buying them more time until the goal is disambiguated. 

Taken together, although our approach in Experiment 1 is rather exploratory, we do 

expect to see differences in speech patterns according to the message uncertainty condition –
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Direct versus Uncertain. Importantly, speech patterns could indicate whether speakers begin 

early planning even in the Uncertain condition, where part of the message is only revealed at the 

end of the trial. If so, this would suggest a tendency to begin utterance planning even under 

uncertainty, taking advantage of incremental planning to allow early production.  

 

Method 

Experiment 1 was pre-registered prior to examination of the data. The experiment was 

hosted on a lab server and carried out remotely, with data recorded through participants’ 

microphones and sent directly to the server.  

 

Participants 

60 undergraduate students, all native English speakers, were recruited in exchange for 

course credit. 35 additional participants were removed from analyses due to corrupt audio files (n 

= 14), server error (n = 8), failure to follow instructions (n = 6), majority of recordings cut off (n 

= 4), and excessive background noise (n = 3). During data analysis we discovered two additional 

participants who never used a verb in their utterance (e.g., the butterfly to the bench), and five 

participants who never used an article before the goal (e.g., the butterfly moves to bench). 

Because these were critical points of analysis, we removed data from those participants from any 

further processing.  

 

Stimuli 

 Images from the MultiPic database (Duñabeitia et al., 2017) were used to create 50 

displays of four images each: one actor and three objects. Actor images depicted either animate 
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entities or vehicles. For each display item, each of the three object images was randomly 

categorized as either the source, the target goal, or the competitor goal. On screen, the goals and 

the source locations appeared at an equal distance from the screen margin on their respective 

sides (right versus left, counterbalanced). The source was placed at the horizontal center of the 

screen. The two goals appeared on the opposite side of the source, at an equal distance from the 

source and an equal distance from the horizontal center (top versus bottom, counterbalanced).  

 

Procedure 

Participants completed the experiment online in a Zoom session with a research assistant 

(RA). The RA greeted the participant and introduced themself as the participant’s “experiment 

partner”. The RA explained that once the experiment begins, both of their cameras will be off, 

and only the participant’s microphone will remain on. Next, the RA sent the participant a link to 

the experiment hosted on our lab server. Once the participant accessed the experiment in their 

browser, the RA turned off their own microphone but remained in the Zoom session. 

Participants first completed a familiarization phase for the 200 images used in the 

experiment. Participants viewed each image with its appropriate label written underneath, and 

pressed the Enter key to continue to the next image. After the familiarization phase, participants 

read the task guidelines instructing them to describe the simple motion events they would view. 

Participants were told that on every trial, their experiment partner (the RA) would have to 

identify in real time which scene they were describing. An example of a scene and description 

sentence were provided within the instructions. 

After reading the instructions, participants were told to inform their experiment partner 

that they are ready to begin the practice trial. Then, once the RA turned on their microphone 
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gave the participant permission to continue, the practice trial began. When participants produced 

the target utterance, the RA said “okay, got it!” to give them feedback and create a collaborative 

game environment. 

Finally, the experimental phase consisted of 50 trials. Participants were told that their 

experiment partner’s microphone will be off for the rest of the experiment, so they will not be 

able to hear any feedback. The entire experiment lasted approximately 25 minutes.  

Each trial in the experimental phase began with the display of the four images. After one 

second of preview, the actor began moving toward the target goal, in either a Direct or an 

Uncertain trajectory. The movement lasted five seconds in both conditions. In the Uncertain 

condition, movement in a straight path in between the targets lasted four seconds, and the turn 

towards the goal lasted one second. In the Direct condition, the actor moved in a direct diagonal 

path towards the goal for the entire five seconds. The actor then remained at the target goal for 

an additional two seconds before the trial timed out. In total, each trial lasted 8 seconds; see 

Figure 3.2 for the trial timeline. Once the trial was completed, a new screen appeared with a 

“next” button. When participants clicked on it, a fixation cross appeared for one second, and then 

the next trial began. 

 

 

 

 

Figure 3.2. Trial timeline. The disambiguation point (marked in red) was only relevant in the 

Uncertain condition. Trials began with one second of preview before the actor started moving. In 

the Direct condition, the actor moved directly in a diagonal path toward the goal target and 
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reached it after 5 seconds of movement. In the Uncertain condition, the actor moved in a straight 

line between the two goals for 4 seconds, then turned towards the target goal (disambiguation 

point; marked in red) for an additional 1 second of movement until arriving at the target goal. In 

both conditions, the actor then remained at the target for an additional 2 seconds until the trial 

timed out.  

 

Participants were randomly assigned to one of two lists, each consisting of 25 trials in the 

Direct condition and 25 trials in the Uncertain condition. The condition in which each item 

appeared was be counterbalanced across lists. The experiment script pseudorandomized 

movement direction (left versus right) and placement of target (top versus bottom) for each trial, 

with each of the four possible combinations occurring on a random quarter of the trials. Trial 

order was randomized per participant. 

 

Analyses and Results 

Preprocessing 

Speech files were transcribed by trained research assistants. They first transcribed the 

entire response given by the participant per each trial. Next, transcribers annotated seven 

components of each response: 1) article before the actor, 2) actor name, 3) verb, 4) prepositional 

phrase, 5) article before the goal, 6) goal, 7) source.  

In contrast with the Experiments described in Chapter Two, here our aim was to include 

the variability in lexical items and sentence structures produced by participants, given the more 

naturalistic descriptions and longer, more complex utterances. We therefore did not discard trials 

where participants used different labels than intended, and we included all variations of verbs 
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and prepositional phrases (e.g., the butterfly moved to the slide, the butterfly is going toward the 

slide, etc.). Although we had initially planned to analyze whether participants mentioned the 

source location in their response (e.g., the butterfly moved from the bench to the slide) as a 

function of condition, data inspection showed little within-participant variability on this factor 

(Appendix 2). We therefore included Source as a control variable in the statistical models but did 

not analyze it as a predictor of interest. The near-lack of within-participant variance was not 

surprising; structural priming effects are well-attested in the literature of language production 

(Branigan, 2007; Jacobs et al., 2019; Smith & Wheeldon, 2001) – participants who produce one 

sentence structure are likely to self-prime themselves to continue producing it throughout the 

experiment. 

 Montreal Forced Aligner was used to extract onsets and offsets of each word produced in 

the utterance, including spaces between words. Because utterances varied in structure and 

number of words, we could not know for certain what word position each sentence component 

was produced in (i.e., whether the actor was the first or the second word in the utterance; “the 

butterfly moved…” vs “butterfly moved…”, “the pink butterfly moved”, etc.). To match between 

word positions and relevant components, our preprocessing script drew on the transcribers’ 

annotation of each component, by searching for the annotated component within the forced 

alignment output. For example, to find the speech onset of the actor name, the script first 

searched the transcription to locate what word the participant used to name the actor, then 

searched the forced alignment output to find that word (agnostic of which serial position it is in), 

and then returned the onset time for the actor name. 

For each utterance we calculated the onsets and durations of six main chunks: 1) speech 

initiation latency, 2) Actor Noun Phrase (Actor NP), including the determiner and the noun, 3) 
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Verb phrase, 4) Prepositional phrase (PP), 5) Article before the goal, and 6) Goal noun. Each 

chunk was calculated by subtracting the offset of the component from the offset of the previous 

component; Figure 3.3 illustrates the chunking scheme. Any spaces between components were 

included with the later chunk. The entire utterance duration (Total Duration) was calculated by 

subtracting the speech latency onset from the offset of the goal component. Note that given the 

variability in the number of words produced per utterance and per chunk, and given our interest 

in phrase durations rather than speech onsets per word, the analysis in Experiment 1 examines 

chunk durations instead of word onsets (which were used in Chapter Two). Before performing 

statistical analyses, we removed trials with missing components: utterances that did not mention 

the actor (2%), verb (4%), prepositional phrase (4%), article (7%), and goal object (9%). 

Additionally, we removed trials that failed forced alignment (5%; typically due to excessive 

noise) and utterances that we were unable to chunk due to excessive participant description 

(n=18). There were too few observations in each of these categories to allow for meaningful 

statistical analyses between conditions. 

 

 

Figure 3.3. Chunking scheme in Experiment 1, illustrated with an example of various phrases 

that could be used for the same trial. Three leading dots indicate that any spaces between 
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components were included with the later chunk. Note that spaces do not necessarily correspond 

to silent pauses; spaces could also include additional words that participants inserted between 

components.  

 

Throughout data transcription, research assistants manually coded for each utterance 

whether it included a disfluency or not (e.g., the butterfly moved to the um slide, th-the butterfly 

moved to the slide), and whether the recording was cut off or not (e.g., the butterfly moved to the 

sl–). Disfluencies were coded as 0 or 1, and the particular type of disfluency was not specified – 

i.e., filler, repetition, correction mid-word, etc. Transcribers were instructed not to code pausing 

or word lengthening (e.g., “theeeee butterfly”) as a disfluency, given the subjectivity of this 

judgment, and that lengthening would be captured in our durations analyses.  

Because the manually coded disfluencies varied in nature (e.g., addition of several words 

versus repetition of only one phoneme), they could cause wide variation in duration that is 

difficult to control for. A subset of these disfluencies, however, were fillers (e.g., “um”, “uh”). 

Fillers are much more uniform in nature (single-syllable phrases) and were included in our 

hypotheses when designing the experiment, so we wanted to retain them in similarity to word 

lengthening and silent pauses. We therefore used an experimental script to code for each 

utterance whether the participant produced a filler. We then created a separate category for these 

fillers versus all other manually coded disfluencies. Utterances with fillers were included in 

analyses, in similarity to lengthened productions and silent pauses. All other, uncategorized, 

disfluencies were removed from our main analyses (1%). Finally, we removed utterances where 

the last word was cut off due to the trial timing out (2% in the Uncertain condition, 1% in the 

Direct condition). 
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After these steps of data cleaning, one participant was left with less than 25% of trials in 

at least one condition and was removed from further analyses. Of the remaining 60 participants, 

the average percent of retained trials was 78% in the Uncertain condition (SD = 15%, range 

36%-100%) and 83% in the Direct condition (SD = 14%, 32%-100%). 

 

Durations Analysis 

We first examined the effect of condition on the duration of each chunk in participants’ 

utterances. Figure 3.4 displays the averaged chunk durations in each condition, on a timeline of 

the trial procedure. Figure 3.4 also distinguishes between components and spaces between 

components, but note again that for duration analyses, spaces were included with the following 

chunk.  

Figure 3.4. Average chunk durations illustrated on the trial timeline, for the Uncertain (top 

panel) and Direct (bottom panel) conditions. Each component is displayed in a different color 

with overlayed text to identify the component. Gray bars indicate initiation latency (time from 

trial start until Actor NP onset) and spaces between components. For simplicity, only trials where 
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no source was mentioned are displayed here. Note that trials began at 0 seconds and lasted until 8 

seconds, but those time points are not displayed for graphing purposes. 

 

For each chunk (Latency, Actor NP, Verb, PP, Article, Goal), we ran a separate linear 

mixed effects model regressing Duration on Condition (Uncertain vs Direct; coded [-.5,.5]). We 

further controlled for participants’ mention of source, which would naturally lengthen their 

utterances, by adding a predictor for Source (No-source vs Source; center-coded [-.5, .5]). The 

random effects structure included by-subject and by-item random intercepts, and by-subject and 

by-item random slopes for Condition. Significance values are reported using Satterthwaite’s 

method t-tests. Figure 3.5 displays the difference between conditions at each chunk position. 

Results show that durations were longer in the Uncertain condition compared to the 

Direct condition, across all utterance chunks before the goal: speech initiation latency (b = 0.12, 

SE = 0.02, t = 5.47, p < .0001), Actor NP (b = 0.1, SE = 0.02, t = 4.92, p < .0001), Verb Phrase 

(b = 0.18, SE = 0.04, t = 5.006, p < .0001), Prepositional Phrase (b = 0.404, SE = 0.06, t = 7.12, 

p < .0001), and Article (b = 0.43, SE = 0.08, t = 5.37, p < .0001). However, there was no 

significant difference at the Goal position itself (b = 0.02, SE = 0.03, t = 0.6, p > .1).  

The total utterance duration, from noun phrase onset until goal object offset, was significantly 

longer in Uncertain compared to Direct trials; b = 0.25, SE = 0.03, t = 8.12, p < .0001. 
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Figure 3.5. Model predictions for the duration of each chunk in the Direct (purple, left  bars) and 

Uncertain (orange, right bars) conditions. For graphing purposes, predictions were held at the 

average level of Source, which was controlled for in the statistical models. Points represent raw 

individual participant means. Note the different scales on the y-axis. Speech onset = Latency, the 

actor = Actor NP, …moves = Verb phrase, …to = PP, …the = Article , …goal = Goal Name. 

***p < .0001, **p < .01, *p < .05. 

 

Disfluencies 

Fillers 

*** *** *** 

*** *** 
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To examine whether the rate of fillers was affected by condition, we ran a generalized 

linear mixed effects model regressing Filler [0,1] on Condition, Language, and their interaction; 

controlling for Source. The random effects structure included by-subject and by-item intercepts 

and slopes for Condition. Results showed no significant effect of the predictors on Filler 

production ps > .1, suggesting participants’ production of fillers was not influenced by our 

manipulation. There was a low rate of fillers overall (4%) and we did not run any additional 

analyses on them. 

 

Pauses 

For each utterance chunk, we extracted the duration of the silent pause preceding it. 

Pauses longer than 100ms were considered meaningful pause (see Hieke et al., 1983; Swets et 

al., 2021) and assigned a value of 1 (pause), all others were assigned 0 (no pause). We then ran a 

generalized linear mixed effects model regressing Pause [0,1] on Condition, chunk Position 

(Actor, Verb, PP, Article, Goal object), and their interaction. This omnibus model showed a 

significant interaction between Condition and Position χ2 (4) = 49. 05), p < .0001; see Figure 3.6.  

Follow-up comparisons showed that participants produced more pauses in the Uncertain 

condition compared to the Direct condition in positions before the Verb (b = -0.42, SE = 0.19, z 

= -2.32, p < .05), the PP (b = -1.08, SE = 0.17, z = -6.49, p < .0001), the Article (b = -1.66, SE = 

0.21, z = -7.79, p < .0001), and the Goal (b = -0.54, SE = 0.2, z = -2.57, p < .05). For the Actor 

NP, the pause was calculated as the difference between the initial article offset and the actor 

onset  (between “the” and “butterfly”), and there was no significant difference between 

conditions (b = -0.18, SE = 0.27, z = -0.66, p > .1). This finding aligns with the general 

preference to plan the article and noun components of the phrase together (Allum & Wheeldon, 



 

 
 

83 

2007; see also Chapter Two). Moreover, any hesitation was likely included in the speech 

initiation latency that immediately preceded the actor noun phrase. Note, however, that there was 

a significant effect of Condition on pauses before the goal name, even though the goal was a 

similar noun phrase as the actor; comprising a noun preceded by an article. This might suggest 

that early in the utterance, participants maintain their tendency to plan the noun and the article 

together. However, they are willing to pause between the NP components if needed – i.e., if 

they’ve reached the critical point (the goal) but the information is not disambiguated yet. In that 

case, they can produce “the” to reduce some of the long silence. If the goal information is not 

immediately disambiguated, this will result in a pause between the article and the goal noun.   

 

Figure 3.6. Model predictions for the probability of pauses at each chunk position, separated by 

the Direct (purple, left bars) and Uncertain (orange, right bars) conditions. Predictions were held 

at the average level of Source. Error bars represent 95% CI. ***p < .0001, **p < .01, *p < .05. 

* 

*** 

*** 

* 
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Tradeoff between speech initiation latency and utterance duration 

We next examined the expected tradeoff between speech initiation time and total 

utterance duration. We ran a linear mixed effects model regressing Total Duration (logged) on 

Latency (logged), Condition, and their interaction; while controlling for Source. We also 

included by-subject and by-item random intercepts, and by-subject and by-item random slopes 

for condition. 

Results show that shorter initiation latencies predicted longer utterance durations (b = -

0.48, SE = 0.02, t = -31.09, p < .0001), suggesting that when participants began speaking sooner, 

their utterances were longer – they needed to plan more incrementally during production. This 

effect was qualified by a significant interaction between Condition and Latency (b = -0.43, SE = 

0.03, t = -15.81, p < .0001), and follow-up comparisons suggest that the association between 

Latency and Total Duration was stronger in the Uncertain condition (linear trend = -0.22, SE = 

0.007, 95% CI [-0.23, -0.21]) compared to the Direct condition (linear trend = -0.082, SE = 

0.007, 95% CI [-0.095, -0.07]). Figure 3.7 displays this relationship.   
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Figure 3.7. Raw scatter plot and fitted line of the average correlation between speech initiation 

latency and total utterance duration, for the Direct (purple) and Uncertain (orange) condition. 

Points represent individual participant means. Error bands represent 95% CI. 

 

Experiment 1 Discussion 

In a motion event-description task, we manipulated whether the goal of the movement 

was known from the start of the trial (Direct) or only disambiguated once the movement was 

nearly complete (Uncertain). We found that participants were slower to begin speaking and 

produced utterances of longer durations in the Uncertain condition. Longer durations were found 

for each of the utterance components that we examined up until the goal component itself: actor 

noun phrase, verb, prepositional phrase, and article before the goal. Moreover, there was a 

tradeoff between speech initiation latency and total utterance duration: the sooner participants 

began speaking, the longer their utterance durations were, suggesting they were planning 

upcoming parts of their utterance while producing the earlier parts. Finally, silent pauses were 
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more likely in the Uncertain condition compared to the Direct condition, but we did not find a 

difference in the rate of fillers between conditions. 

The results first support theories of moderate (non-radical), or strategic, incrementality in 

production (Ferreira & Swets, 2002; Swets et al., 2021). Differences in durations between 

conditions were found already at speech initiation time, suggesting that speakers did assess the 

entire message before beginning to speak, and delayed their response in the Uncertain condition 

when a component of the message was still undetermined – even though that component was 

only needed later in the utterance. On the other hand, participants did begin producing their 

utterances in the Uncertain condition before the disambiguation point, indicating that they relied 

on incremental planning and were willing to risk getting stuck mid-utterance (or lengthening 

their utterance duration) if the goal was not disambiguated in time. Although later speech 

initiation times typically indicate more advance planning, here we find a combination of the two 

– speakers were later to begin speaking in the Uncertain condition, but produced longer 

utterances. 

Why were utterance durations longer in the Uncertain condition? One possibility is the 

increase in cognitive demand. Perhaps participants were slower because they were paying careful 

attention as the event unfolded to reveal the goal in the Uncertain condition (a visual attention 

demand), or because they were simultaneously planning their goal response while producing the 

earlier portions of the utterance (a linguistic demand). That is, under this account the lengthening 

of words is a consequence of the increased cognitive demand of incremental planning under 

message uncertainty – the need to attend to unfolding events, to plan while speaking, and/or a 

combination of those. Alternatively, perhaps participants lengthened their word durations in 

order to minimize long periods of silence or fillers, while buying time for the goal to be revealed. 
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This can be seen as a more strategic approach; participants begin speaking before the goal is 

disambiguated to ensure they have enough time to produce the utterance, but then lengthen word 

durations to conform to turn-taking and prosodic norms – perhaps even signaling to their 

experiment partner that they are waiting for the message information to be completed. 

These options are not mutually exclusive, however, and it is also possible that the cause 

of lengthening changes across word positions as the critical point (the goal) approaches. Note 

also that shorter speech initiation latencies led to longer utterance durations in both conditions. 

This suggests some degree of incrementality in the Direct condition too; the less time 

participants spent planning prior to speech initiation, the more they needed to plan while 

production was occurring, thus increasing the cognitive demand and utterance durations. Indeed, 

the complex multi-phrase utterances in our experiment are exactly where incremental planning 

has been found useful, allowing to plan smaller chunks at a time in order to decrease the 

cognitive effort of maintaining large utterance portions (Brown-Schmidt & Konopka, 2015) – a 

factor that is shared across the Direct and Uncertain conditions. The fact that the association 

between speech initiation latency and utterance duration was stronger in the Uncertain condition 

compared to the Direct condition might suggest that the difference in strength between 

conditions could instead be attributed to a strategic difference in planning under message 

uncertainty, rather than a consequence of incremental planning more generally. 

Contrary to our hypothesis, we did not find a difference between conditions in the rate of 

filler production, which was rather low overall (4%). It is possible that because we used a 

uniform message structure (motion event; the x moved to the y) across trials, there was no “key 

plot point” in which a different message was being planned, as in previous studies that found an 

association between message uncertainty and filler production (Fraundorf & Watson, 2013). That 



 

 
 

88 

is, in our design it was only a component of the message that was missing, and always of the 

same thematic role and in the same serial position. As a result, perhaps participants did not need 

to use fillers to signal message uncertainty – the uncertainty point was predictable across trials, 

and pauses and lengthening were preferred instead. The fillers we did find might therefore be 

more indicative of picture naming difficulties, which were equally likely to occur across 

conditions. 

On the other hand, we did find an increase in silent pauses in the Uncertain condition 

compared to the Direct condition, starting already before the verb phrase. This again suggests 

that components of the entire message were considered early on in the utterance, including 

uncertainty about the later goal. However, the effect almost tripled between the verb phrase and 

the prepositional phrase, which might suggest the preposition position was a bottleneck position. 

Note that the components produced up until that point (“the actor moves”) are necessarily true 

and certain from the moment movement begins. But the goal – or even the existence of any 

destination goal rather than just a movement event – is only certain once the goal is 

disambiguated. Speakers might therefore prefer to wait for the goal before committing to 

producing even the prepositional phrase. This finding is particularly interesting given that our 

trials were uniform in their message structure and always included a goal destination. We might 

instead expect speakers to fluently produce the entire utterance up until the goal, with the rate of 

pauses before the goal showing the largest increase. Our results instead suggest a preference to 

plan the prepositional phrase and the goal noun phrase together, perhaps reflecting speakers’ 

long-term experience of planning these components together. 

Figure 3.4 also shows that the goal disambiguation point aligned, on average, with 

production of the verb. Thus an alternative explanation to the bottleneck of pauses at the 
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prepositional phrase is that this was simply a consequence of the goal being disambiguated at 

precisely that point in time, where the preposition was the next component to be produced, and 

was delayed as participants retrieved the goal information. This explanation appears circular, 

however, given that participants could have begun producing their utterances much earlier (at the 

very least, matching the earlier initiation time in the Direct condition), in which case the pauses 

would likely occur sooner. Instead, it seems more likely that participants had particular sentence 

positions and phrase boundaries where they were comfortable pausing or lengthening 

components, and their utterance production was timed in accordance – starting already from 

speech initiation time and throughout production. 

To conclude, we find evidence of moderate incremental planning in the face of message 

uncertainty, affecting the time course of utterance production. Participants delay speech initiation 

when there is message uncertainty, suggesting there is some consideration of the entire message 

prior to beginning to speak. However, speakers begin describing the event even before the goal 

target is disambiguated, causing longer utterance durations and more silent pauses, with effects 

increasing nearer to the goal. 

In contrast with the experiments described in Chapter Two, the current paradigm does not 

allow much flexibility in word order that participants could use to delay the production of the 

uncertain components. In fact, the canonical position of the goal at the end of the sentence 

structure in English is already the ideal situation for speakers, given that the goal is the uncertain 

component of the event that is only disambiguated at the end. But what if the uncertain 

component needs to be produced at an earlier position in the utterance? How does message 

uncertainty interact with grammatical word order during utterance planning? If the effects of 

message uncertainty depend on the permitted word order of a language, will speakers of 
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languages with different word orders vary in their strategies for production under uncertainty? In 

Experiment 2 we attempt to answer these questions using a cross-linguistic version of the event-

description paradigm. 

 

Experiment 2A: cross-linguistic comparison of word order 

In Experiment 2A we use a cross-linguistic approach to investigate how the permitted 

word orders of English and Spanish affect planning under message uncertainty. The paradigm 

uses a similar motion event-description task as in Experiment 1, except that the two goal 

locations are the same object in different colors. Adequate descriptions of the event must 

therefore specify the color of the target goal, and not only its name. Figure 3.8 shows an example 

of a display, where the event description would be “the butterfly moves to the red slide”.  

 

 

 

 

 

 

 

Figure 3.8. Example of a trial display in Experiments 2A. Arrows and labels are for illustration 

only, demonstrating the trajectory for the Direct condition (black) versus the Uncertain condition 

(gray). 
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In this design, although there is initial uncertainty about the goal identity in the Uncertain 

condition, the noun component (slide) of the goal noun phrase “red slide” can be planned in 

advance because it is shared by both goal options. From a linearization perspective, however, 

grammar rules of English require that the color – the uncertain component – be spoken first, 

before the noun. This presents an interesting case for planning under message uncertainty, 

because speakers could plan the noun in advance, but they cannot produce it before the color 

information is disambiguated. Moreover, if speakers want to plan what they can in advance, this 

would require separate planning of the noun from the adjective, even though the “red slide” is 

likely a unified concept and the adjective is part of the noun phrase. In sum, the asymmetry 

between what can be planned first versus what can be produced first creates an interesting 

context for production under uncertainty, and it is unclear whether early planning would be 

beneficial. 

 In contrast, Spanish word order typically places the noun before the adjective (e.g., 

tobogán rojo, ‘slide-red’). When producing Spanish, speakers in the Uncertain condition can 

produce the certain component (slide) first, allowing more time to plan the uncertain component 

(red). Thus differences in speech patterns between the Uncertain and Direct conditions should be 

relatively small in Spanish compared to English, or at the very least emerge later in the utterance. 

This would suggest that because rules of linearization differ cross-linguistically, different 

languages have different affordances for planning in situations of message uncertainty. 

 

Method 

Experiment 2A was pre-registered prior to examination of the data.  

Participants 
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30 native English speakers and 30 native Spanish speakers participated in exchange for 

course credit or 10 USD. Data from an additional 11 participants were excluded from analyses 

due to corrupt audio files (n = 7) or server error (n = 4). During data transcription we discovered 

one additional participant who never used a verb, and three participants who used excessive 

descriptions across all utterances (e.g., the butterfly moves to the left in between the tree and the 

slide and then down to the slide). Data from these participants were removed from any further 

processing. 

Participants’ native language was self-reported, and defined as the language that they 

spoke at home before the age of five. Participants were recruited via an introductory Psychology 

course in exchange for course credit. Given the limited number of native Spanish speakers in the 

participant pool, we also recruited participants by advertising through email lists, social media, 

and flyers around campus. These participants were compensated with 10 USD. Native Spanish 

speaking participants were all students or employees at English-speaking universities in the 

USA, who reported high-to-native English proficiency. 

 

Stimuli 

A total of 40 display items were created, each consisting of an actor, a source, and two 

goals. Stimuli creation was similar to Experiment 1, except that the two goal locations were the 

same object image in different colors (e.g., a blue slide and a red slide). One of these images was 

in its original color as created in the MultiPic database, and the other image was a modified 

version that we created by changing only the color of the original image using free online 

software. That is, the two images used as goals were identical except for their color. Participants 

were randomly assigned to one of two lists, each consisting of 20 trials in the Direct condition 
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and 20 trials in the Uncertain condition. The goal color was randomly pre-determined and kept 

constant across lists; the only manipulation was whether it appeared in the Direct or in the 

Uncertain condition.    

 

Procedure 

During the experimental session, trials of Experiment 2A were interleaved with trials of 

Experiment 2B (see next section), which did not include identical goals of different colors. 

Participants were therefore instructed that if a trial contained two of the same object in different 

colors, they must specify the color so that their experiment partner (the RA) can correctly 

identify the goal. However, if the trial did not contain two of the same object in different colors, 

they should not mention the color of the object. Participants performed one practice trial of each 

type (Experiment 2A and Experiment 2B) before beginning the experimental phase. The entire 

experiment, interleaving trials from Experiment 2A and Experiment 2B, lasted approximately 35 

minutes. 

Trial procedure was identical to Experiment 1, except that each trial lasted 10 seconds: 1 

second of preview, 5 seconds of movement, and 4 seconds that the actor remained at the target 

goal (in Experiment 1 the actor remained at the target for only 2 seconds). The experimental 

phase consisted of 20 trials in the Direct condition and 20 trials in the Uncertain condition. The 

condition in which each item appeared was counterbalanced across two lists. 

The stimuli list and procedure were identical in the Spanish and the English version of 

the experiment. Each version of the experiment was carried out entirely in its target language; 

including instructions, consent forms, familiarization phase, and interactions with our research 
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assistants. Research assistants were native speakers of the language in which they were 

facilitating the experimental session. 

 

Analyses and Results 

Preprocessing 

Preprocessing was identical to Experiment 1, except as noted here. Utterances were 

divided into six main chunks: 1) speech initiation latency, 2) Actor noun phrase, 3) Verb phrase , 

4) Prepositional phrase + article before the goal, 5) Goal noun, and 6) goal Color. Note that in 

contrast with Experiment 1, here we combined the prepositional phrase with the article before 

the goal noun. This is because in Spanish, when the masculine definite article el (themasc) is 

preceded by the preposition a (to), the two are combined into the contraction al (to the). To keep 

our analysis chunks uniform across grammatical genders and languages, we simply chunked the 

preposition together with the subsequent article for all cases.  

Before performing statistical analyses, we removed trials with missing components, as 

displayed in Table 1. Additionally, we removed utterances that failed forced alignment (5%). We 

also removed utterances that included the color post-nominally in English (n = 5) or pre-

nominally in Spanish (n = 1), utterances where participants provided excessive description (n = 

2), and utterances where transcribers noted that the trial was cut off as the participant was 

producing the last word (n = 17). There were too few observations in each of these categories to 

allow for meaningful statistical analyses between conditions. 

 

Table 1. Proportion of excluded trials in Experiment 2A due to missing components, displayed by 

Language and Condition.  
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Note. Values represent mean proportion of overall observations prior to data cleaning. Standard 

deviations appear in parentheses. 

 

Utterances with fillers were included in analyses, in similarity to lengthened productions 

and pauses. All other, uncategorized, disfluencies (5%) were removed from our main analyses.  

After these steps of data cleaning, four participants (three Spanish speakers, one English speaker) 

were left with less than 25% of trials in at least one condition and were removed from further 

analyses. Of the remaining 56 participants (27 Spanish speakers; 29 English speakers), the 

average percent of retained trials was 78% (SD = 17%, range 25%-100%); comparable across 

conditions.  

 

Durations Analysis 

 English Spanish 

 Direct Uncertain Direct Uncertain 

     

Actor .01 (.09) .01 (.09) .07 (.25) .07 (.26) 

Verb .01 (.08) .01 (.1) .06 (.24) .06 (.23) 

Preposition + Article .01 (.11) .01 (.12) .08 (.27) .08 (.28) 

Goal Name .04 (.19) .06 (.24) .15 (.36) .16 (.37) 

Goal Color .06 (.23) .06 (.23) .2 (.4) .21 (.41) 
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We first examined the effect of condition on the duration of each chunk in participants’ 

utterances. Figure 3.9 displays the averaged chunk durations in each condition, on a timeline of 

the trial procedure, further distinguishing the spaces between chunks. Note again that for analysis 

purposes, any spaces between components were included with the later component.  

 

 

Figure 3.9. Average chunk durations illustrated on the trial timeline, as a function of Language 

(Spanish, English) and Condition (Uncertain, Direct). Each component is displayed in a different 

color with overlayed text to identify the component; note the different word order in English 

versus Spanish. Gray bars indicate initiation latency (time from trial start until Actor NP onset) 

and spaces between components. For simplicity, only trials where no source was mentioned are 

displayed here. Trials began at 0 seconds and ended at 10 seconds but these time points are not 

displayed. 
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We ran a linear mixed effects model separately for each chunk, regressing Duration on 

Condition (Direct vs Uncertain; center-coded [-.5, .5]), Language (English vs Spanish; center-

coded [-.5, .5]), and their interaction. We further controlled for participants’ mention of source, 

which would naturally lengthen their utterances, by adding a predictor for Source (No-source vs 

Source; center-coded [-.5, .5]). The random effects structure included by-subject and by-item 

random intercepts, by-subject random slopes for Condition and Language, and by-item random 

slopes for Condition, Language, and their interaction. To allow for convergence, we simplified 

by-item random effects (Barr et al., 2013) of the following models to include only the interaction 

between Condition and Language: Actor NP, Verb, PP. Significance values are reported using 

Satterthwaite’s method t-tests produced from the LmerTest package. Figure 3.10 displays the 

difference between conditions at each chunk position. 

***
***

****

p = .06

***

***

**

***

*** **
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Figure 3.10. Model predictions for the duration (in seconds) of each chunk as a function of 

Language (English, Spanish) and Condition (Direct, Uncertain) in Experiment 2A. Predictions 

were held at the average level of Source, which was controlled for in the statistical models. 

Points represent raw individual participant means. Note the different scales on the y-axes, and 

recall that in English the color word was produced before the object word. *** p < .0001, ** p < 

.01, *p < .05. 

 

Speech initiation latency 

Results show a significant effect of Condition on speech initiation latency, b = 0.12, SE = 

0.03, t = 4.89, p < .0001; speakers had longer durations in the Uncertain condition compared to 

the Direct condition. There was also a significant effect of Language (b = -0.42, SE = 0.09, t = -

4.76, p < .0001), suggesting that speakers began speaking sooner in Spanish compared to 

English. Moreover, there was a marginally significant interaction between Condition and 

Language, (b = -0.09, SE = 0.05, t = -1.88, p = .06), driven by a larger effect of Condition in 

English (b = -0.17, SE = 0.03, t = -5.03, p < .0001) compared to Spanish (b = -0.08, SE = 0.04, t 

= -2.13, p = .038).  

Actor noun phrase 

Durations of the actor noun phrase were significantly longer in Spanish compared to 

English productions, b = 0.23, SE = 0.07, t = 3.25, p < .01. There was no significant effect of 

Condition and no interaction between Condition and language (ps > .1).  

Verb phrase 
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Durations of the verb phrase were significantly longer in Uncertain compared to Direct 

trials; b = 0.13, SE = 0.04, t = 3.4, p < .01. Durations of the verb phrase were also significantly 

longer in Spanish compared to English productions; b = 0.33, SE = 0.13, t = 2.57, p < .05. There 

was no significant interaction between Condition and language (p > .1).  

Preposition + article 

Durations of the prepositional phrase (with the following article) were significantly 

longer in Uncertain compared to Direct trials; b = 0.17, SE = 0.05, t = 3.23, p < .01. There was 

no significant effect of Language and no interaction between Condition and language (ps > .1).  

Goal color 

Durations of the color phrase were significantly longer in Uncertain compared to Direct 

trials; b = 0.09, SE = 0.04, t = 2.23, p < .05. Durations of the color phrase were also significantly 

longer in Spanish compared to English productions; b = 0.54, SE = 0.07, t = 8.04, p < .0001. 

Importantly, there was a significant interaction between Condition and Language (b = 0.32, SE = 

0.08, t = 3.97, p < 0.001), driven by a significant effect of Condition in Spanish (b = -0.25, SE = 

0.06, t = -4.06, p < 0.001) but not in English (b = 0.07, SE = 0.05, t = 1.38, p > .1). 

Goal object name 

Durations of the goal object phrase were significantly longer in Uncertain compared to 

Direct trials; b = 0.06, SE = 0.02, t = 2.65, p < .01. There was no significant effect of Language 

on durations of the object goal phrase, p > .1. Importantly, there was a significant interaction 

between Condition and Language (b = 0.16, SE = 0.05, t = 3.39, p < .01), driven by a significant 

effect of Condition in Spanish (b = -0.13, SE = 0.03, t = -3.93, p < 0.001) but not in English (b = 

0.02, SE = 0.03, t = 0.8, p > .1). 

Total utterance durations 
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The total duration of utterances, from noun phrase onset until either goal object offset 

(English) or goal color offset (Spanish), was significantly longer in Uncertain compared to Direct 

trials; b = 0.495, SE = 0.101, t = 4.74, p < .0001. Durations were also significantly longer in 

Spanish compared to English; b = 0.92, SE = 0.24, t = 3.82, p < .001. There was no significant 

interaction between Condition and language (p > .1). 

 

Disfluencies 

Fillers 

To examine whether the rate of fillers was affected by condition, we ran a generalized 

linear mixed effects model regressing Filler [0,1] on Condition, Language, and their interaction; 

controlling for Source. The random effects structure included by-subject and by-item intercepts, 

a by-subject slope for Condition, and by-item slopes for Condition, Language, and their 

interaction. Results showed no significant effect of the predictors on Filler production (ps > .1), 

suggesting participants’ production of fillers was not influenced by our manipulation. 

 

Pauses 

We ran a generalized linear mixed effects model regressing Pause [0,1] on Condition, 

Language, chunk Position (Actor, Verb, PP, Goal Color, Goal object), and their interactions. 

This omnibus model showed a significant three-way interaction between Condition, Language, 

and Position, χ2(4) = 29.26, p < .0001. Follow-up comparisons showed that English speakers 

produced more pauses in the Uncertain condition compared to the Direct condition in positions 

before the Verb (b = -0.47, SE = 0.206, z = -2.3, p < .05) and the PP (b = -0.81 , SE = 0.21, z = -

3.79, p < .001), but not before other positions (ps < .05). In contrast, Spanish speakers produced 
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more pauses in the Uncertain condition compared to the Direct condition only before the Goal 

Color (b = -0.89, SE = 0.16, z = -5.66, p < .0001), and marginally more before the PP (b = -0.33, 

SE = 0.17, z = -1.9, p = 0.06). That is, the Uncertain condition increased the rate of pauses for 

both English and Spanish speakers, but it occurred earlier in the utterance for English speakers. 

Figure 3.11 displays these results. 

Figure 3.11. Model predictions for the probability of pauses at each chunk position in 

Experiment 2A, as a function of Language and Condition. Predictions were held at the average 

level of Source. Note the different word orders for Spanish versus English. Error bars represent 

95% CI. *** p < .0001, ** p < .01, *p < .05. 

 

Correlation Analysis 

***

* **

***

***



 

 
 

102 

We next examined the expected tradeoff between speech initiation time and total 

utterance duration. We ran a linear mixed effects model regressing Total Duration (logged) on 

Latency (logged), Condition, Language, and their three-way interaction; while controlling for 

Source. We also included by-subject and by-item random intercepts, and random slopes for 

condition (by-subject), and the interaction between condition and language (by-item). 

Results show that shorter initiation latencies predicted longer utterance durations (b = -

0.36, SE = 0.02, t = -18.68, p < .0001), indicating that when participants began speaking sooner, 

their utterances were longer – suggesting incremental planning during production. Importantly, 

there was a significant three-way interaction between Condition, Language, and Latency (b = 

0.25, SE = 0.06, t = 4.05, p < .0001). Follow-up comparisons show that the association between 

Latency and Total Duration was stronger in the Uncertain condition compared to the Direct 

condition both in English (b = .14, SE = 0.01, t = 11.26, p < .0001) and in Spanish (b = 0.07, SE 

= 0.01, t = 5.15, p < .0001), but the effect of condition was larger in English compared to 

Spanish, b = 0.07, SE = 0.02, t = 3.8, p < .001. Figure 3.12 displays this relationship.  
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Figure 3.12. Raw scatter plots and fitted lines of the average correlation between speech 

initiation latency and total utterance duration, for the Direct (purple) and Uncertain (orange) 

conditions, in English (left panel) and Spanish (right panel). Points represent individual 

participant means. Error bands represent 95% CI. 

 

Experiment 2A Discussion 

The results of Experiment 2A largely replicate those of Experiment 1: we find longer 

speech initiation latencies, longer utterance durations, and a higher rate of pauses in the 

Uncertain condition compared to the Direct condition. This suggests more reliance on 

incremental production in Uncertain trials, as participants begin speaking before the goal 

information is disambiguated. However, the focus of our hypotheses was on the cross-linguistic 
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comparison. How do effects differ between Spanish (post-nominal goal modifier) and English 

(pre-nominal goal modifier)? Specifically, which word positions are most affected by the 

uncertainty manipulation in each language? 

Our results show that effects of uncertainty tended to be larger at earlier positions for 

English speakers: a marginally larger effect of condition on speech initiation latencies and a 

higher rate of pauses before the verb and preposition. In contrast, the effect of condition for 

Spanish speakers was larger in later positions, with longer durations at the goal name and goal 

color, and more pauses before the goal color (the critical disambiguating information). Together, 

these findings suggest that the post-nominal modifier position allowed Spanish speakers more 

time to plan their utterances incrementally (less advance planning), with larger effects of 

condition emerging as the critical goal point approached. But English speakers had to consider 

the critical point at earlier positions (more advance planning), given the pre-nominal modifier.  

Interestingly, the overall duration of the utterance did not yield an interaction between 

Condition and Language, suggesting that differences that emerged throughout the utterance 

tended to even out across the entire utterance duration. This aligns with the correlation displayed 

in Figure 3.12 –  if participants produced shorter utterance durations for later speech initiation 

times, this could even out the overall utterance duration. Note also that the effect of condition on 

this correlation was stronger in English compared to Spanish, perhaps because English speakers 

needed to be more strategic about their utterance durations, making up for their later speech 

initiation time by speeding up their utterance durations before the trial times out. 

Notably, Spanish speakers tended to begin speaking earlier than English speakers across 

conditions. This effect was unexpected for the Direct condition, where speakers of both 

languages have the entire message information from the start of the trial. In a recent study on 
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incremental sentence production with contrastive modified noun subjects (e.g., the three-legged 

cat moves above the train), Swets et al. (2021) similarly found that speakers of French begin 

production sooner than speakers of English and German. The authors attributed this effect to 

post-nominal modifiers in French compared to pre-nominal modifiers in English and German, 

allowing French speakers to rely more on incremental production in this context. Moreover, 

speed of processing (as measured by a letter comparison task) predicted the scope of planning for 

French speakers but not for English and German speakers. Swets et al. speculate that the 

syntactic choices available for a particular language influence the degree of incremental planning 

for a given context, and these varying production strategies might rely on different cognitive 

support systems (e.g., speed of processing in French but not in English and German).  

Our results in Spanish align with the Swets et al. (2021) finding, showing earlier speech 

initiation for post-nominal modification. However, there are a number of alternative causes to 

consider for this effect. First, it is difficult to rule out the possibility that these main effects of 

speech initiation time are sample-dependent, given our separate participant samples for English 

and Spanish speakers (although Swets et al. also used separate samples). Perhaps future studies 

could explore this using a within-subjects design with  native Spanish-English bilinguals 

completing the same task in each language. Second, recall that Experiment 2A trials were 

interleaved with Experiment 2B trials. Experiment 2B trials were all of the Uncertain type, such 

that approximately 76% of the trials in the experimental session were Uncertain. This could have 

caused participants to rely more strongly on their strategies for Uncertain trials (more advance 

planning or more incremental planning), carrying over to the Direct trials too – resulting in later 

speech initiation times in English across conditions.  
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 In this regard, it is important to emphasize the flexibility of language planning strategies 

for any given context. As Swets et al. (2021) state, it is not the case that speakers of a particular 

language will always plan more or less incrementally, but strategies rather depend on the 

particular linguistic context and the languages’ affordances (e.g., word order). That is, our 

current design may have provided more motivation for earlier speech initiation and incremental 

planning in Spanish compared to English, but this tendency could be reversed in other 

grammatical contexts. In Experiment 2B, we use a manipulation that reduces the benefit of 

incremental planning for Spanish speakers, and examine how their planning strategies are 

affected. 

 

Experiment 2B: Cross-linguistic comparison using grammatical gender 

In Experiment 2B we use a similar cross-linguistic approach as in Experiment 2A, except 

that the critical difference between languages is in grammatical gender markings. In Spanish, 

every noun is arbitrarily assigned a feminine or masculine grammatical gender, stored with it in 

the mental lexicon (Harris, 1991). Furthermore, articles, pronouns, and adjectives must agree in 

gender with the nouns they are associated with – e.g., la bicicleta [thefem bicyclefem], el tobogán 

[themasc slidemasc]. Thus in order to produce the definite article (el or la)  that precedes a noun, 

speakers must know the grammatical gender of the noun itself. In English, on the other hand, 

there is no grammatical gender system, and the same definite article is used (the) regardless of 

the noun it accompanies. 

The need to specify grammatical gender on the article limits how much of the utterance a 

Spanish speaker can produce before knowing the noun itself. In our event-description paradigm, 

if the potential goals are of different grammatical genders, the speaker must know the target goal 
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before they can plan (or produce) the associated article. Alternatively, if both goals are of the 

same grammatical gender, the speaker can plan the article even before the target goal is 

disambiguated, because the article will be identical in either case. Thus in this paradigm Spanish 

speakers should be more affected by the message uncertainty when goals differ by gender, as 

speakers are more limited in how much of the utterance they can plan in advance.  

We expected to find longer word durations and a higher rate of disfluencies in the 

Different-gender compared to the Same-gender condition in Spanish, particularly in word 

positions prior to the article location. Speech patterns in the Same-gender condition in Spanish 

should be similar to English speakers’ utterances, because in both cases the article does not 

depend on the uncertain noun component, and speakers could take advantage of this to plan the 

article even before the goal is disambiguated. Such results would suggest that the effects of 

message uncertainty depend on the interaction between the particular grammatical features of a 

language and the message context, and that a component as small as the definite article can affect 

speaker’s utterance planning and the resulting speech patterns. 

 

Method 

 The Method was similar to Experiment 2A, but the main manipulation was whether the 

two possible goals were of the same or different grammatical gender in Spanish. The two goal 

locations were different objects, and participants were not required to specify their color. 

Because the relevant comparison here is Same-gender versus Different-gender trials, all trials use 

an uncertain trajectory to the goal target – only disambiguating the target goal at the end of the 

trial. Trial procedure was identical to Experiment 2A, and recall that trials of Experiment 2A and 
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Experiment 2B were interleaved within the same experimental session and participant 

information remains the same. 

 

Stimuli 

 A total of 46 display items were created, each consisting of an actor, a source, and two 

goals. Stimuli creation was similar to Experiment 1, except that the two goal locations differed in 

Spanish grammatical gender. Figure 3.13 shows examples of Same-gender and Different-gender 

trials. In Same-gender trials, the definite article in Spanish does not differ between the two 

targets, similar to English: 

1. (a) La mariposa se mueve almasc tobogánmasc  

(b) La mariposa se mueve almasc árbolmasc  

(c) The butterfly moves to the slide 

(d) The butterfly moves to the tree 

 

Recall that in Spanish, the contraction al is comprised of the preposition a (to) and the masculine 

definite article el (themasc). 

 

In Different-gender trials, the article depends on the target in Spanish, but not in English: 

2. (a) La mariposa se mueve almasc tobogánmasc  

(b) La mariposa se mueve a lafem bicicletafem 

(c) The butterfly moves to the slide 

(d) The butterfly moves to the bicycle 
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       (a)                       (b)  

 

Figure 3.13. Example of trial displays in either (a) same-gender or (b) different-gender 

conditions of Experiment 2B.  

 

Participants were randomly assigned to one of two lists, each consisting of 23 trials in the 

Same-gender condition and 23 trials in the Different-gender condition. Note that the condition of 

an item is determined by the grammatical genders of its goal and competitor objects, such that 

items are nested within condition (i.e., a given item display cannot appear in both the Same-

gender and the Different-gender conditions). However, the two lists counterbalanced which of 

the two goal objects was the target. Although grammatical genders were meaningless for the 

English speakers, lists were assigned in the same way so that the same items were used across 

languages. For analysis purposes, however, all stimuli in English were considered of the “Same-

gender” condition given that the article (the) is equivalent across goal nouns. 

 

 

Analyses and Results 

Preprocessing 
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Preprocessing was identical to Experiment 2A, except as noted here. Utterances were 

divided into five main components: 1) speech initiation latency, 2) Actor NP, 3) Verb phrase, 4) 

PP + article before the goal, 5) Goal noun. Before performing statistical analyses, we removed 

trials with missing components, as displayed in Table 2. Additionally, we removed utterances 

that failed forced alignment, typically due to excessive noise (5%). We also removed utterances 

where participants provided excessive description (n = 7), and utterances where transcribers 

noted that the trial was cut off as the participant was producing the last word (n = 24). There 

were too few observations in each of these categories to allow for meaningful statistical analyses 

between conditions. 

 

Table 2. Proportion of excluded trials in Experiment 2B due to missing components, displayed by 

Language and Condition.  

 

 

 

 English Spanish 

 Same Different Same 

    

Actor .01 (.08) .07 (.26) .05 (.22) 

Verb .01 (.08) .05 (.23) .05 (.21) 

Preposition + Article .01 (.11) .08 (.27) .07 (.26) 

Goal Name .02 (.19) .15 (.35) .14 (.35) 
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Throughout data transcription it became evident that participants sometimes used 

synonyms of the goal object, which could be of a different grammatical gender than the label we 

used to design the trials. Although we provided participants with labels in the familiarization 

phase, it is not surprising that they occasionally used other labels during the trials, given 

differences in dialects or random variation in synonym use. To account for this, instead of using 

our pre-designed conditions, an experimental script coded for each goal produced whether it was 

masculine or feminine (based on the article preceding it). We then compared this gender to the 

gender of the competitor. If they matched, we consider this a Same-gender trial; if they do not 

match, we consider it a different-Gender trial (even after correction, each occurred 

approximately 50% of the time). Note that we could not know for certain which label 

participants had in mind for the competitor goal, but rather relied on previous norming 

(Duñabeitia et al., 2017). 

Utterances with fillers were included in analyses, in similarity to lengthened productions 

and pauses. All other, uncategorized, disfluencies (5%) were removed from our main analyses.  

After these steps of data cleaning, one participant (Spanish speaker) was left with less than 25% 

of trials in at least one condition and was removed from further analyses, leaving a sample of 29 

Spanish speakers and 30 English speakers. 

   

Durations Analysis 
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 Figure 3.14 displays the averaged chunk durations in each condition, on a timeline of the 

trial procedure. Analyses were similar to Experiment 2A except as follows. First, there was no 

Color chunk to analyze, so only five chunks were analyzed. Second, Condition was a nested 

predictor, only relevant within the Spanish stimuli. For English stimuli, all stimuli were 

considered of the “Same-gender” condition, given that the article (the) is equivalent across goal 

nouns.  

Figure 3.14. Average chunk durations illustrated on the trial timeline, as a function of Language 

(English, Spanish) and Condition (Same, Different). Each component is displayed in a different 

color with overlayed text to identify the component. Gray bars indicate initiation latency (time 

from trial start until Actor NP onset) and spaces between components. For simplicity, only trials 

where no source was mentioned are displayed here. Note that trials began at 0 seconds and ended 

at 10 seconds but these time points are not displayed. 

 

We ran linear mixed-effects models regressing Duration on Condition (Different vs 

Same; center-coded [-.5, .5]) nested within Language (English vs Spanish; center-coded [-.5, 

.5]). This is equivalent to including fixed effects of Language and the interaction between 
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Language and Condition. To allow for convergence, we simplified by-item random effects (Barr 

et al., 2013) of the following models to include only the interaction between Condition and 

Language: Verb, PP, Goal. Figure 3.15 displays the difference between conditions at each chunk 

position. 

 

Figure 3.15. Model predictions for the duration of each chunk as a function of Language 

(English, Spanish) and Condition (Same, Different) in Experiment 2B. Predictions were held at 

the average level of Source, which was controlled for in the statistical models. Points represent 

raw individual participant means. Note the different scales on the y-axes.  

 

Speech initiation latency 



 

 
 

114 

Speakers were faster to begin speaking in Spanish compared to English (b = -0.45, SE = 

0.1, t = -4.43, p < .0001). There was no significant interaction between Condition and Language, 

p > 0.1. 

Actor noun phrase 

Durations of the actor noun phrase were significantly longer in Spanish compared to 

English productions, b = 0.26 SE = 0.08, t = 3.29, p < .01. There was no significant interaction 

between Condition and Language, p > 0.1. 

Verb phrase 

There were no significant effects of Language or the interaction between Language and 

Condition (ps > .1) on durations. 

Prepositional phrase 

Durations of the prepositional phrase were significantly longer in Spanish compared to 

English trials; b = 0.66, SE = 0.21 t = 3.19, p < .01. There was also a significant interaction 

between Condition and Language (b = -0.2, SE = 0.1, t = -2.01, p = .04). This was driven by a 

marginally significant effect of longer durations in the Different condition compared to the Same 

condition in Spanish (b = 0.09, SE = 0.05, t = 1.96, p = 0.06).  

Goal object name 

There were no significant effects of Language or the interaction between Language and 

Condition (ps > .1) on durations. 

Total utterance durations 

The total duration of utterances, from noun phrase onset until goal object offset, was 

significantly longer in Spanish compared to English; b = 1.03, SE = 0.3, t = 3.42, p < .01. There 
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was no significant interaction between Condition and language (p > .1), suggesting no effect of 

gender Condition on the duration of Spanish utterances. 

 

Disfluencies 

Fillers 

To examine whether the rate of fillers was affected by condition, we ran a generalized 

linear mixed effects model regressing Filler [0,1] on Language and Condition nested within 

Language; controlling for Source. The random effects structure included by-subject and by-item 

intercepts, a by-subject slope for Condition, and by-item slopes for Condition, Language, and 

their interaction. Results showed a small effect of Language on fillers, with more fillers produced 

in Spanish compared to English  (b = 1.15, SE = 0.56 , z = 2.04, p = .042). No other predictors 

had a significant effect on filler production (ps > .1), suggesting participants’ production of 

fillers was not influenced by our manipulation. 

 

Pauses 

We ran a generalized linear mixed effects model regressing Pause [0,1] on Condition 

nested within Language, chunk Position (Actor, Verb, PP, Goal object), and their interactions. 

This omnibus model showed a significant interaction between Language and Position (χ2 (3) = 

111.44, p < .0001, driven by more pauses for Spanish speakers compared to English speakers at 

the PP position (b = -1.59, SE = 0.32, z = -5.04, p < .0001) and the Goal position (b = -0.95, SE 

= 0.34, z = -2.84, p < .001), but not at other positions (ps > .1). Importantly, there was no three-

way interaction, suggesting no effect of Condition within Spanish speakers (p > .1). Figure 3.16 

displays these results.  
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Figure 3.16. Model predictions for the probability of pauses at each chunk position in 

Experiment 2B, as a function of Language and Condition. Predictions were held at the average 

level of Source. Error bars represent 95% CI.  

 

 

Correlation Analysis 

We next examined the expected tradeoff between speech initiation time and total 

utterance duration. We ran a linear mixed effects model regressing Total Duration (logged) on 

Latency (logged), Condition nested within Language, and their interaction; while controlling for 

Source. We also included by-subject and by-item random intercepts, and random slopes for 

Condition nested in Language (by-subject) and Language (by-subject and by-item). Shorter 

initiation latencies predicted longer utterance durations (b = -0.66 , SE = 0.02 , t = -38.67, p < 
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.0001), indicating that when participants began speaking sooner, their utterances were longer – 

suggesting incremental planning during production. However, there was no interaction between 

Latency, Language, and Condition (p > .1); suggesting the relationship was similar across 

Languages and Condition. Figure 3.17 displays this effect.  

 

Figure 3.17. Raw scatter plots and fitted lines of the average correlation between speech 

initiation latency and total utterance duration in Experiment 2B, for Different-gender (purple) 

and Same-gender (orange) utterances in English (left panel) and Spanish (right panel). Points 

represent individual participant means. Error bands represent 95% CI. 

 

 

Experiment 2B Discussion 

Results of Experiment 2B do not support our hypothesis that speakers will use any shared 

information across messages – even just the grammatical gender of an article – to produce their 
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utterance incrementally. Instead, durations were equivalent across the Same-gender and 

Different-gender conditions of our Spanish stimuli. In comparing our Spanish speakers with 

English speakers, we again find that Spanish speakers were faster to begin speaking, although 

they also had more pauses throughout their utterance. That is, Spanish speakers began speaking 

sooner but were then slowed down by incremental planning during the utterance itself. Figure 

3.15 and Figure 3.16 show that the prepositional phrase was the core position of this slowing 

down – with longer chunk durations and more pauses in Spanish compared to English. Slowing 

down at this position is expected, given that it precedes the uncertain goal information, and the 

form of the Spanish article (included in the preposition chunk) differs based on the gender of the 

goal which is still uncertain (recall that in Experiment 2B all trials were of the uncertain type).  

The lack of a difference between gender conditions suggests that Spanish speakers did 

not take advantage of the similar articles to plan at least an additional word or two before the 

goal was disambiguated, but rather planned the article together with the goal target once it was 

disambiguated. There are a number of reasons this might be the case. First, it is possible that 

participants refrained from retrieving and encoding the two goal options and their grammatical 

genders until the goal was disambiguated. The time and cognitive cost of encoding both options 

in order to plan the gender-marked article may not have been worth the effort: producing the 

article only buys speakers a minimal amount of time, which is likely smaller than the time it 

would take to retrieve both target options, compared their genders, and plan the gender-marked 

article if it is equivalent across options. Perhaps having more time before target disambiguation 

would make this strategy more effective, and then we would see a difference between gender 

conditions. Note that in English, if participants want to plan the article that is shared across 
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options (the), this requires less effort – as there is no need for retrieving the goal options and 

comparing their genders in advance. 

Second, participants show a tendency to pause before the prepositional phrase, as 

expected given the phrase boundary at that point (see also results of Experiments 1 and 2A). But 

if they are already pausing at that position, they might simply wait at that point until the goal is 

disambiguated, allowing them to produce the following phrases fluently without separating 

between the article and the noun. This could be more of a stylistic or prosodic preference for 

keeping the article and noun together (see Chapter Two), unless there is good enough reason for 

separating them – which, as described previously, there likely was not in our task.  

Finally, we cannot rule out the possibility that our gender manipulation was not strong or 

consistent enough. Recall that our stimuli images could have multiple synonymous label options 

that differ in grammatical gender. Although we adjusted our analyses based on the gender that 

participants used for the target goal, we could only rely on previous norming for the gender of 

the competitor goal. While we did provide participants with the intended labels in the 

familiarization phase, it is possible that they had a different label and gender in mind during the 

trial, which would flip our condition assignment. Relatedly, it is also possible that because the 

article is a minor short component, and further mixed in with the prepositional phrase chunk, 

effects are too small to be detected and instead washed out in the entire utterance timing. Note 

that there was a marginally significant effect at the preposition chunk, in the expected direction – 

longer durations in the Different-gender condition. But I am wary of interpreting this result, 

given the marginality and given that this was the only result to differ by condition. However, it 

might be indicative of a small underlying effect, and perhaps warrants a replication attempt. 
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Taken together, we do not find evidence that speakers take advantage of just any 

grammatical properties that are shared between message components in order to plan ahead in 

their utterance. There is a conceptual difference, however, between Experiment 2B and the 

previous experiments described here. In both Experiment 1 and Experiment 2A, and in Chapter 

Two, it was a message component that could be prioritized and planned earlier. In Experiment 

2B, however, it was only a grammatical feature – and related article – of the message that could 

be planned ahead. The salience of the message component and the more complex planning 

required for it might make speakers rely more on strategies for incremental planning for the 

message components themselves, but less so for grammatical properties and associated articles. 

Previous research on comprehension does show that components as small as the grammatical 

gender of prenominal articles or adjectives can influence predictive processing (Gussow et al., 

2019; Lew-Williams & Fernald, 2007; Van Berkum et al., 2005), which is also seen as strategic, 

proactive comprehension. But the effort and cost of these predictions in comprehension are likely 

much smaller than that of production. More generally, production is more difficult and effortful 

than comprehension, and this will affect cues that speakers use in utterance planning. 

 

Chapter Three General Discussion 

In three motion event-description tasks, we manipulated whether information about the 

goal target was clear from the start of the trial, or only disambiguated at the end. In Experiment 1 

we found that English speakers were slower to begin speaking when the goal target of a motion 

event was uncertain until the event was completed. Speakers also had longer utterance durations 

and more pauses, suggesting they were planning upcoming portions of the utterance 

simultaneously while speaking, as more of the message information unfolded. In Experiment 2A 
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we found that languages that differ in their permitted word order could encourage different 

planning strategies in situations of uncertainty. This depends on when the uncertain component 

must be produced – i.e., at which serial position in the utterance. When the uncertain component 

was at a later position in the sentence (post-nominal color in Spanish), it encouraged more 

incremental planning; speakers could begin their utterance and continue planning more as the 

information unfolded. However, when the uncertain component was at an earlier position (pre-

nominal color in English), we found evidence of more advance planning, presumably in order to 

minimize mid-utterance lengthening and pauses. Finally, in Experiment 2B we did not find that 

the grammatical gender of potential goal targets (matching or non-matching gender) affects 

speakers’ planning of the gender-marked article preceding the goal. This might suggest that the 

effort required for comparing potential goals and their grammatical gender is not worth the 

relatively small benefit of planning (and producing) the article sooner.  

Our results support the strong emphasis on flexibility in incremental utterance planning 

(Ferreira & Swets, 2002; Swets et al., 2021). The language production system can adopt various 

strategies – advance planning, incremental planning, word lengthening, pauses – in order to plan 

efficiently for a given context. Efficient planning could translate into earlier speech initiation 

onset, which is oftentimes preferred in conversation. But if the message itself is still uncertain, 

early speech initiation might not provide much of an advantage in overall utterance times, i.e., in 

completing the communication of the message itself. Moreover, it is more cognitively 

demanding to plan-and-produce simultaneously, while also attending to the message information 

that is still unfolding. This suggests a necessary balance between advance planning and 

incrementality, encouraging different production strategies across contexts and task goals. Our 

results indicate that this balance is influenced by both message properties and grammatical 
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properties of the language in which the utterance is spoken: uncertain messages delay and 

lengthen production, but the locus of these effects will depend on the language. 

Interestingly, we consistently find that in our sample English speakers were later to begin 

speaking compared to Spanish speakers, regardless of uncertainty condition. Although 

differences between Spanish and English were not expected in the Direct condition (no message 

uncertainty) or in Experiment 2B (no differences in word order), they may have carried over as a 

planning strategy throughout the experiment (see also Swets et al., 2021). Alternatively, the 

consistent difference in speech initiation times could also reflect differences in speakers’ 

individual language skills affecting their planning strategies. Specifically, our English speaking 

sample consisted of predominantly monolingual speakers, while our Spanish speaking sample 

consisted of Spanish-English bilingual speakers. It is possible that the Spanish speakers began 

speaking earlier because lexical retrieval is typically slower for bilinguals (Gollan et al., 2005), 

and they wanted to allow themselves more time throughout the utterance to retrieve upcoming 

words. I did not have enough power to conduct an individual differences analysis, but this could 

be explored in future studies. Importantly, these sample differences do not affect conclusions 

from our uncertainty manipulation, given that we looked at the interaction between condition and 

language rather than interpreting main effects. 

 Finally, another factor to affect speech timing is task demands, including the timeline of 

the trial. Recall that in Experiment 1 English speakers had a total of 8 seconds per trial, while in 

Experiments 2A and 2B they had 10 seconds per trial. The only difference between these 

timelines was at very end, as the actor in Experiment 1 remained at the goal for two seconds 

before the trial timed out; while in Experiments 2A and 2B it remained at the goal for four 

seconds. Aside from this difference, the Uncertain trials in Experiment 1 were effectively 
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equivalent to the trials in Experiment 2B (which were all of the uncertain type and did not 

include contrastive colors; though the particular stimuli set did differ). A qualitative comparison 

of the speech initiation time shows that English speakers were faster to begin speaking in 

Experiment 1 compared to Experiment 2B by almost one second. This could be explained by the 

shorter timeline of Experiment 1, encouraging English speakers to begin speaking sooner in 

order to complete their utterance before the trial times out. Note that even in Experiment 2B 

English speakers tended to complete their utterances before 8 seconds were up (despite having 

10 seconds total) – suggesting that they could have starting speaking at equal initiation times in 

both experiments and still completed the task successfully. But the comparison suggests that a 

sooner deadline encourages an earlier initiation time, again displaying the sensitivity of strategies 

for incremental planning to all relevant task factors – including the risk of not meeting the 

deadline.  

 Taken together, message uncertainty affects production strategies and the resulting 

speech patterns, and these effects depend on grammatical properties of the language being 

spoken. Other decision-making task demands – including risks and benefits, deadlines and 

efficiency – also appear to influence speakers’ production strategies and decisions about when 

and how to produce their utterance. Uncertainty about the message increases the burden of these 

demands and the need to strategize utterance planning, which speakers readily do. These results 

emphasize the need to incorporate message uncertainty into current models of language 

production, rather than positing that speech always begins with a predetermined message.   

   

Chapter Four: Conclusions and future directions 

Summary of findings  
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In this dissertation, I set out to investigate utterance planning under message uncertainty 

– asking when and how speakers plan their utterances when they are still uncertain of the 

message to communicate. I started in Chapter One by introducing message uncertainty and 

reviewing related literature, arguing that message uncertainty might be a quite common context 

of production, yet it is not accounted for in production models and experimental work. The goal 

throughout the rest of the dissertation was to begin bringing message uncertainty into the lab and 

see how it affects utterance planning. 

In Chapter Two, I developed a novel picture-naming paradigm to manipulate message 

uncertainty. Across three experiments I showed that when given a cue about a component of the 

message (one of two pictures to be named), producers tend to plan the more certain components 

of a message earlier, and can continue planning the rest incrementally, even after production has 

begun. This provides a benefit in initiation times, as producers can begin their planning and 

production without having to wait for the full message to be disambiguated. We found this in 

both spoken (Experiment 1) and typed (Experiment 2) responses, and even when there was no 

certainty about any of the message components but only a higher likelihood of one of them being 

the target based on semantic cues (Experiment 3). These results suggest that speakers make word 

order decisions that maximize production efficiency under message uncertainty, prioritizing 

more certain components and planning the rest incrementally. 

In Chapter Three, I developed a motion event-description paradigm to investigate the 

time course and speech patterns of speakers’ utterances under message uncertainty. In this 

paradigm speakers did not have flexibility in word order but instead had to rely on incrementality 

for planning under message uncertainty. Results from Experiment 1 show that when speakers are 

uncertain about the goal of the motion event in an unfolding scene, they are later to begin 
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speaking compared to when the goal is apparent from the start. This suggests that speakers are 

not radically incremental (see also Ferreira & Swets, 2002), but instead allow at least some time 

for the event to proceed – and the goal information to be closer to disambiguation – before 

beginning utterance planning. On the other hand, speakers do begin planning even before the 

goal is disambiguated, suggesting some degree of incremental planning. This incrementality was 

also apparent in their speech patterns; longer utterance durations and more pauses in cases of 

message uncertainty. 

Experiment 2A replicated this finding while further showing that the degree of 

incrementality depends on the word order of the language being spoken. When the critical 

message component (color of the goal object) was at a later serial position in the utterance (post-

nominal modifier in Spanish), speakers could plan more incrementally, and showed longer 

durations at later positions in the utterance. In contrast, when the uncertain message information 

needed to be spoken at an earlier position (pre-nominal modifier in English), we found more 

advance planning and longer durations at earlier positions. result from Experiment 2B suggest 

that the cost of incremental planning under message uncertainty might need to be worth the 

“effort” – we did not find that Spanish speakers plan a prenominal article when the subsequent 

noun is uncertain, even if the article is the same across message options. This could be because 

the article is such a small component (and there is a strong preference to plan it together with the 

noun as one phrase), making it not worth the cognitive effort of planning the article early and 

incrementally. Instead, speakers appeared to prefer advance planning of the entire noun phrase.  

Together, our results carry implications for language production models and especially 

theories of incremental planning. While it is generally agreed upon that language production can 

begin with a message fragment (Levelt, 1989), this is often in the context of a complex message 
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that needs to be broken down into components for easier message-to-utterance processing. But 

here we show that uncertainty about the identity of message components leads speakers to rely 

on various strategies for language production; affecting their word order decisions and the time 

course of sentence production.  

 

Methodological limitations 

The main motivations behind this experimental work came from real-life contexts of 

language production, including turn-taking in conversation and narration of live events. 

However, for experimental control purposes, our tasks were lab-based (or web-based) and 

presented a rather artificial context for production. We did attempt to introduce important 

properties of conversation in context – e.g., telling participants that their recordings would later 

be used for another participant (Chapter 2) or having an RA give them feedback and leave the 

impression that the RA was actively listening throughout the experiment (Chapter 3); but this is 

not comparable to real social interactions. Future studies could improve on these attempts by 

increasing dialogue and social interaction during the experiment, and/or by diversifying the 

sentence structures and semantic content elicited by the stimuli. When previous findings from 

controlled experiments show reliable effects, it is a good opportunity to begin branching out into 

more natural contexts and examining the limits of the lab-based effects.  

Relatedly, while our studies examined very particular types of message uncertainty, there 

are many more that emerge in natural production. In the studies presented here, the majority of 

the message was known already, with only a component (corresponding to a word) missing. But 

as noted in Chapter One, there could also be cases where a speaker is debating between multiple 

messages, retrieving information from memory, developing a vague idea, and many other 
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examples. The implications of these contexts for speech patterns might be different than those I 

discussed here. For example, I did not study errors in production because the paradigms I used 

were rather simple and speech errors were rare. But understanding different contexts of message 

uncertainty and their implications for utterance planning will be important for generalizing any 

theory of language production under message uncertainty. 

 

On decision-making in language production 

The flexibility of the language production system makes a decision-making framework 

crucial for understanding speakers’ planning under message uncertainty. Currently there is wide 

agreement on a highly flexible production system (Brown-Schmidt & Konopka, 2015; Ferreira & 

Swets, 2002; Swets et al., 2021), as found in our results too, with production strategies and 

decisions that are highly context-dependent. But we now need to explicitly include these context 

pressures and decision-making variables in models of language production processing (both 

theoretical and computational), allowing a more precise account of how production decisions are 

made. 

There is already work in this direction in the context of single word naming. For 

example, evidence accumulation has been discussed and modeled for decision-making in lexical 

selection tasks (Anders et al., 2015). The suggestion is that reaction times in word naming 

depend on the activation of various competing targets, with a threshold determining how much 

activation a given target needs to accumulate before it is spoken – arguably, how much certainty 

it needs.  

Relatedly, signal detection theory has been applied to model speech errors in single word 

naming, allowing to predict naming errors as a function of conflict between semantically similar 
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words (Nozari & Hepner, 2019). Flexibility in production strategies is instantiated by shifts in 

the threshold, or criterion, for speech – how much certainty is needed for word production to 

begin? For example, the threshold differs across contexts (low semantic competition versus high 

semantic competition), it shifts when participants are told to avoid errors, and it depends on 

speakers’ individual differences. In fact, shifts in the threshold could be used explain differences 

in aphasia patients’ performance profiles (e.g., fluent but error-prone versus near-mute). When 

these patients have difficulty in evidence accumulation (impaired lexico-semantic 

representations), uncertainty is high. This could result in a production error or in no response at 

all, depending on the patient’s individual threshold; with implications for the optimal treatment 

plan (Nozari & Hepner, 2019). 

Similar decision-making considerations are crucial for understanding production under 

message uncertainty. As discussed previously, a speaker must decide how much uncertainty they 

are willing to tolerate when they begin speaking, and/or whether it is worth waiting for more 

information to unfold before beginning utterance planning. There is naturally a cost to early 

planning under message uncertainty – the need to plan and produce simultaneously, while still 

deciphering new message information. Similarly, there are risks involved – the risk of getting 

stuck mid-utterance or even producing an error; either because the speaker expected a different 

message outcome (e.g., a different goal location) or because they were considering various 

messages that interfered with each other (Harley, 1984). On the other hand, there is an efficiency 

benefit to beginning speech early, and sometimes speakers are even required to begin their 

utterance before the message is certain. 

So, how is the threshold determined for speech initiation in cases of message uncertainty? 

The answer could depend on properties of the message itself (e.g., prominence or importance of 
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the uncertain component) or the language (e.g., early production of a short word might not be 

worth a high cognitive cost). However, there are also higher-level context effects to consider. For 

example, perhaps the threshold for certainty would be higher in a high-stakes conversation such 

as a job interview, where speakers would prefer to spend more time thinking through their 

answer before uttering even parts of a response; in fear of either getting stuck and disfluent, or of 

uttering something that they would need to take back. 

Another consideration is the timing available for production. There is some indication in 

our results that a sooner deadline encourages speakers to begin production sooner, even if they 

have plenty of time to complete their utterance (see Chapter Three Discussion). In that case, it is 

the risk of missing the opportunity that encourages earlier speech and more incremental 

planning. But that risk might differ across contexts too. The risk in our experiment was arguably 

rather small; participants were probably motivated to do well but there was no penalty for 

missing the time window for production and no external reward for earlier production. 

Introducing explicit penalties and rewards would likely bias speakers’ behaviors, however. 

To conclude, if we want to give answers that are more precise than “it depends” for any 

question about language production strategies, we will need to investigate speakers’ behaviors 

across contexts and languages, and build up an account that can explain production decisions in 

various contexts. Modeling these contexts and decision-making pressures would allow a better 

understanding of how utterance planning decisions are made in the context of message 

uncertainty (but not only), and could produce more precise predictions for future research. 

 

Conclusion 
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 Message uncertainty poses particular demands on the language production system, but 

this highly flexible and strategic system can cope with the challenge: across six experiments I 

found that speakers adapt their utterances in the face of uncertainty, using the flexibility of word 

order and durations to plan their utterances early and communicate their messages efficiently. 

Despite the rather conclusive results, perhaps the biggest takeaway is that there are many more 

questions and work to be done. A highly flexible system suggests several other contexts to 

explore – across task demands, goals, languages, and speakers – working towards a unified 

account that can explain the variety of strategies and outcomes, and predict their occurrence. 
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Appendices  

 

Appendix 1. Chapter 3 Stimuli lists. 

Experiment 1  

Item ID Source Goal Competitor Actor 

1 nest park river bird 

2 path bench door runner 

3 house pyramid church car 

4 farm lake well horse 

5 bedroom fridge mailbox prince 

6 wave lighthouse iceberg boat 

7 plant forest beach toad 

8 bed window meat cat 

9 branch windmill statue eagle 

10 fence bone tree dog 

11 wheat tractor scarecrow farmer 

12 rain acorn leaf frog 

13 honey daisy clover bee 

14 bathroom backpack oven girl 

15 wheelbarrow tomato cucumber gardener 

16 lab ambulance pharmacy doctor 
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17 mountain sun logs bear 

18 xbox court pool boy 

19 doll stairs rug baby 

20 campsite cannon mansion taxi 

21 submarine island treasure chest pirate 

22 gold throne castle queen 

23 graveyard statue of 

liberty 

great wall of 

china 

delivery 

man 

24 cloud airport city helicopter 

25 drum microphone piano singer 

26 mushroom stump rose fairy 

27 outlet money diamond burglar 

28 anchor ship pearl mermaid 

29 printer bell computer teacher 

30 flower rock cactus scorpion 

31 clarinet harp saxophone man 

32 lamp post sunflower fountain crow 

33 olive lettuce fruit mouse 

34 table bible cross priest 

35 cabin fireplace broom witch 

36 bridge desert mine train 

37 gym market stadium woman 

38 mirror crown dress princess 
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39 grapes onion pineapple beetle 

40 trophy watch ball turkey 

41 pepper cupcake avocado squirrel 

42 harbor notebook paint brush artist 

43 truck hose rope fireman 

44 asparagus pumpkin strawberry cow 

45 coconut apple cheese monkey 

46 chair shield fire knight 

47 television bike radio policeman 

48 spaceship moon planet astronaut 

49 basket pear corn lizard 

50 present hammer screwdriver elf 
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Experiment 2A  

ID source goal target_color competit

or_color 

actor source_ES goal_ES target_c

olor_ES 

competitor

_color_ES 

actor_ES 

1 bench umbrella blue red monkey banco paraguas azul rojo mono 

2 skateboard watch brown blue robot patineta reloj marrón azul robot 

3 piano barrell red green waiter piano barril rojo verde mesero 

4 castle door green yellow donkey castillo puerta verde amarillo burro 

5 orange fountain grey blue bird naranja fuente gris azul libélula 

6 tunnel car blue red man túnel carro azul rojo hombre 

7 doll present blue pink woman muñeca regalo azul rosado mujer 

8 fireplace bible grey green nun fuego biblia gris verde monja 

9 chair hairbrush brown black butterfly silla cepillo marrón negro mariposa 

10 cheese candy pink yellow mouse queso dulce rosado amarillo ratón 

11 drawer suitcase blue red frog cajón maleta azul rojo rana 

12 bin bell yellow black mosquito basura campana amarillo negro mosquito 
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13 puppet balloon blue red monster marioneta globo azul rojo monstruo 

14 stump fork brown green lumberjac

k 

tocón tenedor marrón verde leñador 

15 helmet boot red purple eagle casco bota rojo morado Águila 

16 dart board bowling 

pin 

blue yellow man tablero de 

dardos 

bolo azul amarillo hombre 

17 chair T-shirt pink blue dog silla camiseta rosado azul perro 

18 roof football pink brown pelican techo balón rosado marrón pelícano 

19 biscuit soap pink green ant galleta jabón rosado verde hormiga 

20 fence brick brown blue sheep cerca ladrillo marrón azul oveja 

21 blanket box brown red elephant manta caja marrón rojo elefante 

22 stool rope brown pink chicken silla soga marrón rosado pollo 

23 stairs tie green pink soldier escaleras corbata verde rosado soldado 

24 milk pot red brown beetle leche maceta rojo marrón escarabajo 

25 puddle shell grey brown snail charco cascarón gris marrón caracol 

26 flower bottle green blue seal flor botella verde azul foca 
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27 washing 

machine 

towel purple blue bee lavadora toalla morado azul abeja 

28 treasure 

chest 

candle grey orange prince tesoro vela gris naranja príncipe 

29 bath broom brown pink wizard bañera escoba marrón rosado mago 

30 daisy hat black grey wasp margarita sombrero negro gris avispa 

31 notebook sponge yellow blue fairy cuaderno esponja amarillo azul hada 

32 fish tank crutches black brown girl pecera muletas negro marrón niña 

33 sofa teapot blue green nurse sofá tetera azul verde enfermera 

34 table keyboard orange grey knight mesa teclado naranja gris caballero 

35 broccoli feather red blue bear brócoli pluma rojo azul oso 

36 lighthouse television purple brown runner faro televisión morado marrón corredor 

37 sledge lawnmow

er 

green orange fox trineo cortacésp

ed 

verde naranja zorro 

38 cactus walking 

stick 

brown orange farmer cactus bastón marrón naranja granjero 
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39 fire shield grey purple gladiator fuego escudo gris morado gladiador 

40 net lace yellow blue pig neto cordón amarillo azul cerdo 

 

 

Experiment 2B 

ID source_ES goal_ES comp_ES actor_ES goal 

gen 

comp  

gen 

source_EN goal_EN comp_EN actor_EN 

1 nido parque río mujer M M nest park river woman 

2 camino banco puerta corredor M F path bench door runner 

3 pozo pirámide altar coche M M well pyramid church car 

4 lago casa granja caballo F F lake house farm horse 

5 habitación faro buzón príncipe M M bedroom lighthouse mailbox prince 

6 planta bosque playa sapo M F plant forest beach toad 

7 cama ventana carne gato F M bed window meat cat 

8 rama molino estatua águila M F branch windmill statue eagle 

9 valla hueso pino perro M M fence bone tree dog 
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10 espantapájar

os 

tractor trigo pastor M M scarecrow tractor wheat farmer 

11 lluvia bellota hoja rana F F rain acorn leaf frog 

12 miel margarita trébol abeja F M honey daisy clover bee 

13 baño mochila horno niña F M bathroom backpack oven girl 

14 carretilla tomate pepino jardinero M M wheelbarro

w 

tomato cucumber gardener 

15 laboratorio ambulancia farmacia médico F F lab ambulanc

e 

pharmacy doctor 

16 montaña sol leña oso M F mountain sun logs bear 

17 consola frontón piscina niño M F xbox court pool boy 

18 muñeca escalera alfombra bebé F F doll stairs rug baby 

19 camping cañón mansión taxi M M campsite cannon mansion taxi 

20 submarino isla tesoro pirata F M submarine island treasure 

chest 

pirate 

21 lingote trono torre reina M M gold throne castle queen 
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22 nube aeropuerto ciudad helicópter

o 

M F cloud airport city helicopte

r 

23 tambor micrófono piano cantante M M drum micropho

ne 

piano singer 

24 seta tronco rosa hada M F mushroom stump rose fairy 

25 enchufe dinero diamante ladrón M M outlet money diamond burglar 

26 ancla barco perla sirena M F anchor boat pearl mermaid 

27 impresora timbre ordenador profesor M M printer bell computer teacher 

28 flor piedra cactus escorpión F M flower rock cactus scorpion 

29 clarinete arpa saxofón duende F M clarinet harp saxophone elf 

30 farola girasol fuente cuervo M F lamp post sunflower fountain crow 

31 pastel aceituna fruta ratón F F cupcake olive fruit mouse 

32 mesa biblia tumba cura F F table bible cross priest 

33 cabaña chimenea escoba bruja F F cabin fireplace broom witch 

34 puente desierto mina tren M F bridge desert mine train 

35 espejo corona vestido princesa F M mirror crown dress princess 
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36 uvas cebolla piña cucaracha F F grapes onion pineapple beetle 

37 trofeo reloj pelota pavo M F trophy watch ball turkey 

38 pimiento pera aguacate ardilla F M pepper pear avocado squirrel 

39 puerto cuaderno pincel pintor M M harbour notebook paint brush artist 

40 cuerda manguera camión bombero F M rope hose truck fireman 

41 espárrago calabaza fresa vaca F F asparagus pumpkin strawberry cow 

42 coco manzana queso mono F M coconut apple cheese monkey 

43 silla escudo fuego guerrero M M chair shield fireplace knight 

44 televisión bicicleta destornillad

or 

policía F M television bike screwdriver policema

n 

45 regalo luna martillo astronaut

a 

F M present moon hammer astronaut 

46 cesta lechuga maíz lagartija F M basket lettuce corn lizard 
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Appendix 2. Within-subject variability on Source naming in Experiment 1 of Chapter 3 

 

Figure A2.1. Proportion of trials (y-axis) in which each subject mentioned the source in the 

Direct and the Uncertain conditions in Experiment 1 of Chapter 3. Each grid represents a 

participants; numbers are participant IDs. The majority of participants either always mention the 

source (proportion equals 1) or never mentioned the source (proportion equals 0).  

 


