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Abstract

The implicit SNB (iSNB) non-local multigroup thermal electron conduction method of Schurtz

et. al. [Phys. Plasmas 7, 4238 (2000)] and Cao et. al. [Phys. Plasmas 22, 082308 (2015)]

is adapted into an electron thermal transport Monte Carlo (ETTMC) transport method to

better model higher order angular and long mean free path non-local effects. The ETTMC

model is used to simulate the electron thermal transport within inertial confinement fusion

(ICF) type problems. The new model aims to improve upon the currently used iSNB, in

particular by using finite particle ranges in comparison to the exponential solution of a

diffusion method and by improved higher order angular modeling. The new method has been

implemented in the 1D LILAC and 2D DRACO multiphysics production codes developed by

the University of Rochester Laboratory for Laser Energetics. The ETTMC model is compared

to iSNB for several direct drive ICF type simulations: Omega shot 60303 a shock timing

experiment, Omega shot 59529 a shock timing experiment, Omega shot 68951 a cryogenic

target implosion and a NIF polar direct drive phase plate design. Overall, the ETTMC

method performs at least as well as the iSNB method and predicts lower preheating ahead

of the shock fronts. This research was supported by University of Rochester Laboratory for

Laser Energetics, Sandia National Laboratories and the University of Wisconsin-Madison

Foundation.
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Chapter 1

Introduction

Nuclear fusion reactions are what stars use as their power source and are the predominate

generator of energy in the galaxy. Fusion has the highest energy per fuel mass and is an order

of magnitude higher specific yield than fission. Additionally, fusion power sources here on

earth would benefit from lack of proliferation concerns that have limited the fission industry.

1.1 Fusion

While fission takes place with a neutral neutron being absorbed by a nucleus, fusion occurs

between two charged particles. As such, additional activation energy must be supplied to the

reactant nuclei in order to overcome the Coulomb potential and fuse. After an initial input

of energy to trigger the fusion process, the released energy can be used to heat the reactants

if it is sufficiently contained within the system.

Candidate isotopes for fusion power generation are chosen such that the charges of the

nuclei are low to minimize coulombic repulsion and thus activation energy. While stars rely
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on proton-proton (PP) fusion as the start of their fusion cycle, the PP cross section is several

orders of magnitude lower than other low atomic number candidates. The next two candidate

reactions are the deuteron-deuteron (DD) and the deuteron-triton (DT) reactions. The DT

reaction is preferred as its cross section peaks at lower energy and it releases more energy

(Fig. 1.1). To reach ideal fusion conditions, the fuel mixture must be raised to high density

and temperatures of several keV [1][2][3].

1
1p+ 1

1p→ 2
1D + e+ + νe (0.42 MeV) (1.1a)

2
1D + 2

1D → 3
2He+ 1

0n (3.27 MeV) (50%) (1.1b)

→ 3
1T + 1

1p (4.04 MeV) (50%) (1.1c)

2
1D + 3

1T → 4
2He+ 1

0n (17.6 MeV) (1.1d)

2
1D + 3

2He→ 4
2He+ 1

1p (18.4 MeV) (1.1e)

1
1p+ 11

5B → 3 · 4
2He (8.68 MeV) (1.1f)
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Figure 1.1: This figure shows the fusion cross sections for DD, DT, and D-He3
reactions [Image from [4]].

In order to sustain the fusion reaction, the plasma must be held together long enough

for reactions to occur. In a DT plasma, after the initial energy input, the alpha particle

fusion products need to deposit their energy within the plasma in order to provide the

activation energy for subsequent reactions. The 14 MeV neutrons produced by DT fusion are

neutral consequently they have a long enough collision length to escape the fusion plasma

without depositing energy. The rate of this energy transfer between products and reactants

increases with plasma density due to the increases in particle collision rates. The required

high temperature and densities of the fusion plasma presents a series of confinement challenges

since this state is highly unstable. Stars have immense mass and their gravitational forces are

sufficient to counterbalance the pressures needed to contain the fusion plasma. For terrestrial

fusion application, however, different methods of confinement are necessary.
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The two main branches of fusion confinement study are Magnetic Confinement Fusion

(MCF) and Inertial Confinement Fusion (ICF). MCF attempts to confine the fusion plasma

by application of external electromagnetic fields, which act to control the flow of the plasma.

The most prevalent design involves toroidal tokamak reactors whose geometry is conducive

to the looping shape of magnetic field lines. Technical challenges with this approach include

sustained generation of high Tesla magnetic fields, management of plasma instabilities, and

development of robust materials for the reactor structures. MCF aims to establish confinement

times of 100’s of seconds.

1.2 Inertial Confinement Fusion

ICF achieves fusion by imparting inward momentum on a spherical target of fusion fuel.

Beams are used to add energy to the outer shell layer of the target that propels mass

inwards via the rocket effect. A shock travels through the target increasing the density and

temperature in the center. This creates a hot spot in the center of the target, which acts as a

’spark plug’ to ignite the fusion reaction. The fusion propagates outward via alpha particle

deposition in the fuel until the target disassembles itself.

The two main ways of achieving ICF are direct and indirect drive. Direct drive is

achieved by directly illuminating the fusion target with lasers in a symmetric fashion. The

Omega Laser at the University of Rochester Laboratory for Laser Energetics (LLE) is the

primary laser system for studying direct drive in the United States. Indirect drive is achieved

by aiming the lasers at a hohlraum, which then reemits x-rays in order to illuminate the

fuel target. The hohlraum consists of a cylindrical shell of high-Z material (Fig. 1.2). The

hohlraum is used so that a more uniform illumination of the target can be achieved from the

emitted x-rays in comparison to the finite number of lasers. The National Ignition Facility
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at Lawrence Livermore National Laboratory (LLNL) in Livermore California is the most

powerful laser system and is used to study indirect drive (Fig. 1.3). A downside to using an

indirect drive approach is that a lower proportion of the laser energy is transferred to the fuel

due to the beams interacting with the hohlraum first. Another downside is that cross beam

energy transfer (CBET) can occur between laser beams due to the plasma generated within

the hohlraum. CBET can affect the symmetry of laser implosion, which causes seeding of

instabilities and consequently a reduction in target yield. In both direct and indirect drive,

the fusion target consists of an outer plastic ablator, which blows off during the illumination

in order to trigger an inertial rocket effect. The next layers are a layer of DT ice and an inner

layer of gaseous DT shown in Fig. 1.2.

Figure 1.2: Indirect drive in a hohlraum [Image from LLNL [5]].
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Figure 1.3: Layout of the National Ignition Facility [Image from LLNL [6]].

During an ICF implosion both target illumination symmetry and isentropic compression

are desired. Symmetry is important due to asymmetry seeding fluid instabilities, which can

cause mixing of the target layers bringing higher-Z material into the center to quench the

fusion reaction. In order to have near adiabatic compression, shaped laser pickets are used

followed by a main drive. These pickets are time and energy tuned in order for their produced

shockwaves to meet in the center of the target, creating a hot spot. The target then burns

outward from the hot spot until disassembly.

An ICF implosion proceeds as follows (Fig. 1.4). First, a series of laser pulses (pickets)

illuminate the target in a spherical manner. The absorbed laser energy ablates material

from the outer plastic layer of the target, which then via the rocket effect propels energy

and matter towards the center of the target. Next, the main drive pulse of the laser further

compresses the target, further heating the fuel. The generated shockwaves meet in the center
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of the target, due to careful tuning of the energy and timing of the laser pulses, to create a

hot spot with conditions sufficient to ignite fusion reactions. The fusion reactions produce

both alpha particles and neutrons with the alpha particles depositing their energy within the

fuel and the neutrons escaping from the system. The alpha particle deposition provides the

energy for subsequent fusion reactions and the target burns outwards from the central hot

spot until disassembly.

Figure 1.4: Step 1: Lasers illuminate the target. Step 2: Material ablates off
the outer surface of the target propelling a shockwave inward via the
rocket effect. Step 3: Main drive pulse further compresses the target.
Step 4: shockwaves meet in the middle creating a hot spot which
ignites the DT fuel [Image from [7]].

In order to properly time the laser profile sufficiently detailed modeling capabilities are

necessary. There are many multi-physics codes being used to study implosion physics, but

they often fall short when applied to the high energy shockwaves that travel through the fuel.

Modeling these environments, in particular accurately predicting electron thermal conduction,

is the primary focus of the remainder of this thesis.
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1.3 Thesis Summary

The main purpose of this thesis is to develop and implement an improved method for

computing the electron thermal heat flux using Monte Carlo techniques for use in a multi-

physics code. Of particular interest is the computation of the heat flux divergence term

(∇ ·Q) in the electron temperature hydrodynamics equation:

ρCv
∂Te
∂t

= −∇ ·Q + Sother (1.2)

where ρ is density, Cv is the specific heat, Te is the electron temperature, and Sother contains

all other terms such as the electron-ion coupling and compression heating terms.

This thesis is broken into several chapters. Chapter 2 provides a summary of the relevant

background literature on electron thermal conduction modeling. Chapter 3 delves into the

theoretical basis for Chenhall’s thesis work on developing the electron thermal transport

Monte Carlo (ETTMC) model. Chenhall has implemented the ETTMC model into LLE’s

1D LILAC and 2D DRACO multiphysics codes. Chapter 4 presents simulation results and

comparisons of the new ETTMC model to the previously implemented iSNB and Goncharov

models. Finally the appendices delve into some early work done on the thesis project.

Appendix A deals with some initial work done in adapting MC methods from radiation

transport techniques to electron thermal transport. Results on a 1D MC solution method to

the iSNB diffusion method are presented. Appendix B deals with some work on an extension

to the iSNB diffusion method via a higher angular order Legendre expansion (simplified P3).
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Chapter 2

Electron Thermal Transport

Background

2.1 Non-local Electron Transport

The transport of heat throughout the problem domain is important to the study of ICF

problems. The Spitzer Harm (SH) heat flux result for a plasma arises from a first order

expansion of the electron distribution function f(r, v,Ω) = f0(r, v) + 3Ω · f1(r, v) where f0 is

taken to be the Maxwell-Boltzmann distribution [8]. Starting with the Boltzmann transport

equation SH derive an expression for the electron heat conduction

Qsh = −Ksh∇Te (2.1)

Ksh = 0.4 Z̄

Z̄ + 0.2 log(Z̄ + 3.44)
20(2/π)3/2k

7/2
b T 5/2

e

m
1/2
e e4Z̄ log Λ

(2.2)
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where Te is the electron temperature, Z̄ is the average ion charge, kb is the Boltzmann

constant, e and me are the electron charge and mass, and log Λ is the Coulomb logarithm.

The SH theory is based on the assumption that the electron distribution function is primarily

Maxwellian with a small first order correction term. As such, the SH flux is only applicable in

regions where the ratio f1/f0 is small. This is equivalent to the length scale of the temperature

gradient |Te/∇Te| greatly exceeding the electron mean free path (MFP) length.

Spitzer-Harm theory has a couple of shortcomings particularly when applied to ICF

problems. The approximation that the electron distribution function is largely Maxwellian

fails in highly transient problems where there is insufficient time for the plasma to equilibrate

to the Maxwellian equilibrium solution. In the presence of strong shockwaves, typical of ICF

implosions, the heat out ahead of the shockwave (the preheat) is underpredicted and the

heat flux magnitude and the speed of the shockwave are overpredicted. The reason for the

underprediction of preheating is because high-energy electrons have a greater MFP length

than the length scale of the temperature gradient. This allows some of the electrons to

stream out of the gradient zone and contribute to the preheating. Since the SH heat flux

result depends only upon the local temperature gradient, the high energy electrons remain

in the wave front accounting for the underprediction of preheating. Furthermore as the

high-energy electrons remain in the wave front the heat flux is overpredicted, which results in

the shockwave propagating with too high of a velocity.

Typically, to combat the overprediction of the heat flux magnitude a flux limiter model

is used. The heat flux magnitude is capped at a maximum value proportional to the electron

thermal velocity via

Qfl(r) = min |QSH , αneve,th| (2.3)

where α is the flux limiter, ne is the electron density, and ve,th is the electron thermal velocity
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[9]. The flux limiter is a user defined parameter that is commonly set to a value of 0.06 due

to agreement with past experimental data. The downside to such a fix up is that the flux

limiter parameter is not predictive and fails to address the problem of preheating. Accurate

prediction of the preheating is important because the preheating conditions the (typically

cold) material ahead of the shock front, which will resultantly affect shock propagation. As

such, a higher fidelity non-local model is necessary to properly calculate preheating and

improve predictive capability.

2.1.1 Delocalization Kernel

Luciani, Mora and Virmont (LMV) propose a convolution kernel modification to the SH

flux to take into account non-local effects near strong temperature gradients [9]. The kernel

takes into account the energy dependence of an electron’s MFP length and acts to delocalize

the SH flux, in essence allowing for higher energy electrons to escape the local temperature

gradient. The modification involves convoluting the delocalization kernel with the SH heat

flux expression via

Q(x) =
∫ +∞

−∞
W (x, x′)QSH(x′) dx′

aλe(x′)
, (2.4)

λe = (λeiλee)1/2 = (Z + 1)−1/2 (kbTe)2

4πnee4 log Λ (2.5)

where Q(x) is the non-local heat flux, W (x, x′) is the delocalization kernel, λe is the electron

MFP length, and a is an adjustable parameter with a recommended value of 32. The kernel

itself takes the form

W (x, x′) = β exp(−τ(x, x′)) (2.6)
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where β is a normalization constant and τ(x, x′) is a measure of optical depth (the number

of MFPs) between points x and x′ given by

τ(x, y) = |
∫ y
x ne(z)dz|

ane(y)λe(y) . (2.7)

For small MFP lengths relative to the temperature gradient length scale the kernel behaves

as a delta function and the SH relation is recovered. Generalization to multiple dimensions is

achieved by replacing x and x′ by r and r + sΩ respectively and integrating over R3 via

Q(r) =
∫

4π
ΩΩd2Ω

∫ ∞
0

W0(r, r + sΩ)QSH(r + sΩ) ds

λe(r + sΩ) (2.8)

where W0 is the 1D kernel. It should be noted that similar work on non-local electron

conduction modeling for use in magnetized plasmas has been done by Held, Callen, Hegna,

and Sovinec [10][11][12].

2.1.2 Schurtz, Nicolai, and Busquet Model

In their work, Schurtz, Nicolai, and Busquet (SNB) note that the LMV non-local flux looks

like the integral solution to a transport equation [13]. SNB define q(Ω, r) as the angular flux

solution of the linear steady state transport equation

Ω · ∇q(Ω, r) + 1
λ(r)q(Ω, r) = 1

λ(r)

( 3
4πΩ ·QSH(r)

)
. (2.9)

where λ(r) is the MFP length. Defining the optical depth (the number of MFP’s between r

and r′) as

τ(r, r′) =
∫ r′

r

dr′′

λ(r′′) (2.10)
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the solution to Eq. (2.9) is

q(Ω, r) = 3
4π

∫ ∞
0

e−τ(r,r−sΩ′)Ω ·QSH(r− sΩ) ds

λ(r− sΩ) (2.11)

Taking the first angular moment of the angular flux yields the heat flux expression Eq. (2.8)

with delocalization kernel

W0(r, r′) = exp(−τ(r, r′)). (2.12)

Due to differing plasma conditions between an electron’s start and end point the delocalization

kernel will be non-symmetric. In order to mitigate the computational issues associated with

a non-symmetric kernel a multigroup approach is suggested. Since the asymmetry in the

kernel is primarily a temperature driven effect, splitting the kernel into energy groups insures

that W0,g(r, r′) ≈ W0,g(r′, r). By splitting into energy groups Eq. (2.9) becomes

Ω · ∇qg(Ω, r) = 1
λg(r)

( 3
4πΩ ·Ug(r)− qg(Ω, r)

)
(2.13)

where Ug(r) is the multigroup source term

Ug = 1
24

∫ Eg/kT

Eg−1/kT
β4e−βdβ QSH (2.14)

and λg is the multigroup MFP

λg = 2(Eg−1/2/kT )2λe. (2.15)

To recover the heat flux, the first angular moment of qg(Ω, r) is taken and then summed over

all energy groups yielding

Qt(r) =
∑
g

∫
4π
qg(Ω, r)ΩdΩ. (2.16)
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SNB suggest using a diffusion approximation to solve the transport equation (2.13). Taking

the first two angular moments and combining to get a diffusion equation gives

(
1

λg(r) −∇
λg(r)

3 ∇
)
Hg(r) = −∇ ·Ug(r) (2.17)

where Hg(r) is the zeroth angular moment of qg(Ω, r). Substituting the first angular moment

of Eq. (2.13) into Eq. (2.16), the heat flux solution becomes

QSNB(r) = QSH(r)−
∑
g

λg(r)
3 ∇Hg(r). (2.18)

From this form of the heat flux, it is readily apparent that the SNB method produces a

correction term to the SH flux. Furthermore the SH result is recovered for small MFP relative

to the spatial gradient scale length.

In order to give a physical meaning to the delocalization kernel results, SNB propose an

alternative derivation using the steady state Fokker-Planck equation

v · ∇f − eE
me

· ∂f
∂v

= C(f). (2.19)

The equation is expanded using a first order spherical harmonics expansion

f(r, v,Ω) = f0(r, v) + 3Ω · f1(r, v) (2.20)

where

f0 = 1
4π

∫
4π
f(r, v)dΩ, (2.21)

f1 = 3
4π

∫
4π
f(r, v)ΩdΩ. (2.22)
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Taking the zeroth and first order moments of Eq. (2.19) yields

v∇ · f1 −
eE
mev2 ·

∂(v2f1)
∂v

= C0 (2.23)

v

3∇f0 −
eE
3me

∂f0

∂v
= C1 (2.24)

where it is assumed that C0 only depends on the isotropic Rosenbluth potentials (C0 = C0(f0))

and that C1 is well approximated by the Lorentz model

C1 = −ν ′eif1. (2.25)

In order to complete the system a zero current condition is applied in order to calculate the

electric field term

J = e
∫
f(v)vdv = e

∫
f1v

3dv = 0. (2.26)

This condition results from Maxwell’s equations and the assumptions that the electron

transport equation is steady state and magnetic field free. Solving Eq. (2.24) for f1 and

noting that ν ′ei is proportional to v−3 gives the zero current condition of

∫ (
v

3∇f0 −
eE
3me

∂f0

∂v

)
v6dv = 0 (2.27)

The system of equations is:

F0(f0, f1,E) = 0 = C0(f0)− v∇ · f1 + eE
mev2

∂(v2f1)
∂v

, (2.28)

F1(f0, f1,E) = 0 = −ν ′eif1 −
v

3∇f0 + eE
3me

∂f0

∂v
, (2.29)

FE(f0, f1,E) = 0 =
∫ (

v

3∇f0 −
eE
3me

∂f0

∂v

)
v6dv. (2.30)
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Writing F = (F0,F1,FE) and X = (f0, f1,E) the system can be solved iteratively via

Newton’s method [
∂F

∂X

]
n

∆Xn = −F (Xn). (2.31)

The Jacobian J = [∂F/∂X] of the system is



∂C0( )
∂f0

−v∇ · ( ) + eE
mev2

∂v2( )
∂v

e( )
mev2

∂(v2f1)
∂v

−v3∇( )− eE
me

∂

∂v
( ) −ν

′
ei

3 −e( )
me

∂f0

∂v∫ (
v∇( )− eE

me

∂

∂v
( )
)
v6dv 0 −e( )

me

∫ ∂f0

∂v
v6dv


. (2.32)

This Jacobian can be approximated by noting that terms involving the electric field vary as

kbTe/mev
2 when compared to collisional and spatial derivative terms. Since f is expected to

differ from fmb only at high velocities the electric field terms are dropped. Furthermore it is

assumed that ∂C0/∂f0 can be well approximated by the electron-electron collision frequency

−νee(v). The simplified algorithm is now,

−νee(v) −v∇·

−v∇/3 −ν ′ei(v)


∆fn0

∆fn1

 =

−F0(f0, f1,E)

−F1(f0, f1,E)

 . (2.33)

SNB recommend taking a single iteration of Eq. (2.33). The initial condition is chosen

by setting f 0
0 = fmb0 and then solving Eqs. (2.29) and (2.30) for f0

1 = fmb1 and E0 = Emb

respectively. Plugging into Eq. (2.33), F1 is zero by construction and the equations become

νee∆f0 + v∇ · (∆f1) = −v∇ · fmb1 + eEmb

mev2
∂(v2fmb1 )

∂v
, (2.34)

ν ′ei∆f1 = −v3∇(∆f0). (2.35)
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Collecting the coefficients in terms of MFPs

λei(v) = v

v′ei
=
(
v

vth

)4 (kbTe)2

4πnee4 log Λ , (2.36a)

λee(v) = Zλei(v), (2.36b)

λ(v) =
√
λee(v)λei(v) (2.36c)

and combining equations (2.34) and (2.35) produces the diffusion equation

(
1

λ(v) −∇
λ(v)

3 ∇
)(√

Zme

2 v5∆f0

)
= −me

2 ∇ · (v
5fmb1 ) + eEmb

2 · v2∂(v2fmb1 )
∂v

. (2.37)

Noting that the velocity integral of the right hand side of Eq. (2.37) is −∇QSH + J · E, the

expression is reformulated as

(
1

λ(v) −∇
λ(v)

3 ∇
)(√

Zme

2 v5∆f0

)
= −∇ · (g(v)QSH). (2.38)

The flux expression is

Q = me

2

∫
f(v)v3dv

= me

2

∫
f1v

5dv

= me

2

∫
(fmb1 + ∆f1)v5dv

= QSH −
me

2

∫ λ

3
√
Z∇(∆f0)v5dv.

(2.39)

By defining

H(v) = 1
2me

√
Zv5∆f0, (2.40)

g(v) = (v/vth)9e−(v/vth)2
/
∫

(v/vth)9e−(v/vth)2
dv. (2.41)
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Eqs. (2.17) and (2.18) are recovered. The SH heat flux contribution can be interpreted as

the correction due to the non-Maxwellian part of the zeroth angular moment of the electron

distribution function.

Nicolai, Feugeas, and Schurtz have expanded the model by SNB to include self-consistent

magnetic effects [14]. The primary result from this study is that magnetic effects reduce the

heat flux due to electron transfer perpendicular to the temperature and density gradients.

2.1.3 Implicit SNB

Cao et. al. have worked to improve upon the original method developed in Schurtz et. al,

developing an improved implicit SNB (iSNB) algorithm for use in LLE’s DRACO radiation

hydrodynamics production code [15][16][17]. In order to advance the system in time, the

SNB method is coupled to the electron temperature equation

ρCv
∂Te
∂t

= −∇ ·Q + Sext (2.42)

where ρ is the density, Cv is the specific heat, Q is the heat flux, and Sext represents all the

other terms in the electron heat equation, such as the work and electron-ion coupling terms.

Starting at time step n the iSNB algorithm iteratively solves for the updated temperature at

the next time step n+ 1. In contrast to SNB’s original algorithm which solves explicitly for

Qnl, the iSNB algorithm solves for the easier to compute ∇ ·Qnl:

∇ ·Qnl = −
∑
g

Hg

λg
. (2.43)

Since∇·Qnl is used directly in the temperature equation and does not require the computation

of any derivatives of Hg, numerical stability is improved. The iterative algorithm is as follows:
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1. Solve the temperature equation for T (k)
e

ρCv
T ke − T ne

∆t = −∇ ·Qk
sh + Snext + Sk−1

nl,correction (2.44)

where k is the iterative index, Kn
SH is the coefficient in the SH flux, Sk−1

nl,correction is the

SNB correction to the SH flux, and S0
nl,correction = 0.

2. Recompute ∇ ·Qk
sh using T ke .

3. If k > 1, check for convergence with criterion

|∇ ·Qk
sh −∇ ·Qk−1

sh | ≤ αρCv,e
T ke
∆t (2.45)

where α is a user defined parameter set to α = 0.01. Cao recommends only checking

convergence in cells with a density greater than 1 × 10−4 g/cm3. If converged, set

T n+1
e = T (k)

e , exit the loop, and advance to the next time step.

4. If not converged, solve the SNB diffusion equation for Hg

(
1

λg(r) −∇
λg(r)

3 ∇
)
Hg(r) = −∇ ·

(
Kn
SH∇T ke

24

∫ βg

βg−1
β4e−βdβ

)
= −∇ ·Uk

g (2.46)

where g is the group index and βg = Eg/kT .

5. Compute

−∇ ·Qk
nl =

G∑
g=1

Hg

λg
. (2.47)

6. Compute

S
(k)
nl,correction = −∇ ·Qk

nl +∇ ·Qk
sh. (2.48)

7. Repeat from Step 1 for the next iteration of k.



20

It is important to use consistent finite differencing when iterating in order to maintain

stability in the solution. In particular, consistency is needed when computing ∇ ·Ug and

∇ ·Qsh as both have the form ∇ ·K∇Te.

Validation of the iSNB method was performed using data from an ICF experiment

performed at LLE’s OMEGA facility (shot 60303) [18]. The 60303 shot consisted of three

picket laser pulses followed by a main laser drive (Fig. 2.1). Shock velocity data was measured

using a VISAR (Velocity Interferometer System for Any Reflector) probe and is plotted in

Fig. 2.1. The rises in the shock velocity near 2 ns, 2.3 ns, and 3 ns are caused by the laser

induced shocks converging. Fig. 2.2 shows the target configuration; the 60303 fuel capsule

consists of an outer polystyrene shell of density 1.08 g/cm3, a DD liquid layer of density

0.198 g/cm3 and an inner DD gas layer of density 4.5× 10−4 g/cm3.
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Figure 2.1: Shock velocity vs. time in shock 60303 as measured by VISAR (black).
Laser power profile given in comparison to visualize relationship
between laser pulses and shock convergence (red) [Figure obtained
from [17]][18].

Figure 2.2: Three layered spherically symmetric fuel capsule for shot 60303 [Figure
obtained from [17]].
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The experiment was modeled using the LILAC and DRACO codes using SESAME

equation of state values and ASTRO ionization and opacity data. The 1D LILAC code uses

a transport method developed by V. Goncharov, described in Section 2.1.4, to calculate

the electron heat flux. LILAC, using Goncharov’s non-local model, accurately predicts the

experimental shock velocities (Fig. 2.3a) and was used as a comparison for DRACO. In initial

calculations DRACO iSNB model did not agree well with the LILAC results, but fared better

than the flux limited model in predicting the shock timing. The flux-limited calculation

missed all three shock convergences while the iSNB model was more successful and predicted

the first and third shock timings (Fig. 2.3b). In Fig. 2.4, the temperature profiles computed

by DRACO were compared to the LILAC simulation. The flux-limiter model, due to being a

local model, underpredicted preheating in the temperature profiles for all times in comparison

to LILAC. The iSNB model, on the other hand, overpredicted preheating. The overprediction

of preheating can be attributed to erroneous application of the MFP formula used by iSNB.

The formula used is only applicable for higher temperatures and becomes inaccurate, growing

without bound, as Te approached zero. Since at early times the fuel capsule is cold, the

iSNB method has too high electron MFPs which allow for electrons to stream out of the

gradient region, creating excessive preheat. The iSNB MFP formula can be compared to

room temperature NIST data, which shows a MFP overprediction by two orders of magnitude

at room temperature (Fig. 2.5a). Cao suggests modifying the MFP formula by introducing a

multiplicative S-Weighting function that acts to reduce MFPs at low temperatures (Fig. 2.5b).

After application of the S-Weight function the temperature profiles calculated by DRACO

iSNB agree much better with the LILAC results (Fig. 2.6a). Furthermore, the shock velocities

(Fig. 2.6b) are unchanged by the introduction of the modified MFPs.
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Figure 2.3: (a) Shock Velocity results using a 1D LILAC simulation of shot
60303. The LILAC solutions (colored) accurately reproduce the shock
timings of the experimental data(black) (b) Shock Velocity results
using DRACO flux-limited and iSNB simulations of shot 60303. The
DRACO models fared worse than the LILAC model in predicting the
shock velocity, with the flux-limited calculation missing all three shock
convergences and the iSNB model missing the second convergence
[Figures obtained from [17]].
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Figure 2.4: (a) DRACO flux-limited temperature profiles (solid) in comparison
with LILAC (dashed). (b) DRACO iSNB temperature profiles (solid)
in comparison with LILAC (dashed). The iSNB method shows over
prediction of the preheating in early times of the simulation in com-
parison to LILAC [Figures obtained from [17]].
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Figure 2.5: (a) Electron MFP using Eq. (2.36) at varying temperatures (solids)
and NIST MFPs at room temperature (dashed) showing disagreement
at room temperature background. (b) Plot of S-Weight multiplica-
tive factor used to adjust iSNB MFPs at low temperatures [Figures
obtained from [17]].
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Figure 2.6: (a) DRACO iSNB temperature profiles (solid) in comparison with
LILAC (dashed) showing better agreement than with unmodified
MFPs (b) The shock velocity profile calculated by DRACO iSNB
remains unchanged after MFP modification [Figures obtained from
[17]].
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In addition to the S-weight correction, Cao has utilized a range based formula to calculate

the iSNB MFPs. The electron slowing down formula is presented in a 2009 paper by Atzeni,

Schiavi, and Davies [19]. In a fully ionized plasma of density ρ, atomic number Z, and mass

number A, an electron with kinetic energy E experiences a stopping power of

dE

ρds
= −D

β2 (2.49)

where

D = 4πe4

mpmec2
Z

A

[
ln
(
mec

2

~ωpe

)
+ 9

16 −
1
2 ln 2 + f(γ)

]
(2.50)

and

f(γ) = ln
(
β
√
γ − 1

)
− (1/8) + ln 2

γ
+ (1/16) + (1/2) ln 2

γ2 (2.51)

where mp is the proton mass, ~ is the reduced Planck constant, ωpe =
√

4πnee2/me is the

electron-plasma frequency, ne is the electron density, β is ratio of velocity to the speed of

light, and γ is the Lorentz factor.

This stopping power equation is used to compute ranges for use as the iSNB λ’s. Letting

i refer to the cell center and i − 1/2 refer to the boundary between cell i and i − 1, the

algorithm (in 1D) is as follows:

1. Set k = 0, l = i, E0 = Eg, and λi,g = 0 where k is the iterative index, l is the current

positional index. Eg is the group energy, and λi,g is the range for cell i energy group g

2. Compute dE/ds for conditions in cell l and energy Ek

3. Compute

Ek+1/2 = Ek + ∆sdE
ds

(2.52)

where ∆s = rl − rl−1/2.
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If Ek+1/2 < 0, then

λi,g = λi,g −
Ek

dE/ds
(2.53)

Stop the iteration

Else

λi,g = λi,g + ∆s. (2.54)

4. Compute dE/ds for conditions in cell l − 1 and energy Ek+1/2.

5. Compute

Ek+1 = Ek+1/2 + ∆sdE
ds

(2.55)

where ∆s = rl−1/2 − rl−1.

If Ek+1 < 0, then

λi,g = λi,g −
Ek+1/2

dE/ds
(2.56)

Stop the iteration

Else

λi,g = λi,g + ∆s. (2.57)

6. Set l = l − 1 and continue at Step 2. (Note: in the event l=1, the origin has been

reached and marching should continue outward at half-cell intervals until energy is

depleted).

2.1.4 Valeri Goncharov’s Non-Local Transport Method

Goncharov et. al. develop a 1-D non-local model (hereafter Goncharov’s model) to better

model shock timing [20]. This model is used in the LILAC code, which was used in the
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validation of the DRACO iSNB method in the previous section. The derivation starts with

the steady state 1-D planar geometry kinetic equation

vx
∂f

∂x
+ eEx

me

∂f

∂vx
= J(f) (2.58)

where J(f) is the collision operator, Ex is the electric field, and vx is the x-direction velocity.

The J(f) term is then simplified to only consider electron-ion collisions and is written

J(f) = −(f − f0)νei(v, x) (2.59)

where f0 is the isotropic part of the electron distribution function and νei is the electron-ion

collision frequency. Assuming the ∂f
∂vx

term in Eq. (2.58) is well approximated by ∂f0
∂vx

and

then integrating, an expression for f is calculated

f =
∫ x

[
f0(x′, v)− eEx

me

∂f0

∂vx

]
We(x′, x, µ) dx′

λei(v, x′)µ
(2.60)

where λei = v/νei is the electron-ion MFP, µ is the direction cosine in the x-direction, and

the kernel We is

We(x′, x, µ) = e−ξ(x
′,x)/µ, ξ(x′, x) =

∫ x

x′

dx′′

λei
. (2.61)

The kernel We only accounts for electron diffusion due to interactions with ions. Electron-

electron collisions and plasma wave excitation will limit electron deposition range to a finite

value λE. A new kernel that vanishes at ξ = 1 can be derived by considering the slowing

down formula
dK

ds
= − K

2λE(K) (2.62)
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where K is the electron energy and ds is the differential electron path. Noting λE ∼ K2 and

integrating the slowing down formula gives

W (x′, x, µ) = CN
K(x)
K(x′) = CN

√
1− ξ(x′, x)

µ
, ξ(x′, x) =

∣∣∣∣∣
∫ x

x′

dx′′

λE

∣∣∣∣∣ (2.63)

where CN = 3/2 is a normalization constant. Replacing W0 with W and λei with λE in

Eq. (2.60) the current jx = e
∫
d3vvxf and the heat flux qx = me

∫
d3vv2vxf/2 are

jx = 2πe
∫ ∞

0
dvv3P (x, v) (2.64)

and

qx = πme

∫ ∞
0

dvv5P (x, v) (2.65)

where

P (x, v) = 3
2

∫ x

−∞
dx′F−0 (v, x, x′)H(1− ξ)− 3

2

∫ ∞
x

dx′F+
0 (v, x, x′)H(1− ξ) (2.66)

and

F±0 = f0

λ
I1(x, x′)± eEx(x′)

T

∂f0

∂ε̂
I2(x, x′), (2.67)

I1 =
√

1− ξ − ξ ln 1 +
√

1− ξ√
ξ

, (2.68)

I2 = (1− ξ)3/2

2 + ξ

4I1 (2.69)

where H(x) is the Heaviside function and ε̂ = mv2/2T . The isotropic distribution function

f0 is assumed to be a Maxwellian. The electric field Ex is defined by applying a zero current

condition jx = 0 and then solving the resultant integral equation iteratively for electric field

via E(n)
x (x′) = E(n)

x (x) + [E(n−1)
x (x′)− E(n−1)

x (x)].
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Goncharov takes into account collisional and collective effects to calculate the penetration

depth λE. Considering the electron-electron and collective wave effects gives an electron

deposition path of

λK = K2

4πe4(nTe Λe + nfeΛc)
(2.70)

where nfe is the free electron density, nTe is the total electron density, Λe is the electron-electron

Coulomb logarithm, and

Λc = log
(

1.123v
ωpbmax

)
(2.71)

where ωp is the plasma frequency and bmax is the maximum impact parameter. Taking into

account electron-ion collisions the 90◦ scattering path length is

λ90 = K2

2πe4nTe (Λe + ZΛi/2) (2.72)

where Λi is the electron-ion Coulomb logarithm and Z is the mean ion charge The electron

penetration depth is then given via

λE =
√
λ90λK . (2.73)

In Fig. 2.7 Goncharov’s model provides good agreement with the experimental VISAR

measurements and accurately predicts the shock break out time and shock speed. Goncharov

compares his model against flux-limited SH and iSNB non-local models. Fig. 2.8 compares

calculated temperature and density profiles for three models at shock breakout for a 40µm

thick CH foil driven by a square laser pulse with peak intensity of 4× 1014 W/cm2. The SH

(dashed lines) and Goncharov (solid lines) models show similar profiles both showing similarly

low preheats. The iSNB model gives a higher preheat and broader density distribution

indicating an over-driven plasma. Unfortunately, Goncharov’s model does not scale well to
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2D DRACO due to too high run times so the faster SNB method is used in multidimensional

calculations and hence the desire for improvement upon the multigroup diffusion solution

discussed in this thesis.

Figure 2.7: Goncharov’s non-local model (solid lines) shows good agreement with
CH foil experiment results obtained on the Omega laser system (thick
gray lines). (a) Comparison of shock breakout time vs. foil thickness.
(b)-(d) Shock velocity over time comparison between simulation and
experimental data. (b) Single 100ps picket with peak intensity 4.9×
1014 W/cm2. (c) Double 100ps pickets with peak intensities 2.2 ×
1014 W/cm2 and 4.5 × 1014 W/cm2. (d) Double 600ps pulses with
peak intensities of 4.4× 1013 W/cm2 and 2× 1014 W/cm2 [Figures
obtained from [20]].
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Figure 2.8: Density (thick lines) and temperature (thin lines) profiles calculated
at shock break out time with the flux limited SH model (dashed), the
non-local Goncharov’s model (solid), and the SNB model (dotted)
[Figure obtained from [20]].

2.1.5 Non-Local Model of Manheimer and Colombant

For the local approximation, Manheimer and Colombant begin their derivation with the

steady state Boltzmann equation with a Krook collision operator

vx
∂f

∂x
− eEx
me

∂f

∂vx
= −(νee + νei)(f(v)− fmb(v)) (2.74)

where νei and νee are the electron-ion and electron-electron collision frequencies respec-

tively [21][22]. By writing the distribution function as the sum of a Maxwellian and a

correction f = fmb + f1L the local distribution is given by

fmb = ne
(2πTe/me)3/2 exp

(
−mev

2

2Te

)
(2.75)
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and

f1L = 1
νee + νei

[
ε(x) +

(
mev

2

2Te
− 3/2

)
1
Te

dTe
dx

]
vxfmb (2.76)

where

ε(x) = 1
n

dn

dx
+ eE
Te
. (2.77)

In order to solve for the electric field term, the zero current condition is applied. The electric

field term is found to be

ε(x) =
[

3
2 −

Z4(Z)
Z2(Z)

]
T ′e/Te (2.78)

where

Zn(Z) = 1
5.4

∫ ∞
0

u(n+4)/2 exp(−u)
B(u, Z) du (2.79)

and

B(y, Z) = y3/2

1.3 + y3/2 + Z

2 . (2.80)

Note that B(y, Z) and Zn(Z) arise from the functional forms of the collision frequencies.

Taking the appropriate moment of the distribution function the local flux is

qsp = −KspT
5/2∂T

∂x
=
∫ ∞

0
q(x,E)dE (2.81)

where q is in erg/cm2-s, T and E are in eV, and lengths are in cm.

q(x,E) = − Ksp

β(∞, Z)

E4
[
E

T
− Z4

Z2

]
∂T

∂x
T 5/2B(E/T, Z) exp(−E/T ) (2.82)

where E is the particle energy, q(x,E) is an energy dependent flux and

β(y, Z) =
∫ y

0

(
u− Z4

Z2

)
u4 exp(−u)

B(u, Z) du (2.83)
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The non-local Krook heat flux is generated by convoluting a delocalization kernel with

Eq. (2.82) and adding a non-local correction to the electric field δε. Taking these things into

account the non-local flux is

q(x) = −1
2

∫ ∞
−∞

∫ ∞
0

Ksp

β(∞, Z)

E4
([
E

T
− Z4

Z2

]
∂f

∂x′
+ Tδε

)
T 5/2B(E/T, Z)

× {k(x′, E) exp(− |H(x, x′, E)|} exp (−E/T ) dE dx′

(2.84)

where

H =
∫ x

x′
dx′′k(x′′, E) (2.85)

and k(x,E) is the inverse MFP, which is well approximated in the high energy limit by

k(x,E) =
2.26× 10−13n log Λ

√
1 + Z/2

E2 . (2.86)

Due to numerical constrains arising from a finite grid discretization, Colombant and Man-

heimer recommend preforming the convolution integral only above some cutoff energy Ecr

below which the local approximation is sufficient. To choose an appropriate value of Ecr, a

set of three conditions is imposed

k(x,Ecr)∆x = 0.2, LT > 5∆x (2.87a)

k(x,Ecr)L = 1, LT < 5∆x (2.87b)

Ecr/T > 4.2 (2.87c)

where ∆x is the grid spacing, LT is the temperature gradient length, and L is the problem

scale length. By applying a perturbation expansion to the non-local expression and reapplying
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the zero current condition, the correction to the electric field term can be evaluated

δε = − 1
10.8Z2Ksp(x)T 5/2(x)

∫ ∞
−∞

∫ ∞
Ecr

[j(x′, E)−j(x,E)]{k(x′, E) exp(−|H(x, x′, E)|) dE dx′}

(2.88)

where j(x,E) = q(x,E)/E. Combining everything the non-local heat flux is

q(x) = − 1
β(∞, Z)

[
β(Ecr/T, Z) + Z4

Z2
α(Ecr/T, Z)

]
KspT

5/2∂T

∂x
+G (2.89)

where

α(y, Z) =
∫ ∞
y

(
u− Z4

Z2

)
u3 exp(−u)

B(u, Z) du (2.90)

and

G = 1
2

∫ ∫ ∞
Ecr

q(x′, E)
(

1− Z4T (x)
Z2E

)
k(x′, E) exp(−|H|) dE dx′. (2.91)

An alternative expression for heat flux can be derived by applying a pressure balance

condition to determine the electric field. For gradual gradients, Colombant and Manheimer

found that their model accurately reproduce the SH-flux. When applied to a steep gradient

(Fig. 2.9a), the non-local model shows flux limiting and preheating in comparison to the SH

flux indicating that non-local effects are being accounted for.
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Figure 2.9: (a) Density, temperature, and critical energy plots for simulation
problem. (b) Plots of the Krook heat flux for zero current (solid)
and pressure balance (dash-dot) conditions in comparison to the
Spitzer-Harm flux (dashed) showing flux limiting and preheat [Figures
obtained from [22]].
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Chapter 3

Theory

3.1 Derivation from Electron Transport Equation

We wish to derive a transport equation that can be used to compute the electron heat flux.

The derivation begins with the steady state transport equation similarly to the second part

of SNB paper

v · ∇f − e

me

E · ∂f
∂v

= C(f) (3.1)

where f is the electron distribution function, E is the electric field, and C(f) is some collision

operator. The electron distribution function is expanded as the sum of a the first order

Maxwellian dominated solution given by SH theory and an additional correction term (note

r and v dependence is suppressed):

f(Ω) = ∆f(Ω) + fmb0 + 3Ω · fmb1 (3.2)
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where

fmb
1 = v

3ν ′ei(v)

(
mev

2

2Te
− 4

)
fmb0
∇Te
Te

. (3.3)

Plugging the expanded distribution function into the transport equation Eq. 3.1 and expanding

gives:

0 =− C(∆f(Ω)) + vΩ · ∇(∆f(Ω))− e

me

E · ∂∆f(Ω)
∂v

−
[
C(fmb0 )

]
+
[
−C(3Ω · fmb1 ) + vΩ · ∇(fmb0 )− e

me

Emb ·Ω∂fmb0
∂v

]

+vΩ · ∇(3Ω · fmb1 )− 3eE
mev2

∂v2fmb1
∂v

− e

me

∆E ·Ω∂fmb0
∂v

(3.4)

where ∆E is the non-local correction to the electric field. The two expressions in square

brackets are both equal to zero. The first since collisions of a Maxwellian are in equilibrium

and the second by the definition of the fmb1 quantity, which uses a Lorentz approximation

collision operator. Furthermore, we neglect the non-local correction to the electric field

(E = Emb). This simplifies the transport equation to:

−C(∆f(Ω)) + vΩ · ∇(∆f(Ω))− e

me

E · ∂∆f(Ω)
∂v

=− 3vΩ · ∇(Ω · fmb1 ) + 3 eE
mev2

∂v2fmb1
∂v

.

(3.5)

The transport equation can be further simplified by using a Krook collision operator (C(·) =

−v/λ(v)·) and neglecting the electric field on the LHS of the equation (note these two

approximations are made for the purpose of comparison with the SNB model and the more

general case will be treated later). Furthermore, it is assumed the source term has the same

functional form in velocity as the SNB model. Multiplying through by 1
2mev

4 the equation
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can be cast into a transport equation in terms of

∆q(r,Ω, v) = 1
2mev

5∆f(r,Ω, v) (3.6)

where ∆q(r,Ω, v) is the angular heat flux correction. Namely,

Ω · ∇(∆q(r,Ω, v)) + 1
λ(r, v)∆q(r,Ω, v)

=− 3Ω · ∇(g(v)Ω ·QSH(r))
(3.7)

where

g(v) = 1
12vth

(
v

vth

)9
exp(−(v/vth)2). (3.8)

The heat flux Q is related to ∆q via

Qnl = Qsh +
∫ ∞

0

∫
4π

∆q(r,Ω, v)ΩdΩdv. (3.9)

Or alternatively

∇ ·Qnl = ∇ ·Qsh −
∫ ∞

0

∫
4π

∆q(r,Ω, v)
λ(r, v) + 3Ω · ∇(g(v)Ω ·QSH(r))dΩdv

= ∇ ·Qsh −
∫ ∞

0

∫
4π

∆q(r,Ω, v)
λ(r, v) dΩdv −∇ ·Qsh + J · E

= −
∫ ∞

0

∫
4π

∆q(r,Ω, v)
λ(r, v) dΩdv.

(3.10)

Putting the transport equation into multi-group form gives:

Ω · ∇(∆qg(r,Ω)) + ∆qg(r,Ω)
λg(r) = −3Ω · ∇(ηg(r)Ω ·QSH(r)) (3.11)
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where

ηg(r) =
∫
g
g(v)dv = 1

24

∫ Eg+1/2/kTe(r)

Eg−1/2/kTe(r)
β4 exp (−β)dβ (3.12)

and Eg±1/2 are the upper and lower bounds of energy group g. The heat flux divergence is:

∇ ·Qnl = −
∑
g

∫
4π

∆qg(r,Ω)
λg(r,Ω) dΩ. (3.13)

The transport equation mirrors the form of the iSNB equations with a streaming operator

replacing the diffusion operator and the source term kept to higher order.

In the prior derivation we used a simple collision operator inversely proportional to the

MFP. This operator however gives rise to exponentially decaying solutions similarly to the

diffusion solution that result in greater preheat prediction. Charged particles however tend

to have finite ranges and deposit most of their effective charge near the end of their range

(Fig.‘3.1). This issue necessitates the usage of a different collision operator. Integrating Eq.

3.5 group-wise with 1
2mev

4 and keeping the general collision operator gives

−
∫ vg+1

vg

1
2mev

4C(∆f(r,Ω, v))dv + Ω · ∇(∆q(r,Ω, v)) = −3Ω · ∇(ηgΩ ·QSH(r)) (3.14)

which has a corresponding heat flux divergence given by

∇ ·Qnl =
∫ ∞

0

∫
4π

1
2mev

4C(∆f(r,Ω, v))dΩdv. (3.15)
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Figure 3.1: Diffusion type solution compared to slowing down formula operator.

Instead of a proportional collision operator a continuous slowing down operator can be

used instead. Such an operator takes the form

C(f) = 1
me

∂

∂v
(S(v)f(v)) (3.16)

where S(v) is the electron stopping power (dE/ds). Substituting in the continuous slowing
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down operator gives

∇ ·Qnl =
∫ ∞

0

∫
4π

1
2mev

5 1
mev

∂

∂v
(S(r, v)∆f(r,Ω, v))dΩdv. (3.17)

Discretizing the expression in velocity space and assuming the slowing down force varies

slowly so that we may assume it constant over a single energy group gives

∇ ·Qnl = −
∑
g

∫
4π

1
λg→g−1

(∆qg+1 −∆qg−1)dΩ. (3.18)

Now that we have a transport equation we need a method to solve it. There are several

ways in which to solve such equations using deterministic methods such as discrete ordinates

or higher order Legendre expansions or statistical methods such as Monte Carlo (MC). We

elected to use MC methods to solve our transport equation due to the presence of existing

MC framework for radiation transport in the 2D DRACO code, which could be repurposed

to our needs and reduce development time. MC methods have the further advantage in that

they are highly parallelizable, which is useful for keeping simulation runtimes manageable.

3.2 Monte Carlo Algorithm

Defining the total number of MC particles ntot, cell index i, j, group index g, volume of cell

Vi,j, the transport equation 3.14 is solved via the following MC method.

1. Ni,j,g particles are allocated to each energy group/cell in proportion to the isotropic

source magnitude |∇ ·Ug(ri,j)| with a minimum of at least 1 per cell/group.

Ni,j,g =
⌊
Ntot ·

|∇ ·Ug(ri,j)|∑
i,j,g |∇ ·Ug(ri,j)|

⌋
+ 1 (3.19)
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2. Each particle is uniformly distributed within its cell volume and its direction Ωbirth is

uniformly sampled in 4π. The particle energy is sampled from the distribution

g(E) = 1
24

(
E

kTe

)4
exp

(
E

kTe

)
. (3.20)

3. Initial particle weight in cell i, j is given by

sg(ri,j,Ω)
Ni,j,g

· Vi,j (3.21)

where sg is the transport equation source term.

4. The distances to boundary, collision, and downscattering interactions are sampled and

the distance to the closest interaction (dmin) is selected.

• Boundary: In r − z the cell boundaries are conical so a quadratic equation is

solved to calculate the distance dboundary to intersection between the boundary and

the straight line path of the particle. Furthermore, for straight line paths a range

is computed for each cell and if the range is less than the distance to boundary

the particle history can be terminated (range rejection) improving computational

efficiency.

• Collision: More on this later.

• Downscattering: The distance to the lower energy group bound Eg−1/2 is calculated

via

ddownscatter = Eg−1/2 − Ecurrent
dE/ds

. (3.22)

5. Particle energy is reduced by

∆E = dE

ds
(ri,j, Eg) · dmin (3.23)
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using the slowing down formula in Atzeni 2009 [19].

6. The particle’s weight is reduced by |∆E/Ebirth| ·Wbirth and the current cell’s tally is

increased by the same amount.

7. Particle history is terminated when either the particle weight falls below a fixed fraction

of its initial weight or its energy is depleted.

After all particles are transported, ∇ ·Qnl is recovered by summation of the tallies over all

groups and then dividing the total by the cell volume. The process can then be iterated via

the iSNB implicit algorithm [17] until the temperature solution is converged.

3.3 Electric Field Treatment

The transport method differs from the diffusion method in that it can model particle

trajectories. As such the transport method is able model electric field effects. The SNB

method includes a correction to the diffusion coefficient based on the electric field correction

to the LMV kernel in [23] to account for some electric field effects via

1
λ′e

= 1
λe

+ |eEmb|
kbTe

(3.24)

where λE = kbTe/|eEmb| is the maximum distance an electron of energy Te can travel in

a direction opposed to the electric field. The downside to this correction is that it is non-

directional and limits the electron range regardless of whether the particle is traveling with

or against the electric field.

For the transport method, we wish to model how the trajectory of the MC particle is

modified by the electric field. Two forces act upon the particle. The first is the frictional
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slowing down force which acts opposed to the direction of motion, the second is the force due

to the electric field. For the slowing down force we use the stopping power as before. For the

electric field we use the relation derived from SH theory

Emb = kTe
e

(∇ne
ne

+ γ
∇Te
Te

)
(3.25)

where γ = 1 + 3/2(Z + 0.477)/(Z + 2.15). In the presence of an electric field the MCP will

travel in a curved path, which increases the computation cost particularly in computing

boundary crossings. In order to mitigate this somewhat we allow the particle to travel in a

straight line trajectory and then correct the angle at the end of the ∆s step to account for

the contribution of E⊥. This necessitates a limit to restrict the angular deflection at each

step. For each spatial step the forces acting on the MCP are split into their parallel and

perpendicular components. The electric force is

FE = −eE (3.26)

with parallel component

FE‖ = −eE ·Ω = FEµ (3.27)

and perpendicular component

FE⊥ = |−eE + (eE ·Ω) Ω| = FE
√

1− µ2 (3.28)

with the perpendicular basis vector of

Ω⊥ = −eE + (eE ·Ω)Ω
FE
√

1− µ2 . (3.29)
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Adding the parallel electric and stopping power forces gives a total force in the parallel

direction of

F‖ = dE

ds
+ FE‖. (3.30)

For F‖ negative the particle will be downscattered and for F‖ positive the particle will be

upscattered. As such, in low density high temperature regions particles can experience orbits.

Computing where the electric force exceeds 1% of the slowing down in Fig 3.2 it is

apparent that electric field plays its most significant role in low density regions and in the

higher energy groups. As such we expect to see the largest differences in the corona or

out ahead of the shell. Figs. 3.3 and 3.4 depict example trajectories for single particles

under realistic plasma conditions with and without the influence of an electric field in the

coronal plasma (generated via a standalone Matlab script). In Fig. 3.3 the sample particle

exhibits a large amount of orbital behavior. In Fig. 3.4, the electric field deflects the particle

trajectory inwards bringing it closer to the dense shell resulting in a shorter path length than

the trajectory under slowing down only. The single particle tallies for the trajectories in

Fig 3.4 are seen in Fig. 3.5 in which there appear to be significant differences between the

two treatments.

Figure 3.2: List of cells/groups in which the electric field exceeds 1% of the slowing
down force. The electric field has the most influence in regions where
the density (black) is lowest in particular the corona and the least
influence in the high density shell.



48

Figure 3.3: Single electron MCP trajectory for an electron starting in the highest
energy group (40 keV) depicting a curved trajectory due to the electric
field influence and orbiting behavior
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Figure 3.4: Single electron MCP trajectory for an electron starting in the highest
energy group (40 keV) depicting a curved trajectory due to the electric
field influence. The electric field influenced trajectory has a shorter
path due to deflection closer to the high density shell region.
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Figure 3.5: Tally comparison for particle trajectories depicted in Fig. 3.4.

Such orbital behavior can however be undesirable for calculation since it can take multiple

orbits for a particle to complete its history and allows for runaway electrons, significantly

increasing the computational run time. In order to avoid this issue we allow only decaying

orbits to occur by imposing the artificial constraint that F‖ is strictly negative. Namely, for

each energy group we impose an upper limit on FE of

F g
E = min

−dE
ds

∣∣∣∣∣
g

, FE

 . (3.31)

For a particle in group g, bounded by velocities vg−1/2 and vg+1/2 and with initial velocity
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vi, the equations of motion are

mvf‖ = mvi + F g
‖ · t (3.32)

and

mvf⊥ = 0 + F g
⊥ · t. (3.33)

We want to limit the deflection angle to around δ = 0.1 rad (6◦) so that the assumption

that the slowing down formula is only in the initial particle direction remains valid. Also this

limits the fraction of perpendicular kinetic energy to δ2 = 0.01. (Note: one might want to be

more restrictive to take into account energy group spacing). Using the equations of motion,

the angular deflection θ is well approximated by

θ ≈ tan(θ) = vf⊥
vf‖

= F g
⊥ · t

mvi + F g
‖ · t

<
F g
⊥ · t

mvg−1/2
. (3.34)

Setting the limit δ equal to this upper bound gives a time to deflection of

t⊥ = δ ·
mvg−1/2

F g
⊥

. (3.35)

(Note: This is slightly more restrictive than need be since it uses the lower group bound

velocity, but doing this avoids the extra computation cost of simultaneously solving the

perpendicular and parallel equations. Also, for group 1 the lower group bound is zero so we

recommend neglecting the electric field for this group [the stopping force is likely to greatly

exceed the electric field there anyway]). In terms of travel distance in the parallel distance

the deflection limit is

ddeflection = t⊥ ·
(
vi + t⊥

F g
‖

2m

)
. (3.36)

Due to the parabolic nature of this distance formula it is possible for invalid distances to
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occur if t⊥ produces a result after the parabola’s peak. Specifically we must require that

t⊥ = δ ·
mvg−1/2

F g
⊥

<
mvi
|F g
‖ |

(3.37)

or

δ <

[
vi

vg−1/2

] ∣∣∣∣∣∣F
g
⊥
F g
‖

∣∣∣∣∣∣ . (3.38)

A more restrictive condition can be derived by comparing the time to deflection to the time

to downscattering. Namely if

δ <

[
vi

vg−1/2
− 1

] ∣∣∣∣∣∣F
g
⊥
F g
‖

∣∣∣∣∣∣ (3.39)

then deflection is more limiting than downscattering, otherwise downscattering is more

restrictive then deflection. If downscattering is limiting the downscattering limit is calculated

via the parallel equation to be

dD.S. = Eg−1/2 − Ei
F g
‖

. (3.40)

Once the most limiting interaction is found the particle is advanced. The energy is updated

via

∆E = F g
‖ · dmin (3.41)

and if a downscattering or a boundary event occurs the appropriate index is modified. The

particle direction is deflected by an angle of θ in the plane defined by Ω and Ω⊥. The

scattering angle is well approximated by

θ = vf⊥
vf‖

= F g
⊥ · t

mvi + F g
‖ · t

(3.42)

where t is

t = 2 · dmin
vi + vf

. (3.43)
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The updated direction vector is

Ωf = Ω cos θ + Ω⊥ sin θ. (3.44)

Other than these modifications the MC algorithm precedes as described in the previous

section. It should be noted that in practice, most of the heat flux divergence is confined to

regions near the temperature and density gradients close to the dense shell where the effects

of the electric field are relatively weaker. As such, inclusion of the electric field seems to only

have a small effect on the overall integrated simulation results.

3.3.1 Specifics for r-z coordinates:

In the DRACO code the MCP position and angular variables are stored in Cartesian

coordinates.

E = Err̂ + Ezẑ = Er(cosϕx̂ + sinϕŷ) + Ezẑ (3.45)

where cosϕ = x/
√
x2 + y2 and sinϕ = y/

√
x2 + y2. Defining

ê = −E/|E| = err̂ + ezẑ (3.46)

as the electric force direction and

Ω = µxx̂ + µyŷ + µzẑ (3.47)

as the particle direction:

FE = e
√
E2
r + E2

z (3.48)
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and

µ = ê ·Ω = er(µx cosϕ+ µy sinϕ) + ezµz. (3.49)

The directional component of the electric force perpendicular to the particle’s direction is

Ω⊥ = ê− µΩ√
1− µ2 , (3.50)

For the scattering of the particle by an angle of θ in the Ω Ω⊥ plane we have

Ω′ = Ω cos θ + Ω⊥ sin θ (3.51)

which expands to

µ′x = µx cos θ + (er cosϕ− µµx)√
1− µ2 sin θ,

µ′y = µy cos θ + (er sinϕ− µµy)√
1− µ2 sin θ,

µ′z = µz cos θ + (ez − µµz)√
1− µ2 sin θ.

(3.52)

3.4 Hybrid Modeling

In order to maximize code efficiency it is important to only run transport for cells/groups

in which the MFP is larger than the cell size length. Doing this allows for low energy short

MFP particles to be run with the faster iSNB diffusion algorithm while freeing up MCPs

for use in long MFP regions. In Fig. 3.6 a couple of metrics are plotted in order to show

where transport is most important spatially. For this plot in each energy group the MFP was

compared to the cell size and then the total fraction of the source term in each cell requiring

a transport treatment (bottom left) and the number of energy groups in each cell requiring a
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transport treatment (bottom right) were plotted. As can be seen, transport is least important

in regions near to the dense shell and most important in low density or high temperature

regions such as the corona. As ∇ ·Q tends to be greatest near the spatial gradients close to

the dense shell, it appears that significant savings may be gained by hybrid method usage.
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Figure 3.6: Density distribution (top left), electron temperature distribution (top
right), the proportion of the heat flux divergence in each cell requiring
transport treatment (bottom left), the number of groups in each cell
requiring transport treatment (bottom right).

For the hybrid method, in each cell and energy group the MFP λi,j,g is compared to

the cell size Li,j (defined as the minimum side or diagonal length of the quadrilateral cell
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in RZ geometry). For Li,j/λi,j,g, ratios greater than some cutoff ratio (a minimum of 3

seems to work) particles will largely remain within the influence of their source cell and will

consequently behave diffusively. For low ratios the cell is optically thin and the particle will

exhibit transport like behavior instead. The hybrid method is accomplished via replacement

of step 4 and 5 of the iSNB iterative algorithm (Section 2.1.3) with the following.

• For each cell/group determine

δtri,j,g =


0 if λi,j,g · τcutoff < Li,j

1 otherwise
(3.53)

where τcutoff is a user set parameter (≥ 3) that defines the minimum optical depth for

diffusion to occur.

• Solve the diffusion equation with reduced source term

(
1

λg(r) −∇
λg(r)

3 ∇
)
Hg(r) = −(1− δtri,j,g) · ∇ ·Uk

g . (3.54)

• Solve the transport equation with reduced source term

Ω · ∇(∆qg(r,Ω)) + 1
λg(r)∆qg(r,Ω)

=− 3 · δtri,j,g ·Ω · ∇(Ω ·Ug(r)).
(3.55)

• Calculate the hybrid ∇·Q solution by adding the reduced source diffusion and transport

solutions

∇ ·Qk
nl(r) = −

∑
g

1
λg(r)

(
Hg(r) +

∫
4π

∆qg(r,Ω)dΩ
)
. (3.56)

The solutions can be combined linearly like this because of the mirrored forms of the iSNB
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and transport equations. Note the diffusion equation is solved via deterministic diffusion

solver and the transport equation is solved via Monte Carlo. As such MCPs originating in

the transport regions that travel to diffusive regimes continue to receive full MC treatment

instead of a simplified diffusion treatment.

3.5 Theory Summary

In summary, the transport equation

−
∫ vg+1

vg

1
2mev

4C(∆f(r,Ω, v))dv + Ω · ∇(∆q(r,Ω, v)) = −3Ω · ∇(ηgΩ ·QSH(r)) (3.57)

is solved for non-local heat flux divergence given by

∇ ·Qnl =
∫ ∞

0

∫
4π

1
2mev

4C(∆f(r,Ω, v))dΩdv (3.58)

via the following MC algorithm.

Defining the total number of MC particles ntot, cell index i, j, group index g, volume of

cell Vi,j , and the parallel and perpendicular forces acting on a particle with energy in group g

as F g
‖ and F g

⊥, the transport equation 3.57 is solved via MC method as follows:

1. Ni,j,g particles are allocated to each energy group/cell in proportion to the isotropic

source magnitude |∇ ·Ug(ri,j)| with a minimum of at least 1 per cell/group.

Ni,j,g =
⌊
Ntot ·

|∇ ·Ug(ri,j)|∑
i,j,g |∇ ·Ug(ri,j)|

⌋
+ 1 (3.59)

Note: in the hybrid method we only compute this in cells which are optically thin
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enough (<3 MFPs wide) to require transport.

2. Each particle is uniformly distributed within its cell volume and its direction Ωbirth is

uniformly sampled in 4π. The particle energy is sampled from the distribution

g(E) = 1
24

(
E

kTe

)4
exp

(
E

kTe

)
. (3.60)

3. Initial particle weight in cell i, j is given by

Wbirth = sg(ri,j,Ωbirth)
Ni,j,g

· Vi,j (3.61)

where sg is the transport equation source term.

4. The distances to boundary, angular deflection, and downscattering interactions are

sampled and the distance to the closest interaction (dmin) is selected.

• Boundary: The distance to cell boundary is calculated using the particle’s straight

line trajectory.

• For the downscattering and electric field angular deflection interactions the choice

of limiting interaction is related.

– If

δ <

[
vi

vg−1/2
− 1

] ∣∣∣∣∣∣F
g
⊥
F g
‖

∣∣∣∣∣∣ (3.62)

where δ is the angular deflection limit (recommend value 0.1) then angular

deflection due to the electric field is more limiting than downscattering and

we use

ddeflection = t⊥ ·
(
vi + t⊥

F g
‖

2m

)
Deflection Limit (3.63)
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where

t⊥ = δ ·
mvg−1/2

F g
⊥

. (3.64)

– Otherwise downscattering is more limiting than electric field angular deflection

and we use

dD.S. = Eg−1/2 − Ei
F g
‖

Downscattering Limit (3.65)

5. The particle is moved by dmin in its initial direction.

6. Particle energy changes by

∆E = F i,j,g
‖ · dmin. (3.66)

7. Particle direction is rotated by an angle of θ in the plane of Fg
‖ and Fg

⊥.

θ = vf⊥
vf‖

= F g
⊥ · t

mvi + F g
‖ · t

(3.67)

where t is

t = 2 · dmin
vi + vf

. (3.68)

8. The particle’s weight is reduced by |∆E/Ebirth| ·Wbirth and the current cell’s tally is

increased by the same amount.

9. Particle history is terminated when either the particle weight falls below a fixed fraction

of its initial weight or its energy is depleted.

After all particles are transported, ∇ ·Qnl is recovered by summation of the tallies over all

groups and then dividing the total by the cell volume. The process can then be iterated via

the iSNB implicit algorithm (repeated below) [17] until the temperature solution is converged.
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The iSNB iterative algorithm for the transport equation is as follows:

1. Solve the temperature equation for T (k)
e

ρCv
T ke − T ne

∆t = −∇ ·Qk
sh + Snext + Sk−1

nl,correction (3.69)

where k is the iterative index, Kn
SH is the coefficient in the SH flux, Sk−1

nl,correction is the

SNB correction to the SH flux, and S0
nl,correction = 0.

2. Recompute ∇ ·Qk
sh using T ke .

3. If k > 1, check for convergence with criterion

|∇ ·Qk
sh −∇ ·Qk−1

sh | ≤ αρCv,e
T ke
∆t (3.70)

where α is a user defined parameter set to α = 0.01. Cao recommends only checking

convergence in cells with a density greater than 1 × 10−4 g/cm3. If converged, set

T n+1
e = T (k)

e and exit the loop and advancing to the next time step.

4. If not converged

• For pure transport: solve the transport equation via the above MC algorithm

−
∫ vg+1

vg

1
2mev

4C(∆f(r,Ω, v))dv + Ω · ∇(∆q(r,Ω, v)) = −3Ω · ∇(ηgΩ ·QSH(r))

(3.71)

where g is the group index and βg = Eg/kT .

• For the hybrid method: solve the reduced source term transport and diffusion
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equations via their respective solvers

−
∫ vg+1

vg

1
2mev

4C(∆f(r,Ω, v))dv+Ω·∇(∆q(r,Ω, v)) = −3·δtri,j,g·Ω·∇(ηgΩ·QSH(r))

(3.72)

(
1

λg(r) −∇
λg(r)

3 ∇
)
Hg(r) = −(1− δtri,j,g) · ∇ ·Uk

g (3.73)

where δtri,j,g is 0 for cells/groups that are optically thick enough for diffusion and 1

otherwise.

5. Compute ∇ ·Qnl

• For pure transport: the solution is given via the tallied solution to the MC

algorithm

∇ ·Qk
nl(r) = −

∑
g

1
λg(r)

∫
4π

∆qg(r,Ω)dΩ. (3.74)

• For the hybrid method: the solution is the sum of the reduced source deterministic

diffusion and MC transport solutions

∇ ·Qk
nl(r) = −

∑
g

1
λg(r)

(
Hg(r) +

∫
4π

∆qg(r,Ω)dΩ
)
. (3.75)

6. Compute

S
(k)
nl,correction = −∇ ·Qk

nl +∇ ·Qk
sh. (3.76)

7. Repeat from Step 1 for the next iteration of k.
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Chapter 4

Simulations and Results

The MC model, hereafter ETTMC (Electron Thermal Transport Monte Carlo), was tested

with several realistic simulations in both the 1D LILAC and 2D DRACO codes against

currently existing methods in the code, the iSNB diffusion method in 1D and 2D and

Goncharov’s method in 1D. The integrated results of these simulations indicate that the

diffusion based iSNB method is adequate for these experimental conditions. This is because

the ETTMC transport method yields similar results to the iSNB method.

4.1 1D Simulations

4.1.1 Omega shot 60303: shock timing experiment

Shot 60303 was a cryogenic target shot on LLE’s OMEGA laser system [18]. The primary

purpose of this experiment was to measure the shock convergence within a target. Shock

velocity was measured using a Velocity Interferometer System for Any Reflector (VISAR)
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device on which the target was mounted (Fig. 4.1). The target consisted of a deuterated

plastic shell and an inner liquid deuterium layer. The laser profile consisted of three laser

pickets followed by a main drive (Fig. 4.2). Since each laser picket is successively larger the

shocks catch up to each other at which point there is a marked increase in the shock velocity.

Simulation of this shot was done in LLE’s 1D LILAC code, the simulation in 1D

spherical geometry consisted of an innermost 23.5 micron thick 10 cell region of DD gas at

4.5× 10−4 g/cm3 density, followed by a middle layer of 400 micron thick 400 cell region of

DD liquid at 0.17 g/cm3 density, and an outermost 9.5 micron thickness layer consisting of

220 cell region of deuterated plastic at density 0.985 g/cm3 (Fig. 4.3).

Figure 4.1: Diagram depicting the experimental setup for the Omega shot 60303
shock timing experiment. 36 beams illuminate a hemisphere of the
target[Figure obtained from Boehly 2011[18]].
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Figure 4.2: Measured shock velocity (black) and laser power (red) for Omega
shot 60303 [Figure obtained from Cao 2015 [17]].
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Figure 4.3: Cross section of the target capsule for Omega shot 60303.

Simulations seem to indicate that an average of 10 MCP per cell/group minimum is

sufficient for a convergent solution of the ∇ ·Qnl quantity. The effect of number of source

MCPs on the statistical convergence of ∇·Q is demonstrated in Fig. 4.4. For this comparison

a single time step of the shot 60303 simulation was computed with a differing number of

source MCPs and the resultant non-local heat flux divergence is plotted. As can be seen,

the statistical noise in the ∇ · Q quantity decreases with a higher particle count. Near

the outer edge of the dense cell (near 273 µm), there is a significant difference between

the 1 MCP/cell-group and higher particle count calculations. As this region contributes

to heating the dense shell and thus preheating it is important to model correctly. The

10 MCP/cell-group and above calculations produce similar results across the entire domain

therefore we recommend a minimum of at least a 10 MCP per cell/group average in order
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to achieve converged results. Ideally the more particles used the better the MC statistics

(Error ∼ 1/
√

#MCPs), however this must be balanced with considerations for the total

simulation runtime (Runtime ∼ #MCPs). Note that since many of the cells fall outside of

the gradient region they have a low importance to calculating the solution and as such have

less than the average number of MCP. Since ∇ ·Qnl is orders of magnitude larger nearest

to the material gradients the low number of MCP in the other cells (and resultant higher

variance) does not appreciably affect the overall solution.
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Figure 4.4: Comparison of ∇ · Q for single time step for 1, 10, 100, and 1000
MCPs/cell-group displaying differing statistical variation.

The 1D Omega shot 60303 simulation was run with three methods in the LLE’s 1D

LILAC multiphysics code: the iSNB method, Chenhall’s new ETTMC transport method

and a third 1D method by Valeri Goncharov [20]. The simulations were run on a single core

as LILAC is a non-parallelized code. The ETTMC transport model was run with run with

2.5× 106 MCPs per time step which is an average of about 100 MCP per cell/group. The

three models were run to 3.5 ns and the shock front position was extracted from the code as
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the innermost point where the density had risen to about twice the liquid deuterium density

(0.34 g/cm3). The shock velocity was computed via the numerical derivative of the shock

position. The shock velocity was compared between models and against the experimental

VISAR measurement (Fig. 4.5). The ETTMC transport and iSNB shock timing curves

are the closest together and the Goncharov method most closely matches the experimental

model. It should be noted that all three models miss the second shock convergence due

to the overprediction of the shock speed after the first shock convergence. This is likely a

consequence of the overprediction of laser absorption in the code.
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Figure 4.5: Shock timing comparison for iSNB, ETTMC transport, and Gon-
charov electron thermal transport methods with experimental VISAR
data.

4.1.2 Omega shot 59529: shock timing experiment

Shot 59529 was another experiment preformed on LLE’s Omega laser system [18] that used a

VISAR to measure the shock velocity (Fig. 4.6). This target consisted of an outer aluminum

ablative layer followed by a plastic (CH) shell and an inner deuterium fuel region. The laser

consisted of a succession of three laser pickets (Fig. 4.7). Simulation of this shot was done
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in the 1D LILAC code. The simulation geometry consisted of an outer 50-cell 0.099 µm

2.7 g/cm3 aluminum ablative layer, a 220-cell 8.91 µm, 1.097 CH shell (43% carbon), a

400-cell 406.5 µm, 0.173 g/cm3 deuterium fuel layer, and an inner 10-cell 30 µm deuterium

gas 4.5× 10−4 g/cm3.

Figure 4.6: VISAR measured shock velocity for Omega shot 59529.
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Figure 4.7: Laser power for Omega shot 59529.
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Figure 4.8: Cross section of the target capsule for Omega shot 59529.

The 1D Omega shot 59529 simulation was run with the non-local iSNB and ETTMC

transport models. The non-local models are only turned on in the code after the first picket

(before which a flux limiter of 0.06 is used) in order to compensate for inaccuracies in the

codes ability to predict the target’s cold start-up. In particular, the codes overpredict the

laser absorption. Additionally, a flux limiter simulation with a flux limit of 0.06 and an iSNB

simulation without the delayed non-local start-up were run. For this simulation the iSNB,

ETTMC, and flux limiter methods produced similar results while the iSNB method with

no delay over predicted the shock velocity (Fig. 4.9). While the no delay iSNB simulation

correctly predicts the shock break out time near 220 ps it overpredicts the shock velocity

by about 15%. The other simulations more accurately reproduce the shock velocity but the

shock break out time is somewhat delayed. A study of adjusting the flux limiter parameter
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during the first picket seems to indicate that it is not possible to match both the shock timing

and shock velocity near the shock break out at 220 ps. The overprediction of the shock

velocity in the no delay simulation means that there is a longer time until the second shock

catches up resulting in the 250 ps lag behind the measured shock convergence at 2100 ps.

The other methods predict a shock convergence 100 ps too early, which is a result of a too

fast of a second shock as seen by the higher predicted shock speed after 2100 ps.



75

Figure 4.9: Omega shot 59529 shock timing comparison for iSNB, ETTMC trans-
port and flux limiter electron thermal transport methods with experi-
mental VISAR data.
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Another thing of note is that the experimental data indicates a sharper jump in the shock

velocity at the first convergence (10 ps vs 90 ps). This issue can be resolved by refinement of

the grid used in the simulation. In order to study the effect of spatial convergence in the

simulations, 1x, 2x, and 4x grids were compared for the iSNB method. By increasing the

grid resolution the simulation was able to better predict the sharp jump in shock velocity at

the shock convergence (Fig. 4.10). Furthermore, increasing the grid resolution decreases the

noise in the calculated shock timing curve. The reason for these improvements can be seen

by looking at the density plot. Fig. 4.11 shows that the 4x grid is able to better produce

sharper gradients than the 1x grid, as such the shock position is better defined allowing for

better calculation of the shock velocity. It should be noted that while spatial gradients are

better resolved, the conditions near the critical density are largely unaffected so laser energy

deposition and consequently overall shock velocity magnitude are not greatly affected by grid

refinement.
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Figure 4.10: Omega shot 59529 shock timing comparison for iSNB simulations
with 1x, 2x, and 4x grid refinements and experimental VISAR data.
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Figure 4.11: Omega shot 59529 density comparison for iSNB simulations with 1x,
2x, and 4x grid refinements.



79

4.1.3 Omega shot 68951: cryogenic target implosion experiment

Simulation of Omega shot 68951 was done in LLE’s 1D LILAC code [24]. The simulation in

1D spherical geometry consisted of an innermost 379 micron thick 150-cell region of DT gas

(41.16% tritium) at 6.8× 10−4 g/cm3 density, followed by a middle layer of 47 micron thick

300-cell region of DT ice (43% tritium) at 0.237 g/cm3 density, and an outermost 8.4 micron

thickness layer consisting of 100-cell region of deuterated plastic (40% carbon) at density

1.08 g/cm3 (Fig. 4.12). The laser profile consisted of three picket laser pulses followed by a

main drive for a total laser energy of 26.9 kJ (Fig. 4.13).

Figure 4.12: Cross section of fuel capsule for Omega shot 68951.
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Figure 4.13: Omega shot 68951 laser profile.

The 1D Omega shot 68951 simulation was run with the ETTMC transport method,

the iSNB method, and Goncharov’s method. The ETTMC transport model was run using

2× 105 MCP per time step. The electron temperature and density profiles were compared at

a number of time steps. The time steps chosen to display are at 1.5 ns when the laser initially

hits full power (Figs. 4.14, 4.15), 2.1 ns near the end of main laser drive (Figs. 4.16, 4.17),

and 2.18 ns at the bang time of the implosion (Figs. 4.18, 4.18). For each time step the

ETTMC transport solution most resembles the iSNB solution. At 1.5 ns the dense shell in

the ETTMC solution is slightly inward of the iSNB result. At 2.1 ns the dense shell in the

ETTMC solution is about 10 ps ahead of the iSNB result. This is most likely the result

of a slightly lower preheating of the shell in ETTMC allowing for easier compression. The

Goncharov solution lags behind the iSNB and ETTMC solutions at both time steps. One
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possible reason for this is that the Goncharov model uses a leaky outer boundary condition

due to numerical constraints whereas iSNB and ETTMC use a reflective condition. The leaky

boundary condition in the Goncharov simulation means there is less energy in the problem

and thus accounts for the slower inward shell speed. One important figure of merit to ICF

implosions is the adiabat (defined as pressure divided by the Fermi pressure), which is a

measure of idealness of the target’s compression. Often this is quoted as a single number

for an implosion, taken to be the minimum value of the adiabat in the high density shell

at bang time. The ETTMC transport simulation had an adiabat of 3.798, the iSNB had

3.874, and the Goncharov had 3.941 (Fig. 4.18). Furthermore, shell shape at bang time is

nearly identical across all three models (Fig. 4.19) with the small difference likely caused by

differing timing (±10 ps).
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Figure 4.14: Shot 68951 density comparison at 1.5 ns.
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Figure 4.15: Shot 68951 electron temperature comparison at 1.5 ns.



84

Figure 4.16: Shot 68951 density comparison at 2.1 ns.
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Figure 4.17: Shot 68951 electron temperature comparison at 2.1 ns.



86

Figure 4.18: Shot 68951 adiabat curves at bang time for ETTMC transport, iSNB,
and Goncharov’s model.
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Figure 4.19: Shot 68951 density curves at bang time for ETTMC transport, iSNB,
and Goncharov’s model.
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4.2 2D Simulations

4.2.1 Omega shot 60303: shock timing experiment

The 2D simulation of shot 60303 consisted of a wedge in RZ coordinates using the same

configuration as the 1D simulation in the radial direction and 4.5◦ 10-cell wedge in the

transverse direction with reflective boundary conditions along the edge of the cone. Since the

2D simulation only models a small wedge in the azimuthal direction it can be considered to

be a nearly 1D result.

The 2D Omega shot 60303 simulation was run in LLE’s 2D DRACO multiphysics code

using the iSNB method and the ETTMC method. The ETTMC transport model was run

using 2.5×107 MCP per time step. As was the case in the 1D LILAC results, the 2D DRACO

shock timing results for the ETTMC transport and iSNB methods were quiet similar to

each other (Fig. 4.20). Comparing the 1D LILAC solution (Fig. 4.5) to the 2D DRACO

solution (Fig. 4.20) it can be seen that both codes produce similar results with the first shock

convergence being too early and the second being too late. This agreement is good as it

shows that LILAC and DRACO behave similarly for near 1D results.
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Figure 4.20: Comparison of shock timing in the iSNB and ETTMC transport
simulations of shot 60303 to experimental VISAR result.

4.2.2 NIF polar direct drive (PDD) phase plate design

The polar direct drive (PDD) phase plate target design produced by LLE is an example

of a direct drive ICF shot that could be fielded on the NIF laser system [25]. Since NIF is

designed to illuminate indirect drive hohlraum targets the beams are positioned towards the

poles of the target. As such, if a direct drive target were to be shot on NIF the laser drive

would require balancing to account for the non-ideal laser positioning (Fig. 4.21). The laser

profile for this simulation consists of two laser pickets followed by a main drive pulse for a

total of 700 kJ of laser energy (Fig. 4.23). The laser spot shapes for each ring can be viewed
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in Fig. 4.22.

Radially the simulation consists of an innermost DD gas region at 15 atm pressure

400 microns in radius consisting of 40 cells; this is followed by a DD gas region at 15 atm

pressure, 820 microns thick consisting of 87 cells; this is followed by a plastic (CH) solid

ablation layer at 1.03 g/cm3 density 79.85 microns thick consisting of 130 cells; and an

outermost CH ablation layer at 1.03 g/cm3 density, 0.15 microns thick consisting of 2 cells

(Fig. 4.24). In the transverse direction the simulation consists of 90 equally spaced cells.

Figure 4.21: Laser pointing scheme optimized for NIF phase plate PDD design
[Figure obtained from Collins 2012 [26]].
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Figure 4.22: Laser spot shapes for NIF phase plate PDD design [Figure obtained
from Cao 2015 [25]]

Figure 4.23: NIF PDD phase plate laser profile consisting of two pickets and a
ramp up to full power.
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Figure 4.24: Cross section of target capsule for NIF PDD phase plate design.

The phase plate simulation was run in LLE’s 2D DRACO code using the iSNB method and

the ETTMC transport method. The ETTMC transport model was run using 1.2× 107 MCP

per time step. Both the iSNB and ETTMC simulations were run to 7.6 ns which is the end of

the main laser drive. The electron temperature and density profiles, taken along the r-axis for

ease of comparison, are compared for each model at 7.45 ns (Figs. 4.25 and 4.26). At 7.45 ns

the iSNB and ETTMC results are nearly identical except for a slight temperature difference

in the corona and near the inner shock front. At the inner temperature front near 120 µm

(Fig. 4.26) the ETTMC solution is slightly inward of the iSNB solution. Furthermore, we note

that the iSNB temperature has a longer exponential-like tail into the cold material ahead of the

front. The ETTMC solution has a sharper temperature drop off. The reason for this difference

is likely due to how the models handle particle deposition. Diffusion equations, such as

those used in the iSNB method, have characteristically exponential solutions (∼ exp(−x/λ)).

Consequently, at 1 MFP or range the particle will not be completely depleted (1/e will

remain) and energy will be further transported thus contributing to preheating. This increase
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of preheating will allow the cold material ahead of the front to push back retarding the

motion of the front. On the other hand, the ETTMC model is able to treat charged particle

deposition correctly and stops particles at their range resulting in lower preheating and thus

less resistance to compression. The effect of preheating is consistent with Fig. 4.26 in that

the higher preheating iSNB solution is delayed in comparison to the ETTMC solution. Of

further note, the preheated temperatures ahead of the temperature front are of order 10 eV,

which is close to the hydrogen ionization energy. Consequently the preheating can have a

significant effect on the material state out ahead of the shock front.
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Figure 4.25: Density profile comparison for the NIF PDD phase plate simulation
for iSNB and ETTMC transport methods at 7450 ps.
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Figure 4.26: Electron temperature profiles for iSNB and ETTMC transport sim-
ulations at 7450 ps showing a decrease in preheating in the ETTMC
method at the inner shock front at 120 µm.

4.2.3 NIF PDD phase plate design with drive asymmetry

In order to get a better understand the difference between iSNB and ETTMC a non-ideal

symmetry problem was tried. This simulation is a modified version of the NIF PDD phase

plate design with the difference that laser rings 2 and 3 have their power increased by 10% and
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rings 4 and 5 have their power decreased by 10% resulting in a more ’pancaked’ implosion.

Once again the iSNB and ETTMC simulations produce similar results. Looking at the

density at the end of the laser pulse at 7600 ps we see that asymmetric laser drive does

produce a slightly pancaked implosion (Fig. 4.27). In order to better compare the differences

in the dense shell, the shell thicknesses at full width half maximum (FWHM) for the iSNB

and ETTMC simulations have been plotted in Fig. 4.28. The iSNB model predicts a slightly

higher shell thickness than the ETTMC model. This is likely due to the exponential nature of

the iSNB diffusion solution depositing additional preheat energy in the dense shell, increasing

its temperature and causing it to expand slightly. Looking at the electron temperature prior

to the inner shock waves reaching the origin at 7450 ps (Fig. 4.29) we see similar preheating

behavior to that seen in our discussion in the previous section. Again the iSNB solution

produces an exponential tail into the cold material ahead of the front while the ETTMC

solution produces a sharper cutoff. Furthermore, due to the lower preheating the ETTMC

temperature front is further advanced than the iSNB front.
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Figure 4.27: Density distribution at 7600 ps for the NIF PDD phase plate asym-
metry problem.
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Figure 4.28: Shell thickness comparison for iSNB and ETTMC at 7600 ps for the
NIF PPD phase plate asymmetry problem.
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Figure 4.29: Electron temperature distribution comparison iSNB and ETTMC
models at 7.45 ns along the z-axis for the NIF PDD phase plate
asymmetry problem.

4.2.4 Hybrid Modeling in DRACO

In order to characterize the hybrid method the shot 60303 simulation was run with cell

widths of 0.1, 1.0 and 10 MFPs as the minimum optical depth for diffusion to occur. Over

the run time of the simulation the fraction of the source term (in magnitude) was computed

in order to see how the importance of transport behavior varied over time. Fig. 4.30 shows a

comparison of the transport fraction for 0.1, 1.0, and 10 MFP cutoffs. As expected higher

proportion of the calculation is devoted to transport as the minimum optical depth for
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diffusion increases. Furthermore, the fraction of the source devoted to transport increases at

the beginning of each of the laser pulses. This is likely due to the energy deposition raising

the temperature and consequently average MFP at a faster rate than the grid expands. After

the peak of the laser pulse the fraction devoted to transport tends to taper off likely due to

the hydrodynamics allowing for expansion of the grid and consequently a decrease in the

average optical depth of the cells.

Figure 4.30: The fraction of the source term in transport regions for cutoffs of 0.1,
1.0, and 10 MFPs for the 60303 hybrid diffusion-transport simulation.

Next we look at specific differences between the hybrid model’s effects. For this inves-

tigation the NIF phase plate asymmetry problem was used as it has higher energy which

allows for greater difference between the iSNB and transport models. Of particular interest

is the differences in energy dependence of ∇ · Q between the models. The phase plate
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asymmetry problem was run using the hybrid model with a diffusion cutoff of 10 MFPs and

1.2 × 107 MCPs per time step up to 6000 ps (a point at which the laser has reached full

power) in order to provide a developed initial condition for model comparison. At 6000ps,

the simulation was run for a single time step with models iSNB, ETTMC, and Hybrid with

diffusion cutoffs of 1, 3, and 10 MFPs. The ETTMC models used 1.2 × 109 MCP (a cost

prohibitive number of particles for an integrated calculation, but useful for getting better

statistics for a single time step). The heat flux divergence energy distributions were compared

at three points: near the outer edge of the shell, at 955 µm, and at the critical density marked

by vertical dashed lines in Figs. 4.31 and 4.32.

Figure 4.31: Density along the r-axis of the phase plate asymmetry simulation
at 6000ps with marked points of interest (dash dot lines) for hybrid
∇ ·Q comparison.
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Figure 4.32: Electron temperature along the r-axis of the phase plate asymme-
try simulation at 6000ps with marked points of interest (dash dot
lines)for hybrid ∇ ·Q comparison.

Looking at the total ∇ ·Q (Fig. 4.33) the iSNB diffusion method’s ∇ ·Q differs from

the hybrid and transport method by around 5% for much of the range between the critical

density and peak ∇ ·Q.
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Figure 4.33: ∇ ·Q along the r-axis of the phase plate asymmetry simulation at
6000ps with marked points of interest (dash dot lines) for hybrid
∇ ·Q comparison.
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The energy distribution of ∇·Q at 955 µm is plotted in Fig. 4.34 for the iSNB, ETTMC

pure transport, and hybrid methods. Below around 6.5 keV all models produce nearly identical

distributions. Above this energy the hybrid and pure transport solutions diverge from the

iSNB result differing by up to 25% in the highest energy group. Of particular interest is

the choice of minimum cell optical depth for diffusion to occur. Ideally we want to use the

minimum possible optical depth as our cutoff for diffusion as it allows for the most particles to

be devoted to a truly transport-like regime thus improving statistics (or alternatively allowing

the total number of particles to be reduced thus reducing simulation run time). Zooming

in on the distribution in Fig. 4.35, the hybrid 1 distribution has an abrupt transition near

7.5 keV between the higher energy transport solution and the lower energy iSNB diffusion

solution. This is in contrast to the hybrid 3 and 10 distributions which remain nearly identical

to the transport solution, which smoothly approaches the iSNB diffusion solution at lower

energy (In fact, the hybrid 3 and 10 solution have their own transitions at lower energies but

at those energies the transport and diffusion solutions are nearly identical and the transitions

are tolerable). The abruptness of the jump in the hybrid 1 solution indicates that a choice of

1 MFP optical depth is too thin for the diffusion solution to be correct.
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Figure 4.34: Energy dependence of ∇ ·Q comparison for iSNB, pure transport
and hybrid model with cutoffs of 1, 3, and 10 MFPs.
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Figure 4.35: Energy dependence of ∇ ·Q comparison for iSNB, pure transport
and hybrid model with cutoffs of 1, 3, and 10 MFPs depicting the
transition region between the high energy transport solution and low
energy diffusion solution.
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At the critical density near 1110 µm the three hybrid solutions are nearly identical

(aside for statistical variations due to differing effective numbers of particles) with the pure

transport solution (Fig. 4.36). Below 3 keV the hybrid and pure transport solutions are

nearly identical to the iSNB diffusion solution. Again transitions between the iSNB and pure

transport solution can be seen upon zoom (not pictured), which can be used to gauge the

effectiveness of the hybridization. At this spatial point the hybrid 1 solution has a transitional

jump at 4 keV for about 3% of its value.
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Figure 4.36: Energy dependence of ∇ ·Q comparison for iSNB, pure transport
and hybrid model with cutoffs of 1, 3, and 10 MFPs.

Finally we turn our attention to the dense shell region of the target. Looking at the
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total ∇ ·Q quantity (Fig. 4.37) at the inner edge of the shell (below a radius of 910 µm)

we see that the hybrid and pure transport methods match the iSNB diffusion solution as

expected since the shell is optically thick and relatively cool thus producing a diffusive result.

Near the outer edge of the shell at 922.7 µm, the iSNB method produces an exponentially

decaying solution, which is typical of a diffusion solution. For the exponential solution 1/e or

about 37% of the particle weight will remain after 1 MFP. The hybrid and transport methods

however produce a much sharper cutoff, which is indicative of the finite range characteristic

of charged particles. Looking at the energy distribution in Fig. 4.38, the iSNB method has a

significantly higher contribution for groups above 10 keV to ∇ ·Q when compared to the

ETTMC methods. This indicates that the iSNB solution allows more heat to enter the shell

due to the exponential solution vs. the ETTMC methods which have a sharp cutoff at the

particle range. The variance between the hybrid and pure transport methods in the highest

energy group is likely due to statistical variation since few particles will penetrate deeply

into the shell and the total ∇ ·Q is a couple orders of magnitude lower than the global peak

∇ ·Q.

Overall, while the integrated solutions between the iSNB and transport methods are

similar, under the hood there exists difference that may become important in future study.

Furthermore, the pure transport results are well replicated by a hybrid model with a cutoff

optical depth of 3 or 10. The hybrid method is thus useful since it can be used to reduce

the total number of particles used (reducing runtime) or by reallocating particles to higher

energy groups (improving statistics by allowing for a higher effective number of MCPs).
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Figure 4.37: ∇ · Q along the r-axis zoomed on shell region of the phase plate
asymmetry simulation at 6000ps with marked point of interest (dash
dot lines) for hybrid ∇ ·Q comparison.



111

Figure 4.38: Energy dependence of ∇ ·Q comparison for iSNB, pure transport
and hybrid model with cutoffs of 1, 3, and 10 MFPs.
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Chapter 5

Conclusions

This thesis demonstrates that the ETTMC transport model can serve as a test of validity

for the diffusion approximation iSNB model. Despite producing similar integrated results in

the chosen test problems, there is evidence that there is a small reduction in the preheating

with the ETTMC method versus the iSNB method. Looking at the energy distribution

of the non-local heat flux divergence calculated by the two models the primary difference

occurs at the higher energies. In the lowest energy groups the energy distributions are in

agreement between the iSNB and ETTMC models. As such hybridization of the models is

possible allowing the low energy end of the spectrum to be treated with the faster diffusion

algorithm while allowing for additional particles to be freed up for use in the truly transport

regime thus improving MC statistics (alternatively we could keep the number of particles

the same in the high energy groups and reduce runtime). A series of test simulations with

the NIF phase plate asymmetry simulation seem to indicate that a minimum 3 MFP per

cell optical depth cutoff for diffusion is sufficient for the hybrid method to match the ∇ ·Q

energy distribution for pure transport. In terms of performance, for the DRACO shot 60303

simulation the pure ETTMC method with 2.5× 106 MCPs had 10 times longer runtime than
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iSNB. Furthermore, the hybrid method (cutoff 3 MFP) had a 10% shorter runtime than the

pure transport method.

5.1 Future Work

Future work on the ETTMC model could delve into several avenues of research. The first is

improved modeling of electromagnetic effects. Current modeling in both the ETTMC and

iSNB methods ignores any contribution due to magnetic fields, which could affect electron

behavior. Furthermore, only the local electric field, calculated via SH theory, is used in

current modeling and may benefit from a non-local treatment. A second avenue of research

is the interaction between the electron distribution function and the laser electric field. Such

laser plasma interactions (LPI) are predicted to produce electrons in the 10’s of keV and

contribute to the high energy tail of the electron distribution function. As these LPI electrons

are of high energy in comparison to the thermal temperature they will have long MFPs and

can travel far from there point of origin contributing to target preheating. As such, including

LPI electrons in our study of electron transport will likely improve modeling capability.

Furthermore, current modeling of laser deposition is done independently of the results of

electron thermal transport and there may be feedback effects that need model inclusion.

Finally, theory predicts non-Maxwellian self-similar electron distributions to occur at certain

laser intensities [27] and it may be beneficial to use one of these as a source energy distribution

as opposed to the Maxwellian energy distribution used in the source term for the iSNB and

ETTMC models.
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Appendix A

Radiative Transport

A.1 Radiative Transport Background

In contrast to the deterministic methods, Monte Carlo (MC) methods allow for greater fidelity

in the treatment of particle directional dependence through scattering and allow for more

complicated geometries. In the following sections, several MC techniques will be discussed

as they pertain to radiative transport. The scope of the thesis project will be devoted to

adapting these methods to electron thermal conduction problems.

A.1.1 Implicit Monte Carlo (IMC)

Fleck and Cummings developed an Implicit Monte Carlo (IMC) method in order to increase

stability of coupling the radiation field to the electron energy equation over traditional MC

methods [28]. For optically thin and non-equilibrium systems unmodified MC methods

produce accurate results. However, for systems near thermodynamic equilibrium or with



120

larger absorption cross sections, large fluctuations, energy imbalances and requirements for

small time steps can occur. The IMC method developed by Fleck and Cummings attempts to

remedy these issues by reformulating the radiative transport equations in terms of effective

scattering and absorption cross sections, which allow for a larger time step while preserving

numerical accuracy and stability.

The grey radiative transfer equations are

1
c

∂I

dt
+ µ

∂I

∂x
+ σI = 1

2σacT
4, (A.1a)

∂um
∂t

= σ
(∫ 1

−1
Idµ− acT 4

)
+ S (A.1b)

where I(x, t, µ) is the specific intensity, T is the material temperature, um is the material

energy density, µ is the direction cosine in the x direction, a is the radiation energy density

constant and S is an energy source term (Note the scattering term has been omitted for

simplicity of discussion) [29]. Rewriting Eqs. (A.1) in terms of the radiation energy density

variable

ur = aT 4, (A.2)

∂um
∂ur

= β−1, (A.3)

the equations become

1
c

∂I

dt
+ µ

∂I

∂x
+ σI = 1

2cσur, (A.4a)
∂ur
∂t

= βσ
(∫ 1

−1
Idµ− cur

)
+ βS. (A.4b)

The advantage of this form of the equations is that the non-linearities of the problem are

contained within the multiplicative factor β. Integrating Eq. (A.4b) over a single time step
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from tn to tn+1

un+1
r − unr =

∫ tn+1

tn
dtβσ

∫ 1

−1
Idµ− c

∫ tn+1

tn
dtβσur +

∫ tn+1

tn
dtβS. (A.5)

Rewriting the integrals in terms of time averaged values gives

un+1
r − unr = ∆tβ̄σ̄

{∫ 1

−1
Iλdµ− c[αun+1

r (1− α)unr ]
}

+ β̄Sγ∆t (A.6)

where coefficient α and superscripts λ and γ are time centering parameters. Solving for the

updated radiation energy density and suppressing the time averaging notation over β and σ

for simplicity gives

un+1
r =

[
1− (1− α)βc∆tσ

1 + αβc∆tσ

]
unr + β∆tσ

1 + αβc∆tσ

∫
Iλdµ+ β∆tSγ

1 + αβc∆tσ . (A.7)

Solving for a time averaged value of uγr yields

uγr = αun+1
r (1− α)unr = αβ∆tσ

1 + αβc∆tσ

∫
Iλdµ+ unr

1 + αβc∆tσ + αβ∆tSγ
1 + αβc∆tσ . (A.8)

Replacing ur in Eq. (A.4a) with the time centered uγr gives

1
c

∂I

dt
+µ

∂I

∂x
+σI = 1

2σ
(

αβc∆tσ
1 + αβc∆tσ

)∫
Iλdµ+ 1

2

(
cσ

1 + αβc∆tσu
n
r + σαβc∆tSγ

1 + αβc∆tσ

)
(A.9)

which is assumed to be valid over ∆t. The effective absorption and scattering cross sections

are

σea = 1
1 + αβc∆tσσ, (A.10a)

σes = αβc∆tσ
1 + αβc∆tσσ. (A.10b)
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Integrating Eqs. (A.4) over angle and combining to describe the energy balance gives

1
c

∂

dt

∫
Idµ+ ∂F

∂x
=− σ

∫
Idµ+ σ

(
αβc∆tσ

1 + αβc∆tσ

)∫
Idµ+ σαβc∆tSγ

1 + αβc∆tσ

+ cσ

1 + αβc∆tσu
n
r

=− 1
β

∂ur
∂t

+ Sγ.

(A.11)

Collecting the common terms gives the energy balance equation

∂um
∂t

= σ

1 + αβc∆tσ

∫
Idµ− cσunr

1 + αβc∆tσ + Sγ

1 + αβc∆tσ . (A.12)

Equation (A.12) is integrated over ∆t to get the updated material energy density

un+1
m = unm + σ

1 + αβc∆tσ

∫ tn+1

tn

∫
Idµ dt− c∆tσunr

1 + αβc∆tσ + Sγ∆t
1 + αβc∆tσ . (A.13)

The updated temperature can be solved for by making use of the specific heat ∂um/∂T = Cv

via

T n+1 = T n + C−1
v

{
σ

1 + αβc∆tσ

∫ tn+1

tn

∫
Idµ dt− c∆tσunr

1 + αβc∆tσ + Sγ∆t
1 + αβc∆tσ

}
. (A.14)

The MC transport scheme can be described as followed. At time t = tn, the quantities

I, T , and ur are known, starting with those values I, T , and ur are solved for at time

t = tn+1 = tn + ∆t. The spatial domain of the problem is divided into a discrete set of

zones and the temperature within each zone is assumed to be uniform. The initial conditions

are provided by a census of the MC particles in transit at the end of the previous time step.

Algorithm:
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1. Starting at time tn, quantities β and σ are evaluated for each spatial zone.

2. From S and unr the source terms are computed for each spatial zone. New particles are

generated from the source and are transported along with the census particles from the

previous time step via the transport equation

1
c

∂I

dt
+µ∂I

∂x
+(σea+σes)I = 1

2σes
∫
Idµ+ 1

2

(
cσ

1 + αβc∆tσu
n
r + σαβc∆tSγ

1 + αβc∆tσ

)
. (A.15)

The solution to Eq. (A.15) will contain the census of particles at the end of the time step

at t = tn+1. The non-scattering source terms on the RHS of Eq. (A.15) are assumed

constant throughout the time step and consequently new particles will be generated

uniformly within the time step.

3. In solving Eq. (A.15) the quantity

σ

1 + αβc∆tσ

∫ tn+1

tn

∫
Idµ dt (A.16)

is tabulated by tracking the particle energy deposited via effective absorption within

each zone. The temperature at t = tn+1 can then be solved via the temperature

equation (A.14).

A.1.2 Discrete Diffusion Monte Carlo (DDMC)

For optically thick problems IMC has the downside that the effective scattering term dominates

particle interactions. Since scattering dominates, particle histories are longer, which results in

higher computational costs. To correct for this inefficiency in optically thick regions Densmore

et. al. develop a Discrete Diffusion Monte Carlo (DDMC) method [30][31][32][33]. In DDMC,

the IMC formalism is approximated by a diffusion equation, which can then be solved via
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MC methods. The DDMC method allows for shorter particle histories in general by replacing

many small scattering steps with a single diffusion step. IMC and DDMC are combined in

a hybrid model (IMC-DDMC), which allows for the flexibility of using IMC transport in

optically thin regions and DDMC in optically thick models. In addition to the radiative

transfer IMC-DDMC model developed by Densmore, Abdikamalov et. al. have successfully

applied IMC-DDMC to neutrino transport problems [34].

The DDMC derivation starts with the angular integrated form of the IMC equations

1
c

∂φ

∂t
+ ∂F

∂x
+ fnσnφ = fnσnacT

4
n , (A.17)

fn = 1
1 + βncσn∆tn

, (A.18)

βn = 4aT 3
n

Cv,n
(A.19)

where φ and F are the zeroth and first angular moments of radiation intensity, n refers to

the time step, and fn is the Fleck factor defining the effective cross sections. Discretizing Eq.

(A.17) over spatial cell j produces

1
c

d

dt
φj + 1

∆xj

(
Fj+1/2 − Fj−1/2

)
+ fn,jσn,jφj = fn,jσn,jacT

4
n,j, (A.20)

φj(t) = 1
∆xj

∫ xj+1/2

xj−1/2

φ(x, t)dx (A.21)

where the cell edge flux is

Fj+1/2(t) = F (xj+1/2, t) (A.22)

The flux F can be written in terms of φ via Fick’s law

F (x) = − 1
3σ

∂φ

∂x
. (A.23)
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In order to solve Eq. (A.20) the cell edge flux values must be continuous across cell boundaries.

Applying Fick’s law to F gives

F−j+1/2 = − 2
3σ−n,j+1/2∆xj

(
φj+1/2 − φj

)
(A.24)

for the right edge flux in cell j and

F+
j+1/2 = − 2

3σ+
n,j+1/2∆xj+1

(
φj+1 − φj+1/2

)
(A.25)

for the left edge flux in cell j + 1. Equating the two edge expressions gives a solution for the

cell edge scalar intensity

φj+1/2 = 1
σ−n,j+1/2∆xj + σ+

n,j+1/2∆xj+1

(
σ+
n,j+1/2∆xj+1φj + σ−n,j+1/2∆xjφj+1

)
. (A.26)

Substituting φj+1/2 into Fj+1 gives

Fj+1/2 = −2
3

1
σ−n,j+1/2∆xj + σ+

n,j+1/2∆xj+1
(φj+1 − φj) . (A.27)

Plugging in Fj+1/2 and a similar expression for Fj−1/2 into Eq. (A.20) produces an equation

only dependent on the cell centered scalar intensities

1
c

d

dt
φj+(σL,j+σR,j+fn,jσn,j)φj = fn,jσn,jacT

4
n,j+

1
∆xj

(σL,j+1φj+1∆xj+1 +σR,j−1φj−1∆xj−1).

(A.28)

In order to simplify notation, the left and right cell leakage cross sections have been defined
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as

σL,j = 2
3∆xj

1
σ+
n,j−1/2∆xj + σ−n,j−1/2∆xj−1

, (A.29a)

σR,j = 2
3∆xj

1
σ−n,j+1/2∆xj + σ+

n,j+1/2∆xj+1
. (A.29b)

To give Eq. (A.28) a MC interpretation, the equation can be viewed as a time-dependent

infinite-medium problem for each cell. Each DDMC particle contains information on its

current cell and time, but no position or angular position is stored. A particle streams until it

undergoes a collision. The time to collision τ is distributed exponentially and can be sample

via

τ = −1
c
· 1
σL,j + σR,j + fn,jσn,j

ln ξ (A.30)

where ξ is a uniformly distributed number between 0 and 1. If the time to collision is less

than the time remaining in the time step, the particle undergoes a collision and the time left

in the time step is decremented appropriately. The collision type is sampled via a histogram

distribution with the possible reactions being left-leakage, right-leakage, and absorption

reactions. The left-leakage, right-leakage, and absorption reactions occur with probability

proportional to σL,j, σR,j, and fn,jσn,j respectively. If a left or right leakage reaction occurs

the particle is transferred to the proper neighboring cell and the particle history continues. If

the particle is absorbed the particle history is terminated and its energy is deposited in the

cell. If the time to collision is greater than the time remaining in the time step the particle

is saved in the cell for simulation during the next time step. Note that as the cross section

increases the leakage opacities decrease while the absorption cross section is an O(1) quantity.

As the absorption opacity is O(1) the time to collision does not become unreasonably small

and collisions are primarily absorptive. This makes particle histories relatively short.



127

It is recommend that the cell edge opacities σ+
n,j+1/2 and σ−n,j+1/2 be evaluated at a

common interpolated temperature

Tn,j+1/2 =
(
T 4
n,j + T 4

n,j+1

2

)1/4

. (A.31)

This is done because if one of the opacities is significantly larger, the entire expression can be

small resulting in the radiation not propagating. By using a common temperature, the cell

edge opacities can be kept at similar magnitudes across cell boundaries.

A.1.3 Interface Conditions

In order to interface DDMC with standard MC an appropriate set of boundary conditions

must be used. Considering the leftmost boundary for j = 1 Eq. (A.20) becomes

1
c

d

dt
φ1 + (σR,1 + fn,1σn,1)φ1 −

1
∆x1

F1/2 = fn,1σn,1acT
4
n,1 + 1

∆x1
σL,2φ2∆x2. (A.32)

Densmore recommends the use of the asymptotic diffusion-limit boundary condition of

Habetler and Matkowsky as opposed to the standard Marshak boundary conditions [32][35].

The asymptotic diffusion-limit boundary condition is

2
∫ 1

0
W (µ)Ib(µ, t)dµ = φ(XL, t)−

λ

σn

∂φ

∂x

∣∣∣∣∣
x=XL

(A.33)

where Ib(µ, t) is the radiation intensity incident on the DDMC region, λ ≈ 0.7104 is the

extrapolation distance, and W (µ) is a transcendental function approximated by

W (µ) ≈ µ+ 3
2µ

2. (A.34)
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The function W (µ) acts to weigh the incoming MC particles in order to handle anisotropies

in the distribution as opposed to the Marshak boundary conditions that treats all incoming

particles with the same weight. Discretizing Eq. (A.33)

2
∫ 1

0
W (µ)Ib(µ, t)dµ = φ1/2 −

2λ
σn,1∆x1

(φ1 − φ1/2) (A.35)

and solving for φ1/2 yields

φ1/2 = 2λ
σn,1∆x1 + 2λφ1 + 2σn,1∆x1

σn,1∆x1 + 2λ

∫ 1

0
W (µ)Ib(µ, t)dµ. (A.36)

Applying Fick’s Law to F1/2

F1/2 = − 2
3σn,1∆x1

(φ1 − φ1/2) (A.37)

and plugging in φ1/2 gives

F1/2 = − 2
3σn,1∆x1 + 6λ

(
φ1 − 2

∫ 1

0
W (µ)Ib(µ, t)dµ

)
. (A.38)

The left boundary DDMC equation is

1
c

d

dt
φ1 + (σL,1 +σR,1 + fn,1σn,1)φ1 = fn,1σn,1acT

4
n,1 + 1

∆x1

(
σL,2φ2∆x2 +

∫ 1

0
P (µ)µIb(µ, t)dµ

)
(A.39)

where

σL,1 = 1
∆x1

2
3σn,1∆x1 + 6λ (A.40)

and

P (µ) = 4
3σn,1∆x1 + 6λ

(
1 + 3

2µ
)
. (A.41)
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The other variables are defined as in Eq. (A.28). The integral term on the right hand side

of Eq. (A.39) has the interpretation of the number of incoming MC particles converted to

DDMC particles. The radiation intensity in direction µ incident on the DDMC region is

µIb. Thus P (µ) has an interpretation as the probability that a MC particle with direction

µ is converted into a DDMC particle. An incident particle that enters the DDMC region

is uniformly distributed with cell j = 1 and transported via DDMC. Particles that do not

become DDMC particles are returned to the optically thin region isotropically.

A.2 Electron Thermal Transport DDMC

A.2.1 1D Spherical Coordinates

The full Boltzmann Transport Equation for electrons is given by

∂f

∂t
+ v · ∇f − e

me

E · ∂f
∂v

=
(
∂f

∂t

)
col

. (A.42)

The Boltzmann transport equation is coupled to the electron energy equation.

ρCv
∂T

∂t
= −∇ ·Q + Sext. (A.43)

In order to derive a DDMC equivalent version of the SNB we begin with Eq. (2.13). Taking

the first and second angular moments gives

Hg(r) = −λg(r)∇ ·Qg(r) (A.44)
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and
λg(r)

3 ∇Hg(r) + Qg(r) = Ug(r). (A.45)

Rewriting the moment equations in 1D spherical geometry gives

Hg(r) = −λg(r)
1
r2
∂(r2Qg(r))

∂r
, (A.46)

λ′g(r)
3

∂Hg(r)
∂r

+Qg(r) = Ug(r). (A.47)

Discretizing Eq. (A.46) over a spatial cell j gives

1
r2
j∆rcj

(r2
j+1/2Qg,j+1/2 − r2

j−1/2Qg,j−1/2) + σg,jHg,j = 0 (A.48)

where σg,j = 1/λg,j, σ′g,j = 1/aλe + |eE|/kbTe and cell width ∆rcj = rj+1/2 − rj−1/2. By

requiring that Qg and Ug be continuous across cell boundaries and applying Eq. (A.45) at

the j + 1/2 boundary yields

Q+
g,j+1/2 = Ug,j+1/2 −

2
σ′+g,j+1/2∆rj+1

(Hg,j+1 −Hg,j+1/2) (A.49)

and

Q−g,j+1/2 = Ug,j+1/2 −
2

σ′−g,j+1/2∆rj
(Hg,j+1/2 −Hg,j). (A.50)

Equating the two edge expressions and solving for Hg,j+1/2 gives

Hg,j+1/2 = 1
σ−g,j+1/2∆rj + σ+

g,j+1/2∆rj+1

(
σ+
g,j+1/2∆rj+1Hg,j + σ−g,j+1/2∆rjHg,j+1

)
(A.51)
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and the cell edge Qg,j+1/2 is

Qg,j+1/2 = Ug,j+1/2 −
2

σ−g,j+1/2∆rj + σ+
g,j+1/2∆rj+1

(Hg,j+1 −Hg,j). (A.52)

Plugging the Qg,j+1/2 and a similar expression for Qg,j−1/2 into Eq. (A.48) produces an

equation only in terms of the cell centered heat fluxes

(σg,L,j + σg,R,j + σg,j)Hg,j

= 1
r2
j∆rcj

[σg,L,j+1Hg,j+1r
2
j+1∆rcj+1 + σg,R,jHg,j−1r

2
j−1∆rcj−1 − (r2

j+1/2Ug,j+1/2 − r2
j−1/2Ug,j−1/2)]

(A.53)

or

(σg,L,j + σg,R,j + σg,j)Hg,j

= 1
Vj

[σg,L,j+1Hg,j+1Vj+1 + σg,R,jHg,j−1Vj−1 − (Aj+1/2Ug,j+1/2 − Aj−1/2Ug,j−1/2)]
(A.54)

where Vj = 4πr2
j∆rcj = 4π/3(r3

j+1/2 − r3
j−1/2) is the cell volume and Aj = 4πr2

j is the surface

area of a sphere radius rj. Note this requires that we define the cell centered radius as

r2
j = 1

3(r2
j+1/2 + rj+1/2rj−1/2 + r2

j−1/2) (A.55)

for consistency. The left and right cell leakage cross sections have been defined as

σg,L,j = 1
3
Aj−1/2

Vj

1
σ′+g,j−1/2∆rLj + σ′−g,j−1/2∆rRj−1

, (A.56)

σg,R,j = 1
3
Aj+1/2

Vj

1
σ′+g,j+1/2∆rLj+1 + σ′−g,j+1/2∆rRj

(A.57)
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where rLj = rj−rj−1/2 and rRj = rj+1/2−rj . For 1D slab and cylindrical geometries Eq. (A.54)

remains valid provided we define Aslabj = 1, V slab
j = rj+1/2 − rj−1/2 and Acylinderj = 2πrj,

V cylinder
j = π(r2

j+1/2 − r2
j−1/2) respectively. To give Eq. (A.54) a MC interpretation, the

equation can be viewed as a time independent infinite medium transport problem for each cell.

Each DDMC particle contains information on its current cell, but no position, angular, or

temporal information is contained. The DDMC particle is advanced by sampling interaction

type via a histogram distribution with the possible reactions being left-leakage, right-leakage,

and absorption reactions with probabilities proportional to σg,L,j , σg,R,j , and σg,j respectively.

If a left or right leakage reaction occurs, the particle is transferred to the appropriate

neighboring cell and the particle history continues. Note that the leaked particles are

distributed uniformly within their new cell. If the particle undergoes absorption the particle

history terminates and the particle is added to that cells heat flux tally.

Defining:

Sg,j = −Aj+1/2Ug,j+1/2 − Aj−1/2Ug,j−1/2

Vj
(A.58)

DDMC particles are allocated to each cell in proportion to the source term magnitude in

that cell

Ng,j = Ntot ·
⌈

|Sg,j|∑
g

∑
j |Sg,j|

⌉
. (A.59)

Particles weights are generated in proportion to the source value in their parent cell

wg,j = Sg,j
Ng,j

· Vj (A.60)

where Ng,j is the number of DDMC particles in group g starting in cell j. When a particle

undergoes absorption in a cell that particle’s weight is added to that cell’s flux tally and the

particle is uniformly distributed within that cell. Note that particle weights can be positive or

negative depending on the sign of the SH heat flux. After all particle histories are tabulated,
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the resultant tallies give the non-local heat flux gradient in each cell

−∇Qnl
j = 1

Vj

∑
g

∑
j′
Ng,j′→jwg,j′ . (A.61)

To compute the error we note that

wg,j ≈ sign(Sg,j)
1
Ntot

∑
g

∑
j′
|Sg,j′ | · Vj (A.62)

only varies with cell volume. The weights are modified only by the volume ratio and sign of

the source. This gives a relative MC statistical error of

(Error)j =

√∑
g

∑
j′ Ng,j′→jw2

g,j′∑
g

∑
j′ Ng,j′→j |wg,j′ |

. (A.63)

To advance the temperature to the next time step the iSNB iterative algorithm can

be applied replacing the deterministic diffusion equation of SNB with the DDMC version

described in this section.

A.2.2 Test Problem

As a test of the DDMC solver an analytic single group test problem was used to test against

the MC solution. For this test a simple parabola solution was used

H(r) = 1−
(

r

rmax

)2
. (A.64)
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Plugging the analytic solution into the LHS of the SNB diffusion equation with constant λ in

1D slab geometry gives a manufactured source term of

S(r) = 2λ
r2
max

+ 1
λ

(
1−

(
r2

r2
max

))
. (A.65)

The test problem was run with 106 DDMC particles for a domain 200 MFPs wide with cells

5, 10, 20, and 40 MFPs wide. Fig. A.1 shows good agreement between the analytic solution

and the DDMC solutions. The error between the analytic solution and the DDMC, shown in

Fig. A.2, shows that the relative error is inversely proportional to the number of particles per

cell as is expected.

Figure A.1: Comparison of analytic solution to DDMC solution for 5, 10, 20, and
40 MFP wide cells.
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Figure A.2: Error in DDMC method with respect to the analytic solution for
parabola test problem. Inverse relationship between number of
particles per cell and relative error is shown.

The DDMC-iSNB algorithm (implemented in a standalone code) was tested against

the deterministic iSNB method in DRACO (with hydrodynamics turned off). The problem

chosen for testing was a 48 energy group relaxation problem with initial conditions

T (r, t = 0) = 3000eV × exp
[
− r2

2× (2.47µm)2

]
+ 0.022eV (A.66)

with ρ(r) = 0.1 g/cm3, z̄(r) = 1.0 and a material of deuterium. The test problem was run to

3 ps and temperature results are plotted in Fig. A.3. DRACO and DDMC results were largely

in agreement for the relaxation problem. The minor difference between the two methods

were most like caused by the differences in the gridding, DDMC-iSNB uses a 1D spherical
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mesh whereas DRACO uses a 2D quadrilateral mesh.

Figure A.3: Relaxation test problem comparison showing good agreement between
iSNB deterministic method in DRACO and DDMC method.

The MC algorithm was parallelized by allocating an equal number of particles on each

thread and doing a gather step of the ∇ ·Q quantity at each iteration. Parallel performance

testing was performed on Ignition, a 2 Xenon X5660 processor machine (6 cores/processor).

For a test problem of 2×106 MCP per time step the simulation showed an inverse relationship

between simulation time and the number of threads used Fig. A.4. The inverse relationship

indicates good parallel scaling of the MC algorithm.
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Figure A.4: Showing inverse relationship between number of processors and sim-
ulation run time.
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Appendix B

DP1/P3 Approximation

As a stepping stone between the diffusion and full transport treatments of the electron heat

flux a higher order Legendre approximation is used. For this method we began with the

double P1 and P3 approximations.

B.1 The 1D Double P1 Approximation

For the double P1 (DP1) approximation the electron distribution function is expanded in 1st

order Legendre expansions on each half of the angular interval µ = [−1, 1]:

f(x, v, µ) =


f+

0 (x, v) + 3(2µ− 1)f+
1 (x, v) if µ > 0

f−0 (x, v) + 3(2µ+ 1)f−1 (x, v) otherwise
(B.1)
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where the half angle moments can be computed via

f±n (x, v) = ±
∫ ±1

0
Pn(2µ∓ 1)f(x, v, µ)dµ. (B.2)

By taking the 0th and 1st order half angle moments of the steady state 1D transport equation

in slab coordinates

vµ
∂f

∂x
− µeE

me

= C(f) (B.3)

a set of four coupled differential equations is produced:

0th Moments:

(
∂

∂x
− eE

mev

∂

∂v

)(
f+

0 + f+
1

)
+ 2ΣTf

+
0 = ΣS,0f0 + 3

2ΣS,1f1 −
7
8ΣS,3f3 (B.4)

(
∂

∂x
− eE

mev

∂

∂v

)(
−f−0 + f−1

)
+ 2ΣTf

−
0 = ΣS,0f0 −

3
2ΣS,1f1 + 7

8ΣS,3f3 (B.5)

1st Moments:

(
∂

∂x
− eE

mev

∂

∂v

)(
f+

0
3 + f+

1

)
+ 2ΣTf

+
1 = 1

2ΣS,1f1 + 5
4ΣS,2f2 + 7

8ΣS,3f3 (B.6)

(
∂

∂x
− eE

mev

∂

∂v

)(
f−0
3 − f

−
1

)
+ 2ΣTf

−
1 = 1

2ΣS,1f1 −
5
4ΣS,2f2 + 7

8ΣS,3f3 (B.7)

The collision operator and its coefficients have been kept in terms of the full angular moments,

which can be related to the half angular moments [36] via

f0 = f+
0 + f−0 (B.8)

f1 = 1
2
(
f+

0 − f−0
)

+ 1
2
(
f+

1 + f−1
)

(B.9)
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f2 = 3
4
(
f+

1 − f−1
)

(B.10)

f3 = 1
8
(
f+

0 − f−0
)

+ 3
8
(
f+

1 + f−1
)
. (B.11)

By taking a linear combination of the half angular moments a set of full angular moment

equations is derived (
∂

∂x
− eE

mev

∂

∂v

)
f1 = −Σaf0 (B.12)

1
3

(
∂

∂x
− eE

mev

∂

∂v

)
(f0 + 2f2) = −Σ1f1 (B.13)

2
15

(
∂

∂x
− eE

mev

∂

∂v

)
(3f1 + 4f3) = −Σ2f2 (B.14)

1
3

(
∂

∂x
− eE

mev

∂

∂v

)
f2 = −Σ3f3 (B.15)

where

Σ1 = ΣT − ΣS,1, Σ2 = 16
15ΣT − ΣS,2, Σ3 = 2ΣT −

7
8ΣS,3. (B.16)

The system of equations F is solved via Newton’s method similarly to the SNB method.

[
∂F

∂X

]
n

∆Xn = −F (Xn) (B.17)

where

F0(f0, f1, f2, f3, E) = 0 =
(
∂

∂x
− eE

mev

∂

∂v

)
f1 + Σaf0 (B.18)

F1(f0, f1, f2, f3, E) = 0 = 1
3

(
∂

∂x
− eE

mev

∂

∂v

)
(f0 + 2f2) + Σ1f1 (B.19)

F2(f0, f1, f2, f3, E) = 0 = 2
15

(
∂

∂x
− eE

mev

∂

∂v

)
(3f1 + 4f3) + Σ2f2 (B.20)

F3(f0, f1, f2, f3, E) = 0 = 1
3

(
∂

∂x
− eE

mev

∂

∂v

)
f2 + Σ3f3 (B.21)
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Computing the Jacobian (∂F/∂X) and suppressing the electric field terms due to magnitude

considerations gives

∂F

∂X
=



−Σa − ∂

∂x
() 0 0

−1
3
∂

∂x
() −Σ1 −2

3
∂

∂x
0

0 −2
5
∂

∂x
() −Σ2 − 8

15
∂

∂x
()

0 0 −1
3
∂

∂x
() −Σ3


. (B.22)

For the initial guess we use the first order result produced by SH theory with higher order

terms set equal to zero

X0 =



fmb0

fmb1

0

0


. (B.23)

The residual term is

F (X0) =



−∂f
mb
1
∂x

+ eEmb

mv3
∂(v2fmb1 )

∂v

0

−2
5
∂fmb1
∂x

+ 2
5
eEmb

mv3
∂(v2fmb1 )

∂v

0


. (B.24)

Putting everything together gives

∂∆f1

∂x
+ Σa∆f0 = −∂f

mb
1
∂x

+ eEmb

mv3 ·
∂(v2fmb1 )

∂v
, (B.25)

1
3
∂

∂x
(∆f0 + 2∆f2) + Σ1∆f1 = 0, (B.26)

2
15

∂

∂x
(3∆f1 + 4∆f3) + Σ2∆f2 = −2

5
∂fmb1
∂x

+ 2
5
eEmb

mv3 ·
∂(v2fmb1 )

∂v
, (B.27)
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1
3
∂∆f2

∂x
+ Σ3∆f3 = 0. (B.28)

By solving Eqs. B.26 and B.28 for ∆f1 and ∆f3 respectively and plugging into Eqs. B.26

and B.28 gives a pair of coupled diffusion in equations

[
1

λ(v) −∇
λ′(v)

3 ∇
] (

me

2 v5[∆f0 + 2∆f2]
)

= −me

2
∂(v5fmb1 )

∂x
+eE

mb

2 v2∂(v2fmb1 )
∂v

+
2
(
me

2 v5∆f2

)
λ(v) ,

(B.29)[
1

λ2(v) −∇
λ′3(v)

3 ∇
] (

me

2 v5∆f2

)
= 3

4

(
me

2 v5[∆f0 + 2∆f2]
)

λ(v) . (B.30)

Putting the diffusion equations in multigroup form and collecting terms gives

(
1

λg(x) −∇
λ′g(x)

3 ∇
)
Hg(x) = −∇Ug(x) + 2Kg(x)

λg(x) , (B.31)

(
1

λ2,g(x) −∇
λ′3,g(x)

3 ∇
)
Kg(x) = 3

4
Hg(x)
λg(x) . (B.32)

where

Hg = mev
5

2 (∆f0 + 2∆f2), (B.33)

Kg = mev
5

2 (∆f2), (B.34)

and the MFPs are given by
1
λg

= Σ1,g√
Z

=
√
ZΣa,g, (B.35)

1
λ2,g

=
√
Z
(3

2Σa,g + 15
8 Σ2,g

)
, (B.36)

1
λ3,g

= Σ3,g√
Z
. (B.37)
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The non-local flux divergence is recovered via

∇ ·Qnl = −
∑
g

Hg(x)− 2Kg(x)
λg(x) . (B.38)

B.1.1 MFP Treatment

ΣS(x, µ) =
∑
l

(2l + 1)
2 ΣS,l(x)Pl(µ) (B.39)

On λ2 and λ3 assuming a delta scattering term the following limits are imposed:

λ2 <
15
16λ0, (B.40)

λ3 <
1
2λ0. (B.41)

If instead a P3 approximation is desired:

λ2 = λ0, (B.42)

λ3 = 81
56λ0. (B.43)

B.2 Curved Geometry P3

In spherical geometry the P3 equations are

[
∂

∂r
+ 2
r

]
f1 + σ0f0 = S0, (B.44)

2
3

[
∂

∂r
+ 3
r

]
f2 + 1

3
∂f0,

∂r
+ σ1f1 = 0 (B.45)
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3
5

[
∂

∂r
+ 4
r

]
f3 + 2

5

[
∂

∂r
− 1
r

]
f1 + σ2f2 = S2, (B.46)

3
7

[
∂

∂r
− 2
r

]
f2 + σ3f3 = 0. (B.47)

By solving the P3 equations for the odd moments and eliminating, a coupled set of second

order equations is derived:

[
1
λ0
− 1
r2

∂

∂r

(
λ1r

2 ∂

∂r

)]
f0 = −∇U + 2 1

r2

[
∂

∂r

(
λ1r

2
(
∂

∂r
+ 3
r

))]
f2, (B.48)

− 3
5

[
∂

∂r
+ 4
r

]
λ3

3
7

[
∂

∂r
− 2
r

]
f2 −

2
5

[
∂

∂r
− 1
r

](
λ0

2
3

[
∂

∂r
+ 3
r

]
f2 + 1

3
∂f0

∂r

)
+ σ2f2 = S2.

(B.49)

While in one dimension the P3 approximation is able to be simplified into a coupled set of

two equations, in multiple dimensions the solution is more complicated. In particular, for

P3 in RZ-cylindrical geometry there are 10 first order equations which can be reduced to

four coupled second order equations. The interplay of four coupled equations combined with

the issues of a discretion on a 2D mesh make a pure P3 method undesirable. As such, a

simplified method, discussed in the next section, is used instead.

B.3 Simplified P3 Method

The simplified PN (SPN) method originally developed by Gelbard in the 1960s is a second

asymptotic correction to the P1 equation [37][38][39]. The SPN method involves taking the

1D slab coordinate P2N equations reduced to N second order equations and replacing the

second order operator with the appropriate geometry P1 diffusion term. Applying this to our
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1D slab ∇ ·Q results for 2D cylindrical geometry gives

(
1

λg(r, z) −∇
λ′g(r, z)

3 ∇
)
Hg(r, z) = −∇Ug(r, z) + 2Kg(r, z)

λg(r, z) , (B.50)

(
1

λ2,g(r, z) −∇
λ′3,g(r, z)

3 ∇
)
Kg(r, z) = 3

4
Hg(r, z)
λg(r, z) (B.51)

where

∇r,z

(
λn(r, z)

3 ∇r,z·
)

= 1
r

∂

∂r

(
r
λn(r, z)

3
∂

∂r
·
)

+ ∂

∂z

(
λn(r, z)

3
∂

∂z
·
)

(B.52)

and

λ2,g(r, z) ≈ 8
27λg(r, z), (B.53)

λ3,g(r, z) ≈ 81
56λg(r, z). (B.54)

This gives an SP3 approximation to our earlier P3 results. The advantage to this approximation

is that there are only two coupled equations to solve and the P1 diffusion operator discretization

can be used for both equations. As such the code implementation is sped up due to reuse of

components from the existing P1 (SNB) code.

B.4 Comparison to iSNB

The SP3 method has been implemented in the 1D LILAC multiphysics code. The SP3

method is compared to the Goncharov and iSNB non-local methods. The three models are

compared for Omega shot 60303 simulation (see Section 4.1.1). The heat flux divergence

magnitudes are compared at 2400ps, just prior to the second shock convergence, in Fig. B.1.

In comparison to the iSNB method the SP3 method produces a greater amount of preheating

and slightly more flux limiting behavior. The Goncharov model is considered to get the
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best 1D results for the 60303 simulation and displays less preheating than the iSNB model.

Since the SP3 method produces more preheating than both the iSNB and the more accurate

Goncharov methods, it appears that going to higher angular alone may not be sufficient

for better predictive capability. One possible cause for this is that diffusion type methods

produce exponentially decaying results whereas the Goncharov transport model uses a finite

range.

Figure B.1: Heat flux magnitude comparison for Goncharov, iSNB, and SP3

models in LILAC for Omega shot 60303 at 2400ps.
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