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chapter 1: introduction

Microsatellites, information content, and junk DNA

Consider the following repetitive nucleotide sequence.

CACACACACACACACACACACACA

This type of repetitive sequence is commonly called a short tandem repeat, or, as I will refer

to it throughout this thesis, a microsatellite. A microsatellite sequence repeats a nucleotide

motif of 1-6 base pairs – e.g., the dinucleotide CA above.

Devoid of population and genomic context, a microsatellite sequence provides little to

no information.Iterating across the sequence in steps of two base pairs yields no surprise.

CA occurs with probability one and we therefore gain no information by observing the next

CA in the series. In the parlance of information theory, this sequence has zero entropy, or

complete predictability (Baldi and Brunak, 1998).

Given their rather featureless profile, it may seem difficult to contemplate a role for

these pedestrian sequences in the ontogeny or function of an individual. Primarily for this

reason, microsatellites are commonly relegated to the category of junk DNA (Trifonov,

1989), which encompasses the large non-coding fraction of most eurkaryotic genomes

(Ohno, 1970). In this thesis, I consider a less dismissive possibility and develop methods

to evaluate the hypothesis that an appreciable but unknown number of microsatellite loci

are functional and therefore subject to natural selection. In the following introduction, I

justify this exploration by placing the isolated microsatellite sequence above in the context

of populations and genomes.

Reappraising the importance of ostensibly functionless DNA variation is timely. Last

year, results published in a series of high-profile papers collectively suggested that a

majority of the human genome is expressed and therefore potentially functional, despite
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the fact that only ∼ 2% of the genome consists of coding sequence (ENCODE Project

Consortium, 2012). The increasing pace at which genomic data sets are being released

ensures that bold conclusions such as this will continue to appear. In response, molecular

and evolutionary geneticists must develop the means to assess the validity, and, then, the

biological and evolutionary implications of such claims. The work presented here was

performed in this inquisitive spirit. I model microsatellite selection (Chapter 2), assess its

population (Chapter 2) and genomic level (Chapter 3) consequences, and develop and use

methods that enable inference of selection targeting microsatellites (Chapters 2-4).

Populations, mutation, and neutral polymorphism

Next consider a series of microsatellites.

CACACACACACACA

CACACACACACACACACACACACACACACACA

CACACA

CACACACACA

Imagine these sequences represent a small microsatellite data set sampled from a popula-

tion of lizards. Although each sequence considered on its own still provides no information,

in the context of a population sample these orthologous sequences are no longer completely

predictable. There is length variation at the locus and observing this sample provides

information. It tells us something about the population, the microsatellite itself, and what

we might expect if we were to sample another four chromosomes. For example, that four

of four sequences are different in size suggests the locus is highly polymorphic. This in

turn suggests the locus is highly mutable and/or that population size is large.
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Complicated mutation

The ultimate origin of observed polymorphism is mutation. Microsatellite mutation is

complicated on a number of levels. Indeed, the complexity of microsatellite mutation

motivates much of the work presented in this thesis. I now detail the nature of this

complexity using frequent comparisons to point mutation.

Mutational mechanism

The mechanism of microsatellite mutation is fundamentally different than point mutation.

While spontaneous point mutations are caused by deamination of cytosine residues and

copying errors during replication, the primary cause of microsatellite mutation is slipped-

strand mispairing (Levinson and Gutman, 1987; Schlötterer and Tautz, 1992; Ellegren, 2004).

During DNA replication, repetitive sequences are particularly vulnerable to ”slipping"

on the template strand, which results in misalignment of the synthesized and template

strands. If this primary mutation is not properly corrected by the DNA mismatch repair

(MMR) system, a lasting mutation is sustained. As a result, defects in MMR genes lead to

high effective rates of microsatellite mutation (Chang et al., 2001); resulting microsatellite

instability is a key marker of numerous human cancers (Liu et al., 1995; Oki et al., 1999;

de la Chapelle, 2003).

Mutational outcome

Microsatellite mutation increases or decreases the number of times its component nu-

cleotide motif is repeated. While point mutation changes the sequence state of a single

base pair, microsatellite mutation changes DNA in two dimensions. First, the sequence

itself changes. Like point mutants, microsatellite-based sequence change can alter protein

structure and downstream phenotype (Fondon and Garner, 2004) as well as sequence-
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dependent functions such as transcription factor binding (Contente et al., 2002; Martin

et al., 2005). Second, the physical length of the DNA molecule is changed. As discussed in

more detail below, the change in length associated with microsatellite mutation introduces

a host of functional consequences that are more difficult or impossible to achieve by point

mutation. For example, the size of a microsatellite has been shown to modulate nucleosome

positioning (Godde and Wolfe, 1996; Sandman and Reeve, 1999; Tomita et al., 2002; Vinces

et al., 2009), the formation of Z-DNA (Naylor and Clark, 1990; Rothenburg et al., 2001), and,

in the case of genic microsatellites, the structure and splicing of RNA products (Tian et al.,

2000; Galvao et al., 2001; Sobczak et al., 2003; Hefferon et al., 2004; Rozanska et al., 2007).

High mutation rate

Microsatellite mutation rate in the human genome is thought to range from 10−6 − 10−2

(Weber and Wong, 1993; Eckert and Hile, 2009), which is many orders of magnitude greater

than current estimates of point mutation rate that range from 1 to 2.5× 10−8 per site per

generation (Nachman and Crowell, 2000; Lynch, 2010; Roach et al., 2010). High mutation

rate is the main reason why population genetic models of point mutation are generally

not applicable to microsatellite mutation. For example, the infinite sites model (Kimura,

1969) assumes that each site may only be hit by one mutation, while the infinite alleles

model (Kimura and Crow, 1964) assumes that each mutation generates a distinct allele.

Due to recurrent mutation, neither of these assumptions holds in the case of microsatellites,

although the infinite alleles model may be approximately correct when microsatellite

mutation rate is very low (Estoup et al., 2002; Haasl and Payseur, 2011). The stepwise

mutation model (SMM; Ohta and Kimura, 1973; Kimura and Ohta, 1975) is commonly used

in analytical and simulation-based research related to microsatellites. The SMM allows

recurrent mutation and assumes that each mutation increases or decreases allele size by

one repeat unit.
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Variable mutation rate

Although microsatellite mutation rate is several orders of magnitude greater than point

mutation rate, remarkable rate variation exists between loci and between species. Motif

sequence (e.g., CA vs. CG) as well as motif length (e.g., di- vs. tri-nucleotides) are correlated

with differences in mutation rate (Kelkar et al., 2008; Marriage et al., 2009; Payseur et al.,

2011; Sun et al., 2012). Perhaps the most well-supported determinant of microsatellite

mutation rate is allele size. In particular, a positive correlation exists between allele size

and mutability (Goldstein and Clark, 1995; Wierdl et al., 1997; Brinkmann et al., 1998;

Vigouroux et al., 2002; Leopoldino and Pena, 2003; Henke and Henke, 2006; Seyfert et al.,

2008; Aandahl et al., 2012). The reason for this correlation seems clear; longer repeats have a

greater chance to slip along the template strand during DNA replication. However, the exact

form of the relationship between mutation rate and allele size is unclear. A recent, direct

characterization of mutation at di- and tetranucleotide microsatellites supported a linear

increase with size for both classes (Sun et al., 2012). Yet alleles sizes of less than 10 were

not considered in this study. Polymorphism data that include the full spectrum of allele

sizes suggest that the most dramatic increase in mutation rate occurs at an allele size < 10

(Brandstrom and Ellegren, 2008; Payseur et al., 2011). Interspecific differences in mutation

rate are also common. Rubinsztein et al. (1995) showed that allele size distributions for

orthologous microsatellites were significantly different among a number of closely related

primates, implying recent evolution of differences in mutation rate. Schug et al. (1997)

found an average microsatellite mutation rate in Drosophila melanogaster of 6.3×10−6, which

is dramatically lower than the estimated range of microsatellite mutation rates in most

vertebrates. Similarly, estimated mutation rates of di- and trinucleotide repeats in the social

amoeba Dictyostelium discoideum are only 1 to 6× 10−6 (McConnell et al., 2007).
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Mutlistep mutation and contraction bias

In addition to mutation rate variation, empirical data suggest considerable variation in

the product of mutation. First, it appears that an appreciable fraction of mutations at

microsatellites change allele size by more than one repeat unit (DiRienzo et al., 1994;

Rubinsztein et al., 1995; Ellegren, 2000; Xu et al., 2000). This violates the key assumption

of the SMM, which holds that all changes are one repeat unit in size. Various two-phase

mutational models, including the generalized stepwise mutation model (GSM), address

this by modeling mutational step size with a geometrical distribution, where parameter p

is the probability of a single-step mutation. Second, in addition to higher mutation rates,

longer microsatellite alleles appear to contract more frequently than they expand (Amos

et al., 1996; Xu et al., 2000).

Interruptions by point mutation

A so-called perfect repeat is a microsatellite that does not deviate from the perfect repetition

of its nucleotide motif. As microsatellites grow in length, however, they become increasingly

large mutational targets. Thus, long microsatellites frequently contain single nucleotide

variants that interrupt the otherwise perfect repeating sequence. The mutational properties

of imperfect repeats are difficult to predict. For example, imagine a CA15 repeat whose ninth

CA becomes TA by point mutation. Does this interruption reduce mutation rate? By how

much? Answers to these questions have not been forthcoming.

In Chapter 2, we present a model of microsatellite mutation that incorporates rate

heterogeneity, multistep mutation, and contraction bias. In simulation, we assume that

microsatellites are perfect repeats and in my analyses of empirical data we restrict myself

to microsatellites that appear to be perfect repeats.
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Neutral microsatellites

Neutral polymorphism

Despite the complexity of microsatellite mutation, a number of important theoretical

results have been obtained for microsatellites. These results are all based on analytical

derivations that assume the SMM and neutral evolution. Moran (1975) showed that the

ordered distribution of allele frequencies at a locus, {pi} = p2, p3, p4, ..., where i is allele

size, does not have a limiting distribution. In other words, {pi} wanders the i axis over

time and mean allele size changes accordingly. However, the variance of {pi} does reach

an equilibrium assuming that mutation rate and population size are constant (Moran,

1975). If we assume this equilibrium, set mean allele size to zero, and adjust other allele

sizes accordingly, the resulting distribution is symmetric exponential in form (Beder, 1988;

Valdes et al., 1993).

Numerous studies have explored the relationship between divergence time and genetic

distance at a microsatellite, leading to the important result that this relationship is linear

for certain genetic distances (Goldstein et al., 1995a,b; Zhivotovsky and Feldman, 1995; Sun

et al., 2009). Pritchard and Feldman (1996) investigated the divergence measure s, which

is the difference in allele size between to individuals. They derived formulas for the the

expected value s2 and its variance under a number of important demographic conditions,

including structured and bottlenecked populations.

Despite its relative simplicity, the SMM leads to patterns of variation that are more

difficult to interpret than those of sequence data. Most importantly, recurrent mutation at

a microsatellite generates homoplastic alleles that are identical by state but not descent.

Following the introduction of the infinite alleles and infinite sites models for sequence

evolution, closed-form solutions for the sampling distribution and allele frequency spec-

trum of single nucleotide polymorphisms (SNPs) were introduced (Ewens, 1972; Watterson,
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1975). Attempts to derive comparable distributions for microsatellites are hampered by

recurrent mutation and the resultant homoplasy. Kimura and Ohta (1975, 1978) provided

a frequency spectrum for alleles evolving under the SMM. However, their derivation

assumed very low mutation rate relative to that of most microsatellites. More recently,

Rosenberg and Jakobsson (2008) used analytical derivations and analysis of empirical data

to show the strong correspondence between expected homozygosity and the frequency of

the most frequent allele at a microsatellite locus. We used the results from simulations of

microsatellite evolution following the SMM to show that the microsatellite allele frequency

spectrum is well approximated by a gamma distribution across a broad range of mutation

rates and sample sizes (Haasl and Payseur, 2010). Moreover, we showed that sample sizes

of n > 100 chromosomes are required for the recovery of all but the rarest alleles, and

developed three new estimators of θ = 4Neµ (where Ne is effective population size and µ is

mutation rate at the locus). These estimators often possessed lower mean squared errors

than other commonly used estimators of microsatellite θ, including the sophisticated and

computationally intensive method of Beerli and Felsenstein (2001).

Microsatellites as genetic markers

Microsatellite variation was first described in the early 1980s (Miesfeld et al., 1981; Spritz,

1981) and the promise of microsatellites as a source of highly polymorphic genetic markers

was soon realized (Tautz et al., 1986). A series of papers in 1989 showed it was possible

to access these polymorphic data using the newly developed method of PCR (Litt and

Luty, 1989; Tautz, 1989; Weber and May, 1989), which was much easier than the laborious

procedure of blotting followed by probe hybridization. By the early 1990s, PCR-amplified

microsatellites were being genotyped in a variety of species, including cows (Fries et al.,

1990), museum bird specimens (Ellegren, 1991), cetaceans (Schlötterer et al., 1991), humans

(Edwards et al., 1992), and a variety of other mammals (Stallings et al., 1991). In 1994, John
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Avise predicted that,

these highly-allelic Mendelian polymorphisms should find widespread appli-
cation in various areas of population biology such as gene flow estimation and
parentage assessment (Avise, 1994).

Indeed, early linkage maps were constructed using microsatellites (Dib et al., 1996; Broman

et al., 1998), by 1997 the United States Federal Bureau of Investigation had selected 13

microsatellites as its primary means of DNA fingerprinting (Butler, 2006), and even today

microsatellites enjoy widespread use in the characterization and identification of popu-

lation structure and demographic change (Oliveira et al., 2006). Importantly, all of these

applications rely on the truth of the assumption that each microsatellite marker evolves

neutrally – i.e., that an allele neither increases nor decreases the survivorship and/or

fecundity of an individual.

Historically, it was cost-prohibitive in non-model organisms to sequence sufficient

DNA to uncover SNP variation that matched the variation found in a small number of

microsatellites. The development of next-generation sequencing technology has changed

this and microsatellites are now sometimes viewed as obsolete (Aitken et al., 2004; Morin

et al., 2009). However, we recently found that substantially fewer microsatellite loci than

SNPs are needed to identify the number of populations in a sample and the presence of

population structure when divergence is recent (Haasl and Payseur, 2011). Regardless, the

explosion in use of microsatellites as genetic markers beginning in the late 1990s and a

long-standing assumption of neutrality reinforced by their simple, zero entropy sequences

may have led most geneticists to overlook the possibility of a non-neutral microsatellite.

The non-neutral microsatellite

Now consider the previous series of microsatellites embedded in flanking sequence.
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ACGCATGACGGCACACACACACACACAGCACAAGCTAG

ACGCATGACGGCACACACACACACACACACACACACACACACAGCACAAGCTAG

ACGCATGACGGCACACAGCACAAGCTAG

ACGCATGACGGCACACACACAGCACAAGCTAG

From a practical, bioinformatic perspective, flanking sequence aids the identification of

orthologous microsatellites within genomes that are littered with microsatellites of the

same motif. For this reason, two recent and promising algorithms for calling microsatellite

genotypes from next generation sequencing data begin by discarding reads that have

insufficient flanking sequence to reliably map them to reference sequence (Gymrek et al.,

2012; Highnam et al., 2013). More fundamentally, the four sequences shown above clearly

demonstrate that microsatellites are structural variants. The distance between the leading

A and terminal G of each sequence changes with microsatellite allele size. As alluded to

above, variation in the length dimension may have important functional consequences,

which I now briefly review.

Functional microsatellite variation

In bacteria, phase variation refers to random and reversible switching of phenotypes on

and off. The mechanism underlying phase variation is frequently microsatellite mutation

(Gemayel et al., 2010). For example, mutation of non-triplet microsatellites in bacterial open

reading frames may lead to a non-functional protein product by introducing a premature

stop codon, thereby turning off any phenotypes associated with the protein. Subsequent

mutations may lead to frame shifts that turn the phenotype back on. Phase variation is

particularly prevalent in pathogenic bacteria (Moxon et al., 1994); the population hetero-

geneity generated by phase variation is thought to provide an array of potentially adaptive

solutions in an unpredictable host environment. In the bacterium Haemophilus influenzae,
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mutation at a CAAT microsatellite in the gene lic1 generates three distinct translation phases

by shifting upstream translation initiation codons in and out of frame (Figure 1-1A; Weiser

et al., 1989, 1990). The protein product of lic1 is responsible for the addition of multiple

polysaccharide groups to the outer membrane structure of the bacterium. Phase switch-

ing thereby alters the presentation of epitopes on its surface, which aids survival of the

bacterium in its human host (Weiser et al., 1989). Also in H. influenzae, mutation at a TA

microsatellite found in the common promoter to the divergently orientated genes hifA

and hifB is responsible for phase variation in the expression of fimbriae on the membrane

surface (van Ham et al., 1993). In this case phase variation of the fimbrial phenotype is

regulated at the transcriptional level.

The first studies to demonstrate a correlation between microsatellite variation in gene

expression were performed in the early 1980s (Russell et al., 1983; Hamada et al., 1984). We

now know that microsatellite length variation may be a common means of regulating gene

expression (Rockman and Wray, 2002) and that it does so in a variety of important ways.

First, some microsatellites provide actual binding sites for transcription factors. Expan-

sion and contraction of these microsatellites directly affects the number of binding sites

available to the regulatory protein. A TAAA repeat in the nadA promoter of the bacterium

Neisseria meningitidis modulates binding of transcription factor IHF thereby changing gene

expression (Martin et al., 2005). In humans, variation at a TCC microsatellite in the pro-

moter of the epidermal growth factor (EGF) gene alters expression through its effect on

the binding efficiency of transcription factor Sp1 (Johnson et al., 1988). Second, when a

microsatellite that lies between regulatory and functional elements of a promoter mutates,

it changes the physical distance between these elements. In many cases, particularly in

pathogenic bacteria, spacing between elements affects levels of gene expression (Willems

et al., 1990; Yogev et al., 1991; van Ham et al., 1993). Third, microsatellite variation affects

chromatin structure by controlling nucleosome positioning. Vinces et al. (2009) found that
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nucleosome-free sequences in human and yeast promoters are enriched for microsatellites

and other repetitive elements, suggesting that microsatellites inhibit nucleosome formation

in critical regions of gene promoters. Furthermore, experimental manipulation of the length

of promoter microsatellites in yeast demonstrated a relationship between microsatellite

length and gene expression (Vinces et al., 2009). Fourth, microsatellite length can affect the

physical properties of DNA sequence. Gebhardt et al. (1999) found that length variation

of a microsatellite in the first intron of the epidermal growth factor receptor (EGFR) gene

is correlated with transcription levels. Further modeling revealed that longer stretches

of the CA microsatellite incurred high bendability to the polymorphic region, suggesting

that length variation can help bring the promoter into close proximity with a putative

regulatory protein that binds near the CA repeat (Gebhardt et al., 2000). Finally, variation in

the length of transcribed microsatellites can also have functional consequences. For example,

non-classic presentations of cystic fibrosis are linked to the expansion of a TG repeat in the

gene CFTR, which is thought to perturb wild-type RNA splicing (Hefferon et al., 2004).

Microsatellite variation has also been linked to an interesting variety of disparate phe-

notypes. In the fungus Neurospora crassa, a polyglutamine repeat in the N-terminus of the

protein WC-1 is necessary for circadian clock function (Froehlich et al., 2002). The circadian

period of N. crassa varies across natural accessions; in turn, this variation is correlated with

the length of the polyglutamine repeat, which is coded for by a trinucleotide microsatellite

(Michael et al., 2007). Moreover, circadian period and microsatellite length were both

correlated with the latitude of accession sampling locations. Fondon and Garner (2004)

documented a striking correlation between the snout morphology of domestic dog breeds

and the length of a compound microsatellite in the gene Runx-2. Interestingly, examina-

tion of canine skulls over the last century showed that evolution of facial morphology in

domestic dog breeds was accomplished rapidly. This suggests that phenotypes linked to

microsatellite variation may be uniquely primed to respond rapidly to selective pressures
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such as the artificial selection imposed by dog breeders. In the vole genus Microtus, the

length of a microsatellite in the 5’UTR of the vasopressin receptor gene avpr1a regulates

expression of the gene (Hammock and Young, 2005). Furthermore, populations of montane

voles carry substantially longer copies of this microsatellite than congeneric prairie voles.

Unlike montane voles, prairie voles form strong pair bonds. The authors attribute this

socio-behavioral difference to the difference in microsatellite allele size and subsequent

expression difference between the two species and suggest that intraspecific variation at

the locus may cause subtler variation in other behavioral traits.

Dangerous microsatellites

Although the preceding examples suggest microsatellite loci are often advantageous to

the organisms that carry them, it must be remembered that these are inherently unstable

variants. Consider that an exonic dinucleotide repeat will almost always cause a frame

shift whenever it mutates. Though largely dependent on genomic context, mutation of

these and other microsatellites can produce substantial deleterious effects. Most positive

examples of microsatellite length variation have been reported in prokaryotes and non-

human eukaryotes, presumably because they are easier to manipulate experimentally. To

the contrary, most deleterious examples of microsatellite variation come from the human

genetics literature.

A large number of human diseases are collectively referred to as trinucleotide expansion

disorders (Orr and Zoghbi, 2007). As the name implies, these diseases are caused by

expansions of trinucleotide repeats. In some cases, trinucleotide expansion limits protein

production itself. For example, expansion of a CGG microsatellite in the 5’ UTR of the FMR1

gene causes aberrant methylation that inhibits transcription of the gene and results in

Fragile X Syndrome (Fu et al., 1991). Friedreich’s ataxia (Cossee et al., 1997) is caused by
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an expansion of a GAA repeat in the first intron of the gene FXN, which interferes with

transcriptional elongation. Intriguingly, in a number of trinucleotide expansion disorders,

the expansion mutations are a gain-of-function mutation. For example, muscular dystrophy

(DM1) is caused by the expansion of a CTG repeat in the 3’UTR of the gene (DMPK; Brook

et al., 1992; Mahadevan et al., 1992). Expanded tracts of CUG in the transcribed mRNA cause

binding of two RNA-binding proteins that affect alternative splicing. Interestingly, DMPK

itself is spliced in a normal fashion, but the CUG-bound RNA-binding proteins induce

alternative splicing in a number of other genes that ultimately lead to the phenotypes

associated with DM1, including insulin resistance, muscle wasting, and cognitive defects.

Huntington’s disease is caused by the expansion of a CAG repeat in the gene HTT, which

codes for a polyglutamine (poly-Q) amino acid sequence (Bhide et al., 1996). Beyond a

threshold length, fragments of poly-Q repeat are left behind following post-translational

of the protein. Over time these fragments aggregate, forming inclusions in the axons

and dendrites of neurons, thereby physically disrupting the flow of vesicles containing

neurotransmitters. Cognitive difficulties ensue and death occurs 10-15 years following the

initial onset of symptoms Orr and Zoghbi (2007).

Genomic evidence in support of selection targeting microsatellites

Studies that uncover specific examples of functional and deleterious microsatellites provide

candidate microsatellites for positive or negative selection. Many research groups have

used genomic data to investigate distributions of microsatellites across different genomic

compartments, within and among species, in search of statistical evidence for microsatellite

selection.

A comparison between the genome of Craig Venter (Levy et al., 2007) and the human

genome reference sequence at 2.8 million microsatellite loci revealed that 2.84% of 1.67
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million intergenic loci differed between the sequences, whereas only 0.2% of 31,764 exonic

loci differed (Payseur et al., 2011). This significant (Fisher’s exact test, P < 10−15), 14-fold

difference between intergenic and coding microsatellites suggests a selective constraint on

the coding microsatellites. In a comparison of 32,448 trinucleotide repeats throughout the

human genome, Kozlowski et al. (2010) found that a small number of motifs were highly

overrepresented in exons, while others were highly underrepresented. These results suggest

that motifs themselves may be targets of both positive and purifying selection. In a survey

of all perfect trinucleotide repeats in the human transcriptome in three human genomes,

Molla et al. (2009) found that the fraction of polymorphic triplet repeats was substantially

greater than the polymorphic fraction among exonic repeats for allele sizes of less than

14. Intriguingly, however, the authors found that among longer alleles, the polymorphic

fraction was equal regardless of position. This suggests that at the population level, higher

mutational pressure associated with longer allele sizes can overpower selection against

new mutants alleles – i.e., short alleles are kept in check because they mutate infrequently,

while long alleles escape selective pressure through frequent mutation.

Comparing microsatellites across 17 vertebrates Buschiazzo and Gemmell (2010) found

that the decline in conservation from human to more divergent species was slower for

microsatellites in exons than in UTRs, and slower for microsatellites in UTRs than intergenic

microsatellites. This suggests microsatellite size in coding regions is more likely to be

maintained by natural selection, ostensibly due to functional consequences. In a related

study that analyzed the conservation of microsatellites across the mammalian clade, Sawaya

et al. (2012) found that microsatellites near transcription start sites of genes were often

highly conserved. Moreover, the distance from a microsatellite to the nearest transcription

start site was a good predictor of their measure of conservation. In a more focused study of

microsatellite conservation, (Riley and Krieger, 2009) identified dinucleotide microsatellites

in the UTRs of humans that were flanked by sequence that was identical between human and
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the distantly related marsupial. Of the 22 genes with dinucleotide microsatellites meeting

these criteria, 18 were critical to mammalian nervous system development, suggesting an

intriguing but unclear relationship between dinucleotide variation and nervous system

function in mammals.

In Saccharomyces cerevisiae, Vinces et al. (2009) showed that ∼ 25% of gene promoters

contained microsatellites or other tandem repeats. Comparing expression levels across

the roughly 5,700 promoters in the yeast genome, they found that promoters containing

repetitive elements had expression levels that were significantly more divergent among

eight yeast strains than promoters lacking repetitive elements. The abundance of repet-

itive elements in these key regulatory regions suggest they are effective regulators of

transcription, whose presence may be selected for over time. Also in S. cerevisiae, ORFs

are significantly enriched for trinucleotides while dinucleotides are very rare; the pattern

is reversed in non-ORF sequence (Young et al., 2000). This finding supports a selective

constraint against the emergence and expansion of non-triplet repeats in coding regions

– presumably selection against frameshift mutations – that has been documented in the

genomes of numerous species (Field and Wills, 1998; Bachtrog et al., 1999; Dokholyan et al.,

2000; Metzgar et al., 2000; Scotti et al., 2000)

Speculation surrounding the topic of microsatellite

selection and the need for a careful treatment of its

population and genomic consequences

Expanding upon earlier conjectures that repetitive sequences in general might impact

gene regulation (Britten and Davidson, 1969; Georgiev, 1969; Britten and Davidson, 1971;

Zuckerkandl, 1974), a dedicated group of scientists has promulgated a “tuning knob"
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metaphor/hypothesis for microsatellite-mediated control of gene expression and other

quantitative traits (Trifonov, 1989; King et al., 1997; Trifonov, 2004; King, 2012). In this

metaphor, microsatellite allele size is the tuning knob; the quantitative trait – usually

gene expression – changes incrementally in response to incremental changes to allele size

(Figure 1-1A). Thus, in response to a changing environment, natural selection may act upon

microsatellite length variation to smoothly bring about the optimal level of gene expression

with minimal selective cost (Kashi et al., 1997; King, 2012). Furthermore, the hypothesis

supposes that the genetic load associated with frequent mutation at microsatellites is

minimal because the effect on the quantitative trait is minimal (Kashi et al., 1997; King

et al., 1997). If this assumption holds, it means that functional quantitative variation can

accrue via mutation during times of ecological stasis at minimal selective cost.

One potential problem with this argument is the assumption of a smooth and gradual

relationship between microsatellite allele size and the value of the correlated quantitative

trait. In the case of gene expression, numerous empirical studies do support this notion

(e.g., Peters et al., 1999; Warpeha et al., 1999; Yamada et al., 2000; Vinces et al., 2009). Yet

other studies have identified threshold allele sizes on either side of which a single, distinct

phenotype is revealed. For example, an in vitro assay of gene expression using a luciferase

reporter demonstrated that the length of a compound microsatellite in the promoter of

human gene PAX6 had a binary effect on gene expression (Okladnova et al., 1998). Allele

sizes > 29 showed greater than two-fold increases in expression relative to smaller alleles.

In the case the proper metaphor might be a switch (Figure 1-1B), while the phase variation

described earlier might be called a repeating switch (Figure 1-1C).
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Figure 1-1 Plausible relationships between allele size and gene expression

A more serious deficiency of the tuning knob hypothesis is that no explicit mention

is ever made of fitness values, other than the supposition that genetic load is minimal.

The examples of functional microsatellite variation mentioned in this chapter suggest that

microsatellites may indeed be targets of natural selection. However, to advance the study
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of non-neutral microsatellite evolution beyond the level of verbal reasoning, it is necessary

to model the fitness of microsatellites. As an illustrative example of the importance of this

point, consider the following statement from a recent review of the topic:

As any given TR [tandem repeat, e.g., microsatellite] locus has a wide range
of allelic variations, they allow digital rather than binary fine-tuning of spe-
cific phenotypes such as binding activities or transcription levels ... gradual,
quantitative changes are often believed to depend on multiple genes, or QTLs,
and complex genetic interactions. However, the examples summarized in this
review show that TRs may in fact provide a simple, monogenic mechanism
underlying quantitative changes (Gemayel et al., 2010)

Thus, microsatellites are described as monogenic quantitative trait loci. But how does

selection act on such a locus? Consider a species in which height is determined additively

based on the sum of short and tall alleles at three diallelic loci (Figure 1-2A). In this case

truncation selection for tallness (only individuals taller than the dashed line mate) will

move the population towards taller average height because tall parents possess discrete

alleles associated with greater height. The situation is trickier in the case of selection for

a “monogenic quantitative trait", by virtue of the digital tuning mentioned by Gemayel

et al. (2010). Let gene expression increase linearly with allele size, and for convenience

let the measure of gene expression equal allele size (Figure 1-2B). Furthermore, let the

microsatellite be an autosomal locus in a diploid organism and total gene expression be

additive. Thus, 7/8 genotype yields gene expression of 15. Finally, let the optimal level

of gene expression be 13. Under these conditions, a possible genotypic fitness surface is

shown in Figure 1-2C, where white is highest relative fitness and darker shades represent

lower genotypic fitness. In this case, selection for optimal gene expression is impossible

or at least highly inefficient All possible offspring of the parental types circled in red in

Figure 1-2C possess suboptimal genotypes (Figure 1-2D).
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This example illustrates the shortcomings of the verbal arguments in favor of microsatel-

lite selection offered to date. The overarching goal of this thesis is to place the concept

of microsatellite selection on a more solid footing and provide solutions for identifying

selection targeting microsatellites.

Organization of the thesis

In Chapter 2, I introduce four models of natural selection on microsatellites. In addition, I

present two models of microsatellite mutation that incorporate many of the complicated

aspects of microsatellite mutation discussed above. I then detail a simulation algorithm for

rapid generation of microsatellite samples using these models of selection and mutation.
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These tools enable inference of microsatellite selection and exploration of the population-

level consequences of microsatellite selection. I demonstrate these capabilities by inferring

the evolutionary history of the microsatellite that causes Friedreich’s ataxia and comparing

the cost and duration of selection under different scenarios of microsatellite selection. This

chapter was recently published in Molecular Biology and Evolution (Haasl and Payseur, 2013),

and, with the exception of some formatting details, has not been altered from the published

version.

Chapter 3 examines the effects of microsatellite selection on linked variation. In partic-

ular, I compare the relative power of statistics based on the site frequency spectrum and

haplotype configuration to detect microsatellite selection and SNP-based selective sweeps.

Results from this study suggest that patterns of sequence variation can be used to scan for

microsatellite selection, thereby offering an inference method that is complementary to the

one presented in Chapter 2.

Chapter 4 presents results from the first analysis of microsatellites genotyped in 200

participants of the 1000 Genomes Project from eight populations around the world. We

examine the characteristics of 53 intergenic, ostensibly neutral, microsatellites across the

world. Then, I investigate patterns of polymorphism at 20 long, exonic dinucleotides and

use use the inferential methods described in Chapter 2 and 3 to assess the evidence of

natural selection at several strong candidates for selection.

Finally, in Chapter 5 I briefly summarize the implications of the work presented here as

well as possible future improvements to the models and methods presented in this thesis.
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chapter 2: microsatellites as targets of natural selection

Summary
The ability to survey polymorphism on a genomic scale has enabled genome-wide scans
for the targets of natural selection. Theory that connects patterns of genetic variation to
evidence of natural selection most often assumes a diallelic locus and no recurrent mutation.
Although these assumptions are suitable to selection that targets single nucleotide variants,
fundamentally different types of mutation generate abundant polymorphism in genomes.
Moreover, recent empirical results suggest mutationally complex, multiallelic loci including
microsatellites and copy number variants are sometimes targeted by natural selection.
Given their abundance, the lack of inference methods tailored to the mutational peculiarities
of these types of loci represents a notable gap in our ability to interrogate genomes for
signatures of natural selection. Previous theoretical investigations of mutation-selection
balance at multiallelic loci include assumptions that limit their application to inference
from empirical data. Focusing on microsatellites, we assess the dynamics and population-
level consequences of selection targeting mutationally complex variants. We develop
general models of a multiallelic fitness surface, a realistic model of microsatellite mutation,
and an efficient simulation algorithm. Using these tools we explore mutation-selection-
drift equilibrium at microsatellites and investigate the mutational history and selective
regime of the microsatellite that causes Friedreich’s ataxia. We characterize microsatellite
selective events by their duration and cost, note similarities to sweeps from standing
point variation, and conclude it is premature to label microsatellites as ubiquitous agents
of efficient adaptive change. Together, our models and simulation algorithm provide a
powerful framework for statistical inference, which can be used to test the neutrality of
microsatellites and other multiallelic variants.

Introduction

Genomic scans for natural selection are now ubiquitous and target a variety of subject

species (Oleksyk et al., 2010; Strasburg et al., 2012). Despite their promise, however, positive

results from separate scans of the same species can show limited overlap (Biswas and Akey,

2006; Akey, 2009) and a relatively small number of unambiguously positive results have

been gathered (e.g., LCT and G6PD, Tishkoff et al., 2001; Bersaglieri et al., 2004). Indeed,

the prevalence of genomic scans has revealed a number of biological and demographic
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factors that complicate the intuitive simplicity of the selective sweep model (Maynard

Smith and Haigh, 1974) and are likely to confound statistical tests for selection that assume

a homogeneous genome. For example, statistics like Tajima’s D (Tajima, 1989) may fail

to identify selection targeting standing variation (Innan and Kim, 2005; Przeworski et al.,

2005), yet produce false positives in response to demographic change (Nielsen et al., 2005;

Li, 2011).

A complication that has received little attention is the role diverse mutational mecha-

nisms play in the dynamics and signatures of selection. This oversight is noteworthy since

a large fraction of genetic variation is of a fundamentally different mutational nature than

a single nucleotide polymorphism (SNP), which is assumed to arise from a single, unique

mutation under the infinite sites model (ISM; Kimura, 1969). Though SNPs are the most

common type of polymorphism, several mutationally complex structural variants – includ-

ing micro and minisatellites, copy number variants (CNVs), and transposable elements –

are abundant in genomes (Ellegren, 2004; Korbel et al., 2007; Huang et al., 2010). Reliable

detection of natural selection across the full complement of mutationally heterogeneous

loci will require models (mutational and selective) appropriate to each non-SNP variant.

Here, we focus on microsatellites. Found throughout the genomes of prokaryotes and

eukaryotes, microsatellites are defined as sequential repeats of a 1-6 nucleotide motif.

The mutation rate at microsatellites generally exceeds that of point mutation by several

orders of magnitude (Bhargava and Fuentes, 2010), which leads to recurrent mutation that

violates the ISM on which much of the theoretical work regarding SNP-based selection is

based (Maynard Smith and Haigh, 1974; Hermisson and Pennings, 2005). Thanks to their

early adoption in forensic analysis (Hampikian et al., 2011), genetic map construction (e.g.,

Broman et al., 1998; Kong et al., 2002), and population genetic inference (e.g., Navascués

et al., 2009; Goldberg and Waits, 2010), more is known about microsatellite mutation than

other non-SNP variants. For these reasons, microsatellites provide a model system for
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studying the effects of non-ISM mutation on the inference of natural selection.

Microsatellites have long been used as markers in population genetics and forensic

analysis because they are often highly variable (Oliveira et al., 2006). An implicit assumption

underlying the use of microsatellites as diagnostic markers is that they evolve neutrally.

However, recent studies have identified functional microsatellites that affect the fitness

of an individual (Kashi and King, 2006; Gemayel et al., 2010). Putatively (dys)functional

microsatellites are primarily located in or near genic regions, where a change in the number

of times the motif is repeated (hereafter referred to as allele size) is hypothesized to modify

gene expression or change protein sequence (Wren et al., 2000; Li et al., 2004; Gemayel et al.,

2010). Synthesizing the results of more than 500 individual experiments, Rockman and

Wray (2002) concluded that as much as 20% of cis-regulation in humans is mediated by

variation in repetitive elements including microsatellites. More recently, Vinces et al. (2009)

provided strong experimental evidence for eukaryotic gene regulation via microsatellites. In

Saccharomyces cerevisiae, the authors demonstrated rapid and effective selection for change

in gene expression that was mediated by concomitant change in the allele size of a promoter

microsatellite. In exons, changes in protein sequence caused by microsatellite mutation

can drive rapid morphological evolution. For example, profound evolution of the snout

morphology of domestic dog breeds was accomplished in less than a century through

artificial selection acting on the length of a compound microsatellite in the gene Runx2

(Fondon and Garner, 2004). The presence of microsatellites in coding regions can also

present substantial hazard for organisms. For example, most mutations of non-triplet

microsatellites in protein coding regions cause frame shifts, which can eliminate protein

function. Furthermore, hyperexpansion of trinucleotide repeats in genic regions cause

numerous human diseases such as Fragile X syndrome (Kremer et al., 1991), Friedreich’s

ataxia (Durr et al., 1996), and Huntington’s disease (Huntington’s Disease Collaborative

Research Group, 1993).
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Though these empirical examples show that repetitive elements can be functional, a few

authors have suggested that repetitive variants including microsatellites may be ubiquitous

agents of efficient adaptive evolution (Trifonov, 1989; King, 1994; Kashi et al., 1997; King

et al., 1997; King, 1999; Fondon and Garner, 2004; Trifonov, 2004; Kashi and King, 2006;

King and Kashi, 2009). In general, they argue that if small changes in allele size at a

microsatellite correspond to incremental changes in the value of a quantitative trait such

as gene expression, then high mutation at a microsatellite should generate a reservoir of

quantitative trait variation to be drawn on in times of ecological stress. Although theoretical

and empirical studies have focused on the use of microsatellites markers to detect selective

sweeps targeting linked variation (Wiehe, 1998; Schlötterer, 2002; Nair et al., 2003; Rockman

et al., 2005), a paucity of research addresses the topic of direct microsatellite selection. An

objective, inferential framework to test the neutrality of microsatellites is absent.

Natural selection at a microsatellite is perhaps best considered in the context of mutation-

selection balance. While the action of natural selection tends to increase mean fitness of the

population, mutation acts in constant opposition to this increase by producing less fit alleles.

Previous theoretical treatments of mutation-selection dynamics at loci with multiple alleles

make assumptions that limit their application to inference from microsatellite data. Both

Crow and Kimura (1970) and Clark (1998) assume the infinite alleles model of mutation

(Kimura and Crow, 1964), which is inappropriate to microsatellite mutation unless the

selective event of interest is recent enough or mutation rate is low enough to limit recurrent

mutation and resultant homoplasy. Several studies have investigated mutation-selection

balance at a locus mutating according to the stepwise mutation model (SMM) (Moran, 1976;

Kingman, 1977; Moran, 1977; Bürger, 1988, 1998); the SMM is a simple but appropriate

model for microsatellite mutation (Ohta and Kimura, 1973). However, these studies make

several assumptions that limit their practical use: haploidy, deterministic evolution, and,

often, that a single allele is most fit.
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The models of selection and mutation presented here empower exploration of diverse

selective and mutational dynamics at microsatellites in diploids. We also describe a rapid

simulation algorithm, which makes it simple to generate thousands of sample datasets.

Together, models and simulation provide a reasonable framework to: (1) test the neutral-

ity of individual microsatellite loci, which is simply assumed in most studies that use

microsatellite markers; (2) evaluate claims regarding the importance and prevalence of

selection targeting microsatellites, and; (3) investigate the population-level consequences

of selection targeting microsatellites. Although we focus on microsatellites as a molecular

model system, our models and simulation algorithm should be portable to other classes

of multiallelic loci such as CNVs assuming a variant-specific mutational matrix can be

constructed.

Models and Simulation

Modeling the fitness surface of a microsatellite

We present four models for the fitness surface of a microsatellite locus: additive, multiplica-

tive, dominant, and recessive. Using four parameters – key allele size (x), threshold effect

(δ), and lower and upper gradient effects (gl and gu) – the fitness surface is constructed in

two steps. Regardless of model, the first step is to calculate a vector of allelic fitnesses. Let

ai represent an allele of size i and let w(ai) be its fitness. Initially, set w(ai) = 1, i = 2, 3, 4...

Then, a detrimental effect of allele ai on fitness is indicated by w(ai) < 1. The sign of

threshold effect δ determines which set of alleles are subject to its effect. When negative,

it reduces the fitness of all alleles < x equally; when positive, it reduces the fitness of all

alleles > x equally. More specifically, when δ is negative add δ to w(ai) for all ai where

i < x. When δ is positive subtract δ from w(ai) for all ai where i > x. Gradient effects gl
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and gu affect the fitness of alleles of size i < x and i > x, respectively. When negative, these

parameters decrease fitness as distance from x increases and vice-versa. To realize these

effects, add gl|x− i| to w(ai) for all ai where i < x and gu|x− i| to w(ai) for all ai where i > x.

Finally, lethal alleles are represented by a relative fitness of zero. For all i considered, set

w(ai) = 0 if w(ai) < 0 after the previous calculations are performed. The second step is to

construct the diploid fitness surface in a model-specific manner. Let w(aiaj) be the fitness

of the diploid genotype containing alleles of size i and j. Under additive and multiplicative

models, w(aiaj) equals the sum or product of the fitnesses w(ai) and w(aj), respectively.

Under the dominant model, deleterious effects are dominant. Thus, genotypic fitness is cal-

culated as the minimum fitness of the two component alleles: w(aiaj) = min (w(ai), w(aj)).

Under the recessive model, deleterious effects are recessive. Thus, genotypic fitness is

equal to the maximum fitness of the component alleles: w(aiaj) = max (w(ai), w(aj)). For

all four models, the fitness surface is normalized by dividing each w(aiaj) by max(w(aiaj)).

Figure 2-1A shows a schematic of fitness surface construction.
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Figure 2-1: Modeling mutation and selection at a microsatellite. (A) The diploid fitness
surface is constructed in two steps. First, allelic fitnesses are calculated by combining
the threshold and gradient effects associated with the values of parameters δ, gl, and gu.
Second, the vector of allelic fitnesses is used to compute the fitness surface (genotypic
fitnesses) in a model-specific manner. (B) Allele-specific mutation rate is defined as a basic
logistic function modified by three parameters whose values control the allele size where
mutation rate begins to increase (ψ), the slope of increase (γ), and the maximum mutation
rate (φ).

Modeling the microsatellite mutation matrix

A positive correlation between allele size and mutation rate is supported by mutational

studies (Goldstein and Clark, 1995; Wierdl et al., 1997; Brinkmann et al., 1998; Schlötterer

et al., 1998; Vigouroux et al., 2002; Leopoldino and Pena, 2003; Henke and Henke, 2006;

McConnell et al., 2007; Seyfert et al., 2008; Marriage et al., 2009; Sun et al., 2012), analyses of

polymorphism data (Ellegren, 2000; Legendre et al., 2007; Brandstrom and Ellegren, 2008;

Kelkar et al., 2008; Payseur et al., 2011), and model-based inference (Aandahl et al., 2012).
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Several studies have modeled this size-dependent aspect of microsatellite mutation rate

using a linear or polynomial function of allele size (Kruglyak et al., 1998; Calabrese et al.,

2001; Sibly et al., 2001). However, genome-wide analyses of polymorphism data further

suggest that mutation rate increases rapidly over a short range of allele sizes after which

mutation rate appears to asymptote (Brandstrom and Ellegren, 2008; Payseur et al., 2011).

This characteristic suggests that a logistic function might be a reasonable alternative model

for allele-specific mutation rate. We use three parameters to modify the logistic function

and control allele-specific mutation rate: ψ controls the position of the upward inflection

point of mutation rate on the allele-size axis, φ controls maximum mutation rate, and γ

controls the slope of increase in mutation rate (Figure 2-1B). Following the general formula

for the logistic function, allele specific mutation rate µ is:

µ(g, ψ, φ, γ) = 10 exp
[
φ(1− e−gγ)
1 + 10ψe−g − 7

]
, g ≥ 2, (1)

where g is current allele size. Recent studies suggest a linear increase in mutation rate with

allele size (Aandahl et al., 2012; Sun et al., 2012). A linear model of mutation rate requires

only two parameters, slope b and intercept a:

µ(g, a, b) =


a+ bg if a+ bg > 0

0 otherwise, g ≥ 2,

Note that negative values of a can lead to µ = 0 for small allele sizes. Indeed, based

on human mutation data and assuming a linear model of allele-specific mutation rate,

Sun et al. (2012) infer negative intercepts for di- and tetranucleotide microsatellites and

therefore µ = 0 for small alleles. Although µ is likely minimal for small allele sizes at

most microsatellite loci, it is almost certainly non-zero. Therefore, we use the logistic

model in the remainder of this study because it allows realistic, non-zero mutation rates
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for the smallest allele sizes and can recapitulate mutation curves derived from the linear

model for larger allele sizes (Appendix, Figure A-2-1). We note, however, that any previous

mutational model translated into a stochastic matrix may be used in the algorithm detailed

below.

Under the SMM, transition probabilities for mutation from size g to size h = l ± 1 are:

Pgh =


µ/2 if g 6= h

1− µ if g = h, g ≥ 2, h ≥ 2,

where µ is determined using equation (1). To model departures from the SMM, we specified

two additional parameters. First, we used parameter c to control contraction bias – the

empirically observed tendency for longer alleles to contract more frequently than expand

(Amos et al., 1996; Xu et al., 2000). Let Z(c, g) = P (contraction) = 1− 1/(2cg2 + 2), 0.5 ≤

Z < 1.0, where g is current allele size and 0 ≤ c < ∞ (though for most loci, reasonable

values of c will not exceed 0.01). Z has a horizontal asymptote at 1. When Z = 0.5

(c = 0), there is no contraction bias; when Z is near one, most mutations reduce allele

size. Second, we used parameter m to model multi-step mutation. Specifically, step size

k ∼ Geometric(m), where m is the probability of single step mutation. When c = 0 and

m = 1, mutation reduces to the standard SMM.

Finally, a stochastic matrix M comprising transition probabilities {Pgh} from size g to h

is computed:

Pgh =


µZ × P (k = |g − h|) = µZ ×m(1−m)|g−h|−1 if g < h

µ(1− Z)× P (k = |g − h|) = µ(1− Z)×m(1−m)|g−h|−1 if g > h

1− µ if g = h

, (2)

where µ is computed using equation (1) and ∑∞
h=2 Pgh = 1, g ≥ 2.



31

Rapid forward simulation of natural selection, mutation, and drift at a

microsatellite using a recursion equation

Edwards (2000) corrected Wright’s equation for the change in allele frequencies at a multial-

lelic locus in response to natural selection (Wright, 1937). This difference equation specifies

the change in allele frequencies after one generation of natural selection:

∆~p = ∆



p1

p2

. . .

pn


= 1

2w̄



p1(1− p1) −p1p2 . . . −p1pn

−p2p1 p2(1− p2) . . . −p2pn

. . . . . .
. . . . . .

−pnp1 −pnp2 . . . −pn(1− pn)





∂w̄
∂p1

∂w̄
∂p2

. . .

∂w̄
∂pn


, (3)

where pi is the frequency of allele ai , w̄ is mean fitness, and the partial derivative ∂w̄
∂pi

is

equal to twice the marginal fitness of allele ai, w∗(ai).

We express the vector of allele frequencies after one generation of selection and mutation

as a recursion equation:

~pt+1 = MT (~pt + C
2w̄∇w̄), (4)

where MT is the transpose of the mutation matrix (eqn. 2), ~pt is the vector of current allele

frequencies, C is the covariance matrix on the RHS of equation (3), and ∇w̄ is the gradient

vector of partial derivatives on the RHS of equation (3). In the following algorithm, we use

repeated application of equation (4) with multinomial sampling to simulate evolution of

microsatellite allele frequencies subject to mutation, selection, and drift:

A0 Set t = 0 and ~p0 to the starting vector of allele frequencies.

A1 For each allele ai, calculate marginal fitness w∗(ai) and ∂w̄
∂pi

= 2× w∗(ai).
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A2 Calculate w̄ and C.

A3 (Selection and mutation) Use equation (4) to find ~pt+1.

A4 (Reproduction and drift) Use multinomial sampling to draw a sample of size

2Ne based on probabilities ~pt+1, where Ne is effective diploid population

size.

A5 Use the sample from [A4] to recalculate ~pt+1.

A6 Repeat steps [A1]-[A5] for the number of generations desired.

If steps [A4] and [A5] are skipped, thereby disregarding drift, steps [A1]-[A3] may be

repeated until |~p(t+1) − ~p(t)| < ε, where ε is an appropriately small threshold (we used

ε = 1/2Ne). Then, current ~p(t) provides an approximation of the allele frequencies at

mutation-selection balance.

To assess accuracy, we compared the outcome of simulations using algorithm A to the

outcome of forward, individual-based simulations. In forward simulations, all 2Ne copies

of the allele were followed; each generation consisted of selection on diploid individuals,

mutation of the surviving alleles, and reproduction by random sampling of surviving

alleles until 2Ne copies were obtained. For the comparison of recursion and forward

simulations, we used a representative set of parameter values: dominant model, δ = 0.05,

gl = −0.001, gu = 0, φ = 3.5, ψ = 1.5, γ = 0.15,m = 1, c = 0. We performed the comparison

for two distinct populations sizes: Ne = 500 or 10000.

Results

Picturing mutation-selection-drift equilibrium at a microsatellite

Forward simulations following algorithm A generated samples highly similar to those

produced using much slower individual-based simulations (Appendix, Figure A-2-2). The
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contour plots in Figure 2-2,A-C each summarize the frequency distribution of a single allele

over time and across 1000 replicate simulations using algorithm A. Equilibrium between

mutation, selection, and drift eventually becomes apparent across replicates. The frequency

of the key allele at mutation-selection balance (obtained by a single simulation in the absence

of drift) was 0.9864. For a diploid population size of Ne = 10000 the key allele slowly

approaches mutation-selection equilibrium in all 1000 replicates (Figure 2-2A). The effect

of drift is minimal, but does cause key allele frequency to oscillate about its equilibrium

frequency at mutation-selection balance. When Ne = 500 (Figure 2-2B), however, the effect

of drift dominates. In a large fraction of simulations (31%), frequency of the key allele at

4500 generations is < 0.2. Figure 2-2C shows the frequency distribution of the next-most-fit

allele (size 7) across the same 1000 replicates shown in Figure 2-2A. Comparing panels A

and C of Figure 2-2, we can intuit the chronology of selective effects resulting from the

topology of the multiallelic fitness surface (Figure 2-2D). Initially, the frequencies of both

alleles increase because the large fitness penalty imposed on alleles of size > 8 by threshold

effect δ = 0.05 rapidly eliminates these alleles from the population. After ∼ 50 generations,

however, only alleles of size <= 8 remain and the gradient parameter gl = −0.001 begins

to slowly eliminate alleles of size ≤ 7.
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Figure 2-2: Mutation-selection-drift equilibrium for a microsatellite under selection. (A)
The joint distribution of key allele (size = 8) frequency versus time for 1000 replicates
at a selected microsatellite locus. In this case, the key allele is also the most fit and its
frequency at mutation-selection equilibrium is 0.9684 (dashed line). The simulated selective
regime was: dominant model, x = 8, δ = 0.05, gl = −0.001, gu = 0. Simulated mutational
parameters were: φ = 3.5, ψ = 1.5, γ = 0.15, m = 1., and c = 0. Diploid population size
Ne = 10000. (B) The same as (A) for 1000 simulations where Ne = 500. (C) Derived from
the same simulations as (A), the joint distribution of the frequency of allele size 7 versus
time is shown. This allele is the next most-fit allele according to the modeled selective
regime. (D) The fitness surface used in the simulations underlying panels A-C.

The evolution of Friedreich’s ataxia and its causative microsatellite

To demonstrate the utility of the fitness models described here, we applied the recessive

model to inference of parameters concerning the origin and selective regime of the human
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disease Friedreich’s ataxia (FRDA). FRDA is caused by the hyperexpansion of a GAA repeat

in the first intron of the autosomal gene frataxin (FXN; Campuzano et al., 1996) and is the

most common inherited ataxia among individuals of Western European ancestry (Pandolfo,

2008). Four size-based classes of GAA allele are generally identified: short normal (SN) with

allele size < 12, long normal (LN) with allele size between 12 and 33, premutation (P) with

allele size between 34 and 60, and expanded (E) with allele size > 60. Affected individuals

are homozygous for an E allele; age of onset and severity of the disease increase with

the size of the smaller allele in affected genotypes (Durr et al., 1996). Patterns of linkage

disequilibrium with nearby SNPs support the hypothesis that a single 18-repeat allele (and

the LN class with it) originated from a rare doubling mutation of a 9-repeat allele (Cossee

et al., 1997; Monticelli et al., 2004). Subsequently, LN alleles likely proliferated via ordinary

mutation (Montermini et al., 1997), eventually generating larger P alleles that are vulnerable

to hyperexpansion (size ≥ 34). E-class alleles mutate roughly 85% of the time and while

the expansion/contraction ratio is even in females, nearly all mutations of E alleles in males

are contractions (Pianese et al., 1997). The geographic distribution of non-SN alleles and

analyses of linkage disequilibrium suggest that a unique SN-to-LN mutation took place in

Africa (Colombo and Carobene, 2000). Based on measures of LD in modern Europeans,

one study dated the origin of the first LN allele at 682 +/- 203 generations ago (Colombo

and Carobene, 2000). However, the authors acknowledge this may be an underestimate.

Their method assumed equilibrium population dynamics, but migration from Africa to

Europe incurred a population bottleneck that would have slowed decay of LD, thereby

skewing the estimate of allele age towards more recent times. In our simulation-based

inference, we allowed both African and European origins of the LN class to be simulated

(Figure 2-3).
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Figure 2-3: The demographic model for FRDA inference. Outer trees indicate population
size. Inner shaded trees represent the frequencies of LN and E class alleles. Parameters tb
(bottleneck time) and te (time of LN class origin) were drawn from uniform prior distri-
butions before the start of each simulation. The relation between these parameter values
distinguished between two historical possibilities. When te > tb (left), the bottleneck oc-
curred before the emergence of the first LN allele. In this case, the LN and E alleles observed
in Northern Africa on the same haplotypic background as European LN and E alleles can
only be explained by back-migration to Africa (pointed arrow). When te < tb (right), LN
emergence takes place in Africa and is subsequently carried to Europe by members of a
founding population. Note that only simulations where LN alleles survived to modern day
(t = 0) were retained and that the post-divergence African population was not simulated.
Coalescent simulation was used to simulate starting distributions of genetic variation;
forward simulations as detailed here were used to progress from time te to t = 0.

Posterior point estimates and 95% credible intervals for all parameters of interest are

found in Table 2-1, while graphical comparisons of prior and posterior distributions for

each estimate are shown in Figure A-2-3 (Appendix). Our median estimate of the age of the

anomalous SN-to-LN doubling event is 1494 generations ago with a credible interval of 840-

2593 generations ago. Figure 2-4 shows the estimated fitness surface of the causative GAA

repeat assuming median values of δ and gu from posterior distributions. After normalizing

the fitness surface by assigning a fitness of 1.0 to all genotypes with at least one allele

less than 34 in size, the relative fitness of the most deleterious genotype, (1500/1500) is

0.105. All genotypes in which both alleles are of size ≥ 34 have relative fitness <= 0.984.



37

Despite very low fitness of affected genotypes, the low frequency of E alleles in the observed

Western European population and the recessivity of the disease suggest the selective toll

of FRDA is minimal. This expectation was confirmed by additional simulation; across 1000

simulations using median parameter estimates, maximum realized genetic load was only

∼ 1.2e-04 (Appendix, Figure A-2-4).

1000

500 

500 1000

34

34

1500

1500

Relative Fitness
1

0

Figure 2-4: Estimate of the fitness surface for the GAA repeat that causes Friedreich’s ataxia.
This estimate is based on median selective parameter values from their posterior distribu-
tions. The solid black lines are drawn at allele size 34. We assumed that all genotypes with
at least one allele of size < 34 had a relative fitness of 1. The least fit genotype on the graph
– 1500/1500 – has an estimated fitness of only 0.104.

Approximate posterior densities on the mutational parameters φ, ψ, and γ were rela-

tively narrow (Table 2-1; Figure A-2-3). Using the median estimates of these parameters

to calculate allele-specific rates of µSTR, we estimate that alleles < size 12 mutate at rates

< 1e− 03. However, alleles of size > 12 were inferred to be extremely mutable, peaking

at µSTR ' 0.1 for alleles of size > 24. These results suggest that modeling allelic-specific

mutation rate is an important part of characterizing selection targeting microsatellites.
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Population-level characteristics of microsatellite selection

We quantified distance between the starting distribution of allele frequencies and those at

mutation-selection balance as ∆msat (see Material and Methods). For all selective regimes

tested (Table 2-2), regression of d on ∆msat and cost of selection C on ∆msat were significant

(P < 1e − 05). Values of r2 associated with regression analyses (Table 2-2) suggest that

∆msat is an important determinant of both the cost and duration of selection in a population.

Interestingly, the influence of ∆msat on the cost of selection is largely independent of selective

strength. Comparing additive regimes A1 and A2, the rate at whichC increases in response

to increases in ∆msat is identical for both scenarios, despite five-fold greater values of gl and

gu in regime A2 (P = 0.915; ANCOVA: H0: slopes identical; Figure 2-5A). Although the

intercepts of the best-fit lines for regimes A1 and A2 are significantly different (P=0.021), it

is visibly evident that the average increase in C associated with regime A1 is very minimal

(Figure 5A). These results agree with those for diallelic loci, where, except for very strong

selection, increases in selective strength do not affect C (Haldane, 1957). Different models

of microsatellite selection can lead to selective events with very different characteristics

(Figure 2-5B). For example, dominant and recessive selective regimes produced selective

events of greater duration than those of additive and multiplicative selection regimes. In

addition, populations evolving under the multiplicative regime M2 obtained mutation-

selection equilibrium in roughly half the time of populations evolving according to selective

regime A2, despite identical parameter values. Finally, for all selective regimes simulated,

greater than 70% of replicates fell to the left of the hard sweep line in Figure 5B. This region

of the graph corresponds to soft selective sweeps on SNPs, where the starting frequency of

the beneficial variant is > 1/2Ne.
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r2

regime model x gl gu δ C on ∆msat d on ∆msat

A1 additive 11 -0.01 -0.01 0. 0.74 0.56
A2 additive 11 -0.05 -0.05 0. 0.59 0.29
M1 multiplicative 11 -0.05 -0.05 0. 0.64 0.38
D1 dominant 11 -0.01 -0.01 0. 0.36 0.43
R1 recessive 11 0. -0.01 -0.025 0.74 0.77

Table 2-2 Simulated selective regimes and coefficients of determination for regression of C
and d on ∆msat.
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Figure 2-5: Cost and duration of microsatellite selection. (A) Regression of log C on ∆msat

for additive regimes A1 and A2 (Table 2-2). The results of 250 deterministic simulations
are shown. The only difference between replicates of the same regime was the starting
distribution of allele frequencies, which was generated using neutral coalescent simulation.
∆msat quantifies the difference between starting allele frequencies and those at mutation-
selection balance. Best fit lines for both regimes are drawn. (B) Duration of selection
versus cost of selection for regimes R1, D1, A2, and M2; 250 deterministic replicates each.
The dashed line is drawn from deterministic simulations of a hard, SNP-based selective
sweep (dominance coefficient h = 0.5). The line is interpolated but based on thousands of
simulations, each with a different value of s. Two values of s are indicated on the dashed
line.
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Discussion

The role of mutational complexity in genomic scans for selection

Standard genomic scans for selection assume that natural selection is the only locus-specific

force active in the genome. The effects and/or rates of mutation, recombination, and de-

mography are assumed to be homogeneous across the genome. This paradigm is attractive

because it implies that anomalous patterns of genetic diversity must be attributable to the

action of natural selection. However, while genomic scans have identified a handful of loci

clearly subject to natural selection in humans, meta-analyses of genomic scans in humans

do not yield ready consensus (Akey, 2009). One reason for this is likely the characterization

of genomes as a monolithic sequence. Methods that ignore interlocus heterogeneity caused

by factors other than natural selection bear reduced statistical power to detect selection

and could suffer elevated false positive rates. In particular, studies that differ in terms of

sample, sample size, markers, etc ... will often yield distinct or conflicting results.

Here, we focused on a common source of heterogeneity that is seldom considered:

frequent, recurrent mutation. We used microsatellites as a model form of variation for

this purpose. Implementing our models of direct selection on microsatellites revealed

the danger in assuming that high-density SNP data are capable of detecting selection

at non-SNP variants. In Figure 2-5, the majority of simulated selective events targeting

microsatellites fall to the left of the line denoting a starting frequency of 1/2Ne for SNP

selection. In other words, selective events targeting microsatellites will frequently resemble

soft sweeps on SNPs, which are nearly impossible to detect using statistics based on the

site frequency spectrum (Pennings and Hermisson, 2006b). Indeed, simulations of linked

diversity in the case of direct selection on a microsatellite corroborate the analogy to soft

sweeps; soft sweeps and direct microsatellite selection generate minimal selective footprints

in their wake, at least as measured by summaries of the site frequency spectrum (Figure 2-6).
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In general, this is most likely due to the fact that recurrent mutation causes an advantageous

microsatellite allele to become associated with a variety of haplotypic backgrounds.

Pennings and Hermisson (2006a,b) developed a model of positive selection that did

include recurrent mutation (following an infinite alleles model) and found that resultant

soft sweeps were detected with high statistical power using measures of linkage disequilib-

rium (LD). The authors attributed this power to the fact that each individual mutation to

the beneficial allele was likely to bring with it a distinct ancestral haplotype whose genetic

associations (LD) were unlikely to decay during the selective period. Though it warrants

further investigation, there are several reasons to suspect that the encouraging results of

Pennings and Hermisson (2006b) may not hold for the detection of microsatellite selection:

(1) favored microsatellite alleles will frequently be drawn from standing variation, suggest-

ing that selected alleles will already lie on genetic backgrounds of partially decayed LD; (2)

the population mutation rate of microsatellites, θ = 4Neµ, will generally be much higher

than the values considered by Pennings and Hermisson (2006a,b), leading to very frequent

recurrent mutation; (3) back mutation, ignored by Pennings and Hermisson (2006a,b), will

be common at microsatellites, and; (4) considerable variation in allelic fitness may often

exist at non-neutral microsatellite loci, which can undermine the effectiveness of tests for

selection based on LD (Pennings and Hermisson, 2006a).

In general, lessons learned from studies based on the infinite sites or infinite alleles

models of mutation will not hold for microsatellites and other genetic variants created

by complex mutation. Therefore, it seems prudent to develop models of selection and

mutation tailored to the peculiarities of these variants. Otherwise, even strong instances of

selection on many forms of genetic variation that are less commonly considered will be

difficult or impossible to detect.
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Detecting microsatellite selection

The complex nature of multiallelic selection makes detecting evidence of natural selection

at microsatellites a challenging task. As discussed above, the standard genomic scan for

selection will generally be a poor approach for detecting microsatellite targets of selection.

Furthermore, the absence of genome-wide microsatellite data currently precludes full

genomic scans for microsatellite selection (though see Gymrek et al. (2012)). Yet we believe

testing candidate microsatellites for evidence of selection provides one way forward. In

this sense, testing for microsatellite selection may actually prove an easier task, since

microsatellite loci are well defined while genomic scans for positive selection proceed

under the assumption that all nucleotides could be of adaptive consequence. Also, a

locus-specific test of microsatellite neutrality should be helpful to empiricists, where the

presumed neutrality of microsatellite markers is rarely tested.

One approach to testing candidate microsatellites for selection is to embrace their po-

tential complexity and use simulation based inference procedures. We have demonstrated

that a simple implementation of ABC inference using our models and simulation algorithm

was sufficient to provide novel insights regarding evolution of the microsatellite under-

lying Friedreich’s ataxia (see below). However, direct selection on a microsatellite and

selection on a tightly linked SNP both cause reductions in microsatellite variation (Slatkin,

1995a). Thus, full implementation of our models in the inference of microsatellite selection

requires a means to distinguish between direct and linked selection. One possibility is to

examine levels of linked diversity in sequence flanking the subject microsatellite. Since

most instances of microsatellite selection appear most similar to selection on standing SNP

variation (Figure 2-5), direct microsatellite selection should most often reduce variance at

the microsatellite while leaving a minimal selective footprint in linked sequence diversity

(Figure 2-6).
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Figure 2-6: Results from 250 independent simulations each of additive selection on a mi-
crosatellite, a soft sweep (p0 on the interval [0.1, 0.2]), or a hard sweep (p0 = 1/2Ne), where
p0 is the starting frequency of the beneficial SNP variant. The y-axis plots πfinal/πinitial,
where final nucleotide diversity (πfinal) was calculated from a sample of n = 100 chro-
mosomes either at the time of fixation of the beneficial variant (SNP selection) or when
mutation-selection-drift equilibrium was achieved (microsatellite selection). In all selection
scenarios, the target of selection was located at the center of a 1Mb sequence. Boxplots
summarize the results from simulations of microsatellite selection in non-overlapping 10kb
windows (rectangles are interquartile distances). Colored lines plot the mean value of
πfinal/πinitial across simulations for soft sweep (orange) and hard sweep (blue) simulations.

The cost and duration of microsatellite selection are dependent on

several factors

A recent study of experimental evolution unequivocally demonstrated that rapid adaptive

responses are possible when the selected target is a repetitive element with high mutation

rate (Vinces et al., 2009). This result supports hypotheses that microsatellites provide

reservoirs of potentially adaptive alleles and that frequent recurrent mutation provides

the opportunity for rapid adaptive response to environmental change (Kashi et al., 1997;
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King et al., 1997; Trifonov, 2004; Kashi and King, 2006; King and Kashi, 2009; Gemayel

et al., 2010). Yet it is premature to claim that repetitive elements such as microsatellites are

truly ubiquitous agents of efficient adaptive change; their capacity as drivers of adaptive

change appears contingent on several factors. First, the efficiency of adaptive response is

dependent upon the selective regime imposed by ecological change. We found that 99% of

the replicates of microsatellite selection under regime A1 take longer to reach equilibrium

than those of regime A2. Yet there is not a significant difference between initial variance

in allele size in the A1 and A2 replicates (P = 0.643). In other words, the difference in

efficiency of adaptive responses demonstrated by A1 and A2 replicates is not due to in-

sufficient accumulation of standing variation at the selected locus but the relatively flatter

fitness surface under scenario A1. As another example, consider the substantial difference

in the efficiency of selection between regimes R1 and M1. While the duration of selection

is < 200 generations for all replicates of M1 selective events, it can take > 1500 generations

to obtain mutation-selection balance under the R1 regime (Figure 2-5B). Second, efficiency

of the selective response of a microsatellite is dependent on the starting distribution of

allele frequencies. For both A1 and A2 scenarios, replicates with the highest selective costs

(Figure 2-5A) and longest durations of selection were also among the set of replicates with

the highest values of ∆msat (Figure 2-5A). In many of these cases, the most fit allele was

not present in the population at the start of selection. Thus, the accumulation of standing

variation at a microsatellite prior to environmental change will only lead to a more efficient

selective response if the new selective regime selects for alleles in the vicinity of the current

allele distribution. Some hypotheses that advocate the efficacy of selection on repetitive

elements do make this very assumption, such as the “tuning knob" model of Trifonov

(2004). Finally, as shown in Figure 2-2B, small population size can lead to an appreciable

probability that a population will segregate the most beneficial allele at near-zero frequency

despite high rates of mutation. This suggests that potential efficiencies of adaptation via
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microsatellite will be difficult to obtain in small, imperiled populations.

Inferring the origin and selective regime of Friedreich’s ataxia

Our estimated date for the anomalous SN-to-LN mutation is more than double that of

a previous estimate (Colombo and Carobene, 2000), which was calculated as a simple

function of LD and recombination fraction at several linked loci (Risch et al., 1995). As the

authors discussed, however, their estimate may be biased toward more recent estimates.

Indeed, we believe a substantially more ancient estimate of LN emergence is supported

by a variety of evidence. First, near-perfect linkage disequilibrium with nearby variants

(Cossee et al., 1997; Monticelli et al., 2004) and a noticeable gap between observed frequency

distributions of SN and LN alleles (Monticelli et al., 2004) support the hypotheses that: (1)

the current pool of LN, P, and E class alleles is derived from a single, anomalous mutation

of an SN allele and (2) broadening of the SN allele range by standard mutation has not

contributed to the current pool of LN alleles. We incorporated these hypotheses in our

inference procedure by rejecting any simulation in which all descendants of the single,

initial LN allele were lost. In this case, we found it nearly impossible to generate LN and E

frequencies comparable to empirical frequencies in less than 1000 generations, even when

mutation rate of LN alleles was very high. Only two of the 500 best simulated samples

used to compute posterior distributions had te > −1000. Second, E class alleles are limited

to Northern Africa, the Middle East, and Western Europe. Coupled with the hypothesis of

a single LN origin, this fact recommends the parsimonious hypothesis that LN emergence

took place somewhere in Northern Africa and subsequently spread with immigrants to the

Near East and Europe. If a Northern African origin of the LN class is true, it necessitates

that the mutation occurred > 2000 generations ago, as the Eurasian expansion likely took
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place on the order of 40kya (Liu et al., 2006a). On the other hand, we interestingly found

that 93% of the best fitting simulations had te > tb – i.e., LN emergence took place in the

bottlenecked European population (Fig S3). If true, this historical hypothesis necessitates

the back-migration of LN class alleles to Africa (Figure 2-3).

To our knowledge, the fitness surface presented in Figure 2-4 is the first estimate of

its kind for a microsatellite that causes a human trinucleotide disorder. The topography

of this surface agrees with clinical observations. First, decreasing fitness with increasing

size of the smallest E allele in a genotype (i.e., negative gu) agrees with the observation

that decreased age of onset and increased severity of symptoms are correlated with the

size of the smaller allele in affected individuals (Durr et al., 1996). Second, a positive

value of δ agrees with the fact that all individuals with two E alleles experience some

impairment. Relative fitnesses of genotypes in which both alleles are > 1100 repeats are

very low (< 0.35). However, the occurrence of these genotypes in nature must be very

rare. Using standard formulas for expected homozygosity and conditional probability, the

probability of a 1100+/1100+ genotype is only

E{freq. 1100+/1100+ genotype} = P (size > 1100)2 = {P (size > 1100 | E) P (E)}2

= (0.095× 0.01)2 = 9e− 07,

where P (E) is the marginal probability of an E class allele. Thus, we expect only one in 1.1

million people of European ancestry to carry these highly deleterious genotypes. Although

natural selection acts upon variation at the GAA repeat in FXN, it has had very minor impact

on the evolution of the microsatellite relative to mutation and drift (Appendix, Figure

A-2-4).

We inferred remarkable heterogeneity in mutation rates for the FXN microsatellite.
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While SN alleles are predicted to mutate within the range of mutation rates generally cited

for microsatellites (10−06− 10−03), the median estimate of µ for larger LN alleles was on the

order of 10−1. The absence of empirical examples of LN alleles on more than one haplotypic

background as well as the discontinuity in the observed frequency distribution between

SN and LN class ranges support the idea that SN alleles mutate quite slowly. If SN alleles

mutated at very high rates, they would likely invade LN allele space thereby linking LN

alleles to a diversity of haplotypic backgrounds. Also, our simulations indicate that a very

high mutation rate of LN alleles is required for the rapid increase in frequency of LN alleles

from 1/2Ne to 0.1675 (even in 1000+ generations).

Although the qualitative patterns implied by our parameter estimates seem reasonable,

the absolute quantitative estimates presented here should be treated with caution. For

example, these estimates possess little value if the seemingly well-supported assumption

that there was a single LN origin does not hold. Furthermore, our model of the European

bottleneck (Figure 2-3) overlooks the fact that the colonization of Europe and other regions

likely included serial serial bottlenecks (Liu et al., 2006a; DeGiorgio et al., 2009). Our main

motivation for including this example was to point out the potential value of our models

and simulation algorithm to population genetic inference. Indeed, we believe analysis of

the FXN locus that used African and Eurasian samples as well as more detailed summary

statistics could provide a high-resolution portrait of the evolution of Friedreich’s ataxia

and its causative locus.

Extending models of the fitness surface to other multiallelic variants

Our models could be applied to other multiallelic variants. Copy number variants (CNVs)

are polymorphisms in the number of repeats of 1kb-1Mb DNA segments. Recently CNVs
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have been implicated in disease and other phenotypic variation (Cooper et al., 2007; Nair

et al., 2008), most likely due to differences in dosage of genes contained within the repeated

segments (Stankiewicz and Lupski, 2010). The mutational mechanism leading to the

generation and variation of CNVs is far from settled (Hastings et al., 2009). Nevertheless,

CNVs resemble microsatellites in several ways. They are repetitive elements that mutate

in a complicated manner and whose allele size may affect fitness. CNV analogues to the

models reported here could similarly be used in inference regarding selection on these

variants, which are of increasing interest to the human genetics community. While selective

models could be ported directly, construction of a realistic mutational model would likely

be difficult. However, a variety of mutational models could be combined with the selective

models reported here to enable simulation-based investigation of the population-level

consequences of different mutational mechanisms.

Methods

Modeling Friedreich’s ataxia and inferring parameters of interest

In modeling FRDA evolution, we assumed the following: (1) recessive model of natural

selection; (2) key allele x = 34; (3) effective population size of the affected, modern day

Western European population is Ne = 10000; (4) an historical demographic model in which

an African population of Ne = 10, 000 gives rise to a bottlenecked founding population that

undergoes exponential population growth at rate α (Figure 2-3; parameter tb specifies the

time of the bottleneck); (5) no selection against allele sizes < 34; (6) gu ≤ 0 – i.e., the fitness

of alleles of size greater than 34 (key allele size) could only decline with increasing allele

size; (7) single origin of an LN allele at size 18; (8) mutation of SN and LN alleles follows

the mutation model outlined above; (9) gender-specific differences in hyperexpansion
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mutations follow a 50/50 mixture model of male and female mutational distributions

(Pianese et al., 1997); (10) P and E alleles hyperexpand with probability 0.85; and (11) with

probability 0.15, E alleles undergo no change and P alleles are subject to normal mutation

probabilities.

We used approximate Bayesian computation (ABC; Beaumont et al., 2002) to estimate

parameter values of interest. Frequencies of SN and LN alleles were estimated from 400

chromosomes sampled from Europeans in two studies (Montermini et al., 1997; Monticelli

et al., 2004), while E frequencies were estimated from 332 chromosomes sampled from

Europeans in two separate studies (Durr et al., 1996; Pianese et al., 1997). Following the

ABC paradigm, we estimated parameter values by comparing empirical frequencies to

those generated by simulation.

For each simulation, we drew random values of parameter te – the emergence time of

the first LN allele – as well as seven other parameters: tb, α, gu, δ, φ, ψ, and γ. Constant

values of c = 0 and m = 0.95 were used. All prior distributions were uniform (Table 2-1).

Note that the prior for te includes more recent time points that that of tb. This allowed

the emergence of the first LN allele to occur in the founding European population rather

than the ancestral African population. Although haplotype data indicate this is a less

parsimonious hypothesis, we allow simulation of this hypothesis because it is possible that

the first LN allele emerged in the European population and back-migrated to Northern

Africa (Figure 2-3). To increase the efficacy of simulation effort, we refined initial prior

distributions based on the results of 10,000 pilot simulations. These narrower priors are the

ones listed in Table 2-1. We ran 100,000 total simulations with these priors. Each simulation

began with a coalescent phase (Figure 2-3). At time te, a single SN allele was converted to a

size 18 LN allele. Then, forward simulation following algorithm A proceeded until t = 0

(modern day); note, however, that Ne changed through time and that the post-divergence

African population pictured in Figure 2-3 was not directly simulated. At t = 0, a sample
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of n = 400 chromosomes was taken from the population. 100,000 total simulations were

run. We restarted a replicate whenever all descendants of the single size 18 allele were

lost. Thus all results are conditioned on survival of this lineage as supported by linkage

analysis (Cossee et al., 1997; Monticelli et al., 2004). Empirical and simulated samples

were summarized using six summary statistics: total frequencies of LN and E alleles and

the proportion of E-class alleles found on the size intervals (60,500], (500,700], (700,900],

and ≥ 1100. Observed values of these summary statistics were 0.1675, 0.01, 0.146, 0.17,

0.293, and 0.095, respectively. We retained all simulated samples and used weighted local

linear regression (Beaumont et al., 2002) with a tolerance of 0.005 (0.5% of simulations) as

implemented in the R package abc (Csillery et al., 2012) to estimate approximate posterior

distributions for the parameters of interest. Parameters were log-transformed for regression

and back-transformed post-regression.

Characterizing the effects of microsatellite selection at the population

level

To compare population-level consequences of microsatellite selection, we simulated rep-

resentative selective regimes for each of the four models described above (Table 2-2; 250

replicates each). Each replicate of a given selective regime began with a random starting

distribution of allele frequencies, generated using neutral coalescent simulation in MARK-

SIM (Haasl and Payseur, 2011). Simulations were deterministic and mutation parameters

were constant across all simulated regimes: φ = 5, ψ = 2, γ = 0.3, c = 0, m = 0.95. For

each replicate, we calculated: (1) the duration of selection, d, which was was the time in

generations from the onset of selection until mutation-selection equilibrium was achieved

(defined as the first generation when the sum of allele frequencies at the selected locus was
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less than 1/2Ne
2); (2) the cost of selection, C = ∑d

t=1 1 − w̄ (Haldane, 1957), and; (3) the

distance between starting allele frequencies and those at mutation-selection equilibrium,

∆msat. The last metric was calculated as:

∆msat =
∑
x∈S

∑
y∈E
|x− y|pxpy, (5)

where S is the set of starting allele sizes, E is the set of equilibrium allele sizes, and p• is

allele frequency. Thus, ∆msat weights the distance between each starting and equilibrium

allele by the product of their frequencies, pxpy, which can be thought of as the probability

that a starting allele of size x will be replaced by an allele of size y by the time of equilib-

rium. Finally, for comparison, we calculated d and C for hard selective sweeps, where the

beneficial single nucleotide variant started at a frequency of 5e-053. In all simulations of

SNP selection, the dominance coefficient h = 0.5. We simulated values of the selection

coefficient s ranging from 0.001 to 0.1 in increments of 0.001.

Comparing the selective footprints of selection targeting SNP variants

versus microsatellites.

We ran 250 independent simulations each for three different selective scenarios: (1) additive

selection on a microsatellite (gl = gu = −0.05, δ = 0.; (2) a soft sweep (p0 on the interval

[0.1, 0.2]), and; (3) a hard sweep (p0 = 1/2Ne), where p0 is the starting frequency of

the beneficial SNP variant. For each type of selection, the 250 simulations started with

an array of independently generated SNP variation along a 1MB sequence using MS

(Hudson, 2002) embedded in MARKSIM (Haasl and Payseur, 2011). We then added the

beneficial SNP variant or microsatellite to the exact center of the 1MB sequence. Next,
2although these were deterministic simulations, this definition of equilibrium implicitly assumes Ne =

10000
3although these were deterministic simulations, this starting frequency implicitly assumes Ne = 10000
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we used forward simulations, in which the order of events was selection, reproduction

and recombination, and mutation. Simulations finished when fixation of the beneficial

variant occurred (SNP-based selection) or the selected microsatellite reached mutation-

selection-drift equilibrium.To simulate reproduction and recombination, two chromosomes

from those remaining after selection were chosen at random to represent the "father" and

two to represent the "mother". For each of these two pairs we then tested the pair for

recombination (rate 1.25cM/Mb). If recombination was indicated, we then tested to see

if a recombinant chromatid was inherited. If so, we chose the position of the breakpoint

at random. From each parent, then, an offspring inherited a random recombinant or non-

recombinant chromosome. Reproduction continued until the constant population size of

Ne = 10000 was reached. During the mutation phase, new SNPs arose at random positions

at a Poisson-distributed rate of 0.0125 (106 bases ×µ = 1.25e− 08). Microsatellites mutated

according to the logistic model described in this paper with φ = 5, ψ = 2, γ = 0.3, c = 0,

and m = 0.95. For both soft and hard sweeps, selection parameter s = 0.05 and dominance

parameter h = 0.5.
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chapter 3: the effects of microsatellite selection on linked

variation

Summary

Theory that underlies standard genome-wide scans for selection assumes that mutation
follows the infinite sites model (ISM). This assumption may limit the ability of genome-
wide scans to identify selected targets that do not follow the ISM, such as microsatellites
and other copy number variants. We focus on microsatellites, which bear high mutation
rates and are therefore subject to frequent recurrent mutation. We compare the power
of statistics that summarize the site frequency spectrum or distribution of haplotypes to
detect selection on microsatellites with their power to detect selection on single nucleotide
variants (SNVs) that follow the ISM. We find that microsatellites with high mutation
rates are generally difficult to detect using statistics based on the site frequency spectrum.
However, we also identify a notable exception to these pessimistic results. Selection on
microsatellites generates a joint signal of selection comprising a low number of haplotypes
and an intermediate number of segregating sites. In fact, when conditioned on the number
of segregating sites, the number of haplotypes provides greater power to detect selection on
highly mutable microsatellites than any other tested scenario of selection. Due to recurrent
and back mutation, the favored microsatellite allele does not fix under most circumstances.
We hypothesize that continued generation of deleterious alleles by mutation followed
by their elimination may generate long-lasting reductions in linked sequence diversity.
The magnitude of this reduction will be positively correlated with mutation rate at the
selected microsatellite. Finally, we apply insights gained from simulation results to the
analysis of an intronic microsatellite in the human gene HSD11B2, which multiple lines
of evidence suggest is a good candidate for direct selection. We find that anomalous
patterns of variation at the subject microsatellite are likely due to linked selection rather
than direct selection on the microsatellite. In general, knowledge of the relative powers
of different statistics to detect selection on different types of genetic variants – including
our identification of a pattern in linked variation that is particularly sensitive to selection
on rapidly mutating microsatellites – should aid the detection and characterization of
selection on non-ISM variants in two important ways. First, this knowledge should enable
the performance of informed, full genome scans for microsatellite selection that do not
require initial sampling of microsatellite variation itself. Second, as the case of HSD11B2
illustrates, patterns of linked variation can be used to corroborate or weaken the case
for natural selection supported by other lines of evidence. Our results also suggest that,
if computationally tractable, a joint analysis of microsatellite and linked variation may
provide a powerful method to infer selection at candidate microsatellite loci.
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Introduction

The genome-wide scan for selection is a powerful and promising method in the toolkit of the

evolutionary biologist. Results from scans for selection can provide remarkable knowledge:

the regions of the genome that have been among the most critical to the evolution of a

population or species. For this reason and because whole genome sequencing is becoming

increasingly inexpensive, the genome-wide scan for selection first envisioned forty years

ago (Lewontin and Krakauer, 1973) has now become commonplace (Biswas and Akey,

2006; Akey, 2009; Oleksyk et al., 2010; Strasburg et al., 2012). Moreover, scans for selection

have lived up to their promise by identifying interesting examples of selection in a variety

of species, including parallel evolution in divergent freshwater populations of threespine

stickleback (Hohenlohe et al., 2010), local positive selection for a derived allele in the

pigmentation gene SLC24A5 in Europeans (Lamason et al., 2005), and selection targeting

ion transport and metal detoxification genes in populations of Arabodopsis lyrata growing

in inhospitable serpentine soils (Turner et al., 2008, 2010). As access to genomic data for an

increasingly broad swath of phylogenetic diversity accrues, it behooves the evolutionary

genetics community to understand the patterns of genome-wide polymorphism in as

complete a way as possible. In particular, are there targets of selection that are potentially

overlooked by the scan for selection as currently practiced?

One particularly appealing feature of the genome-wide scan for selection is its ostensibly

unbiased nature. Abstaining from a priori specification of candidate targets of selection, the

genome-wide scan interrogates the majority of genomic regions without reference to their

potential biological function. Absent alternative explanations such as demographic change,

anomalous patterns of polymorphism may be attributed to natural selection. However,

it is now clear that the models and statistics underlying genome-wide scans for selection

may lead to biased result sets. For example, selection from standing variation often fails
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to significantly distort patterns of genetic variation as measured by the site frequency

spectrum (SFS; Innan and Kim, 2005; Przeworski et al., 2005). Thus, standard genome-wide

scans are biased towards identifying selective targets derived from new mutation. Similarly,

selection on a polygenic trait may fail to significantly distort patterns of genetic variation

linked to any one component gene (Pritchard et al., 2010). Therefore genome-wide scans

may also be plagued by a bias towards the identification of genetic variants responsible for

variation in Mendelian traits. Finally, Teshima et al. (2006) found that selective sweeps are

more difficult to identify when the selected allele is recessive and concluded this will lead

genome-wide scans to produce an unrepresentative set of potential selective targets.

These and other biases associated with scans for selection have received substantial

attention (e.g., Hermisson and Pennings, 2005; Hancock et al., 2010b,a). Here we investigate

a bias that is seldom considered. Namely, the methods of statistical genetics used to

detect selection assume that positively selected variants emerge according to the infinite

sites model (ISM; Kimura, 1969). In other words, on the time scale of a selective event,

the beneficial single nucleotide variant (SNV) arises only once. Violations of the ISM in

the context of sweeps targeting SNVs have been investigated – e.g., recurrent mutation

without back mutation (Pennings and Hermisson, 2006b,a). However, the genome is

mutationally complex and functional variants in the genome are not limited to SNVs. Micro-

and minisatellites, copy number variants, and transposable elements are all abundant in

genomes (Ellegren, 2004; Korbel et al., 2007; Huang et al., 2010) and possess mutational rates

and processes that are notably different from point mutation. It is not clear how selection

targeting these variants will affect linked variation. Selection targeting non-SNVs may

affect linked variation in a fundamentally different manner than posited by the canonical

model of selective sweeps (Maynard Smith, 1976) or fail to affect it altogether. In either case,

standard genomic scans would categorically fail to detect a variety of important selective

targets.
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To address the effect of non-ISM mutation on inference of selection, we focus on mi-

crosatellites, the best-studied class of common genetic variation that mutates in a non-ISM

manner (Ohta and Kimura, 1973; Levinson and Gutman, 1987; Weber and Wong, 1993).

Microsatellites are sequential repeats of a 1-6 nucleotide motif. Microsatellite mutation

increases or decreases the number of repeats and occurs at a rate exceeding that of point

mutation by several orders of magnitude (Bhargava and Fuentes, 2010). Importantly, high

microsatellite mutation rate causes recurrent mutation, back mutation, and multiallelism

at microsatellite loci (Ellegren, 2004).

Long considered to be non-functional genetic variants, a growing body of evidence

suggests that a subset of microsatellites are functional. Numerous studies have identified

a correlation between microsatellite variation at genic microsatellites and levels of gene

expression (Rockman and Wray, 2002; Vinces et al., 2009; Gemayel et al., 2010). In pathogenic

bacteria, mutation of microsatellites in open reading frames or their promoters cause phase

variation by which phenotypes are turned on and off (Weiser et al., 1989; Moxon et al., 1994).

Other microsatellites have been implicated in circadian clock regulation (Michael et al.,

2007), drought tolerance in barley (Nevo et al., 2005), and skeletal morphology in domestic

dog breeds (Fondon and Garner, 2004). Microsatellite variation is often deleterious as well.

Expansions of genic microsatellites cause a number of human neurological diseases (Orr

and Zoghbi, 2007) as well as canine epilepsy (Lohi et al., 2005). These examples suggest

that some microsatellites may be targets of positive and negative natural selection.

The selective regime of a multiallelic microsatellite is necessarily more complex than that

of a diallelic single nucleotide polymorphism (SNP). In conjunction with its complicated

mutational properties, a microsatellite therefore represents a substantially different selective

target than a SNV. Recently, we developed biologically realistic models of the diploid

fitness surface at a non-neutral microsatellite (Haasl and Payseur, 2013). These models

were inspired by empirically observed corrleations between microsatellite length and gene



58

expression (see Elmore et al. (2012) for an experimental investigation of the functions that

relate allele size and gene expression in Aspergillus flavus). In most studied examples, the

plot of gene expression versus allele size is a concave (e.g., Peters et al., 1999) or convex (e.g.,

Vinces et al., 2009) bell shaped curve or a step-like graph in which expression increases or

decreases suddenly at a threshold allele size (e.g., Okladnova et al., 1998; Yamada et al.,

2000). In other words, the relationship between allele size and gene expression may be

divided into smooth and discontinuous examples. It therefore seems reasonable to model

the genotypic fitness surface of a non-neutral microsatellite as either (1) a hill-like function

in which one genotype is optimal and relative fitness declines in all directions from around

this optimal genotype (Additive and Multiplicative fitness models; Figure 2-1A), or (2) a

surface that contains sharp divisions between high and low fitness genotypes (Dominant

and Recessive models; Figure 2-1A).

In this study, we use the Additive model (described in detail in Methods) to investigate

the selective footprint of microsatellite selection on linked variation. We vary mutation rate

and selective strength, conduct comparisons to multiple scenarios of selection on SNVs,

and examine selective footprints through time. We compare the statistical power of various

summary statistics to identify instances of SNV and microsatllite selection. We find that

summaries of the SFS provide comparatively low power to detect selection at microsatellites,

particularly when mutation rate is high. However, summaries of the haplotype distribution

can provide moderate-to-high power to detect selection on microsatellites, even for an

appreciable number of generations after mutation-selection equilibrium is achieved at the

locus. In particular, when conditioned on the number of segregating sites, the number of

haplotypes can provide considerable power to detect selection targeting highly mutable

microsatellites.
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Results

The spatial footprint of selection on microsatellites

SFS-based statistics

On average, SFS-based statistics were more sensitive to a hard sweep than selection on

microsatellites. The spatial footprint of selection as measured by Tajima’s D (Tajima, 1989)

is shown in Figure 3-1A,B; these measures were taken immediately after fixation of the

favored SNV or achievement of mutation-selection equilibrium at a selected microsatellite.

In the case of microsatellite selection, the mean value of D was flat around zero (black

line) except for a minor deflection at the position of the targeted microsatellite. This result

contrasts sharply with the deep trough in mean D seen in simulations of a hard sweep

(purple line).
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Figure 3-1: The spatial footprint of a hard sweep compared with that of selection on
a microsatellite. (A-B) Tajima’s D summarized across 500 simulations of a hard sweep
(s = 0.05, h = 0.5) or selection on a microsatellite (additive model, φ = 5, g = −0.05). D
was measured in the generation following fixation of the beneficial SNV (hard sweep) or
achievement of mutation-selection equilibrium (microsatellite selection). Purple and black
lines mark the mean value of D across simulations of a hard sweep and microsatellite
selection, respectively. The 5-95% interquantile range of D is marked by a light purple
cloud (hard sweep) or vertical gray bars (microsatellite selection). Triangles mark values of
D at each window for one simulation (purple: hard sweep; black: microsatellite selection).
(C) The number of haplotypes K. Colors are the same as in (A-B). (D) Same as (C), except
only microsatellites with values of ∆msat in the top 10% of all simulations are included.
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However, the mean value of D across 500 simulations is somewhat misleading. In

Figure 3-1A the values of D for one simulation of a hard sweep are superimposed upon

the distribution of D across all replicates. In keeping with previous results (Kim and

Stephan, 2002), we found that the downward deflection in D was often asymmetrical

relative to the selected SNV. That is, more severe declines in D were observed to the

right of the SNV than the left (Figure 3-1A) or vice-versa. Individual simulations of

microsatellite selection often demonstrated more dramatic departures from the mean value

of D. Superimposed on the same summary of 500 simulations as in Figure 3-1A, Figure

3-1B shows a simulation in which Tajima’s D was primarily deflected downwards to the

left of the selected microsatellite. Although this is qualitatively similar to the hard sweep

case, the width of the trough in D values is much wider. In addition, this replicate of

microsatellite selection affected linked variation at a much longer range than in the hard

sweep case, with values of D < −2 in excess of 300kb from the selected microsatellite. Also

of note, in this same simulation replicate we observed highly positive values of D to the

right of the selected microsatellite, which illustrates the comparatively higher variance inD

and other summary statistics associated with microsatellite selection. Many simulations of

microsatellite selection that used parameter values identical to those illustrated in Figure 3-

1B (except for starting allele frequency distribution and the identity of the favored allele size,

which were drawn randomly) only generated moderately positive and/or negative values

of D across the entire simulated 1Mb sequence. Thus, microsatellite selection produced

a highly variable and often very weak effect on the values of SFS-based statistics such as

D. However, when D was driven negative by microsatellite selection, the decreases were

often substantial, expansive, and long-ranged.

Spatial patterns of Fay and Wu’s HFW (Fay and Wu, 2000) and Zeng et al.’s E (Zeng

et al., 2006) were qualitatively similar to those observed in D (Appendix, Figure A-3-1).

Namely, mean values of these statistics also deviated little from neutral expectations in the
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case of microsatellite selection. Like D, however, both statistics exhibited greater intra- and

inter-replicate variation for microsatellite selection. Also, when significant values of these

statistics did emerge in simulations of microsatellite selection, they were often expansive

and very strong (Figure A-3-1, right hand column). Finally, high values of ∆msat were

associated with a greater number of significant windows for both HFW and E.

Haplotype-based statistics

On average, the decline in the absolute number of haplotypes (K) in response to positive

selection on a SNV was greater than the decline associated with microsatellite selection

(Figure 3-1C). Unlike D, however, the average decline in K was comparable between the

two types of selected target. Furthermore, limiting consideration of microsatellite selection

to the 10% of simulations with the highest values of ∆msat – which quantifies the difference

between allele frequencies at the start of selection and mutation-selection equilibrium – we

observed a much broader selective footprint in the case of microsatellite selection (Figure 3-

1D). Indeed, the average value of K in this case was lower than the 1% quantile of all neutral

simulations as far as 200kb removed from the selected microsatellite. As with SFS-based

statistics, microsatellite selection resulted in greater inter- and intra-replicate variability in

haplotype-based statistics. This fact is evident in the much broader inter-quantile (5%-95%)

ranges of K for simulated microsatellite selection (Figure 3-1C,D).

The temporal footprint of selection on microsatellites

SFS-based statistics

The power of SFS-based statistics to detect selection varied considerably over time and by

selective target (Figure 3-2). For both hard and soft sweeps, D increased to high statistical

power by the time of fixation of the favored SNV. The power afforded by D showed little
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sign of declining at the last time point sampled (2000 generations = 0.05 4Ne generations

post-fixation). On the other hand, the power of HFW declined precipitously following

fixation of the favored SNV, particularly in the case of a hard sweep (Figure 3-2C). Finally,

E provided high power to detect selection, but only following fixation of the favored SNV

(Figure 3-2E).



64

0
20

40
60

80
10

0

0
20

40
60

80
10

0

Po
w

er

0
20

40
60

80
10

0

0
20

40
60

80
10

0

0
20

40
60

80
10

0

0
20

40
60

80
10

0

Po
w

er
Po

w
er

Po
w

er
Po

w
er

Po
w

er

�x
at

io
n

+2
00

0

+1
00

0

+5
00

+2
50

+1
00

50
%

75
%

ti
m

e 
0

eq
ui

lib
.

+2
00

0

+1
00

0

+5
00

+2
50

+1
00

50
%

75
%

ti
m

e 
0

A            B

C            D

E            F

time time

hard sweep (s = 0.05)  
hard sweep (s = 0.01)  
soft sweep (s = 0.05)  
soft sweep (s = 0.01)  

φ = 5, g = - 0.05  
φ = 5, g = - 0.01  
φ = 3, g = - 0.05  
φ = 3, g = - 0.01   

SNVs Microsatellites

D

H

E

FW

Figure 3-2: Statistical power of statistics that summarize the site frequency spectrum.
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= X generations after fixation or mutation-selection equilibrium.
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The power of these same statistics to detect microsatellite selection was comparatively

muted. D and E showed increasingly high power to detect selection after mutation-

selection equilibrium was achieved, particularly when the mutation rate of the selected

microsatellite was low (dashed lines, Figure 3-2B,F). However, the power of these two

statistics was always less than their power to detect hard sweeps. Moreover, high rates of

mutation at a selected microsatellite substantially depressed the power ofD andE to detect

selection. For example, E only began to register selection 1000 generations after mutation-

selection equilibrium was achieved when φ = 5 (solid lines, Figure 3-2F). Similar to soft

sweeps, HFW maintained power to detect microsatellite selection after mutation-selection

equilibrium, though power was low to moderate (cf. Figure 3-2C and 3-2D).

Haplotype-based statistics

Both haplotype diversity, H , and frequency of the most frequent haplotype, M , maintained

intermediate-to-high power to detect selection long after fixation in the case of positive

selection targeting a SNV (Figure 3-3C,E). Conversely, the power of K declined rapidly

following fixation of the beneficial SNV. In the case of a hard sweep, the statistical power

of K declined to near-zero following fixation. Note, however, that the absolute number

of haplotypes (K) did decline sharply in response to a hard sweep (Figure 3-1C,D) and

remained low for hundreds to thousands of generations following fixation. On the other

hand, K provided intermediate-to-high power to detect microsatellite selection before and

after mutation-selection equilibrium was achieved (Figure 3-3B). Unlike other statistics,

the power of K to detect microsatellite selection was markedly higher when mutation rate

of the targeted microsatellite was high. Both H and M demonstrated intermediate-to-high

power to detect microsatellite selection, although lower power than for hard sweeps (Figure

3-3,C-F).
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Haplotype configuration and the uniqueness of the most common haplotype relative

to other haplotypes

Haplotype configuration differed markedly among selective scenarios and selective targets

(Figure 3-4). As expected, a hard sweep and strong selection (s = 0.05) drove a single

haplotype to near fixation, implying a drastic loss of diversity that facilitated comparatively

easy detection of hard sweeps using SFS-based statistics (Figure 3-2A,E). For a hard sweep

with s = 0.01 the most common haplotype only obtained an average frequency of ∼ 60%

at fixation. Soft sweeps and selection on microsatellites with high mutation rate (φ = 5)

produced haplotype configurations in which the three most common haplotypes all had

frequencies greater than 10% on average. In other words, multiple haplotypes became

common. Of the scenarios tested, weak selection on a microsatellite with high mutation

rate (φ = 5, g = −0.01) induced the least change to the haplotype configuration at mutation-

selection equilibrium. SFS-based statistics were particularly poor at detecting this selective

scenario (Figure 3-2B,D,F) while haplotype-based statistics were surprisingly effective. K,

H , and M all detected microsatellite selection under the φ = 5, g = −0.01 scenario with

> 50% power at most time points before and after mutation-selection equilibrium (Figure 3-

3B,D,F). Selection on microsatellites with low mutation generated haplotype configurations

similar to those of soft sweeps. Namely, frequencies of the most common haplotypes

rose rapidly followed by a relatively static configuration for hundreds to thousands of

generations.
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Figure 3-4: Changes in haplotype configuration through time. Each panel is labelled with
the corresponding selective scenario and proportions illustrated are average proportions
across 500 simulations each. The proportions of the sample of the first, second, and third
most common haplotypes are shaded in decreasingly dark shades of gray. The proportion
of the remaining haplotypes is shaded white. Time points sampled are the same as in
Figure 3-2.

In addition to the configuration of haplotypes, we examined the uniqueness of the

most common haplotype using the statistic A (Figure 3-5), which is the average number of

pairwise differences between the most common haplotype and all other haplotypes (see

Methods). Hard sweeps (s = 0.05 or s = 0.01) consistently droveA towards its lower bound

of 1, which indicates that most secondary haplotypes only differed from the most common

haplotype at one site. On average, other forms of selection reduced A, but not to the degree

as hard sweeps. These results suggest that the statistic A might be used to differentially

diagnose hard sweeps. More importantly, however, low values ofA indicate that haplotypes

share a recent common ancestor, while the much higher values of A observed in cases of
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selection on microsatellites with high mutation rates indicate that the remaining haplotypes

are deeply divergent from one another.
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Figure 3-5: Changes in A through time. A measures the average number of pairwise
differences between the most common haplotype and all other haplotypes in a sample.
Each boxplot summarizes 500 simulations of the scenario listed above each panel for a
specific time point. Time points are the same as in Figure 3-2. Box plot whiskers extend
to the 5% quantile and 95% quantile, while the box marks the interquartile range and the
horizontal bar is the median.

Patterns of genetic variation linked to a microsatellite candidate for

selection

The differences between different forms of microsatellite and SNV-based selection reported

here are helpful in an empirical context. Both direct selection on a microsatellite and

selection on a linked variant are likely to reduce allele size variance at a microsatellite

(Wiehe, 1998). The inference methodology introduced in Chapter 2 tested between four

models of selection and one of neutrality. None of the models incorporated a linked selective

sweep. Therefore it should be possible to obtain a highly positive result for selection using



70

this method when the actual cause of the anomalous allele frequency distribution at the

microsatellite is linked selection. Although we do not present a formal test, knowledge of

the strengths and weaknesses of different statistics for different selective targets should

help corroborate or dismiss putative selective events on microsatellites.

Based on numerous in vitro studies, Rockman and Wray (2002) documented several

human microsatellites where allele size was correlated with the expression of a gene in

cis. We genotyped several of these microsatellite loci in eight 1000 Genome populations.

Characteristics of the population-specific allele frequency distributions at one of these loci –

HSD11B2 – suggested it may be a target of local additive selection of the type simulated in

this study (Table 3-1). First, median allele size was CA15 in African populations (LWK and

YRI), but shifted to CA18 in all six non-African populations sampled. Second, frequency of

the median CA18 allele was > 0.4 for all non-African populations, and considerably higher

in others (e.g., 0.72 in CEU and CHB), suggesting this allele may provide a selective advan-

tage in non-African populations. Allele frequencies greater and less than CA18 generally

decreased smoothly in both directions, suggesting an additive selective regime with CA18

as the favored allele. Finally, values of RST (Slatkin, 1995b) suggest that differences in the

allele frequency distributions between African and non-African populations are not solely

due to population structure. RST between pooled African and non-African samples (0.327)

was substantially greater than that of any of 50 intergenic microsatellite loci genotyped

in the same eight populations. At the same time, only eight of the 50 intergenic loci had

lower values of RST between the pooled European populations (TSI, CEU, FIN) and the

pooled Asian populations (GIH, CHB). In other words, allele frequencies are unusually dis-

tinct between African and non-African samples yet unusually similar among non-African

populations at the HSD11B2 locus. These data suggest it is unlikely that the observed

allele frequency differences are solely due to historical human migration and resulting

population structure. We were interested in determining whether patterns of linked genetic
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variation supported our hypothesis of microsatellite selection or pointed to alternatives

such as selection on a SNV.

population 11 12 13 14 15 16 17 18 19 20 21 mean median variance
LWK 0 2 0 21 6 2 10 5 4 0 0 15.5 15 3.60
YRI 1 2 4 6 11 2 12 4 2 0 0 15.5 15 3.79
TSI 0 0 0 0 3 3 8 27 4 1 0 17.6 18 1.08
CEU 0 0 0 0 1 2 6 35 3 1 0 17.8 18 0.61
FIN 0 0 0 0 1 4 18 28 7 2 0 17.7 18 0.89
GIH 0 1 0 2 5 3 4 30 4 1 0 17.3 18 2.35
CHB 0 0 0 1 1 1 1 39 7 4 0 18.1 18 0.99
MXL 0 2 0 0 1 1 7 14 5 3 1 17.7 18 3.49

Table 3-1: Allele size frequency distribution at the CA repeat in intron 1 of human gene
HSD11B2 in eight population samples from the 1000 Genomes Project.

Using empirical null distributions that accounted for the low rate of recombination at

the HSD112B locus and population bottlenecks associated with extra-African migration

(see Methods), we interrogated a 2Mb sequence centered on the HSD112B microsatellite in

African (YRI, Yoruba), European (GBR, Great Britain), Asian (CHB, China), and American

(MXL, Mexican-Americans in the United States) populations (n = 100 chromosomes each)

using the same SFS- and haplotype-based statistics examined in our simulations. Patterns

were similar in other continental populations of the 1000 Genomes Project and for ease

of presentation we present results from these four populations only. E was significantly

negative at numerous windows flanking the focal microsatellite in all three non-African

populations, while no signal was found in the YRI sample (Figure 3-6). D was significantly

negative at numerous windows surrounding the focal microsatellite in the MXL population,

and for a small number of windows in the CHB and GBR populations (Appendix, Figure

A-3-2). Again, none of the 500 windows were associated with significant values of D

in the YRI sample. HFW was not significant at any window within 750kb of the focal

microsatellite in any of the populations (Appendix, Figure A-3-3). Although there is an



72

obvious extended depression in the absolute number of haplotypes roughly centered on

the focal microsatellite in all three non-African populations (Appendix, Figure A-3-4), only

the CHB sample returned multiple significant values of the K statistic. However, windows

obtaining significance were scattered across the sampled 2Mb region and most dense

near the end of the examined sequence, nearly 1Mb away from the focal microsatellite.

Numerous windows across the 1Mb flanking the focal microsatellite were also found to be

significant in the CHB sample for haplotype diversity, H ; in this case, significant windows

flank the focal microsatellite rather evenly (Appendix, Figure A-3-5). The GBR and MXL

populations only returned one significant window each for H , although all three non-

African populations clearly demonstrated dramatic absolute reductions in H relative to

YRI. Finally, M was significant at > 100 windows in all three non-African populations and

at only one window in the YRI population (Appendix, Figure A-3-6). Notably, values of M

regularly exceeded 80 (out of 100 sampled haplotypes) in non-African populations while

rarely exceeding 50 in the YRI sample.
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Figure 3-6: Values of E for the 2Mb region flanking the studied HSD11B2 microsatellite,
which is located at position 0 of each plot. Plotted values are for 10kb sliding windows
(4kb jumps). Windows with significant values of E are marked by asterisks towards the
top of each plot. From the top left and moving clockwise, the populations shown are are
YRI, GBR, MXL, and CHB.

Discussion

Microsatellites targeted by selection may depart from the standard selective sweep model

(Maynard Smith, 1976) in two important ways, both of which should decrease power to

detect selection on microsatellites. First, high mutation rate at a selected microsatellite
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increases the frequency of recurrent mutation and back mutation. By assuming the ISM, the

standard selective sweep model requires that all copies of the favored variant at fixation are

identical by descent. When this assumption holds, selection is comparatively easy to detect

because the selected variant is tagged by its original haplotypic background, which rises in

frequency with the selected variant and generates a concomitant crash in sequence diversity.

To the contrary, if a selected locus experiences common recurrent and back mutation in

violation of the ISM, all copies of the favored variant need not be identical by descent. For

example, many copies of the most fit allele at a microsatellite locus targeted by selection

may be recent products of mutation from less fit alleles rather than direct descendants

of the first chromosome to carry the favored allele size. Thus, a favored microsatellite

allele may exist on several different haplotypic backgrounds, making it more difficult to

detect the presence of selection using statistics that rely on substantial deformations of

the site frequency spectrum. The negative correlation between the prevalence of recurrent

mutation and power to detect selection is demonstrated by our results for D and E, which

provide very low power when microsatellite mutation rate is high (solid lines, Figure

3-2B,F).

On average, selection on a microsatellite with high mutation rate fails to drive a single

haplotype to frequencies greater than 0.5 (Figure 3-4). More importantly, haplotypes

existing in a population at mutation-selection equilibrium are highly divergent from each

other (A > 5 on average). In contrast, hard sweeps greatly reduce haplotypic diversity

as the favored variant rises to fixation (Figure 3-4). Moreover, haplotypes that remain

after fixation are all highly similar; most only differ from the most frequent haplotype at a

single site as evidenced by values of A ∼ 1 (Figure 3-5). Thus, while haplotypes following

fixation due to a hard sweep primarily differ from each other due to recent point mutation,

we infer that most differences between haplotypes at mutation-selection equilibrium in

the microsatellite case reflect the deeply divergent ancestries of the haplotypes. These
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differences help explain why haplotype-based statistics provide more power than SFS-

based statistics to detect microsatellite selection. While haplotype diversity is substantially

reduced by selection on a microsatellite (i.e., H and K go down), linked sequence diversity

across the SFS may remain rather high due to the divergent ancestries/sequences of the

surviving haplotypes. Pennings and Hermisson (2006b) obtained similar results in their

investigation of soft sweeps with recurrent mutation.

The second potential departure from the standard selective sweep model is that selection

on microsatellites may often include selection on standing variation. Indeed, several authors

have posited that microsatellites represent important targets of selection because they

accumulate functional variation that can be drawn upon immediately when environmental

conditions change (Kashi et al., 1997; King et al., 1997; Trifonov, 2004). While recurrent

mutation leads to association of the selected variant with multiple divergent haplotypes

during the course of a selective event, selection on standing variation describes a situation

in which the same association exists at the onset of selection.

We used ∆msat to quantify the distance between the allele frequency distribution of a

microsatellite when selection begins and at mutation-selection equilibrium. We previously

showed that this distance is positively correlated with the duration and cost of microsatellite

selection (Haasl and Payseur, 2013). Here, we find that ∆msat also influences the selective

footprint left by microsatellites under selection. Low values of ∆msat weaken the selective

footprint (Figure A-3-1) and vice-versa (Figures 3-1,A-3-1). High values of ∆msat indicate

there is little to no overlap between starting and equilibrium allele frequency distributions.

In many such cases, the favored allele does not yet exist in the population when selection

begins. Once the favored allele is discovered via mutation, however, it quickly rises in

frequency, making it less likely that it will become linked to a variety of haplotypic back-

grounds. Conversely, low values of ∆msat often indicate that the favored allele has existed

for some time under neutrality and thus obtained appreciable frequency. In short, low
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values of ∆msat indicate a situation analogous to selection on standing variation, while

high values of ∆msat indicate a situation analogous to selection on new variation. Thus,

∆msat impacts the effect size of selection on linked genetic variation in addition to the cost

and duration of selection. Given its importance to selective dynamics and because the

starting allele frequency distribution is unavailable in most empirical situations, the starting

distribution of allele sizes (or its proxy, ∆msat) presents a troubling nuisance parameter for

inference of microsatellite selection.

The outlook for detecting microsatellite selection using patterns of linked variation

may seem bleak. With appreciable probability, instances of selection on microsatellite

variation will include both recurrent mutation and selection on standing variation. This

concern is realized in the case of SFS-based statistics, for which statistical power to detect

selection never exceeds 50% when mutation rate is high (Figure 3-2). On the other hand,

haplotype-based statistics yield moderate-to-high power to detect microsatellite selection

regardless of mutation rate. Of particular note is the long-lived power of K to detect

selection on microsatellites with high mutation rates. This result runs counter to the other

five statistics, for which microsatellites with low mutation rate are either easier to detect

or yield comparable power to microsatellites with high mutation rate. Surprisingly, K

provides greater statistical power to detect selection on microsatellites with high mutation

rates than it does to detect soft or hard sweeps post-fixation. To explain this difference in

statistical power, recall that we determined the significance of observed K by comparing it

to null distributions of K conditioned on the observed value of S. Although hard sweeps

dramatically reduce K (Figure 3-1), they also reduce S. Under neutrality, when a sample

bears low S it is also expected to harbor fewer distinct haplotypes. Thus, low S, low K

conditions are characteristic of a hard sweep after fixation, but are hardly unexpected

under the null hypothesis of neutrality. Conversely, microsatellite selection can link the

favored allele to multiple divergent haplotypes, particularly when mutation rate is high.
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Thus, selection on microsatellites with high mutation rates produces a combination that is

unexpected under neutrality: intermediate S and low K. Importantly, simple demographic

change may also fail to produce this unexpected pattern; population bottlenecks should

decrease both S and K while expansions should increase S and K.

Fixation of a beneficial SNV terminates the transient selective phase and its associated

effect on linked diversity. However, unless selection is strong and mutation rate is low,

fixation of the favored variant at a selected microsatellite does not occur (Haasl and Payseur,

2013). Instead, new mutation continuously introduces less fit alleles to the population – i.e.,

mutation-selection equilibrium is achieved rather than fixation. The constant production

of less fit microsatellite alleles ensures that selection continues to act at the locus, thereby

eliminating less fit alleles along with their linked variants. These conditions are analogous

to background selection (Charlesworth et al., 1993). In other words, continuous selection on

microsatellites with high mutation rates may cause long-term reductions in linked sequence

diversity. For example, non-triplet repeats in exons and trinucleotide microsatellites that

underlie human triplet expansion disorders may cause local depressions in linked sequence

diversity if mutation rate is great enough to generate substantial numbers of deleterious

alleles. Moreover, higher mutation rates at a selected microsatellite will cause more frequent

production of deleterious alleles and concomitant elimination of linked diversity. This

predicts that mutation rate among genic microsatellites will be negatively correlated with

flanking sequence diversity.

Finally, the spatial pattern of selective footprints left by microsatellite selection was

unusual in that it was often much wider and long-ranged than in the case of selection on a

SNV. One obvious reason for the greater width of selective footprints left by microsatellite

selection is the rapidity with which microsatellite selection may act. The additive selective

regime simulated here appears to be particularly efficient (Haasl and Payseur, 2013). Fast

selective events leave little time for recombination to degrade linked haplotypes, thereby
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leaving more extensive selective footprints than slow selective events. However, selection

scenarios where g was weak (-0.01) produced similar spatial patterns. When g is this

low, the time to mutation-selection equilibrium increases substantially. In addition, intra-

replicate variability of the monitored statistics was rather large for microsatellite selection

(Figure 3-1, A-3-1). Therefore, the possibility remains that a more complicated dynamic

specific to microsatellite selection is responsible for the observed patterns.

We also note that although some empirical results suggest that additive or multiplicative

models are the most biologically plausible forms of microsatellite selection (Vinces et al.,

2009; Gemayel et al., 2010), the dynamics of microsatellite selection are not known. Different

selective regimes may produce selective footprints far different from those suggested by the

results of our simulations. In addition, it is difficult to equalize selective strength between

the scenarios of microsatellite and SNV-based selection as the parameters used to impose

selection – s for SNVs and g for microsatellite selection – have different interpretations.

Thus, there is some concern that differences between the power of the statistics observed

in our simulations of SNV and microsatellite selection may reflect differences in simulated

selective strength rather than the divergent mutational and selective regimes. However,

we note that mutation had a greater influence on the power of different statistics to detect

microsatellite selection than the choice of selection parameter g – e.g., in Figure 3-2A,B,D,

dashed lines (low mutation, high and low values of g) are more similar to one another

than solid lines (high mutation, high and low values of g). The same is true of haplotype

configuration (Figure 3-4). This suggests that mutational dynamics have a greater influence

on the selective footprint left by microsatellite selection than the value of the selection

parameter, minimizing the effect of possible disparities between selective strength.
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The CA repeat in intron 1 of HSD11B2

In vitro assays suggest that expression of HSD11B2 is modulated by the allele size of a CA

microsatellite in intron 1 of the gene (Agarwal et al., 2000; White et al., 2000). Furthermore,

individuals with type 1 diabetes mellitus are enriched for allele sizes less than CAx18

(Lavery et al., 2002) and Williams et al. (2005) found that Sardinians who bore two alleles

of size CAx18 or greater had significantly lower values of a biomeasure associated with

hypertension. We found that the allele frequency distributions of non-African populations

were characterized by similar shifts in the median (from CAx15 to CAx18) and reductions

in variance compared with sampled African populations (Table 3-1). Together, these facts

suggest the HSD11B2 microsatellite might be a target of direct selection.

However, in light of our simulation results, numerous factors suggest the anomalous

patterns of variation in non-African populations are better explained as a consequence

of selection targeting a linked SNV than direct selection on the HSD11B2 microsatellite.

First, our simulations indicate that K is the statistic with the greatest power to differentially

detect selection on a microsatellite. However, despite low values of K surrounding the

HSD11B2 locus (Figure A-3-4), few windows in any of the four populations examined

were associated with significant values of K when conditioned on S. Instead empirical

data suggest a hard sweep or population bottleneck, both of which decrease S in addition

to K. Second, all three non-African populations possessed significant values of E at

numerous windows in the vicinity of the HSD11B2 microsatellite (Figure 3-6), while the

African YRI population did not. While E possesses high power to detect hard selective

sweeps immediately following fixation of the favored variant, it provided the lowest power

of any statistic to detect microsatellite selection in our simulations (Figure 3-2F). Third,

values of M are very high across the region flanking the HSD11B2 locus. Although our

simulation results suggest M possesses intermediate power to detect both soft sweeps
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and microsatellite selection, these types of selection are generally characterized by lower

though significant values of M (Figure 3-4). Very high values of M , such as those observed

in the three non-African populations (Figure A-3-7) are suggestive of a hard selective

sweep or recent bottleneck. Finally, the observed reduction in variation at the HSD11B2

microsatellite in non-African populations (Table 3-1) is consistent with patterns observed

at other microsatellites linked to likely targets of selection in humans such as SLC24A5

and CYP3A5, where a reasonably variable microsatellite in Africa is reduced to a nearly

invariant microsatellite in the rest of the world (Appendix, Figures A-3-7, A-3-8, A-3-9).

Thus, data are consistent with selection on a variant linked to the examined microsatellite.

Interestingly, the HSD11B2 is positioned near the center of a 1Mb region identified as a site

of positive selection in six independent genome-wide scans (Akey, 2009), which provides

increased support for the linked selection hypothesis. Regardless, the microsatellite itself

seems an unlikely target of selection.

Prospects for genome scans on microsatellites and other non-SNV

targets

The genome of a species comprises numerous types of genetic variants with a variety of

mutational mechanisms and rates. Due to their simplicity and abundance, single nucleotide

polymorphisms receive the most empirical and theoretical attention. As a result, methods

used to detect selection were specifically developed to detect anomalies in sequence data

that are expected when selection targets a SNV. Whether or not selection on variants with

different mutational properties will produce similar effects on sequence variation is unclear.

In general, our findings are encouraging. Statistics developed to detect selection on

SNVs possess some power to detect microsatellite selection. Unfortunately, while different

statistics have different power profiles depending on the selected target, a significant value
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of one statistic does not definitively indicate that a SNV was targeted by selection rather

than a microsatellite, or vice versa. It would be advantageous if a genome scan could not

only identify significant regions but provide us with some indication of the type of selected

target. Importantly, we find that the statistic K may help in this regard. When conditioned

on the number of segregating sites, K provides higher statistical power to detect selection

on rapidly mutating microsatellites than any of the other types of selection simulated. In

other words,K might function in genomic scans to discriminate between selection on SNVs

and microsatellites.

The discriminatory power of K could be increased in two different ways. First, a joint

statistic that includes K may be helpful. Zeng et al. (2006) used a joint D and H statistic as

the basis for a test for selection that was largely insensitive to the confounding effects of

demography. Similarly, a significant value of K and non-significant value of A might be

powerful at specifically detecting microsatellite selection. Second, in the case of candidate

microsatellites, a more sophisticated inference procedure might be employed. We previ-

ously used approximate Bayesian computation (ABC) in conjunction with a recessive model

of selection to infer the evolutionary history of the microsatellite that causes Friedreich’s

ataxia (Haasl and Payseur, 2013). In this case, we only relied on patterns of variation at

the microsatellite itself. Simultaneous simulation of sequence and microsatellite variation

would allow the addition of sequence summary statistics to comparisons of the empirical

and simulated data sets within the ABC framework. An advantage to this second approach

is that it does not require the computation of null distributions on joint statistics such as

(D,H) or (A,K). A disadvantage is that it cannot be scaled up to the genome-wide scale.

Finally, the power analyses presented here specifically apply to a single model of mi-

crosatellite selection. Whether or not our results are broadly applicable to other types of

non-SNV targets is uncertain. As an example, copy number variants (CNVs) share many

attributes with microsatellites. Although their repeated segments range from 1kb to several
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Mb, CNVs are tandem repeats subject to recurrent mutation that can increase or decrease

the number of repeats. When mutation occurs via meiotic nonallelic homologous recombi-

nation, the mutation rate of CNVs is thought to be comparable to that of microsatellites

(∼ 10−4; Conrad and Hurles, 2007). Moreover, CNVs are sometimes functional – e.g., a

positive correlation exists between the number of copies of the amylase gene AMY1 and

starch content of diet in humans (Perry et al., 2007). Due to these similarities, it is tempting

to suggest that our results are applicable to CNVs as well. However, uncertainty regarding

the mutation rates of CNVs as well as their much larger physical scale should lend caution

to this assessment.

Methods

Models of selection and mutation

SNPs

We considered a diallelic SNP where the relative fitness of allele B was greater than that

of allele b. To model positive selection at the locus, we used an additive selective regime

in which relative genotypic fitnesses were w(BB) = 1, w(Bb) = 1− hs, and w(bb) = 1− s.

We set dominance coefficient h = 0.5, and selection coefficient s to either 0.05 or 0.01. We

assumed a constant per-site point mutation rate of 2.5e − 08 and mutation followed the

infinite sites model (Kimura, 1969).

Microsatellites

Let ai represent a microsatellite allele with i repeats of a nucleotide motif (we refer to

this as allele size i). We focus on a simple instance of the additive model of microsatellite
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selection presented in Haasl and Payseur (2013) in which a single allele size, x, is most

fit with relative fitness w(ax) = 1. The relative fitness of each allele is then defined as

w(ai) = 1 − g|x − i|, where g is the gradient parameter. For example, if g = −0.01 and

x = 10, then alleles of sizes 9 and 11 each have a relative fitness of 0.99. The relative fitness

of genotype aiaj was then calculated as w(aiaj) = [w(ai) + w(aj)]/2.

We used a logistic model of microsatellite mutation rate (Haasl and Payseur, 2013) in

which mutation rate is a monotonically increasing though nonlinear function of allele size.

The model requires specification of three parameters: ψ controls the allele size at which

mutation rate begins to increase, φ controls the maximum mutation rate, and γ controls

the slope of increase. In all simulations, we used ψ = 2 and γ = 0.15 while φ was either set

to 3 or 5 (Appendix, Figure A-3-10). Mutation was symmetric, equally likely to increase or

decrease allele size. Mutational step size followed a geometric distribution with p = 0.95 –

i.e., 95% of mutations were single step.

Simulation

We performed exact, forward-in-time simulations and assumed a constant population size

of Ne = 10, 000 (20,000 chromosomes) programmed in C++. 500 replicates of each distinct

evolutionary scenario were run. In the case of SNV selection, we noted the generation at

which the beneficial SNV became fixed in the population. In simulations of microsatellite

selection, we noted the equilibrium generation, which we defined as the first generation

for which the difference between the frequency of the most fit allele ax and its frequency at

mutation-selection balance (determined in the absence of genetic drift; Haasl and Payseur,

2013) was less than 1/2N = 5e − 05. Simulated sequences were either 1Mb or 30kb in

length.



84

Neutral, pre-selection phase

For each simulation replicate, we used neutral coalescent simulations implemented in

MS (Hudson, 2002) to obtain a starting population of 20,000 chromosomes (Ne = 10000

diploids). We then extracted the genealogy corresponding to the exact center of the simu-

lated 1Mb or 30kb sequence. In the case of microsatellite selection, we input this genealogy

to our program MARKSIM (Supplementary text; Haasl and Payseur, 2011), which output

a starting microsatellite allele for each chromosome. In all cases, we specified allele size

of 8 as the MRCA of the genealogy. The only significance of this allele size was that it

was sufficiently large to provide modest mutability at the locus, which more often than

not resulted in a microsatellite locus that entered the selective phase as polymorphic. The

microsatellite locus was placed at the exact center of the simulated sequence and the size of

the most fit allele was determined randomly on the interval [8,20]. Thus, for many replicates

the most-fit allele did not exist in the population when selection began. For simulations of

SNP-based sweeps from standing variation, we also used the genealogy corresponding to

the center of the simulated sequence. We searched this tree for a bipartition that allowed

us to generate a new SNP at the center of the sequence with a minor allele frequency on

the interval [0.1, 0.15]. The minor allele was treated as the beneficial SNV. In simulations

of a hard selective sweep, we simply placed a single copy of a beneficial SNV at the center

of one random chromosome. All other chromosomes carried the less fit ancestral allele.

Selection phase

The selective phase proceeded as follows:

1. Set generation counter to 1.
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2. SELECTION. Determine which of the 10,000 individuals survive based on the geno-

typic fitness of the selected SNP or microsatellite genotype.

3. REPRODUCTION and RECOMBINATION. Use the pool of survivors from step 1,

and repeat the following steps until 10,000 offspring are generated:

• randomly choose two parent individuals

• determine if recombination occurs; if so, perform crossover, yielding 2 recombi-

nant and 2 non-recombinant chromosomes

• choose one chromosome from each parent for inheritance by the offspring

4. MUTATION. For each chromosome of the next generation, randomly determine how

many (if any) new SNPs arise (Poisson-distributed) and at what position(s). Check

for mutation at the microsatellite.

5. (SNP selection only) If the beneficial SNV is lost, set generation counter to 1 and start

selective phase over from the original set of starting chromosomes.

6. Determine if fixation (SNVs) or equilibrium (microsatellites) has been achieved. In-

crement generation counter and return to step 2.

We stopped simulations of 1Mb sequence at the point of fixation/equilibrium. For

simulations of 30kb sequence, we simulated 2000 additional generations beyond the point

of fixation/equilibrium following. In the case of SNV selection, post-fixation generations

did not require performance of step 2.
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Sampling

At each sampling timepoint, we pulled a random sample of 50 individuals (100 chromo-

somes) from the population. For 1Mb simulations, we only sampled the population upon

fixation/equilibrium. For simulations of 30kb sequence, we sampled every generation

prior to fixation/equilibrium, and then at the following timepoints: fixation/equilibrium

and 100, 250, 500, 1000, and 2000 generations afterwards.

Measuring the distance between starting and equilibrium allele frequencies at a mi-

crosatellite targeted by selection

For a microsatellite under selection, we previously showed that the duration and cost of

selection are positively correlated with the distance between the starting allele frequencies

and those at mutation-selection equilibrium (Haasl and Payseur, 2013). Because the most-fit

allele size and the starting distribution of allele sizes were randomly determined for each

replicate, this distance varied between replicates. We quantified this consequential distance

as

∆msat =
∑
x∈S

∑
y∈E
|x− y|pxpy,

where S is the set of starting allele sizes, E is the set of equilibrium allele sizes, and p• is

allele frequency. Equilibrium alleles and their frequencies were determined using a single

deterministic simulation for the appropriate selective and mutational parameter values.

Summary statistics

We calculated the following statistics for all simulations: (1) Tajima’s D (Tajima, 1989); (2)

Fay and Wu’s HFW (Fay and Wu, 2000); (3) Zeng et al’s E (Zeng et al., 2006); (4) number
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of distinct haplotypes, K; (5) haplotype diversity, H , and; (6) count of the most frequent

allele, M . The first three statistics contrast separate estimators of the scaled mutation rate

θ = 4Neµ. Although these estimators possess identical expectations at mutation-drift

equilibrium, they diverge from each other in characteristic ways under non-equilibrium

conditions due to dependencies on different partitions of the frequency spectrum (Zeng

et al., 2006). The final three statistics summarize the distribution of sampled haplotypes.

Each statistic was separately calculated for each non-overlapping 10kb window in the

simulated sample of 1Mb or 30kb sequences.

We also defined a seventh statistic that was useful for distinguishing a hard sweep from

other scenarios of selection, such as soft sweeps and microsatellite selection:

A =
K∑
i=2

nid(h1, hi) /
K∑
i=2

ni

where hi is the ith haplotype in the ordered (by descending frequency) set of observed

haplotypes, d(hi, hj) is the number of pairwise differences between haplotypes i and j, and

ni is the count of haplotype i. In words, A is the average number of pairwise differences

between the most common haplotype and all secondary haplotypes. For samples with more

than one haplotype, the lower bound onA is unity, which indicates all secondary haplotypes

differ from the most common haplotype at a single site. When only one haplotype is present

in the sample, A is undefined.

Power analyses

Scaled mutation and recombination parameters, θ and ρ, respectively, can vary widely

across the genome. Unfortunately, equilibrium values of the statistics we measured here

depend on the values of these two parameters. To incorporate empirical uncertainty

regarding θ and ρ, we computed empirical null distributions for each statistic based on 106
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neutral coalescent simulations of 10kb sequences (n = 100) in MS (Hudson, 2002), which

each began with independent draws from uniform prior probability densities for θ and

ρ. We considered reasonable ranges of these parameters for human: recombination rates

between 0.75 and 2.0 cM/Mb, per-site point mutation rates µ between 5e-09 and 2.5e-08,

and effective population sizes Ne between 10000 and 25000. For a 10kb sequence, these

imply priors of θ ∼ [2, 25] and ρ ∼ [3, 20]. The empirical distribution for each statistic was

conditioned on the number of segregating sites, S, and was simply the distribution of the

statistic across the subset of simulated 10kb windows in which S = s.

We calculated power using the results from 30kb simulations, in which the selective

target was positioned at the midpoint of the 30kb sequence. For each statistic, we tested

each of the three non-overlapping 10kb windows for significance and counted selection as

detected if one or more of the three windows produced a significant result. The positive

selection modelled here is expected to shift each statistic in one, specific direction. Therefore,

all tests were one-tailed. Values of statistics such as Tajima’s D, which is expected to

decrease in response to positive selection, were deemed significant if they ranked below

the α = 0.05/3 = 0.0167 quantile of the appropriate empirical distribution. M , on the other

hand, is expected to increase in response to positive selection and was deemed significant

if its rank was greater than or equal to the 1− 0.05/3 = 0.9833 quantile of the appropriate

empirical distribution. We calculated the power of a statistic as the fraction of 500 replicates

in which selection was detected by the statistic.

Genotyping a CA microsatellite in intron 1 of human gene HSD11B2

DNA samples from 200 participants in the 1000 Genomes Project were obtained from Coriell

Institute for Medical Research (Camden, NJ). Genotyping of the CA microsatellite in the first

intron of HSD11B2 (chr16:67467591-67467631; GRCh37/hg19 assembly) was performed
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by Prevention Genetics (Marshfield, WI) using capillary electrophoresis. Genotypes were

recovered from 193 of the 200 individuals for 386 total alleles.

Sequence analysis of the HSD11B2 microsatellite

For the 2Mb sequence flanking the intronic HSD11B2 microsatellite, we downloaded all

variant calls for all participants of the 1000 Genomes Project from the YRI (Yoruban),

GBR (British), CHB (Han Chinese), and MXL (Mexican-American) sample populations.

We randomly selected 100 chromosomes from each population. We moved a sliding

10kb window across the 2Mb sequence in steps of 4kb. For each window and for each

population separately, we calculated K, H , M , D, HFW , and E. To compute empirical

null distributions for these statistics we ran coalescent simulations of 2Mb sequences in

MS (n = 100 chromosomes), splitting each simulated sequence into 200 individual 10kb

sequences. The value of θ for the 2Mb sequence in each simulation was drawn from the

uniform prior [400, 5000]. Recent estimates of the sex-averaged recombination rate in human

suggest the 2Mb locus centered on HSD11B2 is characterized by very little recombination

in African, European, and Asian populations (Appendix, Figure A-3-11; Kong et al., 2010).

In light of these estimates, we considered 0.01-0.5 cM/Mb to be a reasonable range for the

recombination rate at the locus. The locus-wide value (2Mb) of ρ was therefore drawn from

the uniform prior [8, 800]. To partially control for demographic change, we also included a

population bottleneck in each simulation. Bottlenecks began and ended instantaneously.

Bottleneck strength β was drawn from prior β ∼ [0.025, 0.05]. Bottleneck time τ was

drawn from prior τ ∼ [0.125, 1], where time is in units of 4Ne generations. All bottlenecks

ended after 10 generations. All tests of significance were one-tailed, with critical value

α = 0.05/500 = 0.0001, or 0.9999 for the upper-tail test on M (Bonferroni correction for

multiple tests, 498 10 kb windows).
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chapter 4: evidence of natural selection at human

microsatellite loci

Introduction

Numerous authors have speculated on the possibility that microsatellites are targeted by

selection (King et al., 1997; Fondon and Garner, 2004; Trifonov, 2004; Kashi and King, 2006;

Gemayel et al., 2010). However, our understanding of the mechanics and consequences

of selection on microsatellites is lacking. The previous chapters have demonstrated the

complexity of modeling natural selection and mutation at microsatellite loci. However,

the ideas and results in these chapters also offer hope that microsatellite selection can be

detected. In this chapter, we present results from studies aimed at doing just that.

We recently genotyped microsatellites in participants of the 1000 Genomes Project (1000

Genomes Project Consortium, 2010), which has now sequenced the genomes of more than

2000 individuals around the world using low-coverage (2-4x), next-generation sequencing.

These data are not suitable to the recovery of most microsatellite genotypes. However,

by genotyping microsatellites of interest in 1000 Genomes participants using standard

methods, we now have sequence and reliable microsatellite data for 200 individuals at

these microsatellites.

In addition to genotyping more than 50 intergenic microsatellites as a reference data

set, we genotyped microsatellites that were of interest for a number of different reasons.

In this chapter, we analyze patterns of polymorphism in the putatively neutral intergenic

microsatellites and then focus on two sets of microsatellites that are candidates as targets of

natural selection. First, we examine polymorphism at long, dinuclotide microsatellites that

overlap with exons in the human genome. These are inherently dangerous microsatellites,

because most mutations of these microsatellites will generate frameshifts. Second, we use
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and extend the models and methods of Chapter 2 in order to characterize the evidence for

selection at six candidate microsatellites. Length variation at five of these six candidates

has been shown to affect gene expression. The sixth candidate is of interest due to its low

variance in a very large sample, despite the large allele size of its most common allele.

Together, these analyses highlight the complexity of microsatellite evolution and the

challenges involved in detecting selection at microsatellites. However, they also demon-

strate the unique character of microsatellite variation and mutation that makes these

variants a intriguing topic of study.

Genotyping 1000 Genomes data

We genotyped nearly 200 microsatellites in participants of the 1000 Genomes Project.

DNA samples were obtained from the Coriell Institute for Medical Research (Camden,

NJ) and genotyping was performed using capillary electrophoresis at Prevention Genetics

(Marshfield, WI). As a quality control measure, we included one individual twice among

the samples sent to Prevention Genetics. Technicians at Prevention Genetics were blind

to the identity of this individual. In all cases, genotypes of this individual were identical

between replicates.

To enable conversion of raw data (reported in base pairs) into actual allele sizes, for each

locus five random homozygotes (as determined by electrophoresis) were sequenced using

Sanger sequencing at Prevention Genetics. These data provided the calibration necessary

to convert fragment sizes to allele sizes. Furthermore, sequencing did not uncover any

errors in the original genotyping data.

The 200 sampled individuals were drawn from eight worldwide populations. Through-

out this chapter, we use the standard three-letter abbreviations for these populations (Table

4-1). With the exception of one father-mother-daughter trio each in the YRI and CEU
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population location abbreviation sample size

Yoruban Ibadan, Nigeria YRI 25
Luhya Webuye, Kenya LWK 25
CEPH NW European-Americans in Utah CEU 25
Toscani Italy TSI 25
Finnish Finland FIN 31
Gujarati Indians in Houston, TX GIH 25
Han Chinese Beijing, China CHB 27
Mexican Los Angeles, CA MXL 17

Table 4-1: 1000 Genomes populations and their sample sizes (in number of individuals)

populations, all individuals were unrelated. Of the nearly 200 microsatellites analyzed,

in this chapter we report on the analysis of 53 intergenic microsatellites, 20 dinucleotide

microsatellites that overlap with exons, and six microsatellites that are candidates for

selection.

Reference data set: putatively neutral, intergenic

dinucleotides

We genotyped 53 autosomal CA microsatellites whose length in the human genome refer-

ence sequence ranged from 6 to 29. 5 of the 53 microsatellites were monomorphic across

the entire sample of 200 individuals. For each population sample, we plotted number of

alleles versus mean allele size (Figure 4-1) and observed heterozygosity versus mean allele

size (Figure 4-2). Using linear regression for the number of alleles plot and logistic regres-

sion for the heterozygosity plot, we calculated best-fit lines for each population. A clear

dichotomy is evident between the trend lines for African and non-African populations on

both plots, with the two African populations possessing higher values for number of alleles

and heterozygosity on average. In some instances, this visible difference is statistically
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significant. For example, although the intercepts of all best-fit lines in Figure 4-1 are not

statistically different from one another, the slopes are significantly different in some cases

(ANCOVA: MXL vs. YRI, P = 0.0012; MXL vs. LWK, P = 0.0034; CEU vs. YRI, P = 0.0097;

CEU vs. LWK, P = 0.0186).
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world.
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Figure 4-2: Heterozyogsity versus allele size for 53 intergenic CA microsatellites across the
world.

Because we do not expect that the mutation rate of the analyzed loci has changed

across the world, the differences between African and non-African populations in terms

of heterozygosity and number of alleles is likely due to larger effective populations sizes

(Ne) in African populations. To assess the validity of this hypothesis, for each intergenic

microsatelite with heterozygosity > 0.2 in each of the eight populations sampled (n =

41), we calculated variance in allele size (VAS). 2VAS estimates θ = 4Neµ, where θ is

the population-scaled mutation rate and µ is microsatellite mutation rate per-locus/per-

generation (Pritchard and Feldman, 1996). Assuming that µ is constant across populations,

the ratio of VAS between two populations yields an estimate of the ratio of their effective
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population sizes:

VAS1

VAS2

= 8Ne1µ

8Ne2µ
= Ne1

Ne2

We calculated the mean and standard error of this ratio across all 41 loci for all pairwise

comparisons between the sampled populations (with the exception of MXL, which is a

population admixed from divergent source populations; Figure 4-3). As expected, we

found that the two African populations are estimated to have effective population sizes

much greater than those of non-African populations (roughly 3-to-1 ratios, Figure 4-3).

This result agrees with the a recent study by McEvoy et al. (2011), who used empirical

measures of linkage disequilbrium to estimate the Ne of 17 worldwide populations and

found most African-to-non-African ratios of effective size were roughly between 2- and

3-fold. Moreover, we estimated the Ne ratio between the two African populations sampled

– YRI and LWK – to be 1.007. McEvoy et al. (2011) also estimated near equality in size

between these populations, with a ratio of 1.07. These results support the hypothesis that

higher diversity at microsatellite loci in Africans is most likely due to long-term greater Ne.
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Figure 4-3: Mean ratio of variance in allele size between sampled 1000 Genomes popula-
tions, across 41 intergenic CA microsatellites. Bars are standard errors.

Rarity of coding dinucleotdies in the human genome and

remarkable conservation of allele size across primates

We searched the human genome reference sequence for perfect-repeat dinucleotides that

overlapped exons and were ≥ 7 in length. Only 20 dinucleotide microsatellites met these

criteria, of which 18 were fully contained in exons of annotated genes (Table 4-2). Of the

remaining two dinucleotide microsatellites one overlapped an intron/UTR border in the

gene RBM5 and the other was present in the putative protein-coding open reading frame
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C3orf27. We used the Multiz Alignment and Conservation track of the UCSC Genome

Browser (Meyer et al., 2013) to find the allele size of each orthologous microsatellite in Pan

troglodytes (chimpanzee), Gorilla gorilla, Pongo pygmaeus (orangutan), Nomascus leucogenys

(gibbon), Macaca mulatta (rhesus macaque), and Callithrix jacchus (marmoset) (Table 4-2).

Frameshifts resulting from the mutation of exonic, dinucleotide microsatellites should

constrain the expansion of these microsatellites. Indeed, numerous details of the dinu-

cleotide data set reveal the strength and nature of the selective constraint on dinucleotides

in coding sequence. First, there are at least 105,584 perfect-repeat dinucleotide microsatel-

lites of size ≥ 7 in the human genome (Payseur et al., 2011). Assuming that 2% of the

human genome consists of coding sequence, the neutral expectation is that 2,112 dinu-

cleotides should overlap with coding sequence. Thus our observation of 20 dinucleotides

overlapping exons is highly unlikely (χ2 = 2017, df = 1, P < 10−15).

Second, polymorphism is virtually non-existent within the data set. Only two of the 19

fully exonic dinucleotides were polymorphic in our sample of 1000 Genomes participants

(n > 380 chromosomes in all cases). Of these, only one was in an annotated gene (CCAR10),

where two alleles out of 400 sampled were of size 6; these were found in two heterozygous

individuals from the Yoruban (YRI) population. In a sample of just n = 2, Payseur et al.

(2011) found that 12.5% of perfect-repeat dinucleotides of allele size 7 were polymorphic.

Given that sample size approaches or equals 400 at all loci in the dinucleotide data set, this

lack of polymorphism is striking. Apparent release of selective constraint is observed in

the dinuclotide microsatellite that overlaps an exon/UTR border in the gene RBM5. Of the

20 dinucleotides identified, it bears the highest polymorphism and shows considerable

divergence across primates.

Third, excluding the dinucleotide microsatellites in RBM5 and C3orf27, 18 of 18 dinu-

cleotides microsatellites are monomorphic across the great apes, while 16 of 18 dinucleotide

repeats are conserved across primates back to the common ancestor of marmoset and the
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other primates included. These data suggest that all 18 dinucleotide microsatellites were

present in their current state > 12 million years ago, which is the minimum estimated

human-orangutan divergence time (Glazko and Nei, 2003). Moreover, 16 of the microsatel-

lites appear to have existed in their current state > 32 million years ago, the minimum

estimated human-marmoset divergence time (Glazko and Nei, 2003).

Finally, intergenic loci of similar length show very different patterns of polymorphism

and divergence compared to the dinucleotides that overlap exons (Table 4-1). For example,

variance in allele size across primates for the two intergenic dinuclotide of size 7 that we

sampled are 2.57 and 9.48. In comparison, excluding the RBM5 and C3orf27 dinucleotides,

the exonic dinucleotide microsatellites have an average variance in allele size of just 0.022

across the primates sampled. Although one of the sampled intergenic dinucleotides is

monomorphic in our sample, divergent allele sizes were found in the other great apes

(family Hominidae). Moreover, the other intergenic dinucleotide of reference length 7

had observed heterozygosity of 0.061 in our sample. As allele size increases beyond 7,

polymorphism in our data set increases dramatically and the divergence between allele sizes

in human and other primates becomes much greater. Indeed, the intergenic data suggest

that an allele size of seven may represent the maximum allele size of an exonic dinucleotide

that is easily tolerated by primate species. If allowed to exist at high frequencies in a

population, allele sizes ≥ 8 are likely to mutate frequently, contributing greatly to genetic

load.

The most remarkable coding dinucleotide was found in exon 10 of FGFRL1. The allele

size of this microsatellite is 10, suggesting it should be subject to considerable mutational

pressure. However, it was monomorphic in our sample of 400 alleles and is conserved

to marmoset (though orangutan and marmoset each have one internal point mutation).

FGFRL1 is a member of the fibroblast growth factor receptor (FGFR) family. Unlike the

canonical receptors of this family (FGFR1-4), FGFRL1 lacks the intracellular tyrosine-kinase
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domain that is instrumental to the signal transduction capacity of the other FGFRs (Trueb

et al., 2003; Zhuang et al., 2009). However, in its place, FGFRL1 possesses a "peculiar

histidine-rich motif that does not share much homology with any known protein" (Zhuang

et al., 2009), which acts as a negative regulator of the Ras/Raf/Erk signaling pathway

(Zhuang et al., 2011). Importantly, the FGFRL1 microsatellite in question codes for the most

highly conserved portion of this domain (Figure 4-4).

Mutations in members of the canonical FGFRs lead to craniosynostosis syndromes,

chondrodysplasias, and cancer (Knowles, 2007; Wilkie, 2005). FGFRL1 itself is involved in

kidney and bone morphogenesis in humans (Trueb, 2011). Interestingly, the first mutation

discovered in FGFRL1 was a frameshift mutation in the histidine-rich intracellular domain

in a patient who exhibited a host of skeletal abnormalities, including craniosynostosis

(Rieckmann et al., 2009). Also of note is the valine residue in mouse directly preceding the

highlighted sequence in Figure 4-4, which is apparently also due to a frameshift mutation

(Trueb et al., 2003).

The evolution of these long dinucleotide microsatellites is interesting. Their rarity seems

to confirm their capacity for detrimental effect. One can imagine two categories or stages of

selection related to the evolution of these rare repeats. The first category is preventative, in

which non-triplet microsatellites are restricted from expanding to sizes associated with high

mutability. Presumably the emergence of the few longer coding dinucleotides documented

here resulted from stochastic escapes from this form of selection. The second category

of selection might be characterized as damage-control, in which the monomorphism of an

already-long, non-triplet microsatellite is maintained through selection against individuals

carrying a mutated allele. Counter-productively, this form of selection would also act

against down-mutations. Thus, once long allele size is obtained, these rare microsatellites

may be trapped at their current size despite the genetic load they impart. Another pos-

sibility is that these few dinucleotides are inherently less mutable than suggested by the
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polymorphism and divergence data from intergenic microsatellites of similar length. In

fact there is some evidence that flanking sequence does occasionally modify mutation rate

(e.g., Chung et al., 2010), although the specific details of a relationship between flanking

sequence and mutation rate are lacking.

We believe a more-objective, less-heuristic study of these interesting repetitive elements

is warranted. The development of a microsatellite version of the standard HKA test

(Hudson et al., 1987), which uses the comparison of divergence and polymorphism to infer

selection, would be of interest in this regard. However, the HKA test assumes an objective

measure of divergence is available. Although Goldstein et al. (1995a) and Goldstein et al.

(1995b) provide a microsatellite-specific distance metric, it is unclear that genetic distance

would continue to accrue along the very long branches connecting some of the primate

species included in this data set. Regardless, the HKA test with its simultaneous use of

polymorphism and divergence data should prove inspirational in the development of an

objective microsatellite test that would allow us to approximate the probability of the data

shown in Table 4-1.
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Figure 4-4 Amino acid conservation in the C-terminus of FGFRL1. The CA10 microsatellite
conserved across primates codes for a highly conserved histidine-rich intracellular domain.
The cysteine residue at the right of the alignment is the terminal amino acid of FGFRL1.

Model selection and parameter inference

Bimodal models of the genotypic fitness surface

A number of the candidate loci for selection genotyped in 1000 Genomes populations

exhibited striking bimodal distributions. None of the four models of selection presented in

Chapter 2 are capable of producing bimodal fitness surfaces. Thus, we thought it prudent

to develop bimodal fitness models. This does not imply that bimodal allele frequency

distributions require selection to occur. For example, a non-selective explanation for

bimodal frequency distributions is population structure. Nevertheless, the frequency of

bimodal distributions in empirical data suggest it is important to include models that are

capable of capturing this aspect of the data.
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The two bimodal models of microsatellite fitness are mixtures of two normal distribu-

tions. Each normal distribution is described by two parameters: mean (in terms of allele

size) and variance. The mixture of the two normal distributions is then modified in two

ways. First the parameter rel controls the relative height of each mode (i.e., each distribu-

tion) and the parameter sel is used to rescale the y-axis (fitness axis) so that its maximum

values is 1 and the minimum fitness is equal to 1−sel. Figure 4-5 demonstrates construction

of the final genotypic fitness surface for the bimodal-additive and bimodal-recessive models.
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Figure 4-5 The bimodal-additive and bimodal-recessive models. (A) A mixture model
of two Normal distributions, N(11, 1) and N(19, 16), is the starting point for computing
allelic fitnesses. The density of this mixture distribution is converted into relative fitness
using the parameters rel and sel. First, density is rescaled such that the lowest density
on the graph corresponds to a fitness of 1− sel. In this example, sel = 0.05, so the lowest
fitness on the graph equals 0.95. Next, rel is used to adjust the relative fitnesses of the
two modes. Together with sel, rel specifies the fitness of the first mode relative to the
second mode. In this example, rel = 1.25 and the relative height of the second mode
equals (1− sel) + sel

rel
= 0.99. (B) The genotypic fitness surface corresponding to the allelic

fitness surface in (A) under the bimodal-additive model. This model specifies that relative
genotypic fitnesses are half the sum of the fitnesses of their two component alleles. (C)
The genotypic fitness surface corresponding to the allelic fitness surface in (A) under the
bimodal-recessive model. This model specifies that relative genotypic fitnesses are equal
to the greater fitness of the two component alleles. In (B) and (C), white corresponds to a
fitness of one and red to a fitness of 1− sel.
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Inference protocol

Due to the complexity of the selection models used here, we adopted an approximate

Bayesian computation (ABC) scheme for model selection and parameter inference (Beau-

mont et al., 2002; Beaumont, 2008). The intuitive principle underlying this form of simulation-

based inference is that models and parameter values that generate simulated data sets

similar to the observed data set are preferable to those that do not. We now specify our

method of of inference in some detail.

1. PREPARATION: We calculated observed summary statistics from the observed allele

frequency distribution: (1) number of alleles, na; (2) heterozygosity, hz; (3) mean

allele size, x̄; (4) minimum allele size, min; (5) maximum allele size, max; (6) variance

in allele size vas, and; (7) skewness of allele size sas. We also calculated an eighth

summary statistic, |AFD|, which is the absolute difference between the observed

frequency distribution and a simulated frequency distribution. |AFD| takes a value

of zero when simulated and observed frequencies match perfectly and a maximum

value of two, when there is no overlap between the alleles present in the observed

and simulated data sets. |AFD| = 0 was the observed value of this statistic. Next,

we determined uniform prior distributions on the mutational parameters φ, ψ, and γ

(Chapter 2). We assumed that c = 0.001 and g = 0.95 – i.e., minimal contraction bias

and a 95% chance of single-step mutation. We then determined uniform priors for

the selection parameters specific to each of the models. For the four selection models

detailed in Chapter 2, the parameters included x, δ, gl, and gu. For the bimodal models

introduced in the previous section, the parameters were m1 and m2 (the position

of the two modes in terms of allele size), sd1 and sd2 (the standard deviation of

each Normal distribution in the mixture distribution), rel, and sel. Unless otherwise

noted, we assumed effective population size Ne = 10000 (Schaffner et al., 2005). The
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duration of the selective event, t, was treated as a nuisance parameter and pulled

from a uniform prior of [200,3000] generations.

2. CALIBRATION: We ran 250,000 simulations per model, where the models were: ad-

ditive, multiplicative, dominant, recessive, neutral (Chapter 2); bimodal-additive and

bimodal-recessive (introduced in the previous section). Simulations were performed

using the algorithm described in Chapter 2. Parameter values for each simulation

replicate were drawn from the model-specific prior distributions. For the starting

allele frequency distribution of each simulation, we used a skew normal distribution

whose mean, dispersion, and skew were randomly chosen from priors on each of

these parameters. For each simulation, we recorded the eight summary statistics and

parameter values simulated, which included model as a categorical parameter.

3. MODEL SELECTION: We used the R package abc (Csillery et al., 2012) and its func-

tion postpr to calculate posterior probabilities for each of the seven models simulated.

This function treats the parameter index as the response variable in a logistic regres-

sion analysis (Fagundes et al., 2007; Beaumont, 2008). In this extension of standard

approximate Bayesian computation (ABC), the distance between observed and simu-

lated summary statistics is used to identify the best simulations. We used a tolerance

of 0.0025, meaning that the best ∼ 500 simulations (in terms of low observed-to-

simulated distances) were used in the regression.

4. PARAMETER ESTIMATION: In order to estimate parameter values, we ran additional

simulations, which assumed the model that obtained the most posterior support in

the previous step.

a) GRIN2B: For this locus only, we ran a more sophisticated ABC protocol, in

which we used non-uniform priors and performed simulations in a Markov
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Chain Monte Carlo framework (ABC-MCMC; Marjoram et al., 2003; Wegmann

et al., 2009). We used information from simulations of the chosen model in the

calibration phase to identify informative lognormal, normal, or uniform priors

for each parameter. We then ran 10 non-communicating chains of 1 million

iterations each, where the starting parameter values of each chain were chosen

from prior distributions. For each parameter value, the proposed value for the

next iteration of the chain was chosen from a normal distribution centered on

the current value of the parameter with variance equal to 0.05 variance of the

parameter’s prior distribution. Proposed parameter values in the chain were

accepted if both (1) the distance between the observed and simulated summary

statistics was less than tolerance value ε = 0.2, and (2) a randomly generated

number on the interval (0,1) was less than the probability h = (1, π(θ′)
π(θ) ), where

π is the prior distribution of parameter θ, and θ′ is the proposed parameter

value (algorithm F in Marjoram et al. (2003)). In the context of ABC inference,

the MCMC step can simply be viewed as a more efficient means of collecting

successful simulations than a blind rejection method (Wegmann et al., 2009).

Thus, each time a proposed set of parameter values was accepted, we recorded

these values along with the summary statistics calculated from the data set

simulated from these parameter values. Results from all 10 chains were pooled

into a result set of 408,105 entries (roughly 8.1% accepted parameter proposals).

We used the function "abc" in the R package abc to estimate parameter values via

weighted local linear regression (Beaumont et al., 2002). We assumed a tolerance

of 0.001 so that results from roughly 500 simulations were used in parameter

estimation.

b) To estimate parameter values for the other five candidate microsatellites, we ran

an additional 2 million simulations assuming the model chosen in the calibration
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phase. All priors were uniform; however, we decreased the range of prior

distributions based on results from the calibration phase. The results from all

simulations were pooled and we used the "abc" function on this result set to

estimate parameters using local linear regression.

Using cross-validation to assess the reliability of model choice

To assess the ability of our method to distinguish between the neutral model and six

selection models, we used leave-one-out cross-validation. First, we simulated 100,000 data

sets for each model. The parameters used in each simulation were drawn from broad,

uniform distributions. For each round of cross-validation, a random data set was selected

and treated as the observed data set. The remaining 699,999 data sets were then treated as

the simulated data sets and model selection was performed logistic regression as specified

above, with tolerance equal to 0.05. We treated the model with the greatest posterior

probability as the chosen model. For each model, 200 separate data sets were tested as the

observed data set.

We used the results of cross-validation analyses to construct a confusion matrix (Table

4-3 Hastie et al., 2009). In this matrix, rows correspond to the true model and columns to

the model chosen. Thus, off-diagonal elements tally instances of misclassification.

Results of the cross-validation analysis indicate that neutral data sets are misclassified

as targets of selection 22.5% of the time (bottom row, Table 4-3). Thus, choice of a non-

neutral model must be treated with some caution. Nearly all misclassifications of neutral

simulations were cases where the bimodal-additive or bimodal-recessive model was chosen.

This can be explained by the fact that, in general, these two models cause increases in

variance that can mimic neutral distributions. The four models detailed in Chapter 2 tend

to decrease variance in allele size drastically, often producing allele frequency distributions
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add mult dom rec bma bmr neu
add 25 56 20 35 31 20 13

mult 26 90 22 19 27 11 5
dom 20 41 45 27 22 32 13

rec 15 27 17 89 12 26 14
bma 3 14 11 12 80 49 31
bmr 0 1 3 9 23 138 26
neu 0 0 1 2 23 19 155

Table 4-3: Confusion matrix from cross-validation analysis of the seven models tested. add
= additive, mult = multiplicative, dom = dominant, rec = recessive, bma = bimodal-additive,
bmr = bimodal-recessive, neu = neutral

that are very different then neutral models when mutation rate is high.

Table 4-3 also indicates that our method does a poor job of choosing between models of

selection. There are two alternative explanations for this imprecision. First, distinct sets of

parameter values can generate similar fitness surfaces under different selective models. In

these cases, it can be difficult to choose the correct selective model. Second, the selective

fitness models capture biological reality in different ways. Thus, split support for two or

more selective models may suggest that each model captures different aspects of the data.

The answer to the simpler question, "Is it neutral?" is particularly important to biologists

who use microsatellites as assumed neutral markers. We can assess the ability of our

method to answer this question by collapsing the confusion matrix into a binary choice

between selection and neutrality. In this context 102 of 1200 data sets generated under a

model of selection were misclassified as neutral (a 8.5% false negative rate), while 45 of 200

neutral data sets were classified as selected (a 22.5% false positive rate). In the context of

choosing neutral genetic markers, the false negative rate is of greater importance. While a

false positive result will reject a marker for use, a false negative result will lead to the use

of a non-neutral marker. The relatively low false negative rate of our method suggests it

could be quite useful in the context of marker selection.
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Improving model selection results will require the use of additional data and/or ad-

ditional summary statistics. Cross-validation analysis can help assess the advantage to

adding another summary statistic. For example, we ran an identical analysis in which

the kurtosis of the allele frequency distribution was added as a ninth summary statistic.

Inclusion of this statistic decreased the accuracy of model selection, indicating it should

not be included in data analysis.

Using posterior predictive checks to assess the fit of a specific model

choice

Posterior predictive distributions (PPDs) provide an important means of assessing the

fit of a chosen model and its parameter estimates (Hoff, 2009). To generate a PPD for a

particular model, we pull a random set of parameters from this joint posterior distribution

of all parameters. A simulation is run using this parameter set and the resulting data are

summarized and recorded. The PPD is simply the distribution of these summary statistics

across many independent simulations. If the fit of the model and parameter estimates is

good, observed values of the summary statistics should lie within a high density regions

of the PPD. In short, a posterior predictive check asks whether the estimated model and

parameters are likely to generate a data set similar to the original, empirical data.

We performed posterior predictive checks for the GRIN2B locus only. In order to do this,

we estimated parameters using the ABC-MCMC approach detailed above for the neutral,

additive, multiplicative, dominant, and recessive models. For each model, we approximated

the form of the joint posterior distribution of all parameters with a multivariate skew normal

distribution and drew 1000 parameter sets from this distribution using the R package sn

(Azzalini, 2011). We used each of these parameter sets to generate 1000 data sets for each

model, which we then summarized using the same summary statistics as above. We then
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compared observed values of summary statistics to their PPDs, and asked whether the

best fitting PPDs were those associated with the model chosen during the model selection

phase of our method.

Testing candidate microsatellites for selection

Allele frequency distributions and genomic context of the candidate

microsatellites

For each of the six candidate microsatellites, we next present the observed allele frequency

distributions for each sampled population as well as a graph that illustrates the genomic

position of the candidate microsatellite (red bar) relative to its proximate gene (Figures 4-6

through 4-11). The scale of each gene map is noted and exons are represented by thicker

bars.
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Glutamate receptor, ionotropic, N-methyl D-aspartate 2B (GRIN2B)
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Paired box 3 PAX3

PAX3
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Sex hormone-binding globulin (SHBG)

SHBG
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Epidermal Growth Factor Receptor (EGFR)

EGFR
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Aldose reductase AKR1B1

AKR1B1
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Matrix metallopeptidase 9 (MMP9)
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Extended analysis of the intronic GRIN2B microsatellite

Biological context

GRIN2B codes for a subunit of the glutamate-gated ion channels known as N-methyl-D-

asparate receptors (NMDARs), which are found in the postsynaptic density of neurons in

the central nervous system (Lau and Zukin, 2007). NMDARs are heterodimers generally

comprising two NR1 and two NR2 subunits. While the identity of the NR1 subunits remains

the same throughout human life, the identity of the NR2 subunits changes during early

development. In the transition from prenatal to postnatal development, the NR2 subunits

transition from primarily NR2B subunits (coded for by GRIN2B) to NR2A subunits (coded

for by GRIN2A) in a process known as the NR2A-NR2B developmental switch (Sheng

et al., 1994). Although NR2A receptors become predominant in the postnatal brain, NR2B

subunits still exist and the ratio of NR2A to NR2B subunits is an important determinant

of synaptogenesis as well as synaptic motility and plasticity (Barria and Malinow, 2005;

Gambrill and Barria, 2011). In general, GRIN2B expression is important to learning and

memory. In mice, overexpression of GRIN2B in the forebrain enhances memory and

learning ability (Tang et al., 1999), while deficient expression of GRIN2B leads to spatial

learning deficits (Sakimura et al., 1995). In humans, multiple genome-wide association

studies link GRIN2B to deficits in memory formation as well as dyslexia (e.g., Ludwig et al.,

2010), and in a recent study examining the effects of GRIN2A and GRIN2B polymorhpisms,

the authors conclude,

These data ... strongly suggest that any disturbance in the number and/or

composition of NMDA receptors has profound effects on neuronal development

and activity in humans (Endele et al., 2010).
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Analysis, results, and implications

Unlike the other candidate microsatellites analyzed here, no studies have been performed

to test for a correlation between allele size of the ATG repeat in the second intron of GRIN2B

and its expression. Instead, GRIN2B became a candidate due to results from the lab of

collaborator Jim Weber. In an initial sample of 368 long microsatellites in 143 individuals,

Weber and colleagues found six trinucleotide microsatellites that were nearly monomorphic

and of allele size > 8. One of these six loci is the GRIN2B locus studied here. Because

trinucleotide repeats of this size were rarely monomorphic in their extensive microsatellite

data sets, the Weber group typed the six low variation microsatellites in a much larger

sample of nearly 1000 African-, Mexican-, and European-Americans. In this sample of

nearly 2,000 chromosomes the frequencies of allele sizes 9, 10, and 11 at the GRIN2B locus

were 0.955, 0.043, and 0.003, respectively. In our sample of 1000 Genomes individuals, we

observed nearly identical allele frequencies (Figure 4-6) in all eight populations sampled.

Due to lack of inter-population variation at the locus, we pooled alleles from the Weber

data set with ours and analyzed this pooled data set. We found overwhelming support

for the dominant model (Table 4-4). Due to the large sample size and the power of the

ABC-MCMC method, we were able to recover meaningful estimates of important mutation

and selection parameters (Figure 4-12, Table 4-5). The results point to a locus whose low

variability is maintained by a combination of selection and low mutation. Mode estimates

of mutation parameters φ and ψ indicate that mutation rate for alleles of sizes 9 and 10 is

< 10−5. Importantly, despite these very low estimates of mutation rate for alleles of this size,

the neutral model received no support. Instead, estimated parameter values, including

δ = −0.063, specify strong selection against any genotype that is hetero- or homozygous for

an allele of size < 9. In addition, the estimated negative value of parameter gu specifies that

allelic fitness declines linearly with allele size > 9. In summary, our results suggest that
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although low mutation rate reduces the production of deleterious alleles, it is necessary to

invoke selection against alleles longer and shorter than 9 in order to explain the observed

allele frequency distribution.

To discount the possibility that reduced variance in allele size at the GRIN2B locus is due

to selection on linked variation, we tested the significance of the summary statistics focused

on in Chapter 3. First, we calculated empirical distributions of each statistic conditioned

on the number of segregating sites as detailed in Chapter 3. Unlike the HSD11B2 locus

analyzed in Chapter 3, however, the 2Mb sequence flanking the GRIN2B microsatellite is

characterized by a higher-than-average recombination rate (Kong et al., 2010) of roughly

1.4 cM/Mb. We therefore used a prior of 1-2cM/Mb for the simulations used to compute

the empirical distribution. In Chapter 3, we found that the number of haplotypes, K (when

conditioned on S), possessed reasonable power to mark selection on microsatellites. In

particular, the combination of low K and intermediate S was largely specific to selection

on microsatellites. To better visualize evidence of this signal, we plot S −K for the English

(GBR) population in the left panel of Figure 4-13 as an example. An obvious peak in S −K

is evident just downstream of the position of the GRIN2B microsatellite. In fact, the two

windows comprising the apex of this peak have significant values ofK (P < 0.001). Similar

peaks at the same position are present in all eleven 1000 Genomes populations for which

sequence data are currently available, although they are not always statistically significant.

None of the other five summary statistics had significant values in any population for any

of the 10kb windows flanking the GRIN2B microsatellite. As an example, the right panel

of Figure 4-13 shows the consistently flat value of Tajima’s D across the same region in the

GBR population.

We used posterior predictive checks to assess the fit of the dominant model and the

estimated parameter values. We visualize the results of these posterior predictive checks

by showing joint PPDs for two pairs of summary statistics – skew and heterozygosity
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(Figure 4-14A) and the frequencies of allele sizes 9 and 10 (Figure 4-14B). As shown in these

graphs, the dominant model clearly outperforms the other four models tested. By far the

worst PPD for these two pairs of statistics was generated by simulation from the posterior

distributions estimated for the neutral model. The neutral model was fundamentally unable

to recapitulate the highly unusual GRIN2B data set, regardless of mutational parameter

values.

The uniformity of distribution at the GRIN2B microsatellite across the world suggests

continuing selective pressure that is cosmopolitan in nature. Our results suggest that

mutation by itself provides insufficient explanation of the data. In particular, the complete

absence of size 8 alleles across the world is difficult to explain using anomalous muta-

tion rate alone. Even if mutation is extremely low at the locus, we still expect it to be

symmetrical, meaning that mutation of the abundant size 9 allele should produce size 8

alleles (unobserved) as often as size 10 alleles (observed). Their absence suggests selective

pressure against alleles of this size, which our inference supports.

We hypothesize that the GRIN2B microsatellite modulates expression of the gene. As

related above, results from studies in mice and humans both stress the importance of

GRIN2B expression to learning and memory. Thus, studies that investigate the correlation

between allele size of the GRIN2B microsatellite and gene expression are warranted.
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Analysis of the other five candidate genes

Paired box 3 (PAX3)

PAX3 is a transcription factor that plays an important role in fetal development and is

associated with the diseases Waardenburg syndrome and alveolar rhabdomyosarcoma

(Macina et al., 1995). Although alveolar rhabdomyosarcoma is caused by a translocation

that includes a portion of PAX3, Waardenburg syndrome seems to be caused by differences

in gene dosage, as a wide variety of mutations exhibit similar Waardenburg phenotypes

(Tassabehji et al., 1994). In addition, Baldwin et al. (1995) found that although numerous

mutations within PAX3 lead to Waardenburg syndrome, deletion of the entire gene pro-
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duced similar phenotypes as individual point mutations. In this context, it is interesting

that the length of the CA promoter microsatellite has been shown to correlate with gene

expression (Okladnova et al., 1999).

Regardless, the worldwide distribution of the PAX3 promoter microsatellite is striking

(Figure 4-7) and highly similar to the distribution recovered by Okladnova et al. (1999). In

every sampled population, a bimodal allele frequency distribution was observed. Particu-

larly anomalous is the high frequency of an isolated size 13 allele. We found high support

for bimodal-additive model at the PAX3 locus (P (M | S) = 0.965), with negligible sup-

port for the recessive and neutral models (Table 4-4). Estimates of mutation and selection

parameters were generally tight (Figure 4-15, Table 4-5).

The mode estimates of the selection parameters produce a complex genotypic fitness

surface on which a 13/13 genotype has the greatest relative fitness (Figure 4-16). Indeed

any 13/- genotype possesses relatively high fitness. However, nearby genotypes that do not

carry a size 13 allele (e.g., 14/15 or 12/12) have much lower fitness. Indeed, the observed

distribution of haplotypes at the PAX3 confirms the absence of genotypes such as 14/15

across the world (Appendix, Figure A-4-1). Although it appears that allele frequencies are

currently at a worldwide equilibrium, the estimated fitness surface implies that the path

taken to this equilibrium may have incurred significant selective cost to populations.

Given that the two modes are at allele sizes of 13 and roughly 26, it is tempting to

hypothesize that the second mode results from a rare but neutral doubling of a size 13

allele. Then, due to higher mutation rate at this long allele, the allele frequency distribution

began to diffuse away from the original size of 26. However, this fails to explain the isolation

and high frequency of the size 13 allele, which itself should be quite mutable. Given the

high frequency of size 13 alleles, the total absence of alleles shorter than size 13 is difficult

to explain by invoking neutral explanations alone.
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Sex hormone-binding globulin (SHBG)

The allele frequency distribution of the pentanucleotide TAAAA in the promoter of SHBG (sex

hormone-binding globulin) is also notable for its bimodality. Although allele sizes 6 and 8

are common in populations across the world, the intermediate allele size of 7 is noticeably

lower in all populations (Figure 4-8). Moreover, low values of RST for all population

comparisons suggest that the allele frequency distributions are objectively similar. Due

to the lack of divergence between populations at the SHBG locus, we analyzed the allele

frequency distribution of the full sample. Model selection based on the results of the
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rejection algorithm gave greatest support to the bimodal-additive model (P (M | S) = 0.682),

and appreciable though much less support to the neutral model (P (M | S) = 0.153). As with

the other candidate microsatellites that were analyzed using the less intensive rejection-

only method, the posterior distribution on the mutational ψ parameter provided little

resolution relative to the prior distribution. However, the mode estimate of φ of 4.68 (Table

4-5) suggests that mutation rate is intermediate at the locus with a maximum mutation

rate of ∼ 5x10−3 for longer alleles. Given the observed allele frequency distributions, for

the bimodal models we assumed that the two modes were located at allele sizes of 6 and 8.

The mode estimate of rel = 1.21 indicates that the size 6 allele is roughly 20% more fit than

the size 8 allele, while the mode estimate of sel = 0.042 suggests relatively strong selection

against genotypes that contain alleles of less than size 5 or greater than size 11 (Figure

4-16). Interestingly, the estimated genotypic fitness surface is highest for alleles containing

a size 6 allele, despite its relatively lower frequency in our sample (Figure 4-16).

In blood plasma, SHBG binds the sex steroids testosterone and estradiol and regulates

their access to target tissues. Hogeveen et al. (2001) were the first to report a correlation

between allele size at the promoter microsatellite of SHBG and transcriptional activity.

Using luciferase reporter constructs, they found that allele sizes 7-10 all possessed 6-fold

greater activity than allele size 6, which nearly silenced the gene.

Numerous studies suggest that the analyzed TAAAA microsatellite in the promoter of

SHBG affects SHBG serum levels, and, as a result, human reproductive health. Polycystic

ovary syndrome (PCOS) is a leading cause of female infertility, as it can result in frequent

failure of the ovaries to release an oocyte during menstrual cycles or complete absence of

menstrual cycles (Azziz et al., 2004). SHBG serum levels are frequently low in women with

PCOS and a case-control study of PCOS found a statistically significant enrichment for

TAAAA repeats greater than eight in size, which were in turn correlated with lower levels

of serum SHBG (Xita et al., 2003). Similarly, in both control and PCOS women, another
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study found that genotypes with one or more alleles of size 6 had higher levels of SHBG in

blood serum (Ferk et al., 2007). In another result suggesting the promoter microsatellite

as a potential molecular target of fecundity selection, Xita et al. (2005) found that the size

6 allele was correlated with an earlier first menstrual cycle. In men, carriers of a size

6 allele are associated with higher levels of SHBG, and, as a consequence, testosterone

(Vanbillemont et al., 2009). In a recent study of idiopathic infertility in men, infertile men

were enriched for allele sizes greater than 8 and carriers of size 9 alleles had a 2.82 increased

risk of infertility (Safarinejad et al., 2011). The authors also found statistically significant

positive correlations between SHBG plasma concentrations and sperm count, motility, and

morphology.

Thus biochemical and association studies suggest that SHBG serum concentration in

men and women declines with allele size of the promoter TAAAA microsatellite (though

note the in vitro assay of Hogeveen et al. (2001) suggests the exact opposite relationship).

Moreover, low levels of serum SHBG (associated with allele sizes >8, and, in some cases

simply >6) are associated with PCOS, late menarche, and infertility in males. Together,

these results suggest the promoter microsatellite may be a target of fecundity selection.

Although these biological facts comport with the higher fitness of size 6 alleles in our

estimated genotypic fitness surface (Figure 4-16), they do not offer an explanation for the

relatively lower frequency of size 7 alleles across the world. It seems unlikely that this

feature can be explained by human demographic or migration history, as the same deficit of

size 7 alleles is observed across the world (Figure 4-8) and very low divergence in the allele

frequency distributions of the eight sampled populations as measured by RST . Although

it appears that longer alleles are detrimental to the reproductive health of both sexes, the

possibility remains that sexual antagonism might help explain the bimodal nature of the

distribution at SHBG. A more sophisticated model of selection that incorporates potential

sexual conflict may go further in explaining the peculiar low frequency of size 7 alleles.
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Epidermal Growth Factor Receptor (EGFR)

Overexpression of EGFR has been associated with efficacy of treatment and tumorigenesis

in a variety of epithelial cancers (Normanno et al., 2006), including pancreatic cancer

(Lemoine et al., 1992), breast cancer (Buerger et al., 2000), and head and neck cancers

(Amador et al., 2004). Moreover, the CA microsatellite in the first intron of EGFR has been

shown to modulate transcriptional activity. Gebhardt et al. (1999) showed that expression

declined with allele sizes > 16 in vitro. As measured by pre-mRNA expression in cell lines,

however, gene expression peaked at allele sizes of 16 and 20. Based on molecular modeling,

it has been hypothesized that longer repeats in general increase the flexibility of the DNA

molecule, thereby bringing the promoter and a putative repressor binding site into close

proximity (Gebhardt et al., 2000).

A wide variety of correlations between allele size and disease risk have been reported.

Notable examples include: (1) higher incidence of asthma with allele sizes ≤ 16 (Wang

et al., 2006); (2) a negative correlation between glioma risk and allele size (Costa et al.,

2011); (3) a specific correlation between CA19 and susceptibility to somatic mutations in the

EGFR tyrosine kinase domain, which themselves play a critical role in the development of

non-small cell lung cancer (Liu et al., 2011), and; (4) increased pancreatic cancer survival

(from 13 to 30 months) when the sum of allele sizes was ≥ 36 (Tzeng et al., 2007). More

than anything, these results may demonstrate the danger of using the allele sizes at highly

polymorphic microsatellites in association studies. It may prove too easy to find a partition

of allele sizes that produces a significant correlation by chance. In fact, a number of studies

have disputed the existence of an association between allele size at the EGFR intron 1

microsatellite and disease (McKay et al., 2002; Etienne-Grimaldi et al., 2005; Frolov et al.,

2010).

We only analyzed the pooled sample of non-African populations, because these pop-
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ulations exhibited similar bimodality in their allele frequency distributions (Figure 4-9).

The allele sizes of these two modes at size 16 and 20 are notable for their correspondence

with the two peaks in gene expression found in the in vivo assay of Gebhardt et al. (1999).

We found strong support for the bimodal-additive model with P (M | S) = 0.869 and no

support for the neutral model (Table 4-4). Estimates for the sd1 and sd2 parameters were

very similar, at 1.11 and 1.32, respectively (Table 4-5). As a result, the estimated genotypic

fitness surface for the EGFR microsatellite is highly symmetrical with a tight cluster of high

fitness values for genotypes containing alleles between the sizes of 16 and 20 (Figure 4-16).

Aldose reductase AKR1B1

AKR1B1 catalyzes the reduction of numerous aldehydes. Because AKR1B1 reduces the

aldehyde form of glucose to sorbitol and because diabetic individuals frequently produce

significant amounts of sorbitol, high expression of AKR1B1 can lead to very high concen-

trations of sorbitol that cause numerous complications in diabetic individuals including

retinopathy and neuropathy. Reporter constructs of the CA microsatellite found in the

promoter of AKR1B1 revealed that CA23 alleles are associated with significantly higher ex-

pression of AKR1B1 than alleles CA24−26 (Heesom et al., 1998; Ikegishi et al., 1999). Diabetics

who developed neuropathy were less likely to possess a CA25 allele (Heesom et al., 1998),

which is the most frequent allele size in our sample (Figure 4-16). Also, the CA23 allele is

significantly enriched in patients with diabetic retinopathy (Ichikawa et al., 1999; Ikegishi

et al., 1999; Demaine et al., 2000; Abhary et al., 2010). Interestingly, the CA23 allele is at much

lower frequency than alleles greater than CA23 in all populations sampled (Figure 4-10).

Because RST between pooled African and non-African samples was only 0.0019, we

analyzed all genotypes as a single data set. We found substantial support for the dominant

model, (P (M | S) = 0.869) and no support for the neutral model (Table 4-4). After running

simulations that assumed the dominant model and estimating parameters, allele size 24
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was unanimously supported as the key allele. Results regarding the threshold parameter

δ were uninformative (Table 4-5), suggesting the lack of a threshold effect at this locus.

However, the mode value of the gl parameter was -0.024, which specifies a rapid decline in

allelic fitness for alleles < 24 in size. Finally a modest decrease in fitness was also predicted

for allele sizes greater than 24, as specified by the mode estimate of gu = −0.009. Together,

these results are in keeping with the observed allele frequency distribution, which drops

off sharply below allele size 24 and decreases at a slower rate above allele size 24 (Figure

4-10).

It seems unlikely that increased susceptibility to diabetes-related disorders would

present sufficient selective pressure to drive worldwide distributions of the AKR1B1 mi-

crosatellite in such similar directions. After all, diabetes is most prevalent in individuals

> 65 years of age, and only recently has the incidence of diabetes started increasing around

the world (Wild et al., 2004). If selection is indeed acting on this microsatellite, it would

seem that the selective pressure remains a mystery.

Matrix metallopeptidase 9 (MMP9)

In all eight populations, we observed a bimodal distribution of the MMP9 promoter mi-

crosatellite, with one mode at CA14, a second between CA21 and CA23, and a near absence of

alleles of sizes CA16−18. Highly similar distributions have been observed in other studies,

including samples of African-American (Ferrand et al., 2002), Caucasian-American (Jean

et al., 1995), English (Zhang et al., 2001), Finnish (Yoon et al., 1999), Sardinian (Nelissen

et al., 2000), and Swedish (Nelissen et al., 2000) populations. Interestingly, two studies of

the Japanese population recovered unimodal allele frequency distributions that lacked

the lower mode at allele size 14 (Shimajiri et al., 1999; Maeda et al., 2001). However, these

distributions agree with the much lower frequency of the size 14 allele in the Han Chinese

population (CHB) relative to all other populations we sampled (Figure 4-11). Model se-
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lection overwhelmingly supported the bimodal-additive model with a posterior probability

of P (M | S) = 0.9997. Similar to the PAX3 microsatellite, the estimated fitness surface for

MMP9 suggests it is a complex target of selection that has obtained mutation-selection-drift

equilibrium across the world (Figure 4-16).

The matrix metalloproteinase family of enzymes aid breakdown of the extracellular

matrix. The enzyme MMP9 is the largest member of the family and serves important roles

in reproduction, growth and development (den Steen et al., 2002). In addition, due to its

ability to degrade components of the extracellular matrix including collagens, MMP9 plays

an important role in tumor cell invasion and metastasis (e.g., Hiratsuka et al., 2002; Huang

et al., 2002) as well as vascular diseases (e.g., Chandrasekar et al., 2006).

The MMP9 promoter microsatellite is thought to influence transcriptional activity due

to its proximity to the transcription initiation site and the fact that it lies intermediate

to two consensus binding sites for the transcription factor AP-1 (den Steen et al., 2002).

Indeed, a number of studies have shown that length variation at this microsatellite affects

transcriptional activity using reporter assays in a variety of cells (Himelstein et al., 1998;

Peters et al., 1999; Shimajiri et al., 1999; Maeda et al., 2001; Ferrand et al., 2002).

Together, these facts suggest that expression levels of MMP9 as controlled by the an-

alyzed promoter microsatellite may be important to development as well as the risk of

disease.
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Testing the possibility of selection on linked variation

Because selection on linked variants affects microsatellite variation (Slatkin, 1995a; Wiehe,

1998), it is important to test for the possibility that the anomalous and putatively non-

neutral patterns of polymorphism at the candidate microsatellites are not due to linked

selection. As detailed in Chapter 3, direct selection on microsatellites should have different

effects on linked variation. As with the GRIN2-B locus, we downloaded sequence data for

the 400kb of flanking sequence surrounding each of the candidate microsatellites. Then we

calculated the six statistics studied in Chapter 3 for significant deviation from neutrality

by comparing them to empirical distributions that accounted for local recombination rate.

Results are presented in Table 4-6. At all six candidate loci substantial numbers of 10kb

windows in the flanking 400kb sequence show significant values of K. This was true of

all popuations, except the African populations of LWK and YRI. In addition, M and HFW

were found to be significant at several windows.

The most important conclusion to be drawn from these results is that D and E are not

significant for any of the loci in any population. This suggests that selection on a linked

variant is not the cause of anomalous patterns of microsatellite variation at the candidate

loci. It is tempting to suggest that significant values of K provide further evidence of

microsatellite selection at these loci given the results of Chapter 3, which suggest K is

particularly good at detecting microsatellite selection (Figure 3-3B). However, the lack of

significant K in African populations suggests that K may in fact be detecting demographic

change in non-African populations.

Discussion

The microsatellites studied here highlight the roles that genomic context and historical

contingency play in shaping the varied states and distributions that microsatellites occupy
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locus population K H M D HFW E

GRIN2B GBR 5 0 0 0 1 0
PAX3 CHB 22 0 8 0 2 0
EGFR TSI 18 0 5 0 0 0
AKR1B1 JPT 31 0 18 0 7 0
MMP9 MXL 7 0 4 0 2 0
SHBG FIN 14 0 14 0 14 0

Table 4-6: For select populations, the number of significant 10kb windows for six summary
statistics in the 400kb sequence surrounding the six candidate microsatellites. K = number
of haplotypes, H = haplotype diversity, M = count of the most frequent haplotype, D =
Tajima’s D,HFW = Fay & Wu’s H, E = Zeng et al.’s E

in the organisms inhabiting Earth today. For example, genomic context is the most obvious

reason that dinucleotides are rare in exons. In the context of an exon, these microsatellites

are deleterious because they cause frameshifts. Therefore, their expansion should be

subject to negative selection. However, this negative selective pressure against long, exonic

dinucleotides does not explain the few examples of exonic dinucleotides that do exist in

the human genome, and, seemingly, in primates separated by tens of millions of years of

divergence (Table 4-2). Are these in fact historical oddities that by chance escaped negative

selective pressure in the genome of a common ancestor to primates or vertebrates? Or, is

there an unseen commonality to these loci that might explain their presence?

In contrast, the genomic context of intergenic microsatellites should free them from most

selective constraints. As a result, patterns of polymorphism at intergenic microsatellites

enable us to infer that mutation rate increases with allele size (Figures 4-1, 4-2). In addition,

the historical migration of these variants along with their human carriers allows us to infer

that effective population size in Africa is nearly triple that of non-African populations

(Figure 4-3). Their putatively neutral status also makes them invaluable as reference

microsatellites. For example, the remarkable monomorphism of the CA10 microsatellite in
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FGFRL1 is made all the more remarkable by comparison to intergenic microsatellites of

the same motif and size, which exhibit strikingly different patterns of polymorphism and

divergence (Table 4-2).

Comparing among the candidate microsatellites, we find that four of the six candidates

were identified as targets of bimodal-additive selection, while the other two were found to

be targets of dominant selection. This supports the supposition that similar microsatellite

function (regulation of gene transcription) can be instantiated and subsequently selected

upon in a number of different ways. In this sense, the purported versatility of microsatellites

as agents of great phenotypic variation (King et al., 1997; Fondon and Garner, 2004) is

supported.

The fact that all six microsatellite candidates were identified as targets of selection by

our method may simply reflect the fact that they were good candidates. Indeed, their allele

frequency distributions are unusual. In particular, the distributions of the MMP9 and PAX3

candidate microsatellites might be considered errors if not for numerous studies that have

uncovered similar bimodal distributions at these loci. However, cross-validation analysis

indicates that the choice of non-neutral models should be treated with some caution, as

22.5% of neutral data sets were classified as target of natural selection. In addition, the most

frequently identified model of selection among the candidate microsatellites (bimodal-

additive) is the very model for which neutral data sets were most frequently mistaken

(Table 4-3).

These results stress the importance of posterior predictive checks. Our application of

posterior predictive checks to the GRIN2B microsatellite demonstrate that these analyses

can substantially bolster confidence in the selected model and estimated parameter values.

In the case of GRIN2B, posterior predictive checks showed that the neutral model was

incapable of producing data sets similar to the observed allele frequencies (Figure 4-14).

Ultimately, the results presented in this chapter demonstrate that inference of microsatel-
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lite selection requires attention to detail. The observation of dramatically bimodal allele

frequency distributions required that we develop models that could capture this type

of variation. Biological details regarding expression of SHBG suggest that although we

identify bimodal-additive selection as causative of the observed data, a model of sexual

antagonism may provide a better fit. In the case of exonic dinucleotides, divergence data

and comparison to intergenic loci turn a data set with no variation into a data set of great

interest. In other words, the very complexities that make microsatellites interesting subjects

of study require that we account for those complexities. Future inference of selection on

microsatellites can be improved by even greater attention to detail, which is the subject of

the final, brief chapter of this thesis.
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chapter 5: conclusions

An inferential framework for detecting selection targeting

microsatellites

Repetitive sequences were first shown to modulate gene expression in the early 1980s

(Russell et al., 1983; Hamada et al., 1984). Since that time, experimental evidence has

accumulated in support of the existence of non-neutral, functional microsatellites (Gemayel

et al., 2010). During the same period, numerous authors have speculated that microsatel-

lites and other repetitive sequences are important sources of adaptive genetic variation

(King et al., 1997; Kashi and King, 2006). Still, a method for statistically testing claims of mi-

crosatellite selection has been lacking. In this thesis, models of microsatellite selection were

introduced (Chapters 2 and 4) and used to infer selection from empirical data (Chapter 4).

This work represents the first constructive step towards filling the gap between speculation

and objective testing of the hypotheses engendered by this speculative thought.

The inferential framework found in Chapters 2-4 of this thesis is multifaceted. First, our

work provides a detailed method for testing the neutrality of candidate microsatellites. This

approach comprises: (1) realistic models of microsatellite mutation (Chapter 2); (2) biologi-

cally plausible models of microsatellite selection (Chapters 2 and 4); (3) rapid simulation

of data sets according to these models (Chapter 2), and; (4) adoption of the approximate

Bayesian computation (ABC) approach to simulation (Pritchard et al., 1999; Marjoram et al.,

2003; Wegmann et al., 2009), model choice (Fagundes et al., 2007; Beaumont, 2008), and

parameter estimation (Beaumont et al., 2002).

Over the last decade, ABC has become an increasingly popular means to perform

statistical inference in situations where full likelihood methods are impossible due to

a lack of relevant analytical results (Beaumont, 2010; Csillery et al., 2010). However, it
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is worth remembering that ABC is an approximate method; posterior distributions on

models and parameters should be evaluated in this context. Moreover, model selection

within the framework of ABC (Beaumont, 2008) has been the subject of some theoretical

criticism (Robert et al., 2011). In general, concerns regarding the accuracy of ABC-based

inference are best addressed using cross-validation procedures (Table 4-3) and posterior

predictive checks (e.g., Figure 4-14). These methods assess whether different models can

be distinguished using a given set of summary statistics as well as the ability of estimated

parameter values to recapitulate observed data. These same approaches have been used

in recent studies to address the concerns of Robert et al. (2011) (e.g., Barker et al., 2012;

Dutech et al., 2012; Sousa et al., 2012).

Second, the results of the simulation study presented in Chapter 3 suggest it may be

possible to perform scans for microsatellite targets of selection using sequence data alone.

We discovered that the number of haplotypes, K, when conditioned on the number of

segregating sites, S, provides greater power to detect selection on microsatellites with

high mutation rate than to detect hard or soft sweeps (Figure 3-3A,B). A genomic scan

for microsatellite selection would therefore begin with the identification of windows with

anomalous values of K | S in publicly available data such as those provided by the 1000

Genomes Project (1000 Genomes Project Consortium, 2010). Long microsatellites near

these windows would then be treated as candidates for selection. Finally, genotype data

from these microsatellites would be analyzed using our method of ABC-based inference

in an attempt to corroborate the putative selective footprint indicated by the anomalous

value of K | S. As we show in Chapters 3 (Figure 3-6) and 4 (Table 4-6), the reverse order

of analysis can also be performed – i.e., we can attempt to corroborate support for selection

on a candidate microsatellite by subsequently calculating values of K in sequence adjacent

to this locus.

A primary challenge to using the K | S statistic in genomic scans is the generation of
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an appropriate null distribution via simulation. In addition to selection, K is sensitive to

neutral processes such as demographic change and recombination. As we speculated in

Chapter 3, conditioning on S may negate the confounding effects of demographic change

because K and S will respond in similar ways to changes in population size (e.g., both are

expected to increase in response to population expansion). However, conditioning K on S

does not account for differences in recombination rate across the genome; a recombination

event can easily leave S unchanged while increasing K by 2. Although we incorporated

fine-scale estimates of recombination rate (Kong et al., 2010) in the generation of null

distributions, further simulations are required to properly assess the effect of failing to

account for recombination rate appropriately.

Finally, using the example of exonic dinuclotide microsatellites, we showed that the

combination of polymorphism and divergence data at microsatellite loci can help identify

microsatellites that have apparently been subject to selective constraints for tens of millions

of years (Table 4-2). Others have used divergence data to characterize the conservation

of microsatellite variation across mammals (Buschiazzo and Gemmell, 2010; Mularoni

et al., 2010; Sawaya et al., 2012). Intuitively, however, claims of conservation and selective

constraint that are based on interspecific data only are bolstered by the observation that a

microsatellite is also invariant in a sizeable intraspecific sample. We garnered additional

support for the hypothesis that exonic nucleotides are under selective constraint by compar-

ing: (1) polymorphism and divergence at these loci to intergenic microsatellites of similar

size and motif, and; (2) the observed number of exonic dinucleotides to those expected

based on their genome-wide distribution (Payseur et al., 2011). As we discuss in Chapter

4, development of a statistical test that makes use of microsatellite polymorphism and

divergence data – i.e., a microsatellite-specific analog to the HKA test (Hudson et al., 1987)

– would provide a more direct means to reject the null hypothesis of neutral evolution.
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Implications

Models of microsatellite selection and methods used to detect it must contend with the

challenge of high mutation rates at microsatellite loci. Recurrent mutation, multi-step

mutation, mutation rate dependent on length and motif; these and other complications

invalidate assumptions that are reasonable in the context of selection on single nucleotide

variants (Chapter 1). For example, long microsatellites violate assumptions of the infinite

sites model (Kimura, 1969) because they are expected to experience frequent recurrent mu-

tation (Chapter 3). We therefore developed models and methods that explicitly incorporate

the complications of microsatellite mutation.

Besides providing us with a means to test the neutrality of microsatellites, our models of

selection and mutation coupled with the simulation algorithm we developed allowed us to

explore the genomic and population-level consequences of selection on microsatellites. In

Chapter 3, we examined genome-level consequences. We found that microsatellite selection

often affects linked variation in a manner similar to that of soft sweeps targeting single

nucleotide variants. On average, microsatellite selection affects the site frequency spectrum

minimally, while its effect on the haplotype configuration of proximate windows is more

pronounced (Figure 3-1). Yet we also found that microsatellite selection occasionally pro-

duces deep, long-ranged selective footprints in summaries of the site frequency spectrum

(Figure 3-1B). Furthermore, the effect of microsatellite selection on linked variation is cor-

related with the difference between the allele frequency distribution present at the start of

selection and that at mutation-selection equilibrium (Figure 3-1D). Together, these results

all suggest that the genomic consequences of microsatellite selection are complicated and

contingent upon nuisance parameters such as the starting vector of allele frequencies.

Our investigation of the population-level consequences of microsatellite selection show

that our models of microsatellite selection in diploids do increase the fitness of a population.
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As such, our models are a marked improvement over the non-quantitative models previ-

ously proposed in the literature, which do not necessarily lead to adaptive evolution (e.g.,

Figure 1-2,B-D). We also found that distinct models of selection can affect population fitness

in very different ways. For example, the duration of selection – the time between the onset

of selection and mutation-selection equilibrium – was markedly higher for dominant and

recessive models than additive and multiplicative models (Figure 2-5B). Also, regardless

of model, both the cost and duration of selection were significantly correlated with the

difference between starting and equilibrium distributions of allele frequencies (Table 2-2).

In the context of inference, we can treat the unknown starting distribution as a nuisance

parameter by integrating results over numerous starting distributions. In the broader

context, however, these results suggest that selection on microsatellites and other repetitive

sequences may be less common than some authors have speculated. In short, the selective

regimes of non-neutral microsatellites and their starting frequency distributions are both

unknown; yet both have a dramatic and significant effect on the efficiency and cost of

selection. In our opinion, these unknowns should temper speculation that microsatellites

are ubiquitous agents of adaptive evolution.

It this thesis, we investigated a very small fraction of microsatellite variation in the

human genome. Importantly, the models and methods documented here empower explo-

ration of greater numbers of microsatellite loci, which could provide answers to broader

questions of microsatellite evolution. A question of particular interest is: What is the

contribution of microsatellites to adaptive evolution? Although all six candidate microsatellites

analyzed in Chapter 4 enjoyed strong support for selection, it cannot be said that these loci

were an unbiased sample of genomic microsatellite variation. If the same analyses were

applied to 10,000 randomly selected microsatellites in the human genome, what fraction

would be inferred as targets of natural selection? Though certainly less than 100%, the actual

figure remains unknown. While our research corroborates the existence of microsatellite
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loci whose variation has been shaped by non-neutral evolution, the small number of loci

examined precludes us from making a genome-wide assessment of microsatellite selection.

The primary obstacle to identifying the fraction of non-neutral microsatellites in genomes

is a lack of population genomic microsatellite data. Encouragingly, increased availability of

high-coverage sequence data coupled with the methods of Gymrek et al. (2012) and High-

nam et al. (2013) should soon make it possible to produce large data sets of microsatellite

polymorphism that are relatively free of ascertainment bias. Although it would be difficult

to apply ABC-based inference at the genome-wide scale, a polymorphism-divergence test

would be eminently applicable to a data set comprising human polymorphism data and

microsatellite lengths observed in the reference genomes of comparative species. Further-

more, scans for microsatellite selection can be performed today using publicly available

sequence data (with the caveats detailed in the previous section).

Microsatellites are still widely used as putatively neutral markers in non-model organ-

isms (Jennings et al., 2011; Gardner et al., 2011). Yet, without a means to test the neutrality

of microsatellite markers, it is possible that researchers frequently use non-neutral mi-

crosatellites to test hypotheses of importance to conservation and evolutionary biology. In

this context, parameter estimation is of less importance than the binary choice between

neutrality and selection. Although our ABC-based method of model choice does a relatively

poor job at choosing between different models of selection (Table 4-3), the false negative

rate (identifying a non-neutral microsatellite as neutral) was only 8.5%. This suggests that

our method could be applied immediately to improve the choice of neutral microsatellite

markers in population genetic studies.
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Improving inference of microsatellite selection

A number of improvements to the methods detailed in this thesis are possible in the short

term. First, the allele frequency distributions shown in Figures 4-6 through 4-11 make it

clear that inter-population variability is sometimes large. In studies of selection targeting

single nucleotide variants, it is important to control for demographic influences on genetic

variation as these forces can lead to false positives (Zeng et al., 2006; ?). Although we

limited our analyses to pooled samples of populations that exhibited low pairwise RST in

an attempt to avoid the confounding influence of demography, it would be advantageous to

explicitly incorporate demography in our ABC-based inference procedure. Some suggest

that ABC may be used to jointly infer selection and demography (Li et al., 2012; Crisci et al.,

2012). Yet we believe that the joint estimation of selection, demography, and microsatellite

mutation asks too much. Rather, we propose a two-step method in which the first step is to

estimate demographic history from sequence data or co-opt a previously estimated model

of demographic history (e.g., Ramachandran et al., 2005; Schaffner et al., 2005; Liu et al.,

2006b; DeGiorgio et al., 2009). In the second step, we would assume an estimated history,

incorporating its details into simulations of mutation and selection.

Simultaneous simulation of sequence and microsatellite data represents another tractable

advance that could improve the current ABC-based inference procedure. Concurrent simu-

lation of both types of variation would allow us to use the summary statistics investigated in

Chapter 3. This is important because the allele frequency distribution at the microsatellite

locus can only be summarized in a limited number of ways. Also, joint simulation of

sequence and microsatellite variation may help resolve the difficulty our method currently

has distinguishing between different forms of microsatellite selection (Table 4-3). Concur-

rent simulation of sequence and microsatellite variation would also sidestep the issue of

generating a separate empirical distribution for the sequence data; in the context of ABC,
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we simply retain (possibly regression-adjusted) parameter values that produce a good

match between observed and simulated summary statistics. Moreover, joint simulation of

sequence and microsatellite variation would allow the introduction of a selective sweep

model that would capture the effect of SNV-based selection on linked sequence and linked

microsatellites. In this way, the hypothesis of indirect selection could be tested side-by-side

with models of direct microsatellite selection.

Having studied the complexities of microsatellite mutation and selection in some detail,

we are less certain than others that microsatellites provide a vast reservoir of adaptive

genetic variation. However, as detailed in the Chapter 1, microsatellites are interesting

variants that mutate in two dimensions, and, as a consequence, can produce genetic and

phenotypic effects that are much more difficult to achieve with simple point mutation.

Furthermore, our results do show that some microsatellites are targets of positive and puri-

fying selection. To ignore the adaptive and maladaptive potential of specific microsatellite

variation is therefore inadvisable.

Regardless of their frequency as drivers of adaptive evolution, microsatellites represent

yet another form of variation in the diversity of the world. Thus, as we have found, study of

their evolutionary dynamics adds to our understanding of biological evolution no matter

what their primary functions may be.
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Figure A-2-1:Comparing logistic (dashed lines) and linear (solid lines) models of allele-
specific mutation rate. The logistic model (dashed line) allows low but appreciable mutation
rates for the smallest allele sizes, while the linear model can lead to µ = 0 for certain negative
mutation rates (left, magenta line). Also note that for larger allele sizes, the logistic model
can largely recapitulate the mutational dynamics of the linear model. (right) Another
illustration of the fact that the logistic model provides a larger dynamic range along the
axis of allele size.
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Figure A-2-2: Individual-based (left column) and recursion (right column) simulations
produce near identical distributions of key allele frequency and time under identical starting
conditions. Mutation, selection, and drift were modeled. Each contour map shows the
joint distribution (across 1000 independent simulations) of the frequency of the key allele
(also the most-fit allele) and the number of generations since selection began. Top row:
Ne = 1000, middle row: Ne = 5000, bottom row: Ne = 10000. In the absence of drift the
frequency of the key allele at mutation-selection equilibrium was 0.6008.
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Figure A-2-3: Prior and posterior distributions for estimated parameters surrounding
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of uniform priors for each parameter. Solid black lines are the regression-adjusted posterior
densities. Because posterior distributions are regression adjusted, some parameters show
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Figure A-3-2: Values of D for the 2Mb region flanking the studied HSD11B2 microsatellite,
which is located at position 0 of each plot. Plotted values are for 10kb sliding windows
(4kb jumps). Windows with significant values of D are marked by asterisks towards the
top of each plot. From the top left and moving clockwise, the populations shown are are
YRI, GBR, MXL, and CHB.
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Figure A-3-3: Values of HFW for the 2Mb region flanking the studied HSD11B2 microsatel-
lite, which is located at position 0 of each plot. Plotted values are for 10kb sliding windows
(4kb jumps). Windows with significant values of HFW are marked by asterisks towards the
top of each plot. From the top left and moving clockwise, the populations shown are are
YRI, GBR, MXL, and CHB.
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Figure A-3-4: An extended view ofK for populations YRI, GBR, MXL, and CHB (clockwise
from top left panel). Position is in units of 1kb.
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Figure A-3-5: Values of H for the 2Mb region flanking the studied HSD11B2 microsatellite,
which is located at position 0 of each plot. Plotted values are for 10kb sliding windows
(4kb jumps). Windows with significant values of H are marked by asterisks towards the
top of each plot. From the top left and moving clockwise, the populations shown are are
YRI, GBR, MXL, and CHB.
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Figure A-3-6: Values of M for the 2Mb region flanking the studied HSD11B2 microsatellite,
which is located at position 0 of each plot. Plotted values are for 10kb sliding windows
(4kb jumps). Windows with significant values of M are marked by asterisks towards the
top of each plot. From the top left and moving clockwise, the populations shown are are
YRI, GBR, MXL, and CHB.
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Figure A-3-7: Observed allele frequency distributions for a CA repeat in intron 1 of human
gene HSD11B2. Raw allele counts can be found in Table 1 of the main text. Top left panel
shows the allele frequency distribution for the entire sample of participants in the 1000
Genomes Project from eight populations. The other eight panels show allele frequency
distributions for individual populations. Raw base pair sizes are shown. The common
CAx18 allele is 279bp long.
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Figure A-3-8: Observed allele frequency distributions for a CA repeat 18kb downstream
of human gene SLC24A5. Top left panel shows the allele frequency distribution for the
entire sample of participants in the 1000 Genomes Project from eight populations. The
other eight panels show allele frequency distributions for individual populations. Raw
base pair sizes are shown. The reference sequence length for this microsatellite is 16.
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Figure A-3-9: Observed allele frequency distributions for a CA repeat 1.4kb downstream
of human gene CYP3A5. Top left panel shows the allele frequency distribution for the
entire sample of participants in the 1000 Genomes Project from eight populations. The
other eight panels show allele frequency distributions for individual populations. Raw
base pair sizes are shown. The reference sequence length for this microsatellite is 20.
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Figure A-3-10: The two mutation rates curves used in simulations of microsatellite selection.
The black line corresponds to simulations where phi = 5, while the gray line corresponds
to simulations where φ = 3.
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Figure A-3-11:Comparison of Tajima’sD and sex-averaged recombination rate surrounding
the HSD11B2 microsatellite, which is at position 0. (top panel) Values of D for the MXL
population sample are shown, with significant 10kb windows marked by asterisks. Position
is in units of 1kb. (bottom panel) Sex-averaged recombination rate for the same region,
estimated for 10kb windows (Kong et al., 2010). Note that values for some windows outside
the central 2Mb are greater than 3. The y-axis is reduced so that variation within the central
region can be seen.
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Figure A-4-1: Distribution of haplotypes of the PAX3 promoter microsatellite. Allele sizes
are given in base pairs. Size 238bp = 13x. The size of each bubble is proportional to the
frequency of the haplotype in the sample. The upper-leftmost panel shows the distribution
across all eight sampled populations.
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