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Abstract

We consider problems inspired by the conjecture of Steklov and recent work on sharp

estimates in this conjecture. We use various techniques to investigate Steklov problems

in the measure dimension as well as that of the Verblunsky parameters. In particular, we

consider continuous weights, BMO weights, randomized measures, and the Verblunsky

asymptotics of a measure which violates the Steklov conjecture.
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Epigraph

“We should consider every day lost on which we have not danced at least once. And

we should call every truth false which was not accompanied by at least one laugh.”

–Friedrich Nietzsche

“Done saying I’m done playing.” –Aubrey Drake Graham
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Chapter 1

Introduction

1.1 Szegő, his recurrence, and the beginning of the

subject

Consider a probability measure dµ defined on the unit circle T = {z ∈ C : |z| = 1},∫
T
dµ = 1

We will assume infinitely many points of growth so that L2(T, dµ) is infinite-dimensional,

although the finite-dimensional case is also interesting (see [41]).

By applying the Gram-Schmidt orthogonalization procedure (without normalization)

to the set of monomials {1, z, z2, . . . }, we create a sequence of monic orthogonal poly-

nomials {Φ0,Φ1,Φ2, . . . }. These satisfy∫
T

ΦjΦkdµ = 0, j 6= k, coeff(Φn, n) = 1 (1.1)

where coeff(P, j) denotes the jth coefficient of the polynomial P . One may similarly

define the orthonormal polynomials by setting

φn(z) =
Φn(z)

‖Φn‖L2(dµ)

These are simple and natural objects with remarkable properties. Some of the gate-

ways to their study are (see [65], Section 1.1):
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1. Linear prediction theory. Given a stationary sequence of complex random variables

{ωj}∞j=−∞, the Carathéodory-Toeplitz Theorem asserts the existence of a measure

dµ on T such that

E(ωjωk) =

∫
T
ei(j−k)θdµ(θ)

Therefore, representing ωj by zj yields L2(T, dµ) as a model for the linear part of

the stochastic process. See ([43, 44, 45, 50, 72]) for this point of view.

2. Toeplitz operators and determinants. A classical subject in analysis (especially

statistical mechanics), the Toeplitz operator Tf with symbol f is defined to be the

compression of the multiplication operator Mf onto the Hardy space H2(T). These

operators have constant diagonals in their matrix representations on {zn}∞n=0. Sev-

eral identities relate the asymptotics of orthogonal polynomials to Toeplitz matri-

ces and determinants, for example:

Theorem 1.1 ([65], Theorem 1.5.11). Let {cn} be the moments of dµ and Φn its

orthogonal polynomials. Let

T (n) =



c0 c1 . . . cn−1

c−1 c0 . . . cn−2

. . . . . . . . . . . .

c−n+1 . . . . . . c0


and

Dn(dµ) = det(T (n+1))

Then
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• (Heine’s Formula)

Φn(z) = Dn−1(dµ)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

c0 c1 . . . cn

c1 c0 . . . cn−1

...
...

. . .
...

cn−1 cn−2 . . . c1

1 z . . . zn

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
•

‖Φn(z)‖2
L2(dµ) =

n−1∏
j=0

(1− |αj|2) =
Dn(dµ)

Dn−1(dµ)

•

1− |αn|2 =
Dn+1Dn−1

D2
n

3. Spectral theory of one-dimensional Schrödinger operators. A discrete one-dimensional

Schrödinger operator for a single particle in electric field is defined by the equation

hu(n) = u(n+ 1) + u(n− 1) + V (n)u(n)

where V is the potential. This equation leads naturally to the study of Jacobi

matrices and orthogonal polynomials on the real line (OPRL), and the connections

between OPRL and OPUC allow in some cases for back-and-forth translations of

results in the OPUC literature and those in the spectral theory of operators h.

This perspective also relates to the theory of Krein systems. Ideas and results in

each area has influenced the development of the others.

4. Random matrix theory. Through the fomulae relating certain random matrix mod-

els and orthogonal polynomials, asymptotics of OPs have entered random matrix
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theory in a big way, often providing the original proofs of many major results in

the random matrix literature.

As a field distinct from the classical orthogonal polynomials (e.g., Hermite and La-

guerre) their theory began with Gabor Szegő, who pioneered a structural view of the

subject. Take for example Simon’s simple proof of the Szegő recurrence.

Theorem 1.2 (Szegő). For a nontrivial probability measure dµ on T, the orthogonal

polynomials defined in (1.1) and their ∗-polynomials defined by

Φ∗n(z) = znΦn

(
1

z

)
, z ∈ C\{0}

satisfy the following recurrence, for αn ∈ D: Φn+1(z) = zΦn(z)− αnΦ∗n(z)

Φ∗n+1(z) = Φ∗n(z)− zαnΦn(z)
(1.2)

Moreover,

‖Φn‖2
L2(dµ) =

n−1∏
j=0

(1− |αj|)2 (1.3)

Proof. The second equation is obtained by applying the (n+ 1)-st order ∗-operation to

the first so it suffices to show the first.

Φn+1 is the unique monic polynomial of degree n+1 which is orthogonal to {1, z, . . . , zn}

in L2(dµ). Notice that, since coeff(Φn(z), n) = 1, the right hand side of the claimed

equation is monic of degree n+ 1. It remains to check the orthogonality condition.

Let 1 ≤ j ≤ n. Then

(zΦn(z), zj)L2(dµ) = (Φn(z), zj−1)L2(dµ) = 0

Likewise

(Φ∗n(z), zj)L2(dµ) = (znΦn(z), zj)L2(dµ) = (Φn(z), zj−n)L2(dµ) = (zn−j,Φn(z))L2(dµ) = 0
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So if we set

αn =

∫
T zΦn(z)dµ(z)∫
T Φ∗n(z)dµ(z)

the claimed equation is satisfied.

Since Φ∗n is a polynomial of degree n, the Pythagorean Theorem says

‖Φn+1‖2
L2(dµ) + |αn|2‖Φ∗n‖2

L2(dµ) = ‖Φn‖2
L2(dµ)

By definition ‖Φ∗n‖2
L2(dµ) = ‖Φn‖2

L2(dµ), so

‖Φn+1‖2
L2(dµ) = (1− |αn|2)‖Φn‖2

L2(dµ)

which proves αn ∈ D and by induction the equation

‖Φn‖2
L2(dµ) =

n−1∏
j=0

(1− |αj|)2

Szegő was able to prove the basic Theorems which touch every aspect of the theory.

One particularly fundamental result bears his name.

Theorem 1.3 (Szegő’s Theorem). Let dµ be a nontrivial probability measure on T, and

denote dµ = w(θ) dθ
2π

+ dµs. Then

exp

(∫
T

log(w(θ))
dθ

2π

)
=
∞∏
j=0

(1− |αj|2) (1.4)

Remark. Coupled with the equation (1.3), Szegő’s Theorem tells us that the monic

and orthonormal polynomials are uniformly comparable in n if the weight w satisfies

the Szegő condition, that the integral on the left-hand side of (1.4) is finite. All of the

weights we work with will satisfy this condition.
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The Szegő function is defined

D(z; dµ) = exp

(
1

4π

∫
T

eiθ + z

eiθ − z
logw(θ)dθ

)
(1.5)

for dµ = w dθ
2π

+ dµs which satisfies the Szegő condition. This function is intimately

related to the polynomials (see [65], section 2.4). D will appear repeatedly in what

follows, so we list some of its basic properties.

Theorem 1.4 (Szegő). Suppose the Szegő condition holds. Then

1. D(z) is analytic and nonvanishing in D.

2. D lies in the Hardy space H2(D). In fact

sup
0<r<1

∫
|D(reiθ)|2 dθ

2π
≡ ‖D‖2

H2 ≤ 1

3.

lim
n→∞

φ∗n(z) = D(z)−1

uniformly on compact subsets of D

4. limr↑1 D(reiθ) = D(eiθ) exists a.e. dθ, and

|D(eiθ)|2 = w(θ)

5. We have the following limit formulae

lim
n→∞

∫
|D(eiθ)φn(eiθ)− einθ|2 dθ

2π
= 0

lim
n→∞

∫
|D(eiθ)φ∗n(eiθ)− 1|2 dθ

2π
= 0

6.

lim
n→∞

∫
|φ∗n(eiθ)|2dµs(θ) = 0
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1.2 Renewed interest via determinantal point pro-

cesses

Interest in the field of orthogonal polynomials was spurred further by the growth of

random matrix theory, begun in 1955 by Eugene Wigner [73]. By 1960, M.L. Mehta

in [53] had recognized a fundamental connection between orthogonal polynomials and

determination of eigenvalue densities through the Vandermonde determinant:

∆n =
∏

1≤i<j≤n

(xj − xi) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 . . . 1

x1 x2 . . . xn

x2
1 x2

2 . . . x2
n

...

xn−1
1 xn−1

2 . . . xn−1
n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Consider the Gaussian Unitary Ensemble (GUE), the ensemble of n × n symmetric

matrices whose upper triangular elements are complex N(0, 1) random variables and

whose diagonal entries are real N(0, 1) random variables. The eigenvalue density of this

ensemble can be computed explicitly; it is of the form, for λ = (λ1, . . . , λn) ∈ Rn (see

[17], (2.1.27))

ρn(λ) =
1

(2π)n/2
exp

(
−|λ|2

2

)
|∆n(λ)|2

Multiplicity of the determinant yields

|∆n(λ1, . . . , λn)|2 = det

(
n−1∑
k=0

λki λ
k
j

)
1≤i,j≤n

Applying elementary row operations which leave the determinant unchanged, for any
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sequence of polynomials P0(x), . . . Pn−1(x) where Pi is monic of degree i,

|∆n(λ1, . . . , λn)|2 = det

(
n−1∑
k=0

Pk(λi)Pk(λj)

)
1≤i,j≤n

This formula is valid for any polynomial sequence, but if the polynomials are chosen to

be orthogonal with respect to a particular weight (the Hermite polynomials are chosen)

then the sum

Kn(x, y) =
n−1∑
k=0

Pk(x)e−x
2/4Pk(y)e−y

2/4

becomes the integral kernel of the projection onto {xie−x2/4}n−1
i=0 in L2(R). This algebraic

structure yields the trace and reproducing formulas, which allow computation of k-point

correlation functions. This is an example of a determinantal point process, an area where

orthogonal polynomials in various incarnations have proved useful computational tools;

see [8, 9, 10] for examples. This connection has been heavily utilized and may indeed

be taken as a basic point of view on random matrices; see the excellent reference [17].

This correspondence has served to motivate definitions of new OPUC and OPRL

as well as motivated their asymptotic study. Techniques and results in each area have

proved extremely useful in the other.

1.3 Spectral theory and OPUC

Consider the discrete Schrödinger operator, which in one dimension takes the form

(hu)n = un+1 + un−1 + vnun (1.6)

and its continuum analogue,

(Hu)(x) = −u′′(x) + V (x)u(x) (1.7)
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In the formalism of quantum mechanics, the first physically relevant and interesting

question concerns the type of spectrum associated with this operator. Roughly speak-

ing, eigenvalues correspond to bound states of the system, and absolutely continuous

spectrum to scattering states, where particles get “lost to infinity”.

It is a classical fact that if |V (x)| ≤ C(1+|x|)−a for a > 1, H has purely a.c. spectrum

at positive energies ([23]). This is a perturbative result, with comparison made to the

free particle, with V ≡ 0.

A natural question is whether a = 1 is the true dividing line. In fact, it is not;

a = 1
2

is the critical case. Christ-Kiselev [15] showed there is always a.c. spectrum for

1 > a > 1/2. In 1999, Simon produced a list of open problems which included the

question of mixed singular continuous spectrum with potential V ∈ L2.

By 2001, the advisor of this author, Serguei Denissov, had solved this problem. In

[20] he showed that there were L2 potentials with essentially arbitrary singular part on

[0, E0] for any E0 <∞.

Denissov’s proof used the systems of Krein:


∂
∂τ
P (τ, λ) = iλP (τ, λ) + P∗(τ, λ)a(τ) 0 ≤ τ ≤ T

∂
∂τ
P∗(τ, λ) = P (τ, λ)a(τ)

(1.8)

Solutions to this system are continuous analogs of OPUC (many of the results here

could be translated immediately into that context). A main technique in Denissov’s

proof involved the use of a sum rule which gave the L2 properties of his potential. These

sum rules have provided an important approach to Schrödinger operators. Recall Szegő’s
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Theorem and equation (1.4), which asserts

exp

(
1

2π

∫
T

log(w(θ))dθ

)
=
∞∏
j=0

(1− |αj|2)

Taking the logarithm, we have:

1

2π

∫
T

log(w(θ))dθ =
∑
j

log(1− |αj|2)

From one perspective this is exactly an if and only if statement of spectral theory. The

Verblunsky coefficients take the place of the potential, and their `2 decay is exactly

equivalent to the integrability of the logarithm of the absolutely continuous part of the

measure. Notice there is no dependence on the singular part. The sum rules which have

since appeared repeatedly in mathematical physics (see [12], [42] as examples) are gems

of this form. Sum rules have become extremely powerful–indeed, indispensable–tools in

spectral theory. OPUC is the developing ground for these rules: Szegő’s Theorem, in

this form proved by Verblunsky [71], is from 1936! Further, see the recent work of Lukic

[51], [52].

The analogy between Schrödinger operators and orthogonal polynomials continues

to animate the work on OPUC and OPRL. One interesting open question, introduced

to the author by his advisor, is:

What conditions on the weight function w will yield a.e. dθ finiteness of the maximal

function

MΦ(z) = sup
n
|Φn(z)|, z ∈ T

This question appears to be extremely difficult. The orthogonal polynomials Φn are

analogous to the eigenfunctions of a one-dimensional Schrödinger operator, a statement

to be made more precise shortly. For now, following the excellent survey [23] (themselves
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following [46]) we introduce the Prüfer variables in the continuous case to better explain

the issues involved. Let u be a solution to the eigenfunction equation for k ∈ R

−u′′ + V u = k2u

Define the variables R(x, k) and θ(x, k) by

u′(x, k) = kR(x, k) cos θ(x, k)

u(x, k) = R(x, k) sin θ(x, k)

These variables satisfy the new system

(log(R(x, k))2)′ =
1

k
V (x) sin 2θ(x, k) (1.9)

θ(x, k)′ = k − 1

k
V (x)(sin θ(x, k))2 (1.10)

This is useful in analysis of decaying potentials because R has dropped out of (1.10),

and so can be obtained by integration once (1.10) is solved. Further, letting V = 0

in some region (a, b), then θ(x) = kx + θ(a) and R is constant. Since we consider the

decaying potential to be a perturbation of V = 0, these are hopeful indications.

It should be unsurprising therefore that there are methods of analysis in some partic-

ular cases (e.g., random and sparse potentials), and that these share much with classical

approaches in Fourier analysis. That is, formally solving (1.9) yields

R(x, k) = exp

(
1

2k

∫ x

0

V (s) sin(2θ(s, k))ds

)
so that instead of the usual (linear) Fourier integral

∫∞
−∞ V (x) sin(kx)dx, we are investi-

gating a nonlinear variant.
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Indeed, much work on the behavior of R can be thought of as analogous to classical

work on Fourier series. In this context that we may approach the question of the maximal

function MΦ.

Recall Lusin’s conjecture (Carleson’s Theorem, [13]) on a.e. convergence of Fourier

integrals.

Theorem 1.5 (Carleson). If g ∈ L2(R), then the associated Fourier integrals∫ N

−N
e2πiξxg(x)dx

converge for almost every value of the parameter ξ.

Since V ∈ L2 is also the natural breaking point in our setup, it makes sense to ask

the same question here. That is, for V ∈ L2, does supx∈R |R(x, k)| make sense for a.e.

k?

Since Carleson’s Theorem (from 1955!) remains a pinnacle of modern analysis, it is

reasonable to weaken the statement. What, we may ask, happens if V ∈ Lp with p < 2?

In the linear case, this was much simpler, already solved by Zygmund [74] in 1928 (see

also Menshov [54] and Paley [59]). And indeed, the p < 2 case has been resolved by

Christ and Kiselev [14], but their methods have no hope of working when p = 2 as was

shown by Muscalu-Tao-Thiele [56].

A different perspective can be had when viewing the problem through the OPUC

analogue. To make this more concrete, recall the discrete Schrödinger equation (1.6)

(hu)n = un+1 + un−1 + vnun

The eigenfunction u then satisfies a three-term recurrence relation

(hu)n = λun = un+1 + un−1 + vnun
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The set of orthonormal polynomials {pk} with respect to a measure µ on the real line

satisfies a similar recurrence

xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x)

for some sequence of parameters {an > 0}, {bn ∈ R}. Clearly an ≡ 1 corresponds to the

discrete Schrödinger operator. These coefficients determine a Jacobi matrix

Jµ =



b1 a1 0 0 . . .

a1 b2 a2 0 . . .

0 a2 b3 a3 . . .

. . . . . . . . . . . . . . .


(notice our numbering convention follows [65], itself following [42]) which represents

multiplication by x in L2(R, µ) with respect to the basis {pn(x)}. Study of the asymp-

totics of eigenfunctions of the discrete Schrödinger operator is equivalent to the study

of the polynomials.

Measures of orthogonality with compact support can be mapped onto the unit circle,

and this is the analogy with Schrödinger operators we exploit. The polynomials Φn take

the place of the eigenfunctions, the Verblunsky parameters that of the potential, and

the measure dµ becomes spectral measure. The transfer matrix approach in spectral

theory (see [47]) is now analyzing the large−n asymptotics of the polynomials Φn. This

is made clear by the matrix equation the polynomials satisfy:

Φn+1(z)

Φ∗n+1(z)

 =

 z −αn

−αnz 1


Φn(z)

Φ∗n(z)


And so the questions about asymptotics of these orthogonal polynomials can be

viewed as nonlinear analogues of questions about Fourier series. In particular, a.e.
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boundedness of the maximal function MΦ(z) is the analogue of a.e. convergence of the

Fourier integrals.

Notice now what Szegő’s Theorem 1.3 represents: an equivalence between spectral

data and potential decay. If we can say something reasonable about behavior of the

eigenfunctions in terms of the spectral data, we could perhaps approach the nonlinear

analogue of Lusin in a different dimension. This approach is in fact a different perturba-

tive style; instead of taking potential as primary and perturbing some well-understood

case in that dimension (e.g., imposing some strict decay on the Verblunsky parameters),

we may take measure as primary and specify some regularity.

1.4 Steklov’s conjecture and inspired problems

In 1921, V.A. Steklov conjectured in [67] that if the weight function ρ on [−1, 1] stays

bounded away from 0 (ρ(x) ≥ δ for a.e. x), the orthonormal polynomials pn(x) would

stay bounded for x ∈ (−1, 1);

lim sup
n
|pn(x)| ≤ C(δ), x ∈ (−1, 1)

For the full history see the survey [68], as well as the work [31, 32, 33, 34, 35].

This conjecture was disproved by Rakhmanov in 1979 [62], who constructed a weight

in Steklov’s class on the unit circle and translated it to the real line. The conjecture

of Steklov, disproved, became a problem of Steklov: how fast can the polynomials grow

under some conditions on the weight functions? The first question one must answer is

how to measure this “growth”; in the Steklov problems, this is the uniform norm. It

has been well-known that maximal growth in this norm is o(
√
n); see for example [32].
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Rakhmanov in [62, 63] began considering the following variational problem:

Mn,δ = sup
σ∈Sδ
‖φn(z, σ)‖L∞(T).

where we define the Steklov class of measures as

Sδ =

{
σ :

∫
T
dσ = 1, σ′ > δ/(2π), a.e. θ ∈ [0, 2π)

}
,

for δ ∈ (0, 1).

In [63], the following estimates were established(
n

ln3 n

)1/2

<δ Mn,δ <δ n
1/2.

The sharp result remained open until 2014, when Aptekarev-Denisov-Tulyakov [2] were

able to construct optimal examples. They improved the estimates to

Mn,δ ∼δ n1/2.

The paper of Aptekarev, Denisov and Tulyakov completely settled the original prob-

lem of Steklov. In addition, it opened new perspectives on analysis of polynomials in

terms of conditions on the weight function. [2] made it clear that the Steklov condition

alone would not yield anything more than the nearly-trivial o(
√
n) bound on uniform

norm but also raised new questions. The Steklov condition is a condition on how small

the weight can be; is there a similar condition on how large the weight can be that will

change the behavior of the polynomials?

[2] proved that assuming w ∈ Lp(dθ) for any p <∞ still allows for weights achieving

o(
√
n). Nazarov (see [21]) shows that L∞ control of the weight allows one to break the

n1/2 barrier; in particular, he shows
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Theorem 1.6 (Nazarov). Let t > 2. Assume that the polynomials Φn are monic or-

thogonal with respect to dµ = w(θ)dθ. If the weight w satisfies

1 ≤ w(θ) ≤ ε, ε < 1

then

‖Φn‖p . 1, p = Cε−1

If

1 ≤ w(θ) ≤ T, T > 2

then

‖Φn‖p . 1, p = 2 + CT−1

The Nikolskii inequality (2.1) immediately implies the bound

‖Φn‖∞ ≤ C(p)n1/p

for the choices of p above. Sharpness of this result is not completely understood; in [21] a

weight satisfying 1 ≤ w ≤ T is constructed which achieves n
1
2
− C

4√
T . In the small-variation

regime, up to a constant in the exponent the upper bound saturates.

These results show that taking the perturbative approach in the measure dimension

can in fact bear fruit. This approach and related issues are the main topics of this thesis.

The following notations will be used throughout the thesis. Some special notations

may be adopted within each section.

‖ · ‖p will always denote the Lp
(
T; dθ

2π

)
norm.

Absolute constants will be denoted C, c or cj, Cj. These constants may change

between expressions. A constant which depends on a parameter λ may be denoted C(λ)

or Cλ, and these may likewise change between expressions.
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For a function f , f−1 will denote its multiplicative inverse.

If f1(2)(x) are two positive functions for which f1 < Cf2 with some absolute constant

C, uniformly in the argument, we will write f1 . f2. If f1 . f2 and f2 . f1, then

f1 ∼ f2. If

sup
x

f1(x)

f2(x)
< C(ε),

where ε is a parameter, then we will write f1 <ε f2. Relations f1 ∼ε f2, f1 >ε f2 are

defined similarly.

Φn(z; dµ), φn(z; dµ) will denote the monic orthogonal and orthonormal polynomials

respectively of degree n with respect to the measure dµ. As we have been doing in the

introduction, dµ will often be suppressed.

For a measure dµ on T we will use w to denote its a.c. part with respect to normalized

Lebesgue measure.

If α is a positive parameter, we write α � 1 to indicate the following: there is an

absolute constant α0 (sufficiently small) such that α < α0. Similarly, we write α� 1 as

a substitute for: there is a constant α0 (sufficiently large) so that α > α0. The symbol

α1 � α2 (α1 � α2) will mean α1/α2 � 1 (α1/α2 � 1).

If A is a linear operator from Lp(T) space to Lp(T), then ‖A‖p,p denotes its operator

norm.
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Chapter 2

Asymptotic polynomial behavior,

perturbed weight regime

Questions about a.e. convergence and maximal functions are not the first to be asked

from the perspective of analogy with Fourier series. We learn introductory Fourier

analysis as an L2(T) ↔ `2(Z) Hilbert space isomorphism. Not far behind this is the

Calderón-Zygmund theory of singular integrals, establishing the convergence of Fourier

series and integrals in Lp for 1 < p < ∞. Therefore investigating the Lp(dθ) norms of

the orthogonal polynomials is a natural direction of inquiry.

From the point of view of Steklov problems, there is another reason why these quan-

tities should be highly relevant. The polynomial inequality of Nikolskii states,, for Pn a

polynomial of degree n,

‖Pn‖q ≤ Λn,p,qn
1/p−1/q‖Pn‖p, 1 ≤ p ≤ q ≤ ∞ (2.1)

where lim supn→∞ Λn,p,q ≤ C(p, q) (see [11]).

The exact dependence of this constant on n, p and q has been a difficult problem;

the paper [48] provides a bound which is asymptotically sharp in n for q =∞, and [49]

discusses more general p and q.

The Nikolskii inequality implies that quantitative control of Lp norms for fixed finite

p also yields information on L∞ norms.
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How do we investigate these Lp norms? The main observation to be used in this

section is an elementary identity, the usefulness of which goes back to Sergei Bernstein

([7], [69]). The reproducing kernel of projection onto the first n polynomials in the

Hilbert space L2(dµ) is called the Christoffel-Darboux kernel

Kn(z, ζ; dµ) =
n∑
j=0

φj(z; dµ)φj(ζ; dµ)

The Christoffel-Darboux formula (see [65] Section 2.2) allows us to greatly simplify

the expression of this kernel and is extremely useful in bounding the integrals involved:

Kn(z, ζ) =
φ∗n+1(z)φ∗n+1(ζ)− φn+1(z)φn+1(ζ)

1− ζz
(2.2)

Let dµ1 and dµ2 be measures on T with {φn(z; dµ1)}, {φn(z; dµ2)} their associated

orthonormal polynomials. {1, z, . . . , zn} is a finite-dimensional vector space; each of

{φj(z; dµ1)}nj=0 and {φj(z; dµ2)}nj=0 is a basis for this vector space. So we may expand

either in the basis of polynomials defined by the other. For example

φn(z; dµ1) =
n∑
j=0

〈φn(z; dµ1), φj(z; dµ2)〉L2(dµ2) φj(z; dµ2)

= anφn(z; dµ2) +

∫
T
Kn−1(z, ζ; dµ2)φn(ζ; dµ1)dµ2

If dµ1, dµ2 both satisfy the Szegő condition then an = O(1) uniformly in n since each of

φn(z; dµ1), φn(z; dµ2) is uniformly comparable to its monic orthogonal polynomial.

Notice that Kn−1(z, ζ; dµ2) is a polynomial of degree n − 1. Since φn(ζ; dµ1) is

orthogonal to all such polynomials in L2(T, dµ1) we have the trivial identity∫
T
Kn−1(z, ζ; dµ2)φn(ζ; dµ1)dµ1 = 0
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and therefore

φn(z; dµ1) = anφn(z; dµ2) +

∫
T
Kn−1(z, ζ; dµ2)φn(ζ; dµ1)(dµ2 − dµ1) (2.3)

The equation (2.3) is the basis of the weight-pertubative approach which yields the

upper bounds to follow.

2.1 Asymptotic behavior with respect to a continu-

ous weight, upper and lower bounds

2.1.1 History and results

The question of possible growth of polynomials orthogonal with respect to a continuous

weight on the real line was first investigated by S. Bernstein in [7], where he originated

(2.3). This work was taken up by Szegő in his book [69] where he translated Bernstein’s

results to the circle, proving

Theorem 2.1 (Szegő). Let f(θ) be a strictly positive weight function on the unit circle

which satisfies the Lipschitz-Dini condition

|f(θ + δ)− f(θ)| < L| log δ|−1−λ

where L and λ are fixed positive numbers. Let D the Szegő function defined in (1.5).

Then we have, for |z| = 1,

φ∗n(z) = znD(z)−1 + εn(z) (2.4)

where

|εn(x)| < C(log n)−λ
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C > 0 depends on L, λ, ‖f‖∞ and ‖f−1‖∞.

In the early 1990s Ambroladze also investigated orthogonal polynomials with respect

to continuous weights, proving a negative result. [1] showed that, given sufficiently slow

decay of the modulus of continuity to 0, there would be continuous weight functions

whose associated polynomial sequence was unbounded at the point z = 1. More precisely,

he proved:

Theorem 2.2 (Ambroladze). For any L > 0 and −1 < λ < 0 there exists a weight

h(θ) ∈ BL,λ such that

lim sup
n→∞

|φn(1;hdθ)| =∞

for

BL,λ := {f ∈ C(T) : f(θ) > 0, |f(θ + δ)− f(θ)| < L| ln δ|−(1+λ), 0 < δ < 1}

Given Szegő’s asymptotic formula (2.4), the result of Ambroladze identified the

roughly minimal continuous weight functions whose polynomials could grow, with a

gap at the point λ = 0.

We consider the rate of polynomial growth possible for a given continuous function.

Define

hf (δ) := sup
|x−y|<δ

|f(x)− f(y)|

as the modulus of continuity of the function f . We assume f ∈ C(T). Since trigono-

metric polynomials are dense in C(T), we should be able to apply classical perturbative

techniques in this setup. Indeed, they yield interesting results sharp in some regimes.

Theorem 2.3. Let f be a real-valued function in C(T) such that A ≥ f ≥ δ and∫
T f(θ) dθ

2π
= 1, φn the nth orthonormal polynomial with respect to the measure dµ :=

f(θ) dθ
2π

. For n ≥ N0(f), the polynomials admit the following bound:
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||φn||p0 ≤ C(A, δ)

for p0 = O
(
C(A, δ)hf

(
1
n

)−1
)

and

‖φn‖L∞(T) ≤ C(A, δ)nC(A,δ)hf( 1
n)

Remark. The condition that f is bounded below by δ is restrictive, but necessary. In

particular, if we allow smooth f to go down and touch zero we may obtain growth of the

associated polynomials. For example (see [65], example 1.6.4), for dµ = (1− cos(θ)) dθ
2π

,

we have

φn(z; dµ) =

√
2

(n+ 1)(n+ 2)

n∑
j=0

(j + 1)zj

So

|φn(1, dµ)| = n

√
n+ 2

2(n+ 1)

If the modulus of continuity is sufficiently irregular, we will construct a weight which

yields a subsequence of polynomials saturating the upper bound above.

Theorem 2.4. Let h0 be a modulus of continuity on T; in particular, h0 is subadditive,

uniformly continuous, and h0(0) = 0. If there is x0 > 0 so that for x ≤ x0,

|h0(x)| ≥ C

√
| ln | ln(x)||
| lnx|

(2.5)

then there is a weight w(θ) and a subsequence {nk}, nk →∞ such that

hw(δ) ≤ h0(δ)

and

|φnk(1, w)| ≥ c1n
C(A,δ)h0

(
1
nk

)
k
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Remark. This condition can be weakened to a similar condition on the limsup of

the ratio in (2.5). We state the result in this way for simplicity.

Remark. This C(A, δ) is not necessarily the same as that in Theorem 2.3.

Notice that the dependence on the modulus of continuity is the same in both Theo-

rems 2.3 and 2.4. This is the sense in which these results are sharp.

One application of the upper bounds above is Lp-asymptotics of the orthogonal

polynomials for all p < ∞. Further, due to decay of the exponent in n, some standard

harmonic analysis allows us to provide explicit rates of convergence for asymptotic quan-

tities such as the polynomial entropies. These have attracted serious interest in recent

years (see [2, 3, 4, 6, 24]). We show

Corollary 2.5. If f ∈ C (T) with δ ≤ f ≤ A and
∫
T f

dθ
2π

= 1, for φn the orthonormal

polynomial of degree n with respect to f and D the Szegő function of the weight f , then

φ∗n → D−1

in Lp(T) for all finite p. The rate of this convergence can be quantified

φ∗n = D−1 + e(n)

where

‖e(n)‖p ≤ cphf

(
1

n

)
(‖φn‖p + 1)

Since ‖φn‖p ≤ C(A, δ, p) for all finite p, this says

‖e(n)‖p ≤ C(A, δ, p)hf

(
1

n

)
This allows us to immediately show
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Corollary 2.6. Under the same assumptions above, for the polynomial entropy defined

as

E(n, f) :=

∫
T
|φn|2 log |φn|f

dθ

2π

we have the limiting statement

E(n, f) = − 1

4π

∫
T

log(f)dθ + C(A, δ)hf

(
1

n

)
Notice this implies that E(n, f) obey a uniform bound in n. This was a new result

when the upper bounds in this section were proved, but the more general results on

BMO weights in the next section published in [25] also imply this fact.

2.1.2 Upper bounds

Before we prove the main results, we introduce some auxiliary Lemmas for Theorem 2.3.

Lemma 2.7. For f ∈ C(T) such that δ ≤ f ≤ A and
∫
T f(θ) dθ

2π
= 1, there is a

trigonometric polynomial g of degree n > n0(f) such that

|g−1 − f | ≤ C(A, δ)hf

(
1

n

)
,

δ

2
≤ g−1 ≤ 2A

Moreover, we may take
∫
T g
−1 dθ

2π
= 1.

Proof. This is a classical result of Jackson and can be found in [38]. We prove it for

completeness.

We claim that it suffices to prove this result for Lipschitz functions. That is, assume

Proposition 2.1.1. If f is a Lipschitz function with period 2π and Lipschitz constant

M , then for each n there exists a trigonometric polynomial T of degree at most n such

that

‖f − T‖∞ ≤
cM

n
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T
T (θ)

dθ

2π
= 1

where c is an absolute constant.

Consider the function f−1(θ) ∈ C(T). Let γ be the Lipschitz continuous function

on the circle which takes on the value f(θn)−1 for θn ∈ {0, 2π
n
, . . . , 2π(n−1)

n
} and linearly

interpolates between these values. Since f is bounded above and below, the modulus of

continuity of f−1 is comparable to that of f with constants in terms of A and δ. So there

is a constant C(A, δ) so that the slopes of the function γ never exceed nC(A, δ)hf
(

1
n

)
.

Applying Proposition 2.1.1 to this function yields a trigonometric polynomial T so that

‖T − γ‖∞ ≤ C(A, δ)hf

(
1

n

)
(2.6)

and we claim ‖γ − f−1‖∞ . hf
(

1
n

)
. Let x ∈ T. Let aj be the closest point in

{0, 2π
n
, . . . , 2π(n−1)

n
} to x; note |x− aj| ≤ 2π

n
. Therefore

|γ(x)−f−1(x)| ≤ |γ(x)−γ(aj)|+|f−1(aj)−f−1(x)| ≤ C(A, δ)hf

(
1

n

)
+hf

(
2π

n

)
≤ C(A, δ)hf

(
1

n

)
yields the Lemma.

We proceed to prove the proposition. The strategy is to convolve with the Jackson

kernel and estimate the error. Let

Jn(x) = cn

(
sin(nx/4)

sin(x/4)

)4

,

∫
T
Jn(x) = 1

be the Jackson kernel, with cn normalization constant. Claim that cn ∼ n−3, and

|Jn ∗ f − f | . M
n

. We will show both by a simple integral estimate. For j = 0, 1, 2 we

estimate ∫ 2π

0

tj
sin4(nx/4)

sin4(x/4)
dx
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Since for t ∈ [0, π/2], sin(t) ∼ t, we have∫ 2π

0

∣∣∣∣xj sin4(nx/4)

sin4(x/4)

∣∣∣∣ dx ∼ ∫ 2π

0

∣∣xj−4 sin4(nx/4)
∣∣ dx ≤ n3−j

∫ ∞
0

∣∣ξj−4 sin4(ξ)
∣∣ dξ = cn3−j

Therefore cn ∼ n−3, and

|Jn ∗ f(x)− f(x)| =
∣∣∣∣∫

T
(f(x+ t)− f(x))Jn(t)dt

∣∣∣∣ .M

∫ 2π

0

tJn(t)dt

∼ M

n3

∫
T

t sin4(nt/4)

sin4 t/4
dt ∼ M

n

Notice Jn ≥ 0 so g is real and nonnegative.

Since |g−1 − f | ≤ C(A, δ)hf
(

1
n

)
,∣∣∣∣∫

T
g−1 dθ

2π
−
∫
T
f
dθ

2π

∣∣∣∣ ≤ C(A, δ)hf

(
1

n

)
So replacing g−1 with ψ = g−1∫

T g
−1 dθ

2π

yields

|ψ−f | ≤ |ψ−g−1|+|g−1−f | ≤ |g−1|

∣∣∣∣∣ 1

1− C(A, δ)hf
(

1
n

) − 1

∣∣∣∣∣+C(A, δ)hf

(
1

n

)
≤ C(A, δ)hf

(
1

n

)

Lemma 2.8. Let g, f, n = n0(f) as in Lemma 2.7, Kn−1 be the operator defined by

Kn−1[f ](z) =

∫
T

(
n−1∑
k=0

φ̃k(z)φ̃k(ζ)

)
f(ζ)

dθ

2π
(2.7)

for {φ̃k} the orthogonal polynomials with respect to g−1(θ) dθ
2π

.

Then we have the operator bound

||Kn−1||p,p ≤ C(A, δ)p
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Proof. This is an immediate consequence of the Christoffel-Darboux formula. Recall

(see [65], Theorem 2.2.7)

n−1∑
k=0

φ̃k(e
iη)φ̃k(eiθ) =

φ̃∗n(eiθ)φ̃∗n(eiη)− φ̃n(eiθ)φ̃n(eiη)

1− eiθeiη

Therefore

Kn−1[f ](eiη) =

∫
T

n−1∑
k=0

φ̃k(e
iη)φ̃k(eiθ)f(eiθ)

dθ

2π
=

∫
T

φ̃∗n(eiθ)φ̃∗n(eiη)f(eiθ)

1− ei(η−θ)
dθ

2π
−
∫
T

φ̃n(eiθ)φ̃n(eiη)f(eiθ)

1− ei(η−θ)
dθ

2π

Notice 1
1iθ

is a Calderón-Zygmund kernel, so

||Kn−1f ||p . p||φ̃n||2∞||f ||p

We chose g to be a degree n trigonometric polynomial, bounded away from 0 by 1
2A

and from ∞ by 2δ−1 uniformly for n > n0(f). By Fejér-Riesz there is a polynomial h of

degree n (that is, having only positive powers of z) with all its zeroes in D so that

g(θ) = |h(θ)|2

And we have c1

√
A−1 ≤ |h(θ)| ≤ c2

√
δ−1.

Since g−1(θ) dθ
2π

= |h(θ)|−2 dθ
2π

and h is a polynomial of degree n with all its zeroes in

D, φ̃n(z) = h(z). This is a consequence of the Bernstein-Szegő approximation, Theorem

1.7.8 in [65], and our choice of h as permissible OPUC via Fejér-Riesz.

So we have

||Kn−1[f ]||p ≤ pC(A, δ)||f ||p

as desired.

Given Lemmas 2.7 and 2.8, we may prove Theorem 2.3.
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Theorem 2.3. Take f as in the statement of the Theorem, g as in Lemma 2.7. Use {φ̃k}

to denote the polynomials orthogonal with respect to dν := g−1 dθ
2π

, and {φk} to denote

the polynomials orthogonal with respect to dµ := f dθ
2π

. Using dµ as dµ1 and dν as dµ2

in our equation (2.3) yields

φn(eiη) = anφ̃n(eiη) + Kn−1[φn](eiη) = anφ̃n(eiη) +

∫
T
φn(eiθ)Kn−1(eiη, eiθ, dν)g−1(eiθ)

dθ

2π

= anφ̃n(eiη) +

∫
T
(g−1(eiθ)− f(eiθ))Kn−1(eiη, eiθ, dν)φn(eiθ)

dθ

2π
(2.8)

So

||φn||p ≤ |an|||φ̃n||p + ||g−1 − f ||∞||Kn−1||p,p||φn||p

By Lemma 2.7, ||g−1−f ||∞ ≤ C(A, δ)hf
(

1
n

)
. By Lemma 2.8, ||Kn−1||p,p ≤ pC(A, δ).

So

||φn||p ≤ |an|||φ̃n||p + pC(A, δ)hf

(
1

n

)
||φn||p

φ̃n = h implies ||φ̃n||p ≤ C(A, δ), so we have

||φn||p ≤ C(A, δ) + pC(A, δ)hf

(
1

n

)
||φn||p

Take p so that

hf

(
1

n

)
=

1

Cp
C(A, δ)

for appropriate universal constant C. Since f is uniformly continuous, p = p(n) → ∞

as n→∞. We have then, for this choice of p,

||φn||p ≤ C(A, δ)
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Applying Nikolskii’s inequality (2.1), we have control of the L∞ norm as well:

||φn||∞ ≤ C(A, δ)nC(A,δ)hf( 1
n)

as desired.

2.1.3 Lower bounds

The lower bound in Theorem 2.4 is a consequence of

Lemma 2.9. For ε > 0 sufficiently small and any n ≥ n0(ε) = exp
(
C| ln ε|
ε2

)
, there is

g ∈ C∞(T) and absolute constant c so that

• φn(1; g) & ncε

• ‖1− g‖∞ ≤ ε

• ‖g′‖∞ ≤ nε

We prove this Lemma in Appendix B. It is simply the quantification of ε in terms of

n in Theorem 3.1 of [21].

Proof (Theorem 2.4). We will assume Lemma 2.9.

We may assume the modulus of continuity h0 is concave. Indeed, for any modulus

of continuity h, there is a concave modulus h̃ satisfying h̃ ≤ 2h (see [27], Proposition

3.15).

We construct a sequence of weights wi with parameters ni, εi so that the moduli of

continuity of all weights lie below that of f . We will put these weights together into a
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single weight w, using the localization principle B.4 to argue that this does not change

the size of the polynomials too much, and estimate the modulus of continuity hw. First

we choose ni so that

1. ∑
i

3

ni
≤ 1 (2.9)

2.

c1i
−2 ≥ n

−c2h0
(

1
ni

)
i (2.10)

for sufficiently small constants c1, c2.

The first condition will be used in the construction to estimate hw. The second we use

to argue that localization will not change the value of the polynomials too much.

Now let

εi =
1

2
h0

(
1

ni

)
(2.11)

We choose this value for εi so that the point
(

1
ni
, 2εi

)
lies on the curve h0(x). By

definition of εi and since h0 is concave, 2εiniδ ≤ h0(δ) for δ ≤ 1
ni

. To see this, note

y = 2εinix is the equation of the line passing through (0, 0) and
(

1
ni
, 2εi

)
, two points on

the curve h0(x). Since h0 is monotonic increasing, h0(δ) ≥ 2εi for δ ≥ 1
ni

. Putting these

estimates together gives

2 min{εiniδ, εi} ≤ h0(δ) (2.12)

We also see

ncεii = n
ch0
(

1
ni

)
i (2.13)

directly by definition.
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By the assumption (2.5), we claim

ni ≥ exp

(
C| ln εi|
ε2i

)
(2.14)

This can be seen as follows. Recall (2.5), which tells us

h0(x) ≥ C

√
| ln | ln(x)||
| lnx|

Since εi = ch0

(
1
ni

)
, we have

εi ≥ C

√√√√√ | ln | ln
(

1
ni

)
||

| ln
(

1
ni

) = C

√
| ln | ln(ni)||
| ln(ni)|

Let y = lnni. Then

εi ≥ C

√
ln(y)

y

Thus

y

ln y
≥ C

ε2i
(2.15)

For sufficiently small εi > 0, (2.15) shows we may restrict to y ≤ ε−3
i and still solve the

inequality. Therefore

y ≥ C ln y

ε2i
≥ C| ln εi|

ε2i
(2.16)

which, when exponentiated, yields (2.14).

Therefore by Lemma 2.9 for each i we may construct a weight wi ∈ C∞(T) which

satisfies

1.

φni(1;wi) & ncεii = n
ch0
(

1
ni

)
i , c universal

2.

‖1− wi‖∞ ≤ εi
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3.

‖w′‖∞ ≤ εini

Items (2) and (3) tell us about the modulus of continuity of the wi; in particular,

hwi(x) ≤ min{εinix, εi} (2.17)

(2.13) and (2.17) say that

hwi(x) ≤ min{εinix, εi} ≤
1

2
h0(x) (2.18)

for all x and i.

We now put these weights wi together into one weight w whose polynomials grow

along subsequence {ni} at rate which meets our upper bound.

Divide the circle T into intervals {Ii}, each of size |Ii| = ci−2 for small constant c.

Choose c sufficiently small so that
∑

i ci
−2 +

∑
i 3n

−1
i ≤ 2π. Notice it is here we use our

condition (2.9). Spread the Ii around the circle so that Ii is separated from Ii−1 by an

interval of length at least

2

ni−1

+
1

ni
(2.19)

Denote by θi the center of Ii. Let

w(θ) = wi(θ − θi) : θ ∈ Ii

Let b1, b2 denote the endpoints of Ii for fixed i. Linearly interpolate at slope ±εini

between (bj, wi(bj)) for j ∈ {1, 2} and points (aj, 1) for aj ∈ T (where the positive slope

is chosen if wi(bj) < 1 and the negative if wi(bj) < 1). This yields an expanded interval

Li for which the w on these Li is still at worst Lipschitz with Lipschitz constant εini

and bounded above by εi. Since ‖1− wi‖∞ ≤ εi, |Li| ≤ δi + 2
ni

.
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1
ni

2εi

1
ni+1

2εi+1

h0(x)

Figure 1: Bounding modulus of continuity of w

Connect the rest of the circle with the constant value 1 and denote by Mj−1 the

interval (on which w is constant 1) between Lj−1 and Lj. Notice by (2.19) that

|Mj−1| ≥
1

nj−1

(2.20)

and T = ∪j(Mj ∪ Lj). Let the intervals Lj be closed and Mj be open.

Then we make two claims. First

‖φni(z;w)‖∞ & n
ch0
(

1
ni

)
i

and second

hw(x) ≤ 2 sup
i

min{εinix, εi} ≤ h0(x)

The first claim follows from the localization principle; B.4 says

|φni(θi;w)| ≥ C|Ii||φni(1;wi)| ≥ Ci−2ncεii & n
ch0
(

1
ni

)
i

by the construction of the parameters εi and ni, in particular equations (2.10) and (2.13).

We investigate the second claim (see Figure 1). Note the inequality

2 sup
i

min{εinix, εi} ≤ h0(x)

is implied by (2.18), so we focus on the first inequality. We wish to estimate |w(x)−w(y)|.

There are three cases:
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• If x, y ∈ Lj for some j, then since w is Lipschitz with constant εjnj and bounded

by εj we are done.

• If neither is in any Lj, then they are in some Mr and some Ms, on which w ≡ 1,

so |w(x)− w(y)| = 0.

• If one is in Lj and the other is elsewhere, we make use of our separation condition

(2.20) on Lj. We will investigate the possibilities separately. Without loss of

generality we assume x ∈ Lj, y ∈Mr ∪ Lr.

If r < j − 1 or y ∈ Lj−1,

|w(x)− w(y)| ≤ 2εr = 2 min {εrnr|x− y|, εr}

since by our separation condition |x− y| > 1
nr

.

If y ∈Mj−1 ∪Mj, then w(y) = 1 so

|w(x)− w(y)| = |w(x)− 1| ≤ εj

If r ≥ j + 1 then uniformly in r,

|w(x)− w(y)| ≤ 2 min {εjnj|x− y|, εj}

since |x− y| ≥ 1
nj

.

So we have

hw(x) ≤ 2 sup
i

min{εinix, εi} ≤ h0(x)

as well as

‖φni(z;w)‖∞ & n
ch0
(

1
ni

)
i
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and hence the Theorem is proved.

Notice that although we have only shown an upper bound for the modulus of continu-

ity hw, Theorem 2.3 shows that hw(x) achieves this bound as x→ 0 up to a multiplicative

factor.

2.1.4 Applications

Our upper bounds in this section utilize methods reminiscent of Szegő’s book [69] (see

especially chapter XI) originally due to Bernstein. With this in mind, we may hope to

prove similar convergence results to the previously mentioned

Theorem 2.10 (Szegő). Let f(θ) be a strictly positive weight function on the unit circle

which satisfies the Lipschitz-Dini condition

|f(θ + δ)− f(θ)| < L| log δ|−1−λ

where L and λ are fixed positive numbers, and D the Szegő function defined in (1.5).

Then we have, for |z| = 1,

φ∗n(z) = znD(z)−1 + εn(z)

where

|εn(x)| < C(log n)−λ

C > 0 depends on L, λ, and the minimum and maximum of f .

This is Theorem 12.1.3 in [69]. Of course if we relax the modulus of continuity

condition to allow for something worse than Dini-Lipschitz we will not have such a strong
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asymptotic; the polynomials may be unbounded at a point. But because our regime is so

classically perturbative there is hope to adapt the methods of Szegő and similarly extract

rates of convergence in a weaker sense. This is the content of Corollaries 2.5 and 2.6.

Proof (Corollary 2.5) . In the proof of Theorem 2.3 we have seen the expansion (2.8)

φn(eiη) = anφ̃n(eiη)+

∫
T
Kn−1(eiη, eiθ, dν)g−1 dθ

2π
= anh+

∫
T
Kn−1(eiη, eiθ, dν)(g−1−f)φn

dθ

2π

where h is the Fejér-Riesz factorization of g ∼ Jn ∗f−1 and φ̃n is orthogonal with respect

to the measure |h|−2.

We wish to estimate φ∗n(z)−D−1. We write

‖φ∗n−D−1‖p ≤ ‖anh∗−h∗‖p+‖h∗−D−1‖p+
∥∥∥∥∫

T
Kn−1(z, ζ, dν)(g−1 − f)φ∗n

∥∥∥∥
p

:= I1+I2+I3

I3 we have already estimated; we have

I3 =

∥∥∥∥∫
T
Kn−1(z, ζ, dν)(g−1 − f)φ∗ndθ(ζ)

∥∥∥∥
p

. pC(A, δ)hf

(
1

n

)
‖φn‖p

which is sufficient for our purposes.

We estimate the first term.

A priori, |an| may depend on δ. It is in fact uniformly close to 1. Recall φ̃n =

Φ̃n
‖Φ̃n‖L2(g−1)

and φn = Φn
‖Φn‖L2(f)

. Since the only zn term in an expansion with respect to

the basis {φ̃0, . . . , φ̃n} is in the polynomial φ̃n,

a−1
n =

‖Φn‖L2(f)

‖Φ̃n‖L2(g−1)

=

∥∥∥Φ̃n +
∫
TKn−1Φn(f − g−1)dθ

∥∥∥
L2(f)

‖Φ̃n‖L2(g−1)

=
‖Φ̃n‖L2(f)

‖Φ̃n‖L2(g−1)

+O

(
C(A, δ)hf

(
1

n

))

= 1 +O

(
C(A, δ)hf

(
1

n

))
(2.21)
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Therefore

I1 = O

(
C(A, δ)hf

(
1

n

))
We turn to estimating the second term. Notice that (h∗)−1 is the Szegő function

with respect to the weight g−1, and D the Szegő function with respect to f . Therefore

(see [65] Section 2.4) we have the integral representations

h∗(z) = exp

(
−1

4π

∫
T

eiθ + z

eiθ − z
log
(
g−1(θ)

) dθ
2π

)

D−1(z) = exp

(
−1

4π

∫
T

eiθ + z

eiθ − z
log (f(θ))

dθ

2π

)
and we are investigating

I2 =

∥∥∥∥exp

(
−1

4π

∫
T

eiθ + z

eiθ − z
log
(
g−1(θ)

) dθ
2π

)
− exp

(
−1

4π

∫
T

eiθ + z

eiθ − z
log (f(θ))

dθ

2π

)∥∥∥∥
p

.

∥∥∥∥exp

(
−1

4π

∫
T

eiθ + z

eiθ − z
(
log
(
g−1(θ)

)
− log (f(θ))

) dθ
2π

)
− 1

∥∥∥∥
p

We expand the exponential in its series and see

I1 .
∞∑
j=1

∥∥∥∥(−1
4π

∫
T
eiθ+z
eiθ−z (log (g−1(θ))− log (f(θ))) dθ

2π

)j∥∥∥∥
p

j!

Since g−1, f , g and f−1 are bounded uniformly in θ, we may apply the Mean Value

Theorem to say

∣∣log
(
g−1(θ)

)
− log (f(θ))

∣∣ ≤ C(A, δ)
∣∣g−1(θ)− f(θ)

∣∣ ≤ C(A, δ)hf

(
1

n

)
The Cauchy kernel is a Calderón-Zygmund kernel so Lp bounded for all finite p with

norm growing like p at infinity. So

I1 .
∞∑
j=1

∥∥∥ 1
4π

∫
T
eiθ+z
eiθ−z (log (g−1(θ))− log (f(θ))) dθ

2π

∥∥∥j
jp

j!
≤
∑
j≥1

(
jpC(A, δ)hf

(
1
n

))j
j!
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j! . (cj)j by Stirling’s formula so

I1 .
∑
j≥1

(
pC(A, δ)hf

(
1

n

))j
= pC(A, δ)hf

(
1

n

)
1

1− pC(A, δ)hf
(

1
n

) = pC(A, δ)hf

(
1

n

)
, n� 1

Therefore

‖φ∗n −D−1‖p ≤ C(A, δ)phf

(
1

n

)
(‖φn‖p + 1)

The second corollary is now immediate.

Proof (Corollary 2.6). Following [25], we have the following inequality from the mean

value formula

|x2 log x− y2 log y| ≤ C(1 + x| log x|+ y| log y|)|x− y|

Therefore∫
T
||φn|2 log |φn|−|D|−2 log |D|−1|f dθ

2π
.
∫
T
(1+|φn log φn|+|D−1 logD−1|)||φ∗n|−|D−1||f dθ

2π

Since x| log x| ≤ C(δ)(1 + x1+δ), applying the generalized Hölder inequality to

|φn|1+δ, |D−1−δ|, |φ∗n| − |D−1|, and f and using f ∈ L∞ gives us∫
T
||φn|2 log |φn| − |D|−2 log |D|−1|f dθ

2π
≤ C(A)hf

(
1

n

)
To conclude the proof it suffices to note∫

T
|D|−2 log |D|−1fdθ = −1

2

∫
T

log(f)
dθ

2π

since |D|2 = f .
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It would be nice to provide rates of convergence to these asymptotic quantities in

other situations. There is a clear breaking point in this approach: we are in a truly clas-

sical perturbative regime. That is, our weight function f is uniformly well-approximated

by trigonometric polynomials. We expand with respect to these polynomials, show the

“tail” is small and investigate the convergence of this “other” set of polynomials to the

Szegő function of the weight f in n. If we cannot answer this secondary convergence

question (for example, in the next section), this classical approach is out of luck. For

this reason it seems that the method above is fairly limited when “weight perturbation”

is interpreted in a different sense.

2.2 Asymptotic behavior with respect to a BMO(T)

weight, upper bounds

The question of what can be said about the polynomials orthogonal with respect to a

BMO weight was inspired by the gap which remained after the works [2] and [21]. These

showed that L∞ control over the weight w was sufficient to improve the 1
2

exponent on

n in growth of uniform norm of the polynomials, but Lp control for finite p was not.

A natural question, then, was whether any class which sits between L∞ and Lp on the

circle would be sufficient to break n1/2 growth.

BMO in particular is a natural choice considering its appearance in place of L∞ in a

range of contexts. Two in particular are the H1−BMO duality proved by Fefferman and

Stein [29] and the estimates on commutators of BMO functions with singular integrals

proved by Coifman, Rochberg and Weiss [16]. See the Appendix for a brief introduction
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to BMO functions following [55].

In this context the author and his advisor began investigating the case of w ∈

BMO(T), w ≥ δ. Interestingly, perturbative results were quickly proved which did not

rely on w ≥ δ but rather on the weaker condition w−1 ∈ BMO(T). This arose due to a

natural symmetry in the algebraic structure of the problem. The results on large-BMO

weights proved more involved.

In the paper [25] we proved the following:

Theorem 2.11 (Denisov-R. [25]). If w is a real-valued weight satisfying w : ‖w−1‖BMO 6

s, ‖w‖BMO 6 t for st� 1, then there is Π ∈ Lp0 [−π, π], p0 > 2 such that

lim
n→∞

‖Φ∗n − Π‖p0 = 0

and we have for p0:

p0 = 2 +
C1

(st) log2(st)
(2.22)

If w is a weight with w : ‖w−1‖BMO 6 s, ‖w‖BMO 6 t for st � 1, then there is

Π ∈ Lp0 [−π, π], p0 > 2 such that

lim
n→∞

‖Φ∗n − Π‖p0 = 0

and here we have for p0:

C2

(st)1/4
(2.23)

We also have the bound for the uniform norm

‖Φ∗n‖∞ 6 C(st)n
1/p0 (2.24)

where C(u) denotes a function of u.
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In the case when an additional information is given, e.g., w ∈ L∞ or w−1 ∈ L∞, this

result can be improved.

Theorem 2.12 (Denisov-R. [25]). Under the conditions of the previous Theorem, we

have

• If w > 1, then p0 can be taken as

p0 =


2 +

C1

t log t
, if t� 1

C2√
t
, if 0 < t� 1

• If w 6 1, then we have

p0 =


2 +

C1

s log s
, if s� 1

C2√
s
, if 0 < s� 1

We also have the bound for the uniform norm

‖Φ∗n‖∞ 6 C(t,s)n
1/p0 (2.25)

where C(t,s) depends on t or s.

Remark. It is clear that the allowed exponent p0 is decaying in s and t so it can be

chosen larger than 2 for all values of s and t.

Remark. The following scaling invariance holds: Φn(z, σ) = Φn(z, ασ), α > 0.

The BMO norm is 1-homogeneous, e.g., ‖αw‖BMO = α‖w‖BMO, so the estimates in the

Theorems are invariant under scaling w → αw, as they should be.

Remark. The weight above could be taken to be complex-valued with some restric-

tion on the argument, and our analysis below will show existence of the polynomials for

all n as well as the bounds in the Theorem above. This work is ongoing.
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In the case when w = C, we get ‖w‖BMO = ‖w−1‖BMO = 0 and, although Φ∗n(z, w) =

1, we can not say anything about the size of φ∗n(z, w). The next Lemma explains how

our results can be extended to {φ∗n}.

Lemma 2.13. In the Theorem 2.11, if one makes an additional assumption that ‖w‖1 =

1, then ‖φ∗n −D−1‖p0 → 0 with p0 as above.

Proof. Indeed, Lemma A.6 from Appendix A shows that∫ π

−π
logw

dθ

2π
> −∞

and thus the sequence {‖Φn‖2,w} has a finite positive limit [65]. Therefore, {φ∗n} ={
Φ∗n

||Φn||2,w

}
has an Lp0 limit by Theorem 1.3. By Theorem 1.4, {φ∗n} converges weakly to

D−1 and therefore we have the statement of the Lemma.

Recall the polynomial entropy as defined in the previous section,

E(n, σ) =

∫
T
|φn|2 log |φn|dσ

where {φn} are orthonormal with respect to σ. In [24], the sharp lower and upper

bounds were obtained for σ in the Szegő class. In [2], it was shown that E(n,w) can

not exceed C log n if w > 1 and w ∈ Lp[−π, π], p < ∞, and that this bound saturates.

This leaves us with the very natural question: what are regularity assumptions on w

that guarantee boundedness of E(n,w)? The following corollary of Lemma 2.13 gives

the partial answer.

Corollary 2.14 (Denisov-R. [25]). If w : w,w−1 ∈ BMO(T) and ‖w‖1 = 1, then

lim
n→∞

E(n,w) = − 1

4π

∫ π

−π
log(w)dθ
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So far, the only classes in which the E(n,w) was known to be bounded were the

Baxter’s class [65]: dσ = w dθ
2π
, w ∈ W (T), w > 0 (for W (T) the Wiener algebra) or the

class given by positive weights with a certain modulus of continuity [69]. The previous

section of this thesis showed that in fact all polynomials orthogonal with respect to

continuous weight bounded away from 0 obeyed uniform bounds on their entropies. In

this section our conditions are obviously much weaker and, in a sense, sharp.

We use the following notation in this section:

P[i,j] denotes the L2
(
dθ
2π

)
projection to the (i, . . . , j) Fourier modes.

Given two operators A and B, we write [A,B] = AB −BA for their commutator. If

w is a function, then in the expression like [w,A], the symbol w is identified with the

operator of multiplication by w. The Hunt-Muckenhoupt-Wheeden characteristic of the

weight w ∈ Ap will be denoted by [w]Ap . For the basic facts about the BMO class, Ap

and their relationship, we refer the reader to Appendix A or the classical text [66].

2.2.1 Proofs of main results

Before proving the main result, Theorem 2.11, we need some auxiliary Lemmas. We

start with the following observation which goes back to S. Bernstein [7, 69]. Notice this

is the same fact used in the last section, here with dµ2 = dθ
2π

. It is so useful in this section

we restate it in an alternate form.

Lemma 2.15. For a monic polynomial Q of degree n, we have:

Q(z) = Φn(z, w) if and only if P[0,n−1](wQ) = 0. (2.26)
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Proof. It is sufficient to notice that (2.26) is equivalent to∫ π

−π
Q(eiθ)e−ijθw(θ)

dθ

2π
= 0, j = 0, . . . , n− 1

which is the orthogonality condition.

Lemma 2.16. If f ∈ L2(T) is real-valued function, Q ∈ L∞(T), then

znP[0,n−1](fznQ) = P[1,n](fQ)

In particular, for a polynomial P of degree at most n with P (0) = 1, we have:

P (z) = Φ∗n(z, w) if and only if P[1,n](wP ) = 0.

Proof. The first statement is immediate. The second one follows from the Lemma above

and the formula Φn = znΦ∗n, z ∈ T.

We have the following three identities for Φ∗n(z, w); the first one was used in [21]

recently. They are immediately implied by the Lemma above.

Φ∗n = 1 + P[1,n]

(
(1− αw)Φ∗n

)
, α ∈ R (2.27)

Φ∗n = 1 + w−1[w,P[1,n]]Φ
∗
n (2.28)

Φ∗n = 1− [w−1, P[1,n]](wΦ∗n) (2.29)

Denote the higher order commutators recursively:

C0 = P[1,n], C1 = [w,P[1,n]], Cl = [w,Cl−1], l = 2, 3, . . .

Define the multiple commutators of w−1 and P[1,n] (in that order!) by C̃j.
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Lemma 2.17. The following representations hold

wjP[1,n]Φ
∗
n =

j∑
l=1

(
j − 1

l − 1

)
Clw

j−lΦ∗n (2.30)

and

w−jP[1,n]Φ
∗
n = −

j∑
l=0

(
j

l

)
C̃l+1w

−(j−l)(wΦ∗n) (2.31)

where j = 1, 2, . . ..

Moreover, if f is a polynomial of degree at most n which satisfies (2.30), (2.31) with

constant term 1, then f = Φ∗n

Proof. We will prove (2.30), the other formula can be obtained in the similar way. The

case j = 1 of this expression is our formula wP[1,n]Φ
∗
n = [w,P[1,n]]Φ

∗
n, which follows

directly from Lemma 2.16. Now the proof proceeds by induction. Suppose we have

wk−1P[1,n]Φ
∗
n =

k−1∑
l=1

(
k − 2

l − 1

)
Clw

k−1−lΦ∗n

Multiply both sides by w and write

wkP[1,n]Φ
∗
n =

k−1∑
l=1

(
k − 2

l − 1

)
wClw

k−1−lΦ∗n =
k−1∑
l=1

(
k − 2

l − 1

)(
Cl+1w

k−1−lΦ∗n + Clw
k−lΦ∗n

)
=

k−1∑
l=1

(
k − 2

l − 1

)
Clw

k−lΦ∗n +
k∑
l=2

(
k − 2

l − 2

)
Clw

k−lΦ∗n =
k∑
l=1

(
k − 1

l − 1

)
Clw

k−lΦ∗n

because (
k − 1

l − 1

)
=

(
k − 2

l − 2

)
+

(
k − 2

l − 1

)
.

The uniqueness statement is proved by the same induction. Lemma 2.26 shows that

uniqueness holds for j = 1, and the inductive step above completes the proof.
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Motivated by the previous Lemma, we introduce certain operators. Given f ∈ Lp,

define {yj} recursively by

y0 = f, yj = wj +

j−1∑
l=0

(
j − 1

l

)
Cl+1yj−1−l

Then, we let

zj = w−j −
j∑
l=0

(
j

l

)
C̃l+1zj−l−1

where z−1 = y1, z0 = y0 = f . Notice that for fixed j both yj and zj are affine linear

transformations in f . We can write

yj = y′j + y′′j

where

y′0 = f, y′′0 = 0

and, recursively,

y′j =

j−1∑
l=0

(
j − 1

l

)
Cl+1y

′
j−1−l, y′′j = wj +

j−1∑
l=0

(
j − 1

l

)
Cl+1y

′′
j−1−l

Similarly, we write zj = z′j + z′′j where

z′−1 = y′1, z′′−1 = y′′1 , z′0 = f, z′′0 = 0

and

z′j = −
j∑
l=0

(
j

l

)
C̃l+1z

′
j−l−1, z′′j = w−j −

j∑
l=0

(
j

l

)
C̃l+1z

′′
j−l−1,

Let us introduce linear operators: Bjf = y′j, Djf = z′j. We need an important Lemma.

Lemma 2.18.

wjΦ∗n = y′′j +BjΦ
∗
n, w−jΦ∗n = z′′j +DjΦ

∗
n



47

Proof. This follows from

wjΦ∗n = wj + wjP[1,n]Φ
∗
n, w−jΦ∗n = w−j + w−jP[1,n]Φ

∗
n

and the previous Lemma.

The next Lemma, in particular, provides the bounds for Bj and Dj.

Lemma 2.19. Assume w > 0, ‖w‖BMO = t, ‖w−1‖BMO = s, ‖w‖1 = 1, and p ∈ [2, 3].

Then,

‖Bj‖p,p 6 (Ctj)j, ‖Dj‖p,p 6 (1 + st)(Csj)j

Moreover,

‖y′′j ‖p 6 (Ct̃j)j, ‖z′′j ‖p 6 s̃t̃(Cs̃j)j

with

t̃ = max{t, 1}, s̃ = max{s, 1}

Proof. We will prove the estimates for ‖Bj‖p,p and ‖y′′j ‖p only, the bounds for ‖Dj‖p,p, ‖z′′j ‖p

are shown similarly. By John-Nirenberg inequality (Theorem A.2, see also [66], p.144),

we get∫ π

−π
|w − (2π)−1|jpdθ . j

∫ ∞
0

xjp−1 exp(−Cx/t)dx = j(Ct)jpΓ(jp) 6 (C1tj)
pj

where Stirling’s formula was used for the gamma function Γ.

Since

|w|jp 6 (|w − (2π)−1|+ (2π)−1)jp 6 Cjp(|w − (2π)−1|jp + 1)

we have ∫ π

−π
|w|jpdθ 6 Cjp(1 + (tj)jp) 6 (C1t̃j)

jp
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Lemma A.5 yields

‖y′j‖p 6
j−1∑
l=0

(j − 1)!

l!(j − 1− l)!
(C̃(l + 1)t)l+1‖y′j−1−l‖p 6 (Ct)jj!

j−1∑
k=0

(Ct)−k

k!
‖y′k‖p

Divide both sides by (Ct)jj! and denote βj =
‖y′j‖p

(Ct)jj!
. Then,

βj 6
j−1∑
l=0

βl

Since β0 = ‖f‖p, we have βj 6 3j‖f‖p by induction and thus ‖y′j‖p 6 (Ctj)j‖f‖p. The

estimates for ‖y′′j ‖p, ‖z′j‖p, ‖z′′j ‖p can be obtained similarly.

Lemma 2.20. If ‖w‖1 = 1, ‖w‖BMO = t, ‖w−1‖BMO = s, and p ∈ [2, 3], then

min
l∈N

(
Λ−l‖Bl‖p,p

)
6 exp

(
−CΛ

t

)
and

min
j∈N

(
εj‖Dj‖p,p

)
≤ (1 + st) exp

(
−C
εs

)
provided that Λ� t and ε� s−1.

Proof. By the previous Lemma, we have

(
Λ−l‖Bl‖p,p

)
6

(
Ctl

Λ

)l
Optimizing in l we get l∗ ∼ CΛ/(te) and it gives the first estimate. The proof for the

second one is identical.

Now we are ready to prove the main results of the section.
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Proof. (Theorem 2.11). Notice first that (2.24) follows from the Nikolskii inequality

(2.1) as long as the Lp0 norms are estimated.

By scaling invariance, we can assume that ‖w‖1 = 1. We consider two cases sepa-

rately: st� 1 and st� 1. The proofs will be different.

1. The case st� 1.

Let p = 2 + δ with δ < 1. Take two n-independent parameters ε and Λ such that

εs� 1 and Λt−1 � 1. Consider the following sets Ω1 = {x : w 6 ε}, Ω2 = {x : ε < w <

Λ},Ω3 = {x : w > Λ}. Notice that

εs� 1, tΛ−1 � 1 =⇒ (εs)(tΛ−1)� 1 =⇒ εΛ−1 � (st)−1 � 1 =⇒ ε� Λ

From (2.27), we have

Φ∗n = 1 + P[1,n](1− w/Λ)Φ∗n

The idea of our proof is to rewrite this identity in the form

Φ∗n = fn + O(n)Φ∗n

where ‖fn‖p < C(s, t) and O(n) is a contraction in Lp for the suitable choice of p.

Towards showing this contraction, we consider operators

O1(n)f = εjP[1,n](1− w/Λ)χΩ1

(w
ε

)j
Djf (2.32)

O2(n)f = P[1,n](1− w/Λ)χΩ2f (2.33)

O3(n)f = Λ−lP[1,n](1− w/Λ)(Λ/w)lχΩ3Blf (2.34)

where j and l will be fixed later. They will be n-independent. Let us estimate the

(Lp, Lp) norms of these operators. Since ‖P[1,n]‖p,p 6 1 +Cδ (Lemma A.4), we choose j
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and l as in Lemma 2.20 to ensure

‖O1(n)‖p,p 6 st exp

(
− Ĉ
εs

)
‖O2(n)‖p,p 6 (1 + Cδ)(1− εΛ−1)

‖O3(n)‖p,p 6 exp

(
−ĈΛ

t

)
Lemma 2.18 now yields

Φ∗n = 1 + f1(n) + f3(n) + (O1(n) + O2(n) + O3(n))Φ∗n

where

f1(n) = εjP[1,n](1− w/Λ)χΩ1

(w
ε

)j
z′′j , f3(n) = Λ−lP[1,n](1− w/Λ)(Λ/w)lχΩ3y

′′
l

Let f(n) = 1 + f1(n) + f3(n)

Then Lemma 2.19 provides the bound

‖f(n)‖p 6 C(s, t) (2.35)

uniform in n. Denote O(n) = O1(n) + O2(n) + O3(n) and select parameters ε,Λ, δ such

that ‖O(n)‖p,p < 1 − Cδ. To do so, we first let δ = cεΛ−1 with small positive absolute

constant c. Then, we consider

st exp

(
− Ĉ
εs

)
+ exp

(
−ĈΛ

t

)
=
c1ε

Λ

with c1 again being a small constant. Now, solving equations

st exp(−Ĉ/(εs)) = exp(−ĈΛ/t), c1ε/Λ = 2 exp(−ĈΛ/t)

we get the statement of the Theorem. Indeed, we have two equations:

ε =
Ĉt

s(ĈΛ + t log(st))
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and

Λ

t
=

1

Ĉ

(
C + log(sΛ) + log

(Λ

t
+

log(st)

Ĉ

))
Denote

u = ĈΛ/t

and then

u = C + log(st) + 2 log u+ log
(

1 +
log(st)

u

)
To find the required root, we restrict the range of u to c1 log(st) < u < c2 log(st) for

c1 � 1, c2 � 1. Rewrite the equation above as

u− 2 log u− log

(
1 +

log(st)

u

)
= log(st) + C

Differentiating the left hand side in u, we see that l.h.s.′ ∼ 1 within the given range.

Therefore, there is exactly one solution u and u ∼ log(st). Then, since

log

(
1 +

log(st)

u

)
is O(1), we get

u = log(st) + 2 log u+O(1) = log(st) + 2 log log(st) +O(1)

by iteration. Thus,

ε

Λ
= Ce−u ∼ 1

st log2(st)

and δ ∼ 1
st log2(st)

. Now that we proved ‖O(n)‖p,p 6 1− Cδ < 1, we can rewrite

Φ∗n = f(n) +
∞∑
j=1

Oj(n)f(n)

and the series converges geometrically in Lp with tail being uniformly small in n due to

(2.35).
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To show that Φ∗n converges in Lp as n→∞, it is sufficient to prove that Oj(n)f(n)

converges for each j. This, however, is immediate. Indeed,

P[1,n]f → P[1,∞]f, as n→∞

in Lq for all f ∈ Lq, 1 < q < ∞. Since w,w−1 ∈ BMO ⊂ ∩p>1L
p ([66], this again

follows from the John-Nirenberg estimate), we see that multiplication by w±j maps Lp1

to Lp2 continuously by Hölder’s inequality provided that p2 < p1 and j ∈ Z. Therefore,

if µj ∈ L∞, j = 1, . . . , k, then

µ1w
±j1P[1,n]µ2w

±j2 . . . µk−1w
±jk−1P[1,n]µkw

±jk (2.36)

has a limit in each Lp, p < ∞ when n → ∞. Notice that each f(n) and Oj(n)f(n)

can be written as a linear combination of expressions of type (2.36) ({µj} taken as the

characteristic functions). Now that δ is chosen, we define p0 in the statement of the

Theorem as p0 = 2 + δ.

2. The case st� 1.

The proof in this case is much easier. Let us start with two identities

Φ∗n = 1 + w−1[w,P[1,n]]Φ
∗
n, Φ∗n = 1 + [P[1,n], w

−1]wΦ∗n

which can be recast as

wΦ∗n = w + [w,P[1,n]]Φ
∗
n, Φ∗n = 1 + [P[1,n], w

−1]wΦ∗n

Substitution of the first formula into the second one gives

Φ∗n = 1 + [P[1,n], w
−1]w +GnΦ∗n
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where

Gn = [P[1,n], w
−1][w,P[1,n]]

We have

‖1 + [P[1,n], w
−1]w‖p 6 C(s, t, p)

and

‖Gn‖p,p . stp4

by Lemma A.7. Taking p < p0 ∼ (st)−1/4 we have that Gn is a contraction. Convergence

of all terms in the geometric series can be proved as before.

Let us give a sketch of how the arguments can be modified to prove Theorem 2.12.

Proof. (Theorem 2.12). Consider the case w > 1 first.

1. The case t� 1.

The proof is identical except that we can chose ε = 1/2 so that Ω1 = ∅. We get an

equation for Λ

C

Λ
= exp

(
−ĈΛ

t

)
, Λ = Ĉ−1t(log Λ− logC)

Denote ĈΛ/t = u, then

u = log t+ log u+O(1), u = log t+ log log t+O(1)

and δ ∼ (t log t)−1.

2. The case t� 1.

We have

Φ∗n = 1 + LnΦ∗n, Lnf = w−1[w,P[1,n]]f
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and Lemma A.7 yields

‖Ln‖p,p . p2t < 0.5

for p < p0 = O(t−1/2).

The case w 6 1 can be handled similarly. When s is large, we take Λ = 1 in the

proof of the previous Theorem and get an equation for ε:

Cε = s exp

(
− Ĉ
εs

)

Its solution for large s gives the required asymptotics for ε and, correspondingly, for δ

and p0. If s is small, it is enough to consider the equation

Φ∗n = 1− [w−1, P[1,n]]wΦ∗n

where the operator [w−1, P[1,n]]w is contraction in Lp0 for the specified p0.

Now we are ready to prove Corollary 2.14.

Proof. (of Corollary 2.14). The following inequality follows from the Mean Value For-

mula

|x2 log x− y2 log y| 6 C(1 + x| log x|+ y| log y|)|x− y|, x, y > 0

Since w ∈ ∩p<∞Lp, the Theorem 2.11 yields∫ π

−π
||φn|2 log |φn|−|D|−2 log

(
|D|−1

)
|wdθ

2π
.
∫ π

−π
(1+|φn log φn|+|D−1 logD|)||φ∗n|−|D−1||wdθ

2π
→ 0,

n→∞

by applying the trivial bound: u| log u| 6 C(δ)(1 + u1+δ), δ > 0 and the generalized

Hölder’s inequality to |φn|1+δ(or |D|−1−δ), ||φ∗n| − |D|−1|, and w. To conclude the proof,
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it is sufficient to notice that∫ π

−π
|D|−2 log |D−1|wdθ

2π
= − 1

4π

∫ π

−π
log(w)dθ

because |D|2 = w.
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Chapter 3

Randomized Verblunsky

Parameters–Steklov was almost

surely right

At this point we have seen several senses in which Steklov was wrong, including contin-

uous weights staying bounded away from 0 whose polynomials diverge at a point. But

the Steklov conjecture remained open for over 50 years and survived attacks by talented

mathematicians; empirically, the counterexamples seem to be sparse.

We are led to a probabilistic Steklov question: if we take a random measure, what

behavior can we expect from the uniform norm?

The natural way to place a probability distribution on measures of orthogonality is

via the Szegő recurrence (1.2); we randomize the Verblunsky parameters. Recall that

in the analogy between orthogonal polynomials and Fourier analysis, the Verblunsky

parameters {αn} play the role of the Fourier coefficients. Asking about the regularity

of polynomials with random Verblunsky parameters can be thought of as a nonlinear

analogue of the convergence of Fourier series with random coefficients. So the randomized

Steklov question is analogous to those addressed by Salem and Zygmund in their classical

paper [64]. We expect the same techniques to come into play and similar results to be
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provable. The nonlinear case should be more difficult than the linear case, and we might

need to enforce more conditions to guarantee the same outcome. In the main result of

this section, we find a logarithm more than Salem and Zygmund results in an almost

sure bound on the maximum of the polynomials.

Let {an} be a fixed (positive) sequence, |an| < 1, with decay to be specified later.

Let {ωn} be an independent sequence of random variables, uniform on the interval [0, 1).

Let αn = ane
2πiωn , so that {αn}∞n=0 is a sequence of independent random variables

with the same decay properties as {|an|}. The particular distribution of αn plays no role

as long as it is bounded by |an| and its argument is symmetrically distributed. Denote

by dS the measure thus defined on D∞.

Our filtration on (D∞, dS) is the natural one; let

Gn−1 = σ(α0, . . . , αn−1)

where σ(α0, . . . , αn−1) denotes the σ-algebra on D∞ generated by the random variables

{α0, . . . , αn−1}. That is, σ(α0, . . . , αn−1) is the smallest σ-algebra under which all αi for

0 ≤ i ≤ n− 1 are measurable.

Since the {αj} are independent random variables, we have

αj ⊥ Gn j > n

The Szegő recursion for the polynomials Φ∗n says

Φ∗n+1(z) = Φ∗n(z)− αnzΦn(z) (3.1)

Therefore

E[Φ∗j(z)|Gn] = Φ∗n(z) j ≥ n (3.2)

The equation (3.2) endows the polynomial sequence {Φ∗n} with martingale structure.
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Definition 3.1. A sequence of integrable random variables {Mn} along with a filtration

{Fn} on a probability space Ω which satisfies

E [Mn|Fn−1] = Mn−1 (3.3)

is called a martingale.

Martingales are a classical and extraordinarily useful object in probability and related

areas of analysis. An associated concept we will use is that of a so-called submartingale.

Definition 3.2. A sequence of integrable random variables {Mn} along with a filtration

{Fn} on a probability space Ω which satisfies

E [Mn|Fn−1] ≥Mn−1

is a submartingale.

This technology allows us to prove the main result of this section.

Theorem 3.3. Let {aj} be fixed. Let

Rn =
∞∑
k=n

a2
k

and assume
∞∑
n=1

√
Rn

n
<∞

Let αn = ane
2πiωn with ωn i.i.d. uniform on [0, 1). Then with probability 1 there is a

random constant C(ω) such that

sup
n
‖Φ∗n‖∞ ≤ C(ω)
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Remark. One example of admissible Rn is

Rn ≤ log−β n, β > 2

Remark. The Salem-Zygmund paper [64] has slightly weaker conditions on the

decay of Rn. Precisely, it proves

Theorem 3.4 (Salem-Zygmund [64]). Let Rn =
∑∞

m=n+1 r
2
m. If

∑
n

√
Rn

n
√

log n
<∞

then the series
∞∑
m=1

rmφm(t) cosmx

represents a continuous function for almost every value of t, where {φn} is the Rademacher

system.

Our result is analogous to theirs, but our assumption on Rn misses theirs by a

logarithm. The obvious methods of improving the approach in this section (e.g. further

sparsification) will not yield this further logarithm, and it is unclear to the author

whether this is a consequence of suboptimal technique or the structure of the problem.

A reasonable lower bound on decay necessary to achieve a similar result would be of

interest.

Remark. This Theorem asserts that if we impose logarithmically stronger than `2

decay on the Verblunsky parameters, our resulting measure, which was a priori guar-

anteed to be only Szegő, is almost surely in fact Steklov with polynomials obeying a

uniform bound.
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3.1 Basic Lemmas

We use the Markovian nature of this martingale to decouple in a sparse manner and

control the process. In this section we collect the Lemmas which will be needed to prove

Theorem 3.3 above. The polynomial recursion can be restated

Φ∗n+1(z) = Φ∗n(z)

(
1− αnzΦn

Φ∗n

)
Therefore

Φ∗n+1(z) = Φ∗k(z)
n∏
j=k

(
1− αjzΦj

Φ∗j

)
We denote

Mj→k :=
k∏
n=j

(
1− αnzΦn

Φ∗n

)
For now we consider z ∈ T a fixed parameter.

Notice that these Mj→k inherit the martingale structure of the polynomials. Indeed

E [Mj→k+1|Gk] = Mj→k − z
Φk

Φ∗n
Mj→kE [αk+1] = Mj→k (3.4)

Since φ(x) = |x| is convex we immediately have that |Mj→k(z)| is a submartingale

by the conditional Jensen inequality:

E [|Mj→k+1||Gk] ≥ |E [Mj→k+1|Gk]| = |Mj→k| (3.5)

We will denote

Mj :=

G(j+1)∏
n=G(j)+1

(
1− αnzΦn

Φ∗n

)
for G(j) some sparse sequence; later we will take G(j) = 22j .
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Lemma 3.5. For k|an| ≤ c0 � 1,

E

[∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k ∣∣∣∣Gn−1

]
≤ 1 + C(k|αn|)2

Remark. Notice the left-hand side is a random variable but the right-hand side is

not; this Lemma says the random variable on the left is L∞(Ω,P) with bound given by

the quantity on the right.

Proof. We write

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k =

(∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣2
)k/2

=
(
1 + |αn|2 − 2|αn| cos γn

)k/2
where γn is uniformly distributed on the circle given Φn

Φ∗n
and thus cos γn has conditional

expectation 0 when conditioned on Gn−1. Along with boundedness by |an|, this is the

only condition we need out of the particular distribution of αn. We estimate this quantity

when conditioned

E
[
(1 + |αn|2 − 2|αn| cos γn)k/2|Gn−1

]
= E

[
exp

(
k

2
ln(1 + |αn|2 − 2|αn| cos γn)

)
|Gn−1

]
≤ E

[
exp

(
(k/2)(|αn|2 − 2|αn| cos γn)

)
|Gn−1

]
since log(1 + u) ≤ u.

By our assumption that k|an| ≤ c0 for c0 � 1, we may bound the series expansion

for the exponential by a convergent geometric series to say

E
[
(1 + |αn|2 − 2|αn| cos γn)k/2|Gn−1

]
≤ E

[
1 + (k/2)|αn|2 − 2|αn| cos γn +O(|kαn|2)|Gn−1

]
Because cos γn has conditional expectation 0,

E
[
(1 + |αn|2 − 2|αn| cos γn)k/2|Gn−1

]
≤ E

[
1 + C(k|αn|)2

]
= 1 + C(k|αn|)2
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We stitch this estimate together in a sparse manner.

Lemma 3.6. If kj|an| ≤ c0 for c0 � 1 for all n ∈ {G(j) + 1, . . . , G(j + 1)}, then

E
[
|Mj|kj

]
= E

 G(j+1)∏
n=G(j)+1

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣kj
 ≤ G(j+1)∏

n=G(j)+1

(
1 + C(kj|αn|)2

)
and

P
{
‖Mj‖Lkj (T) ≥ Λj

}
≤
∏G(j+1)

n=G(j)+1 (1 + C(kj|αn|)2)

Λ
kj
j

Proof. This follows by conditioning

E

 G(j+1)∏
n=G(j)+1

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k
 = E

E
 G(j+1)∏
n=G(j)+1

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k ∣∣∣∣GG(j+1)−1


E

G(j+1)−1∏
n=G(j)+1

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k E
∣∣∣∣∣1− αG(j+1)z

ΦG(j+1)

Φ∗G(j+1)

∣∣∣∣∣
k ∣∣∣∣GG(j+1)−1


≤
(
1 + c(k|αG(j+1)|)2

)
E

G(j+1)−1∏
n=G(j)+1

∣∣∣∣1− αnzΦn

Φ∗n

∣∣∣∣k


and iterating.

Markov’s inequality provides the claimed bound on the probability.

This Lemma only controls the process at the lattice points G(j). It is the martingale

structure which allows us to extend these estimates to uniform bounds over n between

these lattice points. In particular, we will use Doob’s Lp maximum inequality. This is

the first and only time the nature of the setup as martingale and not simply Markovian

process contributes heavily.

Lemma 3.7 (Doob). If Xn is a nonnegative submartingale then for 1 < p <∞,

E
[(

sup
0≤m≤n

Xm

)p]
≤
(

p

p− 1

)p
E [Xp

n]
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Proof. Our proof will follow that of Durrett, Theorem 5.4.3 [28]. Denote

X̃n = sup
0≤m≤n

Xm

Let

X̃n ∧M = min(X̃n,M)

We have

E
[
(X̃n ∧M)p

]
=

∫ ∞
0

pλp−1P
[
X̃n ∧M ≥ λ

]
dλ

Claim

P
[
X̃n ∧M ≥ λ

]
≤ λ−1E

[
Xn1(X̃n∧M≥λ)

]
(3.6)

We may see this by defining a stopping time N = inf{m : Xm ≥ λ or m = n}. Let

A = {X̃n ≥ λ}. Then since N is a stopping time which satisfies P [N ≤ n] = 1,

Xn −XN∧n is a submartingale and so

E [XN ] ≤ E [Xn] (3.7)

Therefore Markov’s inequality says

λP[A] ≤ E [XN1A]

and using (3.7) we have

E[XN ] = E[XN1A] +E[XN1Ac ] = E[XN1A] +E[Xn1Ac ] ≤ E[XN ]⇒ E[XN1A] ≤ E[Xn1A]

Since {X̃n∧M ≥ λ} is always either {X̃n ≥ λ} or ∅, the inequality (3.6) is proved. And

so we have

E
[
(X̃n ∧M)p

]
≤
∫ ∞

0

pλp−1

(
λ−1

∫
Xn1(X̃n∧M≥λ)dP

)
dλ
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Since everything in sight is nonnegative we may switch the order of integration

E
[(
X̃n ∧M

)p]
≤
∫
Xn

∫ X̃n∧M

0

pλp−2dλdP =
p

p− 1

∫
Xn(X̃n ∧M)p−1dP

≤ p

p− 1
(E [Xp

n])1/p
(
E
[
(X̃n ∧M)p

])1/p′

where p, p′ are conjugate exponents, by Hölder’s inequality.

Dividing both sides by
(
E
[
(X̃n ∧M)p

])1/p′

, letting M → ∞ and using monotone

convergence gives the statement.

3.2 Proof of Theorem 3.3

Proof. (Theorem 3.3)

We adopt our notation with G(j) = 22j .

Let

Tj =
∞∑

n=22
j

a2
n = R22

j

Notice by the Cauchy condensation test, convergence of
∑

n

√
Rn
n

implies convergence of∑
k

√
R2k which in turn implies that of

∑
j 2j
√
Tj, the condition we really use.

We first wish to bound, for appropriate kj,

22
j+1∏

n=22
j

(
1 + C|αnkj|2

)
≤ exp

C 22
j+1∑

n=22
j

|αnkj|2
 ≤ exp

(
Ck2

jTj
)

(3.8)

Let kj ∼ T
−1/2
j . Then |an|kj ≤ c0 uniformly in n : 22j ≤ n ≤ 22j+1

because Tj is at

least the sum of the squares of |an| in this range. Therefore we can apply Lemma 3.6,

Fubini’s Theorem and (3.8) to say

E
[
‖Mj‖

kj
kj

]
=

∫
T
E
[
|Mj(z)|kj

] dθ
2π
≤ C
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And so

P
[
‖Mj‖kj ≥ Λj

]
≤ C

Λ
kj
j

Notice that we can strengthen this statement by Doob’s maximal Lp inequality. That

is, by Lemma 3.7 we have

E
[

max
22
j≤n≤22

j+1
|M22

j→n(z)|kj
]
≤
(

kj
kj − 1

)kj
E
[
|Mj(z)|kj

]
and so

E
[

max
22
j≤n≤22

j+1
‖M22

j→n‖
kj

Lkj (T)

]
≤
∫
T
E
[

max
22
j≤n≤22

j+1
|M22

j→n(z)|kj
]
≤ E

[
‖Mj‖

kj

Lkj (T)

]
≤ C

where the first inequality is simply the statement that the maximum of integrals is at

most the integral of the maximum in conjunction with Fubini’s Theorem.

Therefore we also have

P
[

max
22
j≤n≤22

j+1
‖M22

j→n‖Lkj (T) ≥ Λj

]
≤ C

Λ
kj
j

We wish to have
∏

j Λj <∞ as well as
∑

j Λ
−kj
j <∞.

That is, we take Λj = 1 + lj and need lj ∈ `1. We will choose lj = j−2. Examine the

series:

∑
j

Λ
−kj
j =

∑
j

(1 + lj)
−kj ≤

∑
j

exp (−ckjlj) =
∑
j

exp

−c√ l2j
Tj


where the inequality is by estimating the Taylor series of log(1 + lj), using our choice of

lj.

Since as we have noted

∑
j

2j
√
Tj <∞
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we have Tj . 2−2j, so

∑
j

exp

−c√ l2j
Tj

 ≤ C
∑
j

exp
(
−2jlj

)
So since lj = j−2 we see

∑
j

P
[

max
22
j≤n≤22

j+1
‖M22

j→n‖Lkj (T) ≥ Λj

]
<∞

Clearly there is a lot of room in the choice of lj. The requirement to sum up the

probabilities while enforcing ∏
j

Λj <∞

is not our true obstruction.

Since the probabilities of the events sum up, the Borel-Cantelli Lemma implies that{
max22

j≤n≤22
j+1 ‖M22

j→n‖Lkj (T) ≥ Λj

}
occurs infinitely often with probability 0.

Independent of the probability we have, for n ≥ 22j ,

‖Φn‖kj ≤ ‖M22
j→n‖kj‖Φ22

j ‖∞ (3.9)

We use another simple deterministic Lemma.

Lemma 3.8. For 22j+1 ≥ n ≥ 22j + 1, we have

‖Φn‖∞ ≤ (1− 2−2j+1

)−1(22j+1

)
2
kj ‖Φn‖kj (3.10)

Proof. This follows from the Bernstein estimate, which states that for a polynomial Pn

of degree n,

‖P ′n‖∞ ≤ n‖Pn‖∞ (3.11)

(3.11) shows that for Φn and any εn > 0, there is a set Ω with |Ω| ≥ εn
n

for which

|Φn(z)| ≥ (1− εn)‖Φn(z)‖∞, z ∈ Ω
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Therefore

‖Φn‖pp ≥
∫

Ω

|Φn(eiθ)|p dθ
2π
≥ εn

n
((1− εn)‖Φn‖∞)p

Since n ≤ 22j+1
for n ∈ {22j + 1, . . . , 22j+1}, choosing εn ≡ 2−2j+1

and p = kj yields

(3.10).

So by (3.9) and (3.10) we have

max
22
j≤n≤22

j+1
‖Φn‖∞ ≤ max

22
j≤n≤22

j+1
(1− 2−2j+1

)−1(22j+1

)
2
kj ‖Φn‖kj

≤ max
22
j≤n≤22

j+1
(1− 2−2j+1

)−1(22j+1

)
2
kj ‖M22

j→n‖kj‖Φ22
j ‖∞

And so with probability 1, if j is sufficiently large we have

max
22
j≤n≤22

j+1
‖Φn‖∞ ≤ (1− 2−2j+1

)−1(22j+1

)
2
kj Λj‖Φ22

j ‖∞ (3.12)

We have seen
∏

j Λj <∞. For the first term,

∏
j

(1− 2−2j+1

)−1 = exp

(
−
∑
j

(log(1− 2−2j+1

))

)
≤ exp

(∑
j

2−2j+1

)
<∞

So we must investigate the convergence of

∏
j

(22j+1

)
2
kj <∞ ⇐⇒

∑
j

2j

kj
<∞

Recall that kj ∼ T
−1/2
j , and so since

∑
j 2j
√
Tj < ∞ we can iterate (3.12) forward

with probability 1 to obtain

sup
n
‖Φn‖∞ ≤ C(ω)
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Chapter 4

On Verblunsky Parameters in

Steklov’s Problem

The Steklov conjecture and its associated problems have a long history. Many measures

which violate the conjecture have been constructed. But the Verblunsky parameters

associated to these measures have remained unknown. This is surprising because the

Verblunsky parameters are an independently interesting aspect of OPUC.

One perspective on the Verblunsky parameters is physical–they play the role of the

electric potential. The analogy between Schrödinger operators and OPUC also yields a

physical interpretation of violating Steklov’s conjecture.

Roughly speaking, a system of OPUC which violates the Steklov conjecture is an

example of a resonance. There is a specific frequency at which the system oscillates

with high amplitude, but it is regular at infinity. The conjecture of Steklov is the

conjecture that if we enforce boundedness away from 0, resonances in the associated

quantum systems are disallowed. Since the potential lives in physical space and can be

observed or modified directly, the Verblunsky parameters which yield a resonance are

interesting from a physical perspective; how can the potential behave in order to create

this resonance?

Verblunsky parameters also provide a natural approach to disproving the Steklov
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conjecture, namely the following strategy:

1. Fix an arbitrarily large number n.

2. Construct a polynomial φn which is permissible as OPUC whose uniform norm is

large in n.

3. Demonstrate that there is a sequence of Verblunsky coefficients {αn+1, . . . , αN},

which take φn to φN obeying ‖φN‖∞ ≤ C.

4. Finally, take dµ = |φN |−2 dθ
2π

.

Indeed, this is essentially the strategy followed by [2]. The difficulty lies in step 3.

For this step [2] develops a powerful new technology, the so-called decoupling Lemma

(Lemma 4.4) which decouples the problem at degree n.

The construction of a polynomial which grows in n and then decays back down to

O(1) for N � n (steps 2 and 3 above) could be accomplished in one fell swoop if a

particularly useful set of Verblunsky parameters could be identified and the calculations

carried out. Indeed, this is a strategy the author tried, and within which he made very

little progress. It does not seem to be quite as simple as it appears.

This conclusion is due in part to the high-powered results the author and his advisor

used to produce (asymptotics of) recursion parameters which would create a resonance.

These parameters are computed via the paper of Deift, Its and Krasovsky [18] which used

a matrix-valued Riemann-Hilbert problem to asymptotically compute all polynomials

and related quantities for the case of weights on the circle with a particular class of

singularities, known as Fisher-Hartwig weights.
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4.1 Verblunsky asymptotics in Steklov’s problem

The polynomials of the second kind will be denoted by {Ψn} (monic) and Ψ∗n(z) =

znΨn(z̄−1), z ∈ C, {ψn} (orthonormal), and {ψ∗n}. Recall that the pair (Φn,Φ
∗
n) satisfies

the Szegő recurrence:  Φn+1(z, σ) = zΦn(z, σ)− αnΦ∗n(z, σ)

Φ∗n+1(z, σ) = Φ∗n(z, σ)− αnzΦn(z, σ)
(4.1)

The pair (Ψj,Ψ
∗
j) satisfies the same recurrence except that the parameters are {−αn}.

The recursion parameters {αn} ⊆ D∞ were called Schur parameters due to their relation-

ship with Schur functions and the Schur algorithm in [26], where these results originally

appeared, but here we will keep the name Verblunsky for consistency.

The main result of this section is

Theorem 4.1 (Denisov-R. [26]). Fix ε ∈ (0, ε0] where ε0 is sufficiently small. Then,

there is n0(ε) such that for every n > n0(ε), there is a weight w̃(n) such that

w̃(n) satisfies the uniform Steklov condition :

∥∥∥∥ 1

w̃(n)

∥∥∥∥
L∞(T)

. 1, (4.2)

‖φ2n+1(z, w̃(n))‖L∞(T) >ε lnn, (4.3)

and the asymptotics for α
(n)
j is given by

α
(n)
j = −



ij+1

j + 1

∑
s=±1

sj+1(2(j + 1))
2iεs
π

Γ(1− iεs
π

)

Γ
(
iεs
π

) + rj,ε, 0 ≤ j ≤ n− 1

− ij
′+1

j′ + 1

∑
s=±1

sj
′+1(2(j′ + 1))

2iεs
π

Γ(1− iεs
π

)

Γ
(
iεs
π

) + rj′,ε, n ≤ j ≤ 2n− 1

0, j = 2n

(−1)jij−2n

j − 2n

∑
s=±1

sj−2n(2(j − 2n))
2iεs
π

Γ(1− iεs
π

)

Γ
(
iεs
π

) + rj−2n,ε, 2n+ 1 ≤ j ≤ 3n

0, j > 3n

(4.4)
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where j′ = 2n− 1− j and |rj,ε| < Cε(j + 1)−2.

Remark. The existence of the measure satisfying these conditions is not a new

result [62] and the logarithmic growth is not optimal [21].The polynomial constructed

by our method has a structure similar to the one from [22, 62].

Remark. Careful analysis of (4.4) shows that the main terms are real-valued and

converge to 0 as ε → 0 for every fixed j. The results in [18] allow one to control the

dependence of Cε on ε when it converges to zero and we conjecture that limε→0Cε = 0.

Remark. The asymptotics above would be made exact if the recursion parameters

corresponding to the weight which is flat away from 2 jumps were computed exactly.

4.2 Proof of Theorem 4.1

The measures considered below will be symmetric with respect to R and so the related

Verblunsky parameters will be real. We will need the following simple Lemma.

Lemma 4.2. Suppose Φk,Ψk,Φ
∗
k,Ψ

∗
k are the polynomials that correspond to real Verblun-

sky parameters {αj}k−1
j=0 . Then, the polynomials associated to the sequence of Verblulnsky

parameters {αj} given by

αj =

 αj : 0 ≤ j ≤ k − 1

−α2k−1−j : k ≤ j ≤ 2k − 1

satisfy

2Φ2k = Φ2
k + ΦkΨk − z−1(Φ∗k)

2 + z−1Φ∗kΨ
∗
k,

2Φ∗2k = (Φ∗k)
2 + Φ∗kΨ

∗
k − zΦ2

k + zΦkΨk.
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Proof. The pair (Ψj,Ψ
∗
j) satisfies the Szegő recurrence with parameters {−αj}. If

A =
0∏

j=k−1

 z −αj

−zαj 1

 =

a b

c d

 , (4.5)

then Φk Ψk

Φ∗k −Ψ∗k

 = A

1 1

1 −1

 .
Thus,

a =
Φk + Ψk

2
, b =

Φk −Ψk

2
, c =

Φ∗k −Ψ∗k
2

, d =
Φ∗k + Ψ∗k

2
.

First we reverse the dynamics. We are interested in

k−1∏
j=0

 z −αj

−zαj 1

 .

We see that

AT =
k−1∏
j=0

 z −zαj

−αj 1

 =
k−1∏
j=0


1 0

0 z−1


 z −αj

−zαj 1


1 0

0 z




=

1 0

0 z−1

 k−1∏
j=0


 z −αj

−zαj 1



1 0

0 z

 .

Therefore,

k−1∏
j=0

 z −αj

−zαj 1

 =

1 0

0 z

AT
1 0

0 z−1

 .

We have 1 0

0 −1


 z −αj

−zαj 1


1 0

0 −1

 =

 z αj

zαj 1

 .
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Therefore, (4.5) implies

0∏
j=k−1

 z αj

zαj 1

 =

1 0

0 −1

A
1 0

0 −1

 .

Combining the above results, we get

k−1∏
j=0

 z αj

zαj 1

 =

1 0

0 −z

AT
1 0

0 −z−1

 ,

and so Φ2k Ψ2k

Φ∗2k −Ψ∗2k

 =

1 0

0 −z


a c

b d


1 0

0 −z−1


a b

c d


1 1

1 −1



=

a(a+ b)− z−1c(c+ d) a(a− b) + z−1c(d− c)

d(c+ d)− zb(a+ b) d(c− d) + zb(b− a)

 .

Thus,

2Φ2k = Φ2
k + ΦkΨk − z−1(Φ∗k)

2 + z−1Φ∗kΨ
∗
k

and

2Φ∗2k = (Φ∗k)
2 + Φ∗kΨ

∗
k − zΦ2

k + zΦkΨk.

Notice that this computational approach bears some resemblance to symmetry meth-

ods in differential equations; we are using a particular algebraic symmetry of the differ-

ence equation to simplify a potentially complex calculation.

The following result is well-known.

Lemma 4.3. If {αj} are the Verblunsky parameters for the measure σ(θ), then param-

eters {α(β)
j } for the translated measure σ(β) = σ(θ − β) are given by

α
(β)
j = e−i(j+1)βαj, j = 0, 1, . . .



74

Proof. The proof follows from making the following two observations:

Φn(z, σ(β)) = einβΦn(ze−iβ)

(which follows from the definition) and, take z = 0 in (1.2), Φj+1(0, σ(β)) = −α(β)
j .

We will need the decoupling Lemma. Its proof is contained in Appendix B but we

include the statement for the reader’s convenience.

Lemma 4.4. Suppose we are given a polynomial φn of degree n and Carathéodory func-

tion F̃ which satisfy the following properties

1. φ∗n(z) has no roots in D.

2. Normalization on the size and “rotation”∫
T
|φ∗n(z)|−2dθ = 2π , φ∗n(0) > 0 . (4.6)

3. F̃ ∈C∞(T), Re F̃ > 0 on T, and

1

2π

∫
T

Re F̃ (eiθ)dθ = 1 . (4.7)

Denote the Verblunsky parameters given by the probability measures µn and σ̃

dµn =
dθ

2π|φ∗n(eiθ)|2
, dσ̃ = σ̃′dθ =

Re F̃ (eiθ)

2π
dθ,

as {αj} and {α̃j}, respectively. Then, the probability measure σ, corresponding to

Verblunsky coefficients

α0, . . . , αn−1, α̃0, α̃1, . . .

is purely absolutely continuous with the weight given by

σ′ =
4σ̃′

|φn + φ∗n + F̃ (φ∗n − φn)|2
=

2 Re F̃

π|φn + φ∗n + F̃ (φ∗n − φn)|2
. (4.8)

The polynomial φn is the nth orthonormal polynomial for σ.
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The next result is a consequence of the recent analysis of the asymptotics of the

polynomials orthogonal with the respect to the so-called Fisher-Hartwig weights. We

will use [18] as the main reference.

Consider the weight on T given by

f(z) = eεgi,− iε
π

(z)g−i, iε
π

(z), (4.9)

where z = eiθ, θ ∈ [0, 2π) and ε ∈ (0, ε0] with ε0 to be chosen sufficiently small. For

zj = eiθj ,

gzj ,βj =

 eiπβj : 0 ≤ arg z < θj

e−iπβj : θj ≤ arg z < 2π
.

That is, f is a weight with two jumps, one from eε to e−ε around i (in counterclockwise

direction), and one from e−ε back to eε around −i (again in counterclockwise direction).

It does not define a probability measure but this will not influence the polynomials much

due to invariance of the monic orthogonal polynomials under scaling. Notice that f is

symmetric with respect to R so all its recursion parameters are real, as follows from the

proof of the Szegő recurrence (1.2) upon replacing the weight w with w.

We will need the following result, the proof of which (essentially contained in [18])

will be discussed in the Appendix.

Lemma 4.5. Let ε ∈ (0, ε0] and n > n0(ε). Then, for the weight f given by (4.9), the

n-th associated monic polynomials of the first and second kinds Φn and Ψn respectively,

and their ∗-polynomials Ψ∗n and Φ∗n satisfy the following estimates:

|Φ∗n(z)| ∼ 1, z ∈ T, (4.10)



76

‖Φ∗nΨ∗n + zΦnΨn‖L∞(T) >ε lnn, z ∈ T , (4.11)

∣∣∣∣Ψ∗n(z)

Φ∗n(z)
+

Ψ∗n(−z)

Φ∗n(−z)

∣∣∣∣ . 1, z ∈ T . (4.12)

Remark. The following general identity is immediate from the Szegő recursion by

taking the determinant

det

 Φn Ψn

Φ∗n −Ψ∗n

 = −2zn
n−1∏
j=0

(1− |αj|2)

so

Φ
∗
nΨ∗n + Φ∗nΨ

∗
n = 2

n−1∏
j=0

(1− |αj|2) .

Then, (4.10) and (4.12) give ∣∣∣∣∣Ψ∗nΦ∗n
+

(
Ψ∗n
Φ∗n

)∣∣∣∣∣ . 1 (4.13)

uniformly over T if the polynomials correspond to the weight (4.9).

The asymptotics of the polynomials yields the following result as well.

Lemma 4.6. The Verblunsky parameters {αj} associated to the f above satisfy:

αj = −(j + 1)−1ij+1

(
(2(j + 1))

2iε
π

Γ(1− iε
π

)

Γ
(
iε
π

) + (−1)j+1(2(j + 1))−
2iε
π

Γ
(
1 + iε

π

)
Γ
(−iε
π

) )+ rj,ε,

|rj,ε| < Cε(j + 1)−2 .

We give the proof of Lemmas 4.5 and 4.6 in the Appendix.

Now we are in position to give a proof of Theorem 4.1.
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Proof. (of Theorem 4.1). Given ε > 0 and large n, we consider f defined by (4.9). If

the corresponding coefficients are denoted by {αj}, we consider the weight w(n) given

by Verblunsky parameters {α(n)
j } defined as

α
(n)
j =



αj, j ≤ n− 1

−αj′ , j′ = 2n− 1− j, n ≤ j ≤ 2n− 1

0, j = 2n

(−1)j−2nαj−2n−1, 2n+ 1 ≤ j ≤ 3n

.

Now, (4.4) follows immediately from Lemma 4.6 and we need to show (4.2) and (4.3).

Let us prove (4.3). Notice first that |φj| ∼ |Φj| by (1.3) so it is sufficient to consider

Φ2n+1. We apply Lemma 4.2 to say

2Φ2n = Φ2
n + ΦnΨn − z−1Φ∗n

2 + z−1Φ∗nΨ∗n ,

2Φ∗2n = Φ∗n
2 + Φ∗nΨ∗n − zΦ2

n + zΦnΨn .

Since α
(n)
2n = 0, we get Φ2n+1 = zΦ2n,Ψ2n+1 = zΨ2n,Φ

∗
2n+1 = Φ∗2n, and Ψ∗2n+1 = Ψ∗2n so

2Φ2n+1 = zΦ2
n + zΦnΨn−Φ∗n

2 + Φ∗nΨ∗n, 2Φ∗2n+1 = Φ∗n
2 + Φ∗nΨ∗n− zΦ2

n + zΦnΨn. (4.14)

We have

2‖Φ2n+1‖∞ ≥ ‖Φ∗nΨ∗n + zΦnΨn‖∞ − 2‖Φn‖2
∞ >ε lnn

by Lemma 4.5.

To show (4.2), we will use Lemma 4.4. We choose Carathéodory function for the

decoupled problem as

F̃ (z) =
ψ∗n(−z)

φ∗n(−z)
=

Ψ∗n(−z)

Φ∗n(−z)
= −Ψ∗n(z)

Φ∗n(z)
+O(1) by (4.12). (4.15)
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We have (see [65], Theorem 3.2.4)

Re F̃ (eiθ) = |φ∗n(ei(θ+π))|−2

and F̃ is Carathéodory function of the Bernstein-Szegő weight (2π)−1|φ∗n(ei(θ+π))|−2 hav-

ing the Verblunsky parameters  (−1)j+1αj, j < n

0, j ≥ n

as follows from Lemma 4.3. Since our Verblunsky parameters α
(n)
j = 0, j > 3n, we have

|Π̃(−z)| = |φ∗n(−z, f)| ∼ 1, by (4.10).

So by the identity (4.8) we only need to show

|Φ2n+1 + Φ∗2n+1 + F̃ (Φ∗2n+1 − Φ2n+1)| . 1

uniformly on T. Recall that F̃ = −Ψ∗n
Φ∗n

+O(1) by (4.12). We introduce auxiliary

D =
Φ∗nΨ∗n

2
, A = −Φ∗n

2

2
.

Notice that

|A| ∼ 1,
D

A
= −Ψ∗n

Φ∗n
= −

(
D

A

)
+O(1) (4.16)

by (4.10) and (4.13). We can now rewrite (4.14) as

Φ2n+1 = −A∗ +D∗ + A+D, Φ∗2n+1 = −A+D + A∗ +D∗ .

(where the (∗)-operations in these identities are of order 2n+ 1).

Then, by (4.15),

Φ2n+1 + Φ∗2n+1 + F̃ (Φ∗2n+1 − Φ2n+1) = 2

(
(D +D∗) +

D

A
(A∗ − A)

)
+O(1) =
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2

(
D∗ +

D

A
A∗
)

+O(1) =
2z2n

A

(
D

A
+

(
D

A

))
= O(1)

by (4.16).



80

Appendix A

Some standard harmonic analysis

A.1 BMO(T) functions

BMO was defined as a class by John and Nirenberg in [39], the functions of bounded mean

oscillation. BMO behavior can be captured by the so-called sharp maximal function

f#(x) = sup
Q⊃x

1

|Q|

∫
Q

|f(y)− fQ|dy (A.1)

where Q ranges over subintervals of T containing x and

fQ =
1

|Q|

∫
Q

f(y)dy

With this definition,

f# ∈ L∞(T) ⇐⇒ f ∈ BMO(T)

and the L∞ norm of f# is called the “BMO norm” of f , denoted ‖f‖BMO. The BMO

norm is in reality only a quasinorm, satisfying the triangle inequality and linearity

in multiplication, but constants have BMO norm 0. After factoring out constants it

becomes a legitimate norm.

Clearly an L∞ function is also BMO. But BMO is strictly larger than L∞; a loga-

rithmic singularity like | log(θ)| will be in BMO by a simple calculation. BMO can be

rather tricky; sgn(θ)| log θ| is not BMO.
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We collect a few standard facts about BMO functions, and refer to [55] Section 7.4

or [66] Chapter 4 for their proofs.

BMO is intended as a useful substitute for L∞ so we should be able to interpolate

between BMO and Lp. Indeed this is true:

Theorem A.1. Let T be a linear operator bounded on Lp0 for some 1 ≤ p0 < ∞ and

bounded from L∞ → BMO. Then T is bounded on Lp for any p0 < p <∞.

A fundamental property of BMO is its geometric/arithmetic scaling. That is, if

Q2 ⊃ Q1 with |Q2| = 2|Q1|, we have

|fQ1 − fQ2 | ≤
|Q1|
|Q2|

1

|Q1|

∫
Q1

|f(y)− fQ1|dy ≤ 2‖f‖BMO

Iterating this and using the triangle inequality shows, for {Qn} a nested sequence of

dyadic cubes,

|fQn − fQ0| ≤ 2n‖f‖BMO

This relation says exactly that averages over cubes of BMO functions increase only

on an arithmetic scale while their supports decrease on a geometric scale; this principle

is the basis of the John-Nirenberg Theorem, first proved in [39].

Theorem A.2 (John-Nirenberg). Let f ∈ BMO(T). Then, for any cube Q, we have

|{x ∈ Q||f(x)− fQ| > λ}| ≤ C|Q| exp

(
−c λ

‖f‖BMO

)
for any λ > 0 with absolute c and C.

Integrating this inequality shows that f is exponentially integrable, and in particular

f ∈ Lp(T) for all finite p.
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Another use of the arithmetic/geometric scaling properties of BMO was found by

Coifman, Rochberg and Weiss in their singular integral commutator estimate [16] which

is central to our section on BMO weights.

Theorem A.3 (Coifman-Rochberg-Weiss). For T a so-called “strong” Calderón-Zygmund

operator, b ∈ BMO(T), we have

‖[T, b]‖p,p ≤ C(d, p)A||b||BMO

where the constant A depends on the operator T .

In fact BMO is characterized by this property; if the inequality holds for a single

Riesz transform then b ∈ BMO. [16] also proved the iterated commutator bounds we

use in Section 3.

Finally, there is a close relationship between BMO functions and Ap weights of Muck-

enhoupt which will be used in a Lemma to come. A weight w is Ap for 1 < p < ∞ if

there exists A <∞ so that for any cube Q ⊆ T,(
1

|Q|

∫
Q

w(x)dx

)(
1

|Q|

∫
Q

w(x)−q/pdx

)p/q
≤ A <∞

where q is such that 1
p

+ 1
q

= 1. For the basic theory of such weights see [66] Chapter 5.

The relationship between BMO and Ap will be seen in the proof of Lemma A.5.

A.2 Lemmas of Section 2.2

Lemma A.4. For every p ∈ [2,∞),

‖P[1,n]‖p,p 6 1 + C(p− 2) (A.2)
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Proof. If P+ is the projection of L2(T) onto H2(T) (analytic Hardy space), then

P[1,n] = zP+z−1−zn+1P+z−(n+1) = 0.5(zHz−1−zn+1Hz−(n+1))+zP0z
−1−zn+1P0z

−(n+1)

(A.3)

where H is the Hilbert transform. Recall that ‖H‖p,p = cot(π/(2p)) [61] and ‖P0‖p,p = 1

by monotonicity of Lp-norms on probability space. So it suffices to note that

‖P[1,n]‖2,2 = 1

and interpolate between this and e.g. ‖P[1,n]‖3,3 = C.

The proof of the following Lemma uses some standard results of harmonic analysis.

Lemma A.5. If ‖w‖BMO = t and p ∈ [2, 3], then we have

‖Cj‖p,p 6 (Cjt)j

Proof. Consider the following operator-valued function

F (z) = ezwP[1,n]e
−zw

If we can prove that F (z) is weakly analytic around the origin (i.e., analyticity of the

scalar function 〈F (z)f1, f2〉 with fixed f1(2) ∈ C∞), then

F (z) =
1

2πi

∫
|ξ|=ε

F (ξ)

ξ − z
dξ, z ∈ Bε(0)

understood in a weak sense. By induction, one can then easily show the well-known

formula

Cj = ∂jF (0) =
j!

2πi

∫
|ξ|=ε

F (ξ)

ξj+1
dξ
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which explains that we can control ‖Cj‖p,p by the size of ‖F (ξ)‖p,p on the circle of radius

ε. Indeed,

‖Cj‖p,p = sup
f1(2)∈C∞,‖f1‖p61,‖f2‖p′61

|〈Cjf1, f2〉| ≤

j!

2π
sup

f1(2)∈C∞,‖f1‖p61,‖f2‖p′61

∣∣∣∣∫
|ξ|=ε

〈F (ξ)f1, f2〉
ξj+1

dξ

∣∣∣∣ 6 j!

εj
max
|ξ|=ε
‖F (ξ)‖p,p

The weak analyticity of F (z) around the origin follows immediately from, e.g., the

John-Nirenberg estimate. To bound ‖F‖p,p, we use the following well-known result

(which is again an immediate corollary from John-Nirenberg inequality, see, e.g., [66],

p.218).

There is ε0 such that

‖w̃‖BMO < ε0 =⇒ [ew̃]Ap 6 [ew̃]A2 < C, p > 2

The Hunt-Muckenhoupt-Wheeden Theorem ([66], p.205), asserts that

sup
[ŵ]Ap6C

‖H‖(Lp
ŵ

(T),Lp
ŵ

(T)) = sup
[ŵ]Ap6C

‖ŵ1/pHŵ−1/p‖p,p = C(p) <∞, p ∈ [2,∞) (A.4)

We must also bound the ‖P0‖Lp(ŵ),Lp(ŵ) terms. But this is immediate by definition of

the Ap characteristic:∫
T
|ŵ1/pP0ŵ

−1/pf |pdθ ≤ ‖f‖p
∫
ŵ‖ŵ−1/p‖p′ ≤ ‖f‖p [ŵ]Ap

where 1
p

+ 1
p′

= 1. Taking ε� t−1, we get the statement.

The following Lemma provides an estimate which is not optimal but it is good enough

for our purposes.
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Lemma A.6. Suppose w > 0, ‖w‖BMO = t, ‖w−1‖BMO = s, and ‖w‖1 = 1. Then,

(2π)2 6 ‖w−1‖1 . 1 + (1 + t)s

Proof. Denote ‖w−1‖1 = M . Then, by Cauchy-Schwarz inequality,

2π 6 ‖w‖1/2
1 ‖w−1‖1/2

1 = M1/2

On the other hand, by John-Nirenberg estimate for w−1,

|{θ : |w−1 − (2π)−1M | > λ}| . exp

(
−Cλ

s

)
Choosing λ = (4π)−1M , we get

|Ωc| . exp

(
−CM

s

)
.
( s
M

)2

, where Ω =
{
θ :

4π

3M
6 w 6

4π

M

}
(A.5)

Then, ‖w‖1 = 1 and therefore

1 =

∫
w6(4π)/M

wdθ +

∫
w>(4π)/M

wdθ

∫
w>(4π)/M

wdθ > 1− 8π2M−1 (A.6)

By John-Nirenberg inequality, we have

‖w − (2π)−1‖p < Ctp, p <∞ (A.7)

We choose p = 2 in the last estimate and use Cauchy-Schwarz inequality in (A.6) to get

1− 8π2M−1 6
∫
w>(4π)/M

wdθ 6 ‖w‖2 · |{θ : w > 4π/M}|1/2 6 ‖w‖2 · |Ωc|1/2 .
(1 + t)s

M

where we used (A.5) and (A.7) for the last bound. So, M . (1 + t)s+ 1.

Lemma A.7. For p ∈ [2,∞), we have

‖[w,P[1,n]]‖p,p . p2‖w‖BMO
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Proof. The proof is standard but we give it here for completeness. Assume ‖w‖BMO = 1.

By duality, formula (A.3) and the John-Nirenberg estimate, it is sufficient to show that

‖[w,H]‖p,p 6 C(p− 1)−2, p ∈ (1, 2] (A.8)

We will interpolate between two bounds: the standard Coifman-Rochberg-Weiss Theo-

rem for p = 2 ([16],[66])

‖[H,w]‖2,2 6 C (A.9)

and the following estimate

|{x : |([H,w]f)(x)| > α}| 6 C

∫
T

|f(t)|
α

(
1 + log+

(
|f(t)|
α

))
dt (A.10)

(See [60], the estimate was obtained on R for smooth f with compact support. The proof,

however, is valid for T as well and, e.g., piece-wise smooth continuous f). Assume a

smooth f is given and denote λf (t) = |{x : |f(x)| > t}|, t > 0. Take A > 0 and consider

fA = f · χ|f |6A + A · sgnf · χ|f |>A, gA = f − fA. Let T = [H,w]. Then,

‖Tf‖pp = p

∫ ∞
0

tp−1λTf (t)dt 6 p

∫ ∞
0

tp−1λTfA(t/2)dt+ p

∫ ∞
0

tp−1λTgA(t/2)dt = I1 + I2

Let A = t. From Chebyshev inequality and (A.9), we get

I1 .
∫ ∞

0

tp−3‖fA‖2
2dt = 2

∫ ∞
0

tp−3

∫ A

0

ξλf (ξ)dξdt . (2−p)−1

∫ ∞
0

ξp−1λf (ξ)dξ . (2−p)−1‖f‖pp

For I2, we use (A.10) (notice that gA is continuous and piece-wise smooth)

I2 . −
∫ ∞

0

tp−1

∫ ∞
0

ξ

t

(
1 + log+ ξ

t

)
dλgA(ξ) .

‖f‖pp+
∫ ∞

0

tp−1

∫ ∞
2t

t−1
(

1+log+((τ−t)/t)
)
λf (τ)dτ . ‖f‖pp

∫ 1

0

ξp−2

(
1 + log+ 1− ξ

ξ

)
dξ
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We have∫ 1/2

0

ξp−2

(
1 + log+ 1− ξ

ξ

)
dξ .

∫ ∞
2

u−p log udu .
∫ ∞

0

e−δttdt . δ−2

with δ = p− 1.



88

Appendix B

Some OPUC results

B.1 Classical constructions and results

Here we collect some standard constructions and definitions for the reader’s convenience.

We will call a function F to be Carathéodory if it is analytic in D and its real part

is positive. Given a measure σ, we will denote the Carathéodory function given by the

Schwarz transform of σ as

F (z) = S(σ) =

∫
T

eiθ + z

eiθ − z
dσ(θ). (B.1)

This Carathéodory function satisfies ReF (eiθ) = σ′(θ).

Verblunsky parameters of recursion have a special place in the theory far preceding

the parameter-to-potential correspondence. It is clear that any measure will yield a set

of Verblunsky parameters, but Verblunsky himself proved

Theorem B.1 (Verblunsky’s Theorem). Let {αj}∞j=0 be a sequence of numbers in D.

Then there is a unique measure dµ with αj(dµ) = αj

The proof of this Theorem made use of a construction called the Bernstein-Szegő

approximation.

Theorem B.2 (Bernstein-Szegő Approximation). Let dµ be a nontrivial probability mea-

sure on T and let {αj(dµ)}∞j=0 and {φn(z; dµ)}∞j=0 be its Verblunsky parameters and
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orthonormal polynomials. Then for each n,∫
T

1

|φn(eiθ)|2
dθ

2π
= 1

and the measure

dµn =
1

|φn(eiθ)|2
dθ

2π

obeys

αj(dµn) = αj(dµ) j = 0, 1, . . . , n− 1

= 0 j ≥ n

Moreover, dµn → dµ weakly as n→∞.

Notice that this final statement can also be viewed as a consequence of Theorem 1.4.

F is also approximated by the polynomials in a specific sense. We introduce an

important class of measures, those of Aleksandrov.

Let λ ∈ T. For a measure dµ with Verblunsky parameters {αk}, denote by dµλ the

measure associated to the parameters {λαk}. Let F (λ) be the Carathéodory function

associated to dµλ. Then

F (λ)(z) =
(1− λ) + (1 + λ)F

(1 + λ) + (1− λ)F

In particular,

F (−1) =
1

F

This hints that λ = −1 will play a special role. The polynomials associated to dµ−1 are

the second-kind polynomials we have already seen in Chapter 4, and are denoted Ψn for

monic and ψn for orthonormal. They appear in an important limit formula for z ∈ D

F (z; dµ) = lim
n→∞

Ψ∗n(z; dµ)

Φ∗n(z; dµ)
, z ∈ D
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For an interesting exposition of this and similar limiting formulae in orthogonal

polynomials, related to continued fractions, convergents and approximation theory, see

[40].

B.2 Proof of the Decoupling Lemma

Proof (Lemma 4.4). First, notice that {α̃j} ∈ `1 by Baxter’s Theorem (see, e.g., [65],

Chapter 5). Therefore, σ is purely absolutely continuous by the same Baxter’s crite-

rion. Denote the orthonormal polynomials of the first/second kind corresponding to

measure σ̃ by {φ̃j}, {ψ̃j}. Similarly, let {φj}, {ψj} be orthonormal polynomials for σ.

Since by construction µn and σ have identical first n Verblunsky parameters, φn is n-th

orthonormal polynomial for σ.

Let us compute the polynomials φj and ψj, orthonormal with respect to σ, for the

indexes j > n. The recursion can be rewritten in the following matrix form φn+m ψn+m

φ∗n+m −ψ∗n+m

 =

 Am Bm

Cm Dm


 φn ψn

φ∗n −ψ∗n

 , (B.2)

where Am,Bm,Cm,Dm satisfy A0 B0

C0 D0

 =

 1 0

0 1

 ,

 Am Bm

Cm Dm

 =
1

ρ̃0 · . . . · ρ̃m−1

 z −α̃m−1

−zα̃m−1 1

 · . . . ·
 z −α̃0

−zα̃0 1


and thus depend only on α̃0, . . . , α̃m−1. Moreover, we have φ̃m ψ̃m

φ̃∗m −ψ̃∗m

 =

 Am Bm

Cm Dm


 1 1

1 −1

 .
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Thus, Am = (φ̃m + ψ̃m)/2, Bm=(φ̃m− ψ̃m)/2, Cm = (φ̃∗m− ψ̃∗m)/2, Dm=(φ̃∗m + ψ̃∗m)/2

and their substitution into (B.2) yields

2φ∗n+m = φn(φ̃∗m − ψ̃∗m) + φ∗n(φ̃∗m + ψ̃∗m) = φ̃∗m

(
φn + φ∗n + F̃m(φ∗n − φn)

)
(B.3)

where

F̃m(z) =
ψ̃∗m(z)

φ̃∗m(z)
.

Since {α̃n}∈`1 and {αn}∈`1, we have ([65], p. 225)

F̃m → F̃ as m→∞ and φ∗j → Π, φ̃∗j → Π̃ as j →∞ .

uniformly on D. The functions Π and Π̃ are related to σ and σ̃ as follows: they are the

outer functions in D that satisfy

|Π|−2 = 2πσ′, |Π̃|−2 = 2πσ̃′, Π(0) > 0, Π̃(0) > 0 (B.4)

on T. In (B.3), send m→∞ to get

2Π = Π̃
(
φn + φ∗n + F̃ (φ∗n − φn)

)
(B.5)

and we have the Lemma after taking the square of absolute values and using (B.4).

B.3 Localization principle

For a weight w on T, define

λ(w) = exp

(
1

2

∫
T

log (2πw)
dθ

2π

)
, Λ(w) =

√
‖w‖1

The following Theorem was proved in [2].
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Theorem B.3 ([2]). Let w1(2) be two weights on (−π, π] so that

w1(θ) = w2(θ), θ ∈ [−ε, ε]

Then ∣∣∣∣φn(1;w1)

φn(1;w2)

∣∣∣∣ ≤ Λ(w2)

λ(w1)
+

2Λ(w1)

ελ(w1)

(∫
|θ|>ε
|φn(eiθ;w1)φn(eiθ;w2)|(w1 + w2)dθ

)
And we get the localization principle as a corollary.

Lemma B.4. (Localization principle [21]) Assume that

0 < m1 ≤ w1(2)(e
iθ) ≤ m2, θ ∈ [−π, π)

and

w1(eiθ) = w2(eiθ), θ ∈ [−ε, ε]

Then

εm1

m2

.

∣∣∣∣φn(1;w1)

φn(1;w2)

∣∣∣∣ . m2

εm1

The following (quick) proof can be found in [21].

Proof. Notice that∫ π

−π
|φn(eiθ, w1)φn(eiθ, w2)|w1dθ ≤

(∫ π

−π
|φn(eiθ, w2)|2w1dθ

)1/2

by Cauchy-Schwarz and normalization. Since

1 =

∫ π

−π
|φn(e−θ, w2)|2w2dθ ≥ m1

∫ π

−π
|φn(eiθ, w2)|2dθ

we see

∫ π

−π
|φn(eiθ, w1)φn(eiθ, w2)|w1dθ ≤

(
m2

m1

)1/2

Switching the roles of m1 and m2 we get the Lemma.
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B.4 Denisov’s argument in case of small deviation

The argument which comprises this section is due to Denisov in [21]. It is included for

the reader’s convenience and in order that the proof of Lemma 2.9 be contained within

this thesis.

Theorem B.5 (Denisov). For ε < 1,

sup
1≤w≤1+ε

‖Φn(eiθ;w)‖∞ > C(ε)ncε

for n > n0(ε).

See [21]. We will follow the strategy used in [2], constructing a large polynomial with

particular properties and decoupling the problem. Below, we introduce F̃ , φ∗n and check

that they satisfy conditions of Lemma 4.4. Then, we will control the deviation of the

weight from the constant. Notice that it is sufficient to consider ε ∈ (0, ε0) where ε0 is

sufficiently small.

(a) Consider auxiliary function Hn given by Hn = 2(1 − z)ε ∗ Fn. Clearly Hn is a

polynomial of degree n − 1. Since Re(1 − z)ε ≥ 0, z ∈ T and Fn ≥ 0, its real part is

strictly positive over T so Hn is zero-free in D. In Lemmas B.6 and B.9, more detailed

information is obtained, in particular,

|argHn| 6 Cε (B.6)

uniformly in θ ∈ [−π, π) and n > n(ε).

Because
∫ π
−π Fndθ = 1, we get

∫ π
−πHndθ = 2πH(0) = 2(2π). Since Fn is even and

Im(1− z)ε, z ∈ [−π, π] is odd, ImHn is odd on [−π, π] also.

(b) In Lemma B.9, take

F̃ = 2H−1
n (B.7)



94

From the properties of Hn, we get analyticity of F̃ in D and infinite smoothness on the

boundary. Since

Re F̃ = 2
ReHn

|Hn|2
, (B.8)

F̃ is Carathéodory function. Moreover, since Hn(0) = 2, we get the normalization

Re F̃ (0) = 1.

From (B.6) and (B.8), we also have

1 6 ReHn · Re F̃ 6 2 (B.9)

uniformly in θ ∈ [−π, π), n > n(ε).

(c) Let Qn be the analytic polynomial of degree n − 1 with no zeroes in D, which

satisfies

|Qn|2 =
(

Re F̃
)
∗ Fn, z ∈ T (B.10)

and Qn(0) > 0.

We let φ∗2n = αn(Qn +Q∗n +QnHn) where αn is the normalization constant chosen to

ensure that ‖φ−1
2n ‖2

L2(T) = 2π. Here Q∗n is understood as (∗)–operation of order 2n acted

on Qn. Thus deg φ∗n 6 2n.

To make sure that φ∗2n has no zeroes in D, we write

Qn +Q∗n +QnHn = Qn

(
1 +Hn +

Q∗n
Qn

)
.

Then, Qn is zero-free and 1 +Hn +Q∗n/Qn is analytic in D having the positive real part

since

ReHn > 0, Re

(
1 +

Q∗n
Qn

)
> 0, z ∈ T .

The last inequality is the consequence of |Q∗n| = |Qn|, z ∈ T.



95

We will show that

αn ∼ 1 (B.11)

uniformly in n > n(ε). Indeed,

|Qn +Q∗n +QnHn|2 =

∣∣∣∣Qn

(
1 +Hn +

Q∗n
Qn

)∣∣∣∣2 > |Qn|2(ReHn)2 = (ReHn)2(Re F̃ ∗ Fn) .

Let us rewrite the last expression using (B.8)

(ReHn)2(Re F̃ ∗ Fn) = (ReHn)2 Re F̃ · (Re F̃ ∗ Fn)

Re F̃
= 2

(ReHn)3

|Hn|2
· (Re F̃ ∗ Fn)

Re F̃
.

The second factor has absolute value uniformly bounded above and below in θ ∈ [−π, π)

and n > n(ε). This is due to Lemma B.8. From (B.6), we get

(ReHn)2

|Hn|2
∼ 1 .

Thus, |Qn + Q∗n + QnHn|2 > C ReHn uniformly in θ ∈ [−π, π), n > n(ε). Therefore,

Lemmas B.9, B.6, B.8, and (B.9) give

|θ|ε . |Qn +Q∗n +QnHn|2 . |Qn|2 =
(

Re F̃
)
∗ Fn . |θ|−ε

for θ ∈ [−π, π), uniformly in n > n(ε). Therefore, we have (B.11).

We can apply the Decoupling Lemma 4.4 now with 2n taken instead of n. Consider

the value of φ∗2n at z = 1. Since |Qn(eiθ)| is even and Qn(0) > 0, we have Qn(1) ∈ R.

Thus, Q∗n(1) = Qn(1) and

|φ∗2n(1, σ)|2 = α2
n|Qn(1)(2 +Hn(0))|2 ∼ |Re F̃ ∗ Fn|z=1 >

|Re F̃ |z=1 − |Re F̃ |z=1

∣∣∣∣∣Re F̃ ∗ Fn
Re F̃

− 1

∣∣∣∣∣
z=1

& F̃ |z=1
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by Lemma B.8. Now, (B.7) and Lemma B.9 yield

|φ∗n(1, σ)|2 & nε .

For the weight of orthogonality, we have by the Decoupling Lemma

σ′−1 = υnABC ,

where υn is n–dependent parameter, υn ∼ 1, and

A =
|Qn|2

Re F̃
, B = |2 +Hn(1− F̃ )|2, C =

∣∣∣∣∣ξ +
2 +Hn(1 + F̃ )

2 +Hn(1− F̃ )

∣∣∣∣∣
2

, ξ = ei(2nθ−2Θ) ,

(B.12)

where Θ = argQn.

Now, in what follows, we will consider a small ε–dependent interval Iε around θ = 0

and will control how each of the factors A and (BC) deviates from constants on Iε.

By Lemma B.8,

|A− 1| . ε (B.13)

uniformly in θ ∈ [−π, π) and n > n(ε).

For B, we can write

B = |2 +Hn(1− F̃ )|2 =

∣∣∣∣2(1− Hn

Hn

)
+Hn

∣∣∣∣2 . ε2 + |Hn|2 . ε2

on some Iε (due to estimates on Hn obtained in Lemma B.6), provided that n > n(ε).

Consider

J =
2 +Hn(1 + F̃ )

2 +Hn(1− F̃ )
.

Then, recalling (B.7) and Lemma B.6,

BC = B(1 + |J|2 + 2 Re(ξJ̄)) = B + B|J|2 + 2BRe(ξJ) (B.14)
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The first term is at most Cε2. For the third one, we have

|2BRe(ξJ)| .
√
B|2 +Hn(1 + F̃ )| . ε|2 +Hn(1 + 2H−1

n )| . ε .

By (B.8), the second term in (B.14) can be rewritten as

|2 +Hn(1 + F̃ )|2 = |4 +Hn|2 = 16 + 8 ReHn + |Hn|2 = 16 +O(ε)

over appropriate Iε for n > n(ε). To summarize, we have

σ′ = ωn (1 +O(ε))

uniformly over some Iε and n > n(ε), positive ωn depends on n only and ωn ∼ 1.

To apply Lemma B.4 later, we have to check that σ′ satisfies the global lower and

upper bounds, i.e., we need to verify that

ABC ∼ 1

uniformly in θ provided that n > n(ε) and ε is small. Indeed, for A, we use (B.13). To

control BC we argue differently:

BC =

∣∣∣∣4 +Hn + ξ

(
Hn + 2

(
1− Hn

Hn

))∣∣∣∣2 . (B.15)

It is clear that BC . 1. For the lower bound, we can use

∣∣∣∣1− Hn

Hn

∣∣∣∣ . ε

to get

4 +Hn + ξ

(
Hn + 2

(
1− Hn

Hn

))
= 4 +Hn +O(ε) + ξ

(
Hn

Hn

− 1

)
Hn + ξHn
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= 4 + (ξ + 1)Hn +O(ε) .

Since arg(1 + ξ) ∈ [−π/2, π/2] and | argHn| < Cε, we have

|4 + (ξ + 1)Hn +O(ε)| > 2

for small ε and n > n(ε). Therefore, we also have σ′ ∼ 1 uniformly in θ ∈ [−π, π) and

n > n(ε) provided that ε < ε0.

We constructed a probability measure σ given by weight σ′ which is bounded above

and below uniformly in n, it deviates from the constant by at most Cε on the interval

Iε centered at θ = 0. Moreover,

|φ2n(1, σ)| & nε/2 .

Finally, we are to use localization principle to make the deviation of the weight from

the constant smaller than Cε over the whole T. To that end, consider w1:

w1 =


1, θ /∈ Iε
σ′

min
Iε

σ′
, θ ∈ Iε

.

We have 1 6 w1 6 1 +O(ε) uniformly over T. Lemma B.4 gives

|φ2n(1, w1)| > C(ε)|φ2n(1, σ)| > C(ε)nε/2, n > n(ε) .
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B.5 Quantified properties of auxiliary polynomials

in Denisov’s argument

Lemma B.6. Let

Hn = 2(1− z)ε ∗ Fn

for Fn the Fejér kernel of order n. Then there exist ε0 so that for all ε ≤ ε0, there is

n0(ε) = exp
(
C
ε

)
so that

| argHn(eiθ)| . ε

for θ ∈ [−π, π) and n > n0. Further,

|Hn(eiθ)| ∼ n−ε + |θ|ε

for all θ ∈ [−π, π) and n > n0

Proof. This proof follows the proof of Lemma 6.2 in [21]. Note by Lemma B.9 it suffices

to prove this for |x| < π
4
. For such x,

H2n(x) = C(cos(επ/2)H(1)
n (x)− i sin(επ/2)H(2)

n (x))

We deal with the real part first. We have defined

H(1)
n (x) = n−1

∫ π

−π
|θ|ε sin

2(n(x− θ)/2)

(x− θ)2
dθ + εn(x)

We will handle εn(x) at the end. Let

g(t) =
sin2(t/2)

t2

For the first term, if |x| < π/4,

= n−1

∫ π

−π
|θ|ε sin

2(n(x− θ))
(x− θ)2

dθ = n−εMn(nx), Mn(x̂) =

∫ πn

−πn
|t|εg(θ̂ − t)dt
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For x̂ ∈ [−πn, πn], estimating the integral yields uniformly

Mn(x̂) ∼ 1 + |x̂|ε

For the imaginary part,

H(2)
n (x) = n−1

∫ π

−π
|θ|εsgn(θ)

sin2(n(x− θ))
(x− θ)2

dθ = n−εNn(nx) + εn(x)

where Nn is odd and satisfies |Nn(x̂)| ≤Mn(x̂) for all x̂ ∈ [−πn, πn].

Finally we control εn. For both real and imaginary parts (see [21]),

|εn(x)| ≤ C(n−1 + ε|x|1+ε + εn−1 log n)

Therefore we may take n & 1
ε
, and we have the Lemma.

We will find quantitative control over M ′
n(t) to be useful.

Lemma B.7.

|M ′
n(t)| . nε−2 + ε(1 + |t|)ε−1

Proof.

|M ′
n(t)| =

∣∣∣∣∫ πn

−πn
|s|εg′(s− t)ds

∣∣∣∣
. nε

(
1

(nπ − t)2 + 1
+

1

(nπ + t)2 + 1

)
+ ε

∫ πn

−πn
|s|ε−1sgns · g(s− t)ds

For the integral above, we write∫ πn

−πn
|s|ε−1sgns·g(s−t)ds =

∫ 1

0

sε−1(g(s−t)−g(−s−t))ds+
∫

1<|s|≤nπ
|s|ε−1sgns·g(s−t)ds

Applying the Mean Value Theorem to the first integrand, we have∣∣∣∣∫ 1

0

sε−1(g(s− t)− g(−s− t))ds
∣∣∣∣ . (1 + t2)−1
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and we have∣∣∣∣∫
1<|s|≤nπ

|s|ε−1sgns · g(s− t)ds
∣∣∣∣ . ∫

R
(1 + |s|)ε−1 1

(t− s)2 + 1
ds . (1 + |t|)ε−1

Putting these estimates together yields the Lemma.

Lemma B.8. Let

F̃ = 2H−1
n

Then there is ε0 so that for every 0 < ε ≤ ε0, there is n0(ε) so that∣∣∣∣∣Re F̃n ∗ Fn
Re F̃n

− 1

∣∣∣∣∣ . ε

uniformly for θ ∈ [−π, π), n > n0(ε). Moreover we may take

n0(ε) = exp

(
C

ε

)
Proof. This proof will follow the proof of Lemma 6.4 of [21]. We merely keep track of

the dependencies between n and ε.

Fix ε0 small. Notice first that uniformly in this ε, Re F̃ → Re(1−z)−ε and Re F̃∗Fn →

Re(1− z)−ε uniformly in π/2 ≤ |θ| ≤ π, since the smoothness of (1− z)ε in this region

is uniform as ε→ 0. Let x : |x| ≤ π/4. Then we have∣∣∣∣∣Re F̃ ∗ Fn
Re F̃

− 1

∣∣∣∣∣ . |Hn(θ)|
∣∣∣∣∫ π

−π
g(nx)

(
H−1
n (θ − x)−H−1

n (θ)
)
dx

∣∣∣∣
=

∣∣∣∣∫ π

−π
g(nx)

Hn(θ − x)−Hn(θ)

Hn(θ − x)
dx

∣∣∣∣
Inserting the asymptotics we know for Hn by Lemma B.6 we may bound

.
∫ π

−π

sin2(nx/2)

nx2

∣∣∣∣Mn(n(θ − x))−Mn(nθ)

Mn(n(θ − x))

∣∣∣∣ dx+ε

∫ π

−π

sin2(nx/2)

nx2

|Mn(n(θ − x)|+ |Mn(nθ)|
Mn(n(θ − x))

dx
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+Cn−1

∫ π

−π

∣∣∣∣Hn(θ − x)−Hn(θ)

Hn(θ − x)

∣∣∣∣ dx
By Lemma B.6 the last term is bounded by

Cn−1

∫ π

−π

1

|θ − x|ε
dx . n−1

The second term we may bound via the estimate Mn ∼ 1 + |x|ε by

ε

∫ πn

−πn

sin2(x̂/2)

x̂2

1 + |θ̂ − x̂|ε + |θ̂|ε

1 + |θ̂ − x̂|ε
dx̂ . ε

For the first term, split the integral in two:∫ π

−π

sin2(nx/2)

nx2

∣∣∣∣Mn(n(θ − x))−Mn(nθ)

Mn(n(θ − x))

∣∣∣∣ dx
.
∫
|x̂<logn

sin2(x̂/2)

x̂2

∣∣∣∣∣Mn(θ̂ − x̂)−Mn(θ̂

Mn(θ̂ − x̂)

∣∣∣∣∣ dx̂+

∫
|x̂|>logn

sin2(x̂/2)

x̂2

∣∣∣∣∣Mn(θ̂ − x̂)−Mn(θ̂)

Mn(θ̂ − x̂)

∣∣∣∣∣ dx̂
The last integral can be bounded by∫

|x̂|>logn

|x̂|−2+εdx̂ = O(log−1+ε n)

For the first integral, use the estimate for the derivative of Mn in Lemma B.7. This

yields

|Mn(θ̂ − x̂)−Mn(θ̂)| . nε−2|x̂|+

∣∣∣∣∣
∫ θ̂−x̂

θ̂

ε(1 + |ξ|)ε−1dξ

∣∣∣∣∣ . nε−2 log n+ ε(1 + |x̂|0.1)

by Hölder’s inequality, for ε sufficiently small.

Putting together the estimates we have shown yields the Lemma with n0(ε) =

exp (ε−1) as claimed.
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Lemma B.9. For δ > 0, we may take n0(δ), ε0(δ) so that

|Hn(z)− 2(1− z)ε| � 1

|F̃n(z)− (1− z)−ε| � 1

for n > n0, ε < ε0, uniformly in {z : z = eiθ, |θ| ≥ δ}

Proof. This is immediate because Fn is an approximation of the identity.

Given these properties we may prove Lemma 2.9.

Proof (Lemma 2.9). We examine the proof of Theorem 3.1 in [21] in the case of small

deviation, reproduced in section B.4. The proof of this Theorem constructs a weight w

which deviates from 1 by at most ε on T such that the orthonormal polynomials obey

|φn(1;w)| & C(ε)ncε

for n = n0(ε).

To prove Lemma 2.9, we need to take n sufficiently large to kill this C(ε); it is here

we pay our steep price.

The C(ε) above is a consequence of the localization principle. In the proof in B.4, we

estimate 3 quantities which do not vary much from constant on some interval Iε. The

price we need to pay to localize is then |Iε| ∼ C(ε) and we must inquire about the size

of this constant.

We rely essentially on two estimates. For Qn the Fejér-Riesz factorization of Re F̃n ∗

Fn, that is,

|Qn|2 = Re F̃ ∗ Fn

we need
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1. ∣∣∣∣ |Qn|2

Re F̃
− 1

∣∣∣∣ ≤ Cε

2.

|Hn| ≤ Cε

By Lemma B.8, item 1 in fact can be satisfied uniformly in θ if n = exp
(
C
ε

)
and so

it cannot hurt us.

Lemma B.6 tells us we must take the interval Iε sufficiently small and n sufficiently

large that

n−ε + |θ|ε ≤ Cε

That is,

|θ| ≤ ε
1
ε , n ≥ exp

(
| ln ε|
ε

)
So for fixed ε, we may take n such that

|φn(1;w)| & ε
1
εncε

if we enforce n ≥ exp
(
| ln ε|
ε

)
. We also need n sufficiently large so that

ε
1
εnc1ε & nc2ε

for some 0 < c2 < c1.

Solving this inequality for n we must take

n ≥ exp

(
C| log ε|
ε2

)
and this is the quantity which appears in Lemma 2.9.
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We have seen that the weight w may be chosen to deviate at most ε from constant

and have polynomials |φn(1;w)| & ncε for n ≥ exp
(
C| ln ε|
ε2

)
= n0(ε), but we have not yet

seen the regularity claimed in properties (2) and (3) of Lemma 2.9. Let

VPn = 2F2n − Fn (B.16)

where

Fn =
1

n

(
sin(nθ/2)

sin(θ/2)

)2

(B.17)

so that Fn is the Féjer kernel. We call VPn the de la Vallée-Poussin kernel of order

n. Notice the Fourier transform of VPn is constant 1 on modes in [−n, n]. Then, for

n ≥ n0(ε) fixed, let

w̃ = VPn ∗ w

Then w̃ has the same first n moments as w, and therefore its polynomials agree for

indices j ≤ n; that is

Φj(z;w) = Φj(z; w̃), j ≤ n

So w̃ satisfies conclusion (1) of Lemma 2.9.

We estimate the smoothness of w̃. Write w = w − 1 + 1. Then

VPn ∗ w = VPn ∗ (w − 1) + 1

Since ‖VPn‖1 ≤ 3 by (B.16), ‖VPn ∗ (w − 1)‖∞ ≤ 3ε. Up to the factor of 3 this is

property (2) in Lemma 2.9 for the weight w̃. Further, VPn ∗ (w − 1) is a trigonometric

polynomial so we may apply Bernstein’s inequality to say∥∥∥∥ ddθ [VPn ∗ (w − 1)]

∥∥∥∥
∞
≤ 3nε (B.18)

Since d
dθ

1 = 0, (B.18) yields property (3) in Lemma 2.9 with a factor of 3. Replacing ε

with ε/3 proves the Lemma.
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Appendix C

Riemann-Hilbert analysis of weight

with jump–proof of Lemma 4.5

C.1 Setup

We wish to analyze the asymptotics of the orthogonal polynomials with respect to the

weight

f(z) = eεgi,− iε
π

(z)g−i, iε
π

(z),

where z = |z|eiθ, θ ∈ [0, 2π). For zj = eiθj ,

gzj ,βj =

 eiπβj : 0 ≤ arg z < θj

e−iπβj : θj ≤ arg z < 2π

as defined in the main text.

This f belongs to the class of Fisher-Hartwig weights considered in [18] (see also

[30] for the weight on the real line), so much of this Appendix consists of examining the

results of [18]. Recall the three properties of these polynomials we need:

1.

|Φ∗n(z)| ∼ 1,



107

2.

‖Φ∗nΨ∗n + zΦnΨn‖L∞(T) >ε lnn,

3.

Ψ∗n(z)

Φ∗n(z)
+

Ψ∗n(−z)

Φ∗n(−z)
= O(1),

for z ∈ T, n > n0(ε).

As was noted in [5] and [36], the orthogonal polynomials of the first and second kinds

satisfy a particular Riemann-Hilbert problem with contour C = T. If Y is defined by

Y (z) =


Φn(z)

∫
T

Φn(ξ)

ξ − z
f(ξ)dξ

2πiξn

−Φ∗n−1(z) −
∫
T

Φn−1(ξ)

ξ − z
f(ξ)dξ

2πiξ

 (C.1)

then it satisfies the following Riemann-Hilbert problem:

• Y (z) is analytic in C\T.

• For z ∈ T\{i,−i}, Y has continuous boundary values Y+(z) as z approaches T

from the inside, and Y−(z) from the outside, related by the jump condition

Y+(z) = Y−(z)

 1 z−nf(z)

0 1

 .

• Y (z) has the following asymptotic behavior at infinity:

Y (z) =

(
I +O

(
1

z

)) zn 0

0 z−n

 .
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• As z → ±i, z ∈ C\T,

Y (z) =

 O(1) O(ln |z −±i|)

O(1) O(ln |z −±i|)

 .

In what follows, we consider n to be a sufficiently large but fixed parameter.

The analysis of Riemann-Hilbert problems of this type proceeds by enclosing the

singularity points zj by small but fixed disks Uzj , enclosing the curve C = T by lenses

meeting in these disks, solving the Riemann-Hilbert problems induced in these regions,

and finally stitching them back together. For Fisher-Hartwig singularities this was per-

formed in [18]. Since two of our estimates must be uniform over z ∈ T, we will be

concerned with the formulas that result in the regions enclosed by Uzj as well as the the

regions outside Uzj but inside the lenses.

Before we begin the analysis of the Riemann-Hilbert problem, we list a few useful

identities and notations. Following [18], our complex logarithm will be cut at the negative

real axis unless otherwise noted.

dµ =
f

2π cosh ε
dθ is a probability measure. Therefore one has (see [65], equation

(3.2.53)):

S(µ)Φ∗n−1(z)−Ψ∗n−1(z) = zn−1

∫
T

eiθ + z

eiθ − z
Φn−1(eiθ)dµ

= zn−1

∫
T

eiθ − z + 2z

eiθ − z
Φn−1(eiθ)dµ = 0 + 2zn

∫
T

Φn−1(ξ)

ξ − z
f(ξ)dξ

i2πξ cosh ε

so

−Y22(z) =

∫
T

Φn−1(ξ)

ξ − z
f(ξ)dξ

2πiξ
=

1

2zn
(
F (z)Φ∗n−1(z)− (cosh ε)Ψ∗n−1(z)

)
, (C.2)

where F is the Carathéodory function associated to f(θ) dθ
2π

(i.e. F = S(f/2π)), and Ψn

is the second kind polynomial associated to Φn.
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The exact expression for our F is easy to compute:

F (z) =

∫
T

eiθ + z

eiθ − z
f(θ)

dθ

2π

= −i(e
ε − e−ε)
π

ln

(
i− z
i+ z

)
+

1

2
(e−ε + eε). (C.3)

We will use the following notation from [18]:

β1 = −iε/π, α1 = 0, z1 = i

β2 = iε/π, α2 = 0, z2 = −i

Before we discuss the results obtained in [18] we introduce a confluent hypergeomet-

ric function ψ(a, b, ζ) which plays the key role in the analysis of the Riemann-Hilbert

problem. We will have to use many facts about ψ. For this purpose we refer the reader

to the National Institute of Standards and Technology’s Digital Library of Mathematical

Functions [57] and the appendix of [37].

The function ψ(a, b, ζ) is the confluent hypergeometric function of the second kind,

often written as U(a, b, ζ). It is defined as the unique solution to Kummer’s equation

ζ
d2w

dζ2
+ (b− ζ)

dw

dζ
− aw = 0,

satisfying w(a, b, ζ) ∼ ζ−a as ζ → ∞. We will be interested in the following choices of

the parameters: b = 1 and a = {βj, 1 + βj}, j = 1, 2. The function ψ is analytic in ζ

on the universal cover of C\{0} and can be represented by the series (formula 13.2.9 in

[57]):

ψ(a, 1, ζ) = − 1

Γ(a)

∞∑
k=0

(a)k
k!2

ζk
(

ln ζ +
Γ′(a+ k)

Γ(a+ k)
− 2Γ′(k + 1)

Γ(k + 1)

)
, (C.4)

where (a)k =
Γ(a+ k)

Γ(a)
is the Pochhammer symbol. This allows us to write ψ as

ψ(ζ) = g(ζ) ln ζ + h(ζ), (C.5)
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where g and h are entire and single-valued. In particular, we have

ψ(a, 1, ζ) = − 1

Γ(a)

(
ln ζ +

Γ′(a)

Γ(a)
− 2Γ′(1)

Γ(1)

)
+O(ζ ln ζ) (C.6)

for ζ : |ζ| < 1. The precise asymptotics of ψ as ζ ∈ C → ∞,−3π/2 < arg ζ < 3π/2 for

fixed a is (formula (7.2) in [37])

ψ(a, 1, ζ) = ζ−a[1− a2ζ−1 +O(ζ−2)] (C.7)

This asymptotics is a consequence of the following integral representation of ψ (formula

(7.3), [37]):

ψ(a, 1, ζ) =
1

Γ(a)

∫ ∞e−iα
0

ta−1(1+t)−ae−ζtdt, −π < α < π, −π/2+α < arg ζ < π/2+α.

That representation, in particular, implies that

sup
u∈iR,|u|>1

|ψ(±iε, 1, u)| → 1, ε→ 0 (C.8)

and

sup
u∈iR,|u|>1

|ψ(1± iε, 1, u)− ψ(1, 1, u)| → 0, ε→ 0. (C.9)

The crucial property of ψ which makes it indispensable for the Riemann-Hilbert analysis

is the following transformation formula (formula (7.30) in [37])

ψ(a, c, e−2πiζ) = e2πiaψ(a, c, ζ)− 2πi

Γ(a)Γ(a− c+ 1)
eiπaeζψ(c− a, c, e−iπζ).

Following [18], we will use the convention that, unless otherwise mentioned, ζ always

satisfies 0 6 arg ζ < 2π.

Concerning the logarithmic derivative of the Gamma function (the digamma func-

tion) which appears above, we will have occasion to use its reflection formula (equation

5.15.6, [57])

Γ′(1− z)

Γ(1− z)
− Γ′(z)

Γ(z)
= π cot(πz). (C.10)



111

We compute the Szegő function of the weight under consideration before we begin

D(z) = exp

(
1

2πi

∫
T

ln f(s)

s− z
ds

)
= exp

(
ε

πi
ln

(
i− z
i+ z

))
. (C.11)

C.2 Asymptotic formulas for solution of the Riemann-

Hilbert problem

In the next subsection we recall how asymptotics of Y on T is obtained through solving

the Riemann-Hilbert problem. Then we will apply this asymptotics to prove Lemma

4.5.

In [18], the Riemann-Hilbert problem undergoes various transformations until it is in

a form for which explicit solutions can be written. The singularity points: i, −i, along

with the artificially introduced point z = 1 (though the analysis reduces to triviality

here and we drop this case) are all enclosed by the small disks Ui, U−i of fixed radius

δ > 0. The remainder of the unit circle is enclosed in “lenses” (see Figure 2).

We trace through the various transformations of the RH problem for z away from

the points of singularity i and −i. These reductions are:

Y → T → S → R . (C.12)

We will explain each of these transformations below. Our analysis will be limited to the

case when ε ∈ (0, ε0], n > n0(ε), |z| ≤ 1 and z belongs to one of the lenses. This choice is
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z = −i

z = i
Region I Region IV

Figure 2: Setup of Riemann-Hilbert problem on T

motivated by our goal to control Y only on the unit circle T itself so we will only need

to take |z| = 1 later on. In these domains, some of the transformations in (C.12) are

trivial, e.g., T = Y (formula (4.1) in [18]).

Then, (formula (4.3), [18]), S is related to T by

S(z) = T (z)

 1 0

−f(z)−1zn 1

 .

Now, the original Riemann-Hilbert problem for Y can be written in terms of S and its

solution proceeds by first choosing various parametrices (approximate solutions) in each

of the domains. The parametrices outside of ∪jUzj and inside of each Uzj will be denoted

byN and Pzj , respectively. Our final transformation is toR, which satisfies the Riemann-

Hilbert problem of very special form. In fact, the correct choices of parametrices N and

Pzj makes it possible to say that each jump in the Riemann-Hilbert problem for R is of

the form I +O(n−1) when n→∞ on each of the contours involved (see (4.57)–(4.59) of

[18]) and an asymptotics of R at infinity is I + O(1/z). Then, the standard argument
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(see, e.g., [19]) implies that

R = I +O(n−1) (C.13)

uniformly over z ∈ C. It is clear now that the main asymptotics of Y is captured by N

and Pzj . Below we will discuss these parametrices in detail.

Case 1. Parametrix N , z outside of Uzj

For z : |z| < 1, we write (formula (4.7), [18])

N(z) =

 D(z) 0

0 D(z)−1


 0 1

−1 0


R(z) = S(z)N−1(z)

and

R(z) = I +O

(
1

n

)
by equations (4.61) and (4.65)-(4.71) in [18]. Since we are away from the singularities

of the weight all terms are uniformly bounded. Collecting O
(

1
n

)
errors, we have

S(z) = N(z) +O

(
1

n

)
.

Reversing these transformations

Y (z) = T (z) = S(z)

 1 0

−f(z)−1zn 1


−1

=

(
N(z) +O

(
1

n

)) 1 0

f(z)−1zn 1



=


 D(z) 0

0 D(z)−1


 0 1

−1 0

+O

(
1

n

)
 1 0

f(z)−1zn 1

 .

So

Y (z) =

 znf−1D(z) D(z)

−D(z)−1 0

+O

(
1

n

)
, (C.14)
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when |z| < 1 and z /∈ Uzj . Now, to get asymptotical behavior of Y (z) (and thus of Φ∗n(z)

and Ψ∗n(z) by formula (C.2)) on T but outside Uzj , we need to take |z| → 1 in (C.14)

and this gives

Y (z) =

 znf−1D+(z) D+(z)

−D+(z)−1 0

+O

(
1

n

)
(C.15)

uniformly over z ∈ T, z /∈ Uzj .

Case 2: Parametrix Pzj , z ∈ Uzj .

The nature of the singularities of the weight f at points z1 and z2 is the same so we will

discuss only asymptotics in Uz1 in detail. By (4.23) in [18], we write

Pzj(z) = E(z)Ψ(j)(z)

 zn/2 0

0 z−n/2

 ,

where E(z) is chosen so that Pzj and N approximately match across ∂Uzj . For example,

we choose region I on Figure 2 (we can also take the similar domain around z2). This

corresponds to |z| < 1, 0 < arg z
zj
< π/2. By introducing ζ = n ln z

zj
we get arg ζ ∈

(π/2, π) and the choice of E and Ψ(j) are made by (formula (4.32), [18])

Ψ
(I)
j (ζ) =

 ψ(βj, 1, ζ)e2iπβj

(
z
zj

)−n/2
−eiπβjψ(1− βj, 1, e−iπζ)

(
z
zj

)n/2
Γ(1−βj)

Γ(βj)

−eiπβjψ(1 + βj, 1, ζ)
(
z
zj

)−n/2
Γ(1+βj)

Γ(−βj) ψ(−βj, 1, e−iπζ)
(
z
zj

)n/2


:=

 e2iπβj

(
z
zj

)−n/2
ψ

(j)
1 −eiπβj

(
z
zj

)n/2
c

(j)
2 ψ

(j)
3

−eiπβj
(
z
zj

)−n/2
c

(j)
1 ψ

(j)
2

(
z
zj

)n/2
ψ

(j)
4

 (this defines ψ
(j)
1,2,3,4, c

(j)
1,2)

and (formula (4.47))

E(z) = N(z)

 ζβj 0

0 ζ−βj


 z

−n/2
j 0

0 z
n/2
j


 e−2πiβj 0

0 eπiβj

 .
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Multiplying matrices, we find

Pzj(z) =

 0 D(z)

−D(z)−1 0


 ζβjψ

(j)
1 −e−πiβjc(j)

2 ζβjz−nj ψ
(j)
3

−e2πiβjc
(j)
1 znj ζ

−βjψ
(j)
2 eπiβjζ−βjψ

(j)
4

 .

Restricting our attention to j = 1, and using the notation Y (1,I) to identify this as the

solution Y in region I around point z1 = i:

Y (1,I) = T = RPz1

 1 0

f(z)−1zn 1

 .

We have again

R(z) = S(z)P−1
z1

(z)

and

R(z) = I +O

(
1

n

)
as follows from (C.13). Since we have singularities in our expressions, we will leave R in

this form for now. This yields

Y (1,I)(z) =

(
I +O

(
1

n

))
Pz1(z)

 1 0

f−1zn 1

 (C.16)

=

(
I +O

(
1

n

)) 0 D(z)

−D(z)−1 0

×
 ζ−iε/πψ

(1)
1 −e−εc(1)

2 ζ−iε/πi−nψ
(1)
3

−e2εc
(1)
1 inζ iε/πψ

(1)
2 eεζ iε/πψ

(1)
4


 1 0

f−1zn 1
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=

(
I +O

(
1

n

)) 0 D(z)

−D(z)−1 0

×
 ζ−iε/πψ

(1)
1 − e−εf−1znc

(1)
2 ζ−iε/πi−nψ

(1)
3 −e−εc(1)

2 ζ−iε/πi−nψ
(1)
3

−e2εc
(1)
1 inζ iε/πψ

(1)
2 + eεf−1znζ iε/πψ

(1)
4 eεζ iε/πψ

(1)
4



=

(
I +O

(
1

n

)) D(z)(−e2εc
(1)
1 inζ iε/πψ

(1)
2 + eεf−1znζ iε/πψ

(1)
4 ) D(z)eεζ iε/πψ

(1)
4

−D(z)−1(ζ−iε/πψ
(1)
1 − e−εf−1znc

(1)
2 ζ−iε/πi−nψ

(1)
3 ) D(z)−1e−εc

(1)
2 ζ−iε/πi−nψ

(1)
3

 .

In Uz2 , the calculations are exactly the same, but with z1 = i replaced by z2 = −i and

β1 replaced by β2 = −β1. Therefore, we have

Y (2,I)(z) =(
I +O

(
1

n

)) D(z)(−e−2εc
(2)
1 (−i)nζ−iε/πψ(2)

2 + e−εf−1znζ iε/πψ
(2)
4 ) D(z)e−εζ−iε/πψ

(2)
4

−D(z)−1(ζ iε/πψ
(2)
1 − eεf−1znc

(2)
2 ζ iε/π(−i)−nψ(2)

3 ) D(z)−1eεc
(2)
2 ζ iε/π(−i)−nψ(2)

3

 .

Recalling that

f(z) =

 eε, −π/2 ≤ arg z < π/2

e−ε, otherwise
,

we see that f = e−ε in Uz1 , region I, and f = eε in region I of Uz2 . Thus, we get

Y (1,I)(z) =

(
I +O

(
1

n

))
×

 e2εD(z)(−c(1)
1 ζ iε/πinψ

(1)
2 + znζ iε/πψ

(1)
4 ) D(z)eεζ iε/πψ

(1)
4

−D(z)−1(ζ−iε/πψ
(1)
1 − znc

(1)
2 ζ−iε/πi−nψ

(1)
3 ) D(z)−1e−εc

(1)
2 ζ−iε/πi−nψ

(1)
3

 (C.17)

and

Y (2,I)(z) =

(
I +O

(
1

n

))
×



117 e−2εD(z)(−c(2)
1 ζ−iε/π(−i)nψ(2)

2 + znζ−iε/πψ
(2)
4 ) D(z)e−εζ−iε/πψ

(2)
4

−D(z)−1(ζ iε/πψ
(2)
1 − znc

(2)
2 ζ iε/π(−i)−nψ(2)

3 ) D(z)−1eεc
(2)
2 ζ iε/π(−i)−nψ(2)

3

 .

(C.18)

Because of the singularities involved, we must take care in performing this last multipli-

cation. Denote by Ỹzj the right-hand matrix in the above equation. That is

Ỹ
(I)
i (z) := e2εD(z)(−c(1)

1 ζ iε/πinψ
(1)
2 + znζ iε/πψ

(1)
4 ) D(z)eεζ iε/πψ

(1)
4

−D(z)−1(ζ−iε/πψ
(1)
1 − znc

(1)
2 ζ−iε/πi−nψ

(1)
3 ) D(z)−1e−εc

(1)
2 ζ−iε/πi−nψ

(1)
3

 , (C.19)

Ỹ
(I)
−i (z) := e−2εD(z)(−c(2)

1 ζ−iε/π(−i)nψ(2)
2 + znζ−iε/πψ

(2)
4 ) D(z)e−εζ−iε/πψ

(2)
4

−D(z)−1(ζ iε/πψ
(2)
1 − znc

(2)
2 ζ iε/π(−i)−nψ(2)

3 ) D(z)−1eεc
(2)
2 ζ iε/π(−i)−nψ(2)

3

 .

(C.20)

We begin be proving Lemma 4.6.

Proof. (Lemma 4.6). We only need to use formula (1.23) from [18]. This equation shows,

in the notations introduced above,

−αk−1 = Φk(0) = k−2β1−1zk1 22β2
Γ(1 + β1)

Γ(−β1)
+ k−2β2−1zk2 22β1

Γ(1 + β2)

Γ(−β1)
+ rk,ε (C.21)

and

|rk,ε| < Cε(k + 1)−2. (C.22)

Remark. The estimates (C.21), (C.22), and (1.3) imply that the recursion coeffi-

cients under consideration satisfy

‖{γk}‖`2 .
√
ε, |γk| <ε (k + 1)−1. (C.23)
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Recall that Ψn and Ψ∗n satisfy recursion Ψn+1 = zΨn + γnΨ∗n

Ψ∗n+1 = Ψ∗n + γnzΨn

(C.24)

and we have

|Ψn+1| ≤ |Ψn|(1 + |γn|), |Ψ0| = 1

Iterating this formula and using (C.23) we get a rough upper bound

‖Ψn‖L∞(T) <ε n
Cε . (C.25)

This estimate can be substantially improved by Riemann-Hilbert analysis but (C.25)

will be good enough for our purposes.

Now we are ready to verify Lemma 4.5.

C.3 First claim of Lemma

In this section we verify

|Φ∗n(z)| ∼ 1, z ∈ T for ε ∈ (0, ε0] and n > n0(ε)

We consider two cases.

Case 1: z outside Uzj

By equation (C.14), Φ∗n(z) → D+(z)−1 uniformly in this region. Since |D+| = f 1/2 a.e.

on T, this trivially implies our desired estimate for z outside of U±i.

Case 2: z inside Uzj
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We consider the boundary values as |z| → 1 in the asymptotics for Y . Notice that, since

|D+|2 = f , we have |D+| = e−ε/2 in region I around z = i. We will focus on region I

where ζ = iu, u > 0. In the other regions, analysis is the same. Recall that ζ = n ln z
i
.

So, if z = ei(π/2+τ), τ > 0, we have

ζ−iε/π =
(
n ln

z

i

)−iε/π
= (niτ)−iε/π = eε/2e−

iε
π

ln(nτ).

Therefore, in region I, in which arg z
i
> 0, one has∣∣∣∣ 1

D(z)ζ iε/π

∣∣∣∣ = eε. (C.26)

Similarly, in region IV, the other side of i, |D(z)| = eε/2 and |ζ−iε/π| = |e−iεπ−1 ln ζ | = e3ε/2

(since arg ζ = 3π/2). We again obtain

∣∣∣∣ 1

D(z)ζ iε/π

∣∣∣∣ = eε.

Consider the expressions involving the ψ in the first column of Ỹ
(I)
i (z). We focus on

Ỹ
(I)
i,21, the bottom left corner of the Ỹ matrix. Due to (C.26) and definition of ζ,∣∣∣Ỹ (I)
i,21(z)

∣∣∣ = eε
∣∣∣ψ(1)

1 −
(z
i

)n
c

(1)
2 ψ

(1)
3

∣∣∣ = eε
∣∣∣∣ψ(−iεπ , 1, ζ

)
− eζ

Γ(1 + iε
π

)

Γ(− iε
π

)
ψ

(
1 +

iε

π
, 1, e−iπζ

)∣∣∣∣ .
Consider

Ω(ζ, ε) = ψ

(
−iε
π
, 1, ζ

)
− eζ

Γ(1 + iε
π

)

Γ(− iε
π

)
ψ

(
1 +

iε

π
, 1, e−iπζ

)
.

It is the analysis of this function which concerns us. We want to show that

max
ζ=iu,u∈R

||Ω(ζ, ε)| − 1| → 0, ε→ 0.

We do this in two steps. The estimates (C.7),(C.8), and (C.9) imply that

max
ζ=iu,|u|>1

||Ω(ζ, ε)| − 1| → 0, ε→ 0.

For |ζ| < 1, we will use series (C.4) for ψ. We want to show

max
ζ=iu,|u|<1

||Ω(ζ, ε)| − 1| → 0, ε→ 0.
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Recall that Γ(ζ) has a pole at 0 so limε→0 Γ−1(±iε) = 0. From (C.5), we get

Ω(ζ, ε) =

(ln ζ)g(−iε/π, ζ)+h(−iε/π, ζ)−eζ Γ(1 + iε/π)

Γ(−iε/π)

(
(ln(e−iπζ))g(1+iε/π, e−iπζ)+h(1+iε/π, e−iπζ)

)
,

where

g(a, ζ) = − 1

Γ(a)

∞∑
k=0

(a)k
k!2

ζk, (C.27)

h(a, ζ) = − 1

Γ(a)

∞∑
k=0

(a)k
k!2

ζk
(

Γ′(a+ k)

Γ(a+ k)
− 2Γ′(k + 1)

Γ(k + 1)

)
. (C.28)

These expansions converge uniformly in ζ : |ζ| < 1 and the coefficients depend on ε

explicitly. In Ω, the logarithmic singularities cancel each other as follows (recall that

ζ = iu, u > 0)

− ln ζ

Γ(−iε/π)
+

ln(e−iπζ)

Γ(−iε/π)
=

−iπ
Γ(−iε/π)

→ 0, ε→ 0,

where we accounted for the first terms in the series (C.27) and (C.28) only since for the

other terms we can use

|ζ ln ζ| . 1, |ζ| < 1.

Therefore, the required asymptotics of Ω will follow from

− lim
ε→0

Γ′(−iε/π)

Γ2(−iε/π)
= 1.

Now, recall that (C.1), (C.20), (C.16) yield

−Φ∗n−1(z) = O(n−1)Ỹ
(I)
i,11(z) + (1 +O(n−1))Ỹ

(I)
i,21(z).

The analysis to show that Ỹ
(I)
i,11(z) = O(1) is nearly identical to that showing |Ỹ (I)

i,21(z)| ∼ 1

except that it may be performed with less care, since only an upper bound is needed.

The estimates we obtained prove (4.10) in Lemma 4.5.
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C.4 Second statement

Here we verify the statement

‖Φ∗nΨ∗n + zΦnΨn‖L∞(T) >ε lnn

We will investigate Φ∗nΨ∗n + zΦnΨn for z = eiθ, θ ∈ (π/2 + n−0.5, π/2 + 2n−0.5). Since

ζ = n ln
z

i
= iu, u ∼

√
n, this puts us in the ζ →∞ regime when using the parametrix

Pz1 . This also allows us to easily perform the final multiplication in (C.16), since all

elements in the Ỹ matrix are O(1) when |ζ| > 1. Recall equation (C.2):

2znY22(z) = (cosh ε)Ψ∗n−1(z)− F (z)Φ∗n−1(z). (C.29)

Performing the multiplication and noting the error, (C.19) gives

Y22(z) = D(z)−1e−εc
(1)
2 ζ−iε/πi−nψ

(1)
3 +O

(
1

n

)
.

By (C.7), D(z)−1e−εc
(1)
2 ζ−iε/πi−nψ

(1)
3 = O(n−1/2) and Y22(z) = O(n−1/2). Similarly, by

equation (C.19),

Φ∗n = D−1 +O

(
1√
n

)
(C.30)

for ζ = iu, u ∼
√
n. Therefore we have

|Ψ∗n(z)| ∼ ε lnn (C.31)

due to (C.3). Recall that znΦ∗n = Φn. So, we can write

Φ∗nΨ∗n + zΦnΨn = Φ∗nΨ∗n + z2n+1Φ∗nΨ∗n = Φ∗nΨ∗n

(
1 + z2n+1 Φ∗nΨ∗n

Φ∗nΨ∗n

)
.

Inserting (C.29),(C.30), and using |D| ∼ 1, we have
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Φ∗nΨ∗n
Φ∗nΨ∗n

=
F (z)(D(z)−2 +O(1/

√
n))

F (z)(D(z)−2 +O(1/
√
n))

=
F

F
·
(
D

D

)−2

(1 +O(n−0.5)). (C.32)

From (C.3) and (C.11) we can compute

F

F
= −1 + o(1), n→∞

and

D

D
= exp

(
2iε

π
ln(θ/2− π/4)

)
(1 + o(1)), n→∞

in our range of z = eiθ. Therefore, substitution into (C.32) shows that there is some

θ0 : θ0 ∈ (π/2 + n−0.5, π/2 + 2n−0.5) for which∣∣∣∣∣1 + z2n+1
0

Φ∗n(z0)Ψ∗n(z0)

Φ∗n(z0)Ψ∗n(z0)

∣∣∣∣∣ ∼ 1

where z0 = eiθ0 .

Since, by (C.31), we have |Ψ∗n(z0)| = O(lnn), and |Φ∗n| ∼ 1, we get

‖Φ∗nΨ∗n + zΦnΨn‖L∞(T) >ε lnn

as desired.

C.5 Final statement

Here we prove the claim

Ψ∗n(z)

Φ∗n(z)
+

Ψ∗n(−z)

Φ∗n(−z)
= O(1), z ∈ T, n > n0(ε)

Outside of Uz1(2) this statement is trivial by (C.14), so we only consider z inside Uz1(2) .

Further, since the calculations are exactly similar in Ui and U−i, we let z ∈ Ui.
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Before we proceed with the analysis let us make two remarks. First, since |Φ∗n| ∼

1, n > n0(ε), we only need to show that U2n, defined by U2n(z) = Ψ∗n(z)Φ∗n(z) +

Ψ∗n(−z)Φ∗n(−z), satisfies

‖U2n‖L∞(T) . 1,

Secondly, U2n is a polynomial of degree at most 2n and

‖U2n‖L∞(T) . nCε

by (C.25). The Bernstein inequality gives us

‖U ′2n‖L∞(T) . n1+Cε

Thus, to prove ‖U2n‖L∞(T) = O(1), we only need

|U2n(eiθ)| . 1 (C.33)

for θ : θ ∈ (π/2 + e−
√
n, π/2 + δ1) and the parameter δ1 here is of the same size as the

radius of Ui.

Recall that Y (1(2),I) denotes the Y matrix in the region I that corresponds to point

z1(2), respectively. By (C.2),

2zn
Y

(1,I)
22 (z)

Y
(1,I)

21 (z)
+2(−z)n

Y
(2,I)

22 (−z)

Y
(2,I)

21 (−z)
=
(
F (z)+F (−z)

)
−(cosh ε)

(
Ψ∗n−1(z)

Φ∗n−1(z)
+

Ψ∗n−1(−z)

Φ∗n−1(−z)

)
,

so we want to show(
F (z) + F (−z)

)
− 2

(
zn
Y

(1,I)
22 (z)

Y
(1,I)

21 (z)
+ (−z)n

Y
(2,I)

22 (−z)

Y
(2,I)

21 (−z)

)
= O(1)

uniformly on T provided that n is large enough.

The formula (C.3) implies

F (z) + F (−z) = −i(e
ε − e−ε)
π

(
ln

(
i− z
i+ z

)
+ ln

(
i+ z

i− z

))
+ e−ε + eε = eε + e−ε.
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Due to this cancellation, we may focus on

zn
Y

(1)
22 (z)

Y
(1)

21 (z)
+ (−z)n

Y
(2)

22 (−z)

Y
(2)

21 (−z)

where z = eiθ, θ ∈ (π/2 + e−
√
n, π/2 + δ1). Since we know that |Φ∗n| ∼ 1 uniformly on T,

we may multiply out the denominators and only examine

znY
(1)

22 (z)Y
(2)

21 (−z) + (−z)nY
(2)

22 (−z)Y
(1)

21 (z).

We must take care in performing the final multiplication in the Riemann-Hilbert prob-

lem. We have previously seen that Y21(z) = Ỹ21(z) + O
(

1
n

)
∼ O(1) uniformly z ∈ T.

Therefore,

znY
(1)

22 (z)Y
(2)

21 (−z) + (−z)nY
(2)

22 (−z)Y
(1)

21 (z) = (C.34)

znỸ
(1)

22 (z)Ỹ
(2)

21 (−z) + (−z)nỸ
(2)

22 (−z)Ỹ
(1)

21 (z) +O

max
j=1,2

∣∣∣Ỹ (j)
12 (z)

∣∣∣+
∣∣∣Ỹ (j)

22 (z)
∣∣∣

n

 .

Since the final term has a logarithmic singularity at z = i, we will handle it away from

this point. In the range z = eiθ, π/2 + e−
√
n < θ < π/2 + δ1, we have (by (C.19) and

estimates on ψ)

max
j=1,2

|Ỹ (j)
12 (z)|+ |Ỹ (j)

12 (z)|
n

= O

(
| ln ζ|
n

)
= O(

√
n/n) = O(n−1/2).

So, it suffices to show

znỸ
(1)

22 (z)Ỹ
(2)

21 (−z) + (−z)nỸ
(2)

22 (−z)Ỹ
(1)

21 (z) = O(1). (C.35)

By (C.19) and (C.20), we have

znỸ
(1)

22 (z)Ỹ
(2)

21 (−z) + (−z)nỸ
(2)

22 (−z)Ỹ
(1)

21 (z) =

1

eεD(z)ζ iε/π

(z
i

)n
c

(1)
2 ψ

(1)
3

(
−ζ iε/π

D(−z)

(
ψ

(2)
1 −

(
−z
−i

)n
c

(2)
2 ψ

(2)
3

))
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+
eεζ iε/π

D(−z)

(
−z
−i

)n
c

(2)
2 ψ

(2)
3

(
−1

D(z)ζ iε/π

(
ψ

(1)
1 −

(z
i

)n
c

(1)
2 ψ

(1)
3

))
.

Notice it is not ambiguous to leave the arguments of the ψ functions unidentified, as

ζ = n ln
z

zj
and

z

i
=
−z
−i

. Taking absolute values, we have∣∣∣znỸ (1)
22 (z)Ỹ

(2)
21 (−z) + (−z)nỸ

(2)
22 (−z)Ỹ

(1)
21 (z)

∣∣∣ =

|D(z)D(−z)|−1
∣∣∣e−ε (c(1)

2 ψ
(1)
3 ψ

(2)
1 −

(z
i

)n
c

(1)
2 c

(2)
2 ψ

(2)
3 ψ

(1)
3

)
+ eε

(
c

(2)
2 ψ

(1)
1 ψ

(2)
3 −

(z
i

)n
c

(1)
2 c

(2)
2 ψ

(2)
3 ψ

(1)
3

)∣∣∣

.

∣∣∣∣e−εΓ(1 + iε
π

)

Γ(− iε
π

)
ψ

(
1 +

iε

π
, 1, e−iπζ

)
ψ

(
iε

π
, 1, ζ

)
+eε

Γ(1− iε
π

)

Γ( iε
π

)
ψ

(
1− iε

π
, 1, e−iπζ

)
ψ

(
−iε
π
, 1, ζ

)

−(eε + e−ε)
Γ(1 + iε

π
)

Γ(− iε
π

)

Γ(1− iε
π

)

Γ( iε
π

)

(z
i

)n
ψ

(
1 +

iε

π
, 1, e−iπζ

)
ψ

(
1− iε

π
, 1, e−iπζ

) ∣∣∣∣.
By (C.7),(C.8),(C.9), these expressions are uniformly bounded in ζ, |ζ| > 1, ε < ε0, n >

n0(ε). Thus, we only need to consider the case ζ : |ζ| < 1. On that interval, (z/i)n =

eζ = 1 + O(ζ). We are concerned with the logarithmic singularities and the constant

terms in the series expansions for ψ. We isolate these terms and denote their sum c0.

Using the notation d(z) =
Γ′(z)

Γ(z)
for the digamma function, we get

c0 = e−ε
1

Γ(− iε
π

)Γ( iε
π

)

(
ln(e−iπζ) + d

(
1 +

iε

π

)
− 2d(1)

)(
ln ζ + d

(
iε

π

)
− 2d(1)

)

−(eε+e−ε)
1

Γ( iε
π

)Γ(− iε
π

)

(
ln(e−iπζ) + d

(
1 +

iε

π

)
− 2d(1)

)(
ln(e−iπζ) + d

(
1− iε

π

)
− 2d(1)

)
+eε

1

Γ( iε
π

)Γ(− iε
π

)

(
ln(e−iπζ) + d

(
1− iε

π

)
− 2d(1)

)(
ln ζ + d

(
−iε
π

)
− 2d(1)

)
.

Performing these multiplications, writing ln(iu) = lnu+ iπ/2, ln(e−iπiu) = lnu− iπ/2,

and pulling out the common factor yields

c0 =
lnu

Γ( iε
π

)Γ(− iε
π

)

(
e−ε
(
d

(
iε

π

)
− d

(
1− iε

π

)
+ iπ

)
+ eε

(
d

(
−iε
π

)
+ d

(
1 +

iε

π

)
+ iπ

))
+O(1),
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where ζ = iu. Using the reflection formula (C.10) gives

lnu

Γ( iε
π

)Γ(− iε
π

)
(eε(−π cot(−iε)) + eεiπ + e−ε(−π cot(iε)) + e−εiπ)

=
π lnu

Γ( iε
π

)Γ(− iε
π

)
(i(eε + e−ε)− eε cot(−iε)− e−ε cot(iε)) = 0,

because cot z =
i(eiz + e−iz)

eiz − e−iz
. Therefore,

znỸ
(1)

22 (z)Ỹ
(2)

21 (−z) + (−z)nỸ
(2)

22 (−z)Ỹ
(1)

21 (z) = O(1)

and

Ψ∗n(z)

Φ∗n(z)
+

Ψ∗n(−z)

Φ∗n(−z)
= O(1)

uniformly in z ∈ T for n large enough.
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in the Szegő class, J. Math. Phys. 45.11 (2004): 4239–4254.

[7] S. Bernstein, Sur les polynomes orthogonaux relatifs a un segment fini, Journal

de Mathematiques 9.9 (1930): 219–286.



128

[8] A. Borodin and V. Gorin, Lectures on integrable probability. arXiv:1212.3351,

2012.

[9] , Moments match between the KPZ equation and the Airy point process.

arXiv:1608.01557v2, 2016.

[10] A. Borodin and G. Olshanski, The ASEP and determinantal point processes.

arXiv:1608.01564, 2016.

[11] P. Borwein and T. Erdelyi, Polynomials and Polynomial Inequalities, Springer,

1995.

[12] J. Breuer, B. Simon and O. Zeitouni, Large deviations and sum rules for

spectral theory - a pedagogical approach. arXiv: 1608.01467, 2016.

[13] L. Carleson, On convergence and growth of partial sums of Fourier series, Acta.

Math. 116.1 (1966): 135–157.

[14] M. Christ and A. Kiselev, Scattering and wave operators for one-dimensional

Schrödinger operators with slowly decaying nonsmooth potentials, Geom. Funct.

Anal. 12.6 (2002): 1174–1234.

[15] M. Christ and A. Kiselev, Absolutely continuous spectrum for one-dimensional

Schrödinger operators with slowly decaying potentials: Some optimal results, J.

Amer. Math. Soc. 11.4 (1998): 771–797.

[16] R. Coifman, R. Rochberg and G. Weiss, Factorization theorems for Hardy

spaces in several variables, Ann. of Math. 103 (1976): 611–635.



129

[17] P. Deift, Orthogonal Polynomials and Random Matrices: a Riemann-Hilbert ap-

proach, Courant Lecture Notes in Mathematics, New York, NY, 1999.

[18] P. Deift, A. Its and I. Krasovsky, Asymptotics of Toeplitz, Hankel, and

Toeplitz+Hankel determinants with Fisher-Hartwig singularities, Ann. Math. 174

(2011): 1243–1299.

[19] P. Deift, T. Kriecherbauer, K. McLaughlin, X. Zhou, Strong asymptotics

of orthogonal polynomials with respect to exponential weight, Comm. Pure Appl.

Math. 52.12, 1999: 1491–1552.

[20] S. Denisov, On the coexistence of absolutely continuous and singular continuous

components of the spectral measure for some Sturm-Liouville operators with square

summable potential, J. Differential Equations 191.1 (2003): 90–104.

[21] , The growth of polynomials orthogonal on the unit circle with respect to a

weight w that satisfies w,w−1 ∈ L∞(T). arXiv:1611.00267, 2016

[22] , Remark on the formula by Rakhmanov and Steklov’s conjecture, J. Approx.

Theory 205 (2016): 102–113.

[23] S. Denisov and A. Kiselev, Spectral properties of Schrödinger operators with

decaying potentials, Proceedings of Symposia in Pure Mathematics. Vol. 76. No. 2.

Providence, RI; American Mathematical Society, 1998: 565–589.

[24] S. Denisov and S. Kupin, On the growth of the polynomial entropy integrals for
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