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Young Children’s Information Processing of Digital Media Content: The Impact of Media 

and Child Characteristics 

ABSTRACT 

A critical development in human cognition is growing to understand information 

presented in one context and use that information to solve problems in another context 

(DeLoache, 1995; Chen & Siegler, 2013). Digital media, as an increasingly important source of 

information in children’s lives, could provide a relatively naturalistic context for studying young, 

preliterate children’s behaviors in the laboratory environment. This dissertation investigated 

children’s behaviors at two stages of information processing of screen media, including the 

initial stage of attending to information and the later stage of retrieving information.  

Study 1 examined the effect of video comprehensibility and age on viewers’ visual 

attention while watching a Sesame Street episode with a complete story arc. Results suggest that 

1) adults’ eye movements were more likely to be predicted by low-level visual salience on the 

screen compared to 4-year-olds, and 2) while adults’ salience-based eye movements increased 

while watching a less comprehensible video narrative, there was limited impact on children. 

Study 2 tested the effects of an interactive feature on toddlers’ symbolic transfer across different 

situations, particularly when using video as a symbolic medium. Interactivity was found to 

enhance children’s overall errorless transfer performance in and only in the video, not the live, 

situation; however, it did not disproportionately affect the rate of perseverative errors, nor did it 

affect the latency of children’s searches. Results have implications for the particular mechanisms 

by which interactivity affects toddlers’ symbolic transfer. 

Together, the findings provide direct evidence for the effectiveness of two important 

media characteristics (narrative comprehensibility, touchscreen interactivity) on screen-mediated 
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learning, and add to the literature about how the learning is supported by fundamental cognitive 

systems, such as selective attention and encoding and symbolic representation. This dissertation 

1) demonstrates the active engagement of multiple cognitive processes in children’s interaction 

with screen media, 2) provides empirical evidence that visual attention is a key process for young 

children’s information processing of screen information, and 3) highlights a holistic view in 

understanding the relationship between children and screen media, particularly regarding 

cognitive processes engaged in media use. 
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CHAPTER 1 

Introduction 

One of the most important developments in human cognition is growing to understand 

information presented in one context and use that information to solve problems in another 

context (DeLoache, 1995; Chen & Siegler, 2013). On the one hand, as with many sources of 

information (e.g., gestures, numerals, written text, maps, pictures), digital media are symbolic 

and require representational competence and cognitive flexibility to efficiently understand and 

learn from them (Troseth et al., 2003; Barr, 2013). While adults can quickly learn to solve many 

problems or accomplish many tasks by watching a tutorial video in YouTube (e.g., solve a 

Rubik’s cube, hike to the Hollywood sign, cook a new recipe), it is well established that 

processing information on the screen is cognitively taxing and could be particularly challenging 

to young children who have limited cognitive maturation and video viewing experience 

(Anderson & Pempek, 2005). On the other hand, digital media have many unique features (e.g., 

video editing techniques, interactive interface) that distinguish them from other types of 

symbolic media, thereby posing new questions regarding children’s learning from them (Troseth 

et al., 2019; Sheehan & Uttal, 2016). Moreover, given their ubiquity and availability to children 

at an increasingly early age, digital media could provide a relatively naturalistic context for 

studying young, preliterate children’s behaviors in the laboratory environment (e.g., Shepherd et 

al., 2010; Wang et al., 2017).  

This dissertation aimed at understanding children’s information processing of digital 

media content by examining their behaviors at two stages of information processing of video-

based screen media (henceforth, screen media), including the initial stage of attending to 

information and the later stage of retrieving information. At the theoretical level, the whole 
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dissertation was underpinned by the information-processing theories and the 3 C’s framework. 

Drawing on the metaphor that the mind is a computer (Colombo & Mitchell, 2009; Sokolov, 

1963), information-processing theories assume that information is represented internally by 

particular mental processes and flows through the information-processing systems of human 

cognition (Kail & Bisanz, 1992; Siegler & Abibali, 2005). At the core of this dissertation, 

children’s behaviors (i.e., eye movements during video watching, retrieving an object) involved 

in screen media activities were conceptualized as mental processes in which the information of 

media content is processed at the cognitive level, from attending to information, encoding 

information into mental representation, to retrieving information from memory. Meanwhile, a 

growing body of research emphasizes the critical importance of considering the child, the 

content, and context – the 3 C’s framework -- while understanding children’s behaviors involved 

in using screen media (e.g., Guernsey, 2007; Valkenburg & Peter, 2013). While information-

processing theories provided a theoretical account for the moment-to-moment processing of 

media information at the cognitive level, the 3 C’s account provided a framework to 

contextualize the interaction between children and media. As such, the current dissertation 

examined the influence of factors from the three contextual levels on children’s behaviors 

involved in screen media activities. Taken together, drawing from information-processing 

theories and 3 C’s framework, this dissertation took a holistic approach to understand the 

mechanisms through which different cognitive systems and contextual factors interacted to 

influence children’s behaviors involved in using screen media. Also note that this dissertation 

leveraged existing data sets to address key questions related to information encoding and 

retrieval from screen media while accommodating limitations on primary data collection during 

the COVID-19 pandemic. 
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Attending to Information 

As the inlet of information, attending to and encoding specific objects in complex 

naturalistic contexts is crucial to children’s learning. Similarly, selectively attending to and 

maintaining attention to particular content or information on the screen is the first step in 

acquiring information from screen media and plays an important role in learning the media 

content (Kirkorian et al., 2017). Screen media seem to be a transparent source of information that 

anyone could learn from. However, ample evidence exists that children may attend to and encode 

information differently when observing live demonstrations versus watching video 

demonstrations, or even when using different types of media (e.g., watching TV vs. using 

touchscreen). For example, young children appear to process information more slowly when 

viewing video demonstrations than when viewing the same demonstrations in person (Carver et 

al., 2006; Kirkorian et al., 2015). Therefore, a better understanding of children’s attention to 

screen media at the attending and encoding stage would help to elucidate why children typically 

learn less from symbolic media than from equivalent real-life experiences (Anderson & Pempek, 

2005; Troseth, 2010). To this end, this dissertation investigated the influence of two media 

characteristics on children’s attention to and encoding of video information: the impact of 

narrative structure on children’s and adults’ visual attention during video watching (Study 1) and 

the impact of an interactive interface at the attending and encoding stage on toddlers’ later 

memory retrieval (Study 2). 

Research has consistently suggested that child do not share the apparent ease of adults in 

comprehending on-screen information (Barr, Muentener, & Garcia, 2007; Strouse & Troseth, 

2008). Meanwhile, accumulated evidence from eye-tracking and overt-looking research shows 

that visual attention patterns during video viewing differ for children and adults (e.g., Franchak 
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et al., 2016; Kirkorian et al., 2012), which might help to explain young children’s relatively low 

video comprehension of television (Anderson & Lorch, 1983). While research has demonstrated 

that young children’s attention could be driven by bottom-up salience (e.g., luminance, contrast, 

color, orientation, and motion), top-down influences (e.g., children’s comprehension of the story) 

are also important forces in attention allocation, particularly in older children. Study 1 explored 

the role of top-down influences in visual attention and its age-related change by examining 

preschoolers’ and adults’ eye movements while watching video. Specifically, this study 

examined the effect of video comprehensibility and age on viewers’ visual attention while 

watching a Sesame Street episode with a complete story arc. The experiment manipulated the 

comprehensibility of the television show by rearranging the order of the shots, allowing us to test 

the effects of top-down attentional control while children and adults watch television. In the 

child sample, daily exposure of foreground television and background television were also 

examined as socio-contextual factors that could influence child media behaviors. Thus, this study 

was designed to examine the impact of both content characteristics and child characteristics on 

attention and encoding during television viewing. 

While Study 1 directly examined attention during television viewing, Study 2 was 

designed to indirectly examine the effects of attention on learning from interactive screen media. 

Some scholars have proposed that interactive features, such as those afforded by video chat and 

touchscreen mobile applications, could increase young children’s selective attention and 

encoding of information on screen (e.g., Choi & Kirkorian, 2016; Kuhl, 2007). However, 

research has been mixed regarding the effectiveness of interactivity (e.g., Alade et al., 

2016; Schroeder & Kirkorian, 2016; Kirkorian et al., 2016). Thus, Study 2 was designed to 

understand the information attending/encoding mechanism, among others, underlying the 
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interactivity effect on children’s video-mediated learning. In this way, Study 2 considered 

attention/encoding as one potential mechanism underlying an impact of interactivity on toddlers’ 

learning from digital media. 

Representing and Retrieving Information 

Once attending to target information, how children mentally represent it directly affects 

learning of that information and transferring it to another context. To transfer the information 

encoded from screen media to corresponding objects or events in real life, children must 

remember the information in the video and understand how it maps onto a real-life situation. In 

other words, children must demonstrate symbolic competence to first achieve the insight that on-

screen information represents objects or events in real life and then to make the mapping 

between the screen symbol and its referent in real life. Prior work has demonstrated that this is 

not an easy task for young children. During the first few years of life, children are unable to 

recognize the symbolic relation between the symbol and its referent. However, despite the 

symbolic insight at the conceptual level, symbolic transfer from video to real life could be 

particularly challenging. The reason could be, even when children gain some symbolic insight, 

their mental representation of video is quite fragile and easily disrupted (Troseth, 2003, 2010), 

which could be due to degraded perceptual and social experience (Schmitt & Anderson, 2002; 

Barr, 2010) and lower arousal and engagement as compared to in-person experience (Kuhl, 2003, 

2007). Therefore, an in-depth examination of different accounts is necessary to understand 

potential encoding mechanisms underlying children’s learning from screen media. 

There are several ways in which media interactivity might influence children’s symbolic 

competence. For example, interacting with the screen may foster children symbolic insight and 

increase arousal, engagement, and attention (Kuhl, 2003, 2007; Troseth et al., 2019; Kirkorian et 
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al., 2016), making it easier for children to retrieve the representation of symbolic media in a real-

life situation. On the contrary, interacting with the screen may distract children from the 

representational function of symbolic media and even add extra cognitive demands (Alade et al., 

2016; Schroeder & Kirkorian, 2016). Thus, Study 2 was designed to test the effects of an 

interactive feature on children’s memory retrieval across different situations, particularly when 

using video as a symbolic medium. Through an investigation on how interactivity influences 

information retrieval across different situations (e.g., live vs. video, symbolic vs. non-symbolic), 

we could speculate about the underlying mechanism underlying the information processing of 

screen media at different information-processing stages. In addition, child characteristics at the 

socio-contextual level, including age and naturalistic media use, were also included to examine 

their relations with learning from video.  

Summary 

Underpinned by the information-processing theories and 3 C’s framework, this 

dissertation examined the role of factors, at content, child, and context level, in children’s 

learning from screen media and explored underlying mechanisms at different information-

processing stages. Study 1 focused on the relation between video comprehensibility and visual 

attention, while Study 2 focused on the relation between video interactivity and memory 

retrieval. Both studies took into child characteristics at the developmental and socio-contextual 

level. The two empirical studies collectively contributed to understanding young children’s 

processing of information in the digital context.  

The findings would add to the literature by shedding light on how screen-mediated 

learning is supported by fundamental cognitive systems, such as selective attention and encoding 

and symbolic representation. Practically, this dissertation could help to identify specific child 
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(e.g., media experience) and content features (e.g., narrative structure, media interactivity) that 

are likely to support early learning from screen media, as an effort to create scalable and cost-

effective media that facilitate early learning and development.  
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CHAPTER 2 

Abstract 

Low-level visual features (e.g., movement, edges) drive eye gaze during video viewing, 

especially for older viewers. The current study investigated the effect of video comprehensibility 

on the extent to which eye movements are predicted by visually-salient features. Eye movements 

were recorded as 4-year-olds (n = 20) and adults (n = 20) watched a cohesive versus random 

video sequence of a 4.5-min full vignette from Sesame Street. Overall, salience-based gaze 

prediction was higher in adults than in children, especially when viewing a random video 

sequence. The impact of random-edit video on children’s gaze was limited to the narrow window 

of time surrounding cuts to new video shots. The finding that adults had higher (not lower) 

salience-based gaze prediction when watching the random video sequences suggests that age-

related increases in salience-based gaze prediction is not due to age-related increases in video 

comprehension. Implications for top-down versus bottom-up control of eye movements as well 

as children’s developing attention during video viewing have been discussed. 

Keywords: Eye movements, visual attention, salience, video viewing  
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The Effect of Comprehensibility on Salience-Based Gaze Prediction for Children and 

Adults Watching Video 

Selective attention engages both bottom-up processes (e.g., stimulus-driven perceptual 

factors; Itti, 2000; Itti & Koch, 2001) and top-down processes (e.g., internally driven cognitive 

factors; Birmingham et al., 2008; Castelhano et al., 2007). Similar to real-world scenarios, 

television contains meaningful, audiovisual content that changes instantly over time. Television 

viewing, thus, provides an ideal context to study naturalistic viewing of complex, dynamic 

scenes. As with real-world viewing, a viewer’s attention, during television viewing, may be 

driven by low-level perceptual features (e.g., perceptual changes between scenes, on-screen 

movements, visual effects) as well as their ongoing effort to comprehend the video content (e.g., 

integrating information from one scene to the next). Critically, bottom-up and top-down 

processes are not independent, insofar as perceptually-salient features may signal important 

content or be clustered around meaningful regions of the scene (e.g., a character’s face) (Huston 

& Wright, 1983; Henderson et al., 2007; Wass & Smith, 2014).  

The impact of perceptually-salient features on eye movements during video viewing has 

been well documented throughout lifespan. For example, low-level stimuli salience features, 

such as luminance, contrast, color, orientation, and motion, have been found to influence eye 

movements in adults (‘t Hart et al., 2009; Itti, 2005; Mital et al., 2011; Frank et al., 2009), 

school-age children (Kadooka & Franchak, 2019; Rider et al., 2018), and infants (e.g., Kadooka 

& Franchak, 2019; Franchak, et al., 2016; Frank et al., 2009). Yet, research is limited during 

early childhood, a period of substantial change in children’s comprehension of television content 

(Anderson & Hanson, 2010). Moreover, no study has directly examined the extent to which top-

down, comprehension-driven processes contribute to the impact of salience on gaze. The purpose 
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of the current study was to determine the extent to which comprehensibility moderates the 

impact of visually-salient features on gaze allocation during free viewing of a complete 

television narrative in young children and adults. 

Bottom-up and Top-down Influences on Gaze During Video Viewing 

Several studies have examined the extent to which visually salient features predict eye 

gaze, which is referred to as salience-based gaze prediction in the current study, while adults 

view dynamic scenes (Itti, 2000; Itti & Koch, 2001). Saliency-based gaze prediction, in other 

words, denotes how well the visually salient features (e.g.,  color, contrast, luminance, and 

motion) on the screen predict where viewers look at on the screen. A relatively small number of 

studies have extended this work to younger viewers. For instance, Frank et al. (2009) observed 

infants and adults watching 4-second clips from an animated movie. Frank et al. defined a 

predictive model using visual features such as temporal luminance contrast and spatial luminance 

contrast. They found that the extent to which infants (3-9 months) fixated visually salient 

features on the screen was greater than would be expected by chance alone. In a similar study 

using a continuous 60-second clip from a children’s television program, Franchak et al. (2016) 

calculated the salience of viewers’ fixation areas based on five image channels, including color, 

contrast, orientation, flicker (i.e., luminance differentials across frames), and motion. The 

average salience of the fixated areas was found to be in the top 20% of the salience of the whole 

screen in both an infant (6-24 months) and adult group. Together, these studies and others (e.g., 

Kadooka & Franchak, 2019; Mital et al., 2011; Rider et al., 2018; Shepherd et al., 2010) 

demonstrate that visual salience predicts where eye gaze is directed in infants, school-age 

children, and adults alike. Yet, many studies use brief video clips that lack narrative context, 

potentially limiting the impact of top-down, comprehension-driven processes on eye gaze.  
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Research suggests that viewers may employ different processes to guide attention during 

structured tasks that contains a goal than during unstructured free-viewing situations. For 

instance, Smith and Mital (2013) compared adult viewers who freely viewed a naturalistic video 

to those who were instructed to identify the location depicted in each video scene. With a 

meaningful goal, viewers in the spot-the-location condition were less likely to direct gaze to 

perceptually-salient features, such as areas of high flicker and moving objects such as people. 

That is, when given an explicit task goal, the processes driving visual attention appear to have 

changed: Adult viewers relied less heavily on bottom-up gaze control and, by extension, more 

heavily on top-down gaze control.  

When watching television, viewers rarely have an explicit task goal. Yet even when 

viewing short videos with relatively little narrative structure, viewers’ gaze is at least partly 

driven by semantically-relevant stimuli, such as faces (e.g., Franchak et al., 2016; Frank et al., 

2009; Rider et al., 2018). Further, in the case of narrative television, it is likely that 

comprehension-driven, top-down processes are involved as viewers seek to understand the story. 

Indeed, the comprehensibility of video content has been shown to influence the duration of looks 

toward the screen in viewers as young as 18 months of age (Anderson et al., 1981; Pempek et al., 

2010). Moreover, comprehensibility affects attentional synchrony, or the consistency in gaze 

location across observers, at least as early as 4 years of age (Wang et al., 2012; Kirkorian & 

Anderson, 2018). Importantly, these prior studies experimentally manipulated the 

comprehensibility of video content while holding low-level visual and auditory features constant. 

Therefore, the prior work provides causal evidence of top-down influences on attention.  

Importantly, bottom-up and top-down processes do not work in isolation. For instance, 

perceptually-salient features (e.g., motion in dynamic scenes; Mital et al., 2011; Smith & Mital, 
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2013) and semantic information (e.g., faces; Franchak et al., 2016; Shepherd et al., 2010; Smith 

& Mital, 2013) are both related to common gaze patterns, such as attentional synchrony. 

Moreover, perceptually-salient information may be a useful indicator of meaningful, 

comprehension-relevant information. For example, in a study where adult participants were 

either instructed to free view or to determine which player earned a point while watching a tennis 

match, no difference in eye-movement patterns between the two viewing situations is likely due 

to the nature of the tennis match where the most visually-salient regions (i.e., movement) 

overlapped with regions that provided task-relevant information (i.e., players earning points) 

(Taya et al., 2012). Particularly, in the case of children’s television, meaningful information may 

be especially likely to overlap with perceptually-salient information, such as feature congestion 

and flicker (Wass & Smith, 2014). Salience may also serve as a cue to draw attention towards 

meaningful areas in a scene. Infants, children, and adults were all more likely to attend to faces 

when faces were more salient compared to when faces were less salient in a series of television 

clips (Franchak & Kadooka, under review).   

Age-Related Changes in Attention During Video Viewing 

Evidence from several studies implies age-related change in the extent to which bottom-

up and top-down processes predict eye gaze. The impact of salient features and semantics 

features on eye movements have been typically found to increase with age, even though 

emerging evidence suggests this is not always true for all videos (Kadooka & Franchak, 2020). 

For example, in a study of infants (6-24 months) and adults, the overall salience of fixated areas 

increased with age, indicating an age-related increase in salience-based gaze prediction 

(Franchak et al., 2016). Similar results have been reported by others (Frank et al., 2009; Rider et 

al., 2018), even though emerging evidence suggests this is not always true for all videos 
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(Kadooka & Franchak, 2020). Moreover, the impact of semantic features (i.e., faces) on fixations 

was also found to increase with age throughout early infancy (3-9 months) and was even higher 

in adults, suggesting an age-related increase in the influence of top-down processes (Frank et al., 

2009). However, another investigation found no age-related increases in face looking among 

infants and children (6 months to 12 years) who watched 7 different video clips (Kadooka & 

Franchak, 2020), suggesting that gaze predictability, whether using a salience-based or object-

based predictive model, depends on the nature of the video content.  

When salience-based gaze prediction increases with age, there are at least three 

hypotheses for this age-related increase. First, older viewers could have increased sensitivity to 

bottom-up features, and their eye movements might be more driven by visually salient features 

as compared to younger viewers. We will refer to this as the salience-based hypothesis. While 

this hypothesis is supported by accumulated evidence that older viewers have increasingly more 

eye movements to visual salience (e.g., Franchak et al., 2016; Frank et al., 2009; Rider et al., 

2018), conflicting findings from developmental research indicate the opposite across early life. 

For example, Gola and Calvert (2011) found that, as compared to 12-month-olds, children aged 6 

and 9 months attended more to the video with faster pacing, and suggested a reducing influence 

of perceptual salience in visual attention with age.  

Another possibility is that viewers’ overall gaze predictivity, at both salience-based level 

and comprehension-based level, increases with age due to a range of factors, resulting in age-

related increase in salience-based gaze prediction. We will refer to this as the overall 

predictability hypothesis. For instance, empirical evidence from eye-tracking research regarding 

selective fixation within a scene shows growing attentional synchrony in older viewers (Frank et 

al., 2009; Franchak et al., 2016; Kirkorian & Anderson, 2018). Older viewers’ eye gaze is more 
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spatially and temporally consistent with each other within the same age group. In contrast, young 

viewers’ eye movements tend to be more scattered and idiosyncratic, which could lead to noisy 

data and poor predictivity of eye gaze.   

Third, it is also possible that the increase of salience-based gaze prediction with age is a 

coincidental consequence of an age-related increase in comprehension-related gaze prediction. 

We will refer to this as comprehension-based hypothesis. On one hand, developmental research 

has consistently showed that children’s visual attention to television increases with age, 

suggesting that older children with better comprehension pay greater attention to video 

(Anderson et al., 1981; Richards & Cronise, 2000). As more direct evidence, beginning as early 

as 18 months of age, children pay greater attention to comprehensible child-directed television 

than to random audio-visual displays (Richards & Cronise, 2000), adult-directed television 

(Schmidt et al., 2008; Schmitt et al., 1999), or the same child-directed television shots presented 

in a random sequence (Anderson et al., 1981; Pempek et al., 2010). On the other hand, since 

perceptually-salient regions may often overlap with meaningful ones (Wass & Smith, 2014), an 

increased salience-based gaze prediction may be observed due to an increased meaning-based 

gaze prediction. Indeed, young viewers may learn that certain features are associated with 

comprehensible child-directed content, while other features tend to signal less comprehensible 

adult-directed content (Huston & Wright, 1983). Research suggests that preschool-age children 

do respond differently to different types of formal features, paying greater attention to television 

containing features associated with child-directed programs (e.g., animation, puppets, child 

actors, fast-paced music) and less attention during features associated with adult-directed 

programs (e.g., live-action, adult male actors, slow-paced music) (Alwitt et al., 1980; 

Valkenburg & Vroone, 2004). While most formal-feature research considers overt looks at the 
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screen, a similar pattern may be observed for changes in gaze location within the same scene in 

response to visually salient features (e.g., movement, contrast).  

Previous findings, based on correlation research, fails to provide direct evidence to an 

age-related increase in salience-based gaze prediction. To tease apart the multiple hypothesis, an 

experiment that manipulates viewing content’s comprehension-related semantic feature (i.e., 

narrative comprehensibility) within same age groups would disentangle the confounding between 

visually-salient features and comprehension-related features. Moreover, the majority of research 

to date has focused on adults and infants 24 months old and younger. Given the rapid 

development of young children’s video comprehension and film literacy during early childhood 

(Anderson & Hanson, 2010; Schmitt et al., 1995), research with young children is needed to 

better understand how attention to and comprehension of video emerge during this period. 

Impact of Scene Changes in Edited Video Sequences on Attention 

Television viewing is more complex than viewing unedited videos of naturalistic scenes 

or brief film excerpts due to filmic montage, or video editing techniques that convey concepts 

through relations between shots. For example, television programs typically convey complex 

narratives through transitions across time, space, and character perspective. Comprehending 

filmic montage requires experience (Ildirar & Schwan, 2015) and well-developed cognitive 

abilities (Smith et al., 2012). As such, while television comprehension may feel like an 

automatic, mindless process to experienced adult viewers, visually processing and 

comprehending video is more challenging for young children (e.g., Anderson et al., 2006; Smith, 

Anderson, & Fischer, 1985; Lorch et al., 1987). Among the different montage techniques, of 

particular interest in the current study are the transitions from one video shot to another, often 

called jump cuts, such as from one camera angle to the next or one scene to the next.  
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Jump cuts may be a unique type of formal feature that guides attention in specific ways. 

For instance, jump cuts have been shown to elicit overt looks from inattentive viewers (Alwitt et 

al., 1980), likely due to the abrupt change in visual and auditory cues. Jump cuts also have 

unique effects on the visual fixation of attentive viewers. Adult viewers tend to fixate the center 

of the screen immediately after a cut to a new scene (Tseng et al., 2009; LeMeur et al., 2007; 

Mital et al., 2011; Tosi et al., 1997; Wang et al., 2012). As a result, attentional synchrony in 

adults is higher immediately following cuts to new scenes than later on in those scenes 

(Kirkorian & Anderson, 2018; Kirkorian et al., 2012). Fixating the center of the screen may be 

strategic, allowing viewers to orient quickly to new scene content. Indeed, adult viewers are 

more likely to fixate the center of the screen following a cut to a brand-new, unfamiliar scene 

than following a cut to a different camera angle within the same, familiar scene (Kirkorian et al., 

2012).  

While cuts clearly have an effect on eye movement patterns in adults, the specific impact 

of cuts on salience-based gaze prediction remains unclear. A comparison across different studies 

suggests that the impact of cuts may depend on the semantic relation between consecutive video 

shots. When adult viewers watched a series of short (4.5 to 30 sec), unrelated video shots, 

salience-based gaze prediction peaked within 250 ms of jump cuts and gradually decreased over 

the subsequent 2500 ms (Carmi & Itti, 2007). The authors posited that viewers first oriented to 

perceptually-salient features in the new shot before identifying and attending to semantically 

meaningful objects. In contrast, in a recent study using longer (3-minute) excerpts from movies, 

Rider et al. (2018) found an immediate decline in salience-based gaze prediction after jump cuts, 

followed by a recovery at around 500 ms. Together, this research suggests that the impact of cuts 
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on salience-based gaze prediction may differ for short, unrelated video clips versus a coherent 

sequence of shots representing a continuous action or story.  

One reason attention patterns may differ for coherent shot sequences versus disconnected 

shots is adult viewers’ tendency to anticipate the reappearance of an object based on its trajectory 

before the cut (Kirkorian & Anderson, 2017). If a viewer comprehends a coherent action 

sequence, they have the opportunity to make anticipatory eye movements following a cut rather 

than reactive eye movements toward salient regions. Yet young viewers’ comprehension of 

filmic montage emerges gradually throughout early and middle childhood (Kirkorian & 

Anderson, 2017; Calvert & Scott, 1988; Pempek et al., 2010; Smith et al., 1985; Smith & 

Henderson, 2008; Smith et al., 2012). Children as young as 18 months show emergent 

comprehension of cuts and shot sequences (Pempek et al., 2010); however, young children often 

fail to make inferences about scene continuity and discontinuity across a sequence of visually 

distinct shots (e.g., across space, time, action, character intention, character psychology) (see 

Anderson & Hanson, 2010). For instance, 4-year-olds were found to have poor comprehension of 

two parallel, simultaneous actions conveyed through a sequence of shots alternating between the 

two scenes (Smith et al., 1985). Moreover, some children as old as 10-12 years showed poor 

comprehension of more complicated transitions, such as flashbacks (Calvert & Scott, 1988). 

Together, the research suggests that children begin to comprehend edited sequences of video 

shots during the second year of life, but this skill continues to improve through middle 

childhood. Given such protracted development of video comprehension, the impact of 

comprehension on eye movement patterns like salience-based gaze prediction may be markedly 

different in young children than adults.  

Overview of the Current Study 
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The present study is based on a secondary analysis of a dataset described elsewhere 

[citation redacted for blind review] to address new research questions about salience-based gaze 

prediction (SBGP). Our aim was to examine the extent to which video comprehensibility affects 

salience-based gaze prediction in adulthood as well as in early childhood, a period of rapid 

development in cognitive skills generally as well as video comprehension in particular. Prior 

research examining top-down influences on eye gaze during children's video viewing has been 

largely correlational, using isolated video clips that lack a narrative context. To more directly test 

the impact of top-down, comprehension-related processes on eye movements, we compared 

viewers watching a complete, comprehensible video sequence (i.e., normal video) to those 

watching a less comprehensible, random sequence of the same video shots (i.e., random-edit 

video). This manipulation has been used in several prior studies to examine young children's 

comprehension of television, revealing that sensitivity to random shot sequences emerges during 

the second year of life (Pempek et al., 2010) and increases through the preschool years 

(Anderson et al., 1985; Hawkins et al., 1995).  

Our first analysis focused on overall effects of comprehensibility (normal vs. random 

sequence) and age group (4-year-olds vs. adults) across the whole video. Based on prior research 

with infants and with older children (Franchak et al., 2016; Frank et al., 2009; Rider et al., 2018), 

we expected gaze to be more predictable in adults than in young children, as evidenced by higher 

salience-based gaze prediction. The impact of comprehensibility on salience-based gaze 

prediction in adults was an open research question. On the one hand, random-edit video could 

decrease opportunities for top-down attentional control, causing adults to rely more heavily on 

bottom-up attentional control as evidenced by greater salience-based gaze prediction in adults. 

On the other hand, reduced comprehension could result in less systematic and predictable eye 
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gaze in adults. Unsynchronized gaze patterns would add noise to eye movements at both the 

spatial and temporal level, yielding lower salience-based gaze prediction. Given that young 

children have relatively limited comprehension of edited video sequences, we expected that any 

effect of comprehensibility on salience-based gaze prediction (whether positive or negative) 

would be smaller in children than adults. 

Our second analysis focused on salience-based gaze prediction immediately following 

jump cuts and other transitions to new shots, given the importance of these transitions for 

guiding fixations on the screen (e.g., Mital et al., 2010; Kirkorian et al., 2012; Rider et al., 2018) 

and in young children’s comprehension of video (Anderson & Hanson, 2010). Based on prior 

research with cohesive video sequences (Rider et al., 2018), we expected an initial drop in 

salience-based gaze prediction immediately after cuts to new scenes, accompanied by an 

increased likelihood of fixating the center of the screen (Kirkorian et al., 2012; LeMeur et al., 

2007; Tseng et al., 2009). To the extent that these timebound effects reflect viewers’ ongoing 

comprehension of a video sequence (e.g., anticipating a new scene), we expected smaller 

timebound effects, as indicated by smaller decrease in salience-based gaze prediction, for 

children (versus adults) and for the random (versus normal) shot sequence.  

Method 

Participants  

The current study constitutes secondary data analysis. The original sample included 33 4-

year-old children and 44 adults with normal or corrected-to-normal vision. Participants were 

assigned at random to one of two comprehensibility groups: normal or random video sequence. 

From the original sample, 3 children and 12 adults were dropped due to inability to calibrate the 

eye tracker, for instance due to head movements disrupting the head tracker or reflective glasses 
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distorting the corneal reflection. From the remaining 62 participants, this secondary analysis 

included data from 10 participants per cell with the highest data quality, as described later (see 

Data Pre-processing and Inclusion Criteria). Thus, the final sample used in this secondary 

analysis included 20 children (7 females; M = 4.51 years, SD = 0.10, range 4.36 to 4.74 years) 

and 20 adults (15 females; M = 20.46 years, SD = 1.14, range 18.47 to 22.21 years), divided 

equally into the two comprehensibility groups.  

The original study was approved by the Institutional Review Board at [university name 

redacted for blind review]. Data were collected in 2008. Child participants were recruited 

through letters and phone calls based on a local database of birth records. The majority (90%) of 

the 4-year-olds were described as White/Caucasian. As a proxy for socio-economic status, 

parents reported the number of years of education they completed, with 12 years typically 

indicating a high-school diploma, 16 years typically indicating a 4-year college degree, and so 

on. The average number of years of education per parent was 17.73 (SD = 3.88, range 12 to 25 

years). Adult participants were recruited from undergraduate psychology courses. 

 Stimuli 

The current analysis is based on a complete vignette from the children’s program Sesame 

Street. In the original study, participants viewed the 20-second opening scene for the show, 

followed by the 4.5-minute Journey to Ernie vignette used for the current analysis. The video 

presents a full story arc from a recurring vignette in which the character Ernie hides and other 

characters search for him. In the specific vignette used in the current study, Ernie says he will 

hide behind something that grows. Another character, Big Bird, searches for Ernie behind several 

plants (e.g., flowers, pumpkin, acorn) before ultimately finding Ernie behind a leaf at the top of a 

beanstalk. Most of the video consists of live-action puppets superimposed on a computer-
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animated environment. The vignette contains 28 distinct shots with an average length of 6 

seconds (range 3.08 to 37.6 seconds). Most transitions between shots were abrupt jump cuts 

(e.g., shifting from one camera angle to another or one scene to another). As such, we use the 

term cut to refer to any transition between distinct shots.  

The only difference between the two experimental conditions was the order of shots in 

the sequence: In the normal condition, the shots were played in their original order, presenting a 

cohesive story. In the random-edit condition, the 28 shots (both video and audio) were reordered 

in a random sequence (see Figure 1). To create the random sequence, the shots were separated 

either at the exact moment of an abrupt jump cut or at the midpoint of a wipe across the screen. 

Thus, to the extent possible, the visual and auditory characteristics within each shot remained, 

but the sequence of events across the vignette was disrupted, rendering the narrative less 

comprehensible. This manipulation has been used in several prior studies to test the impact of 

comprehensibility on young children’s attention to television (e.g., Anderson et al., 1981; 

Hawkins et al., 1995; Pempek et al., 2010). 
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Figure 1. Graphical representation of the data structure in data pre-processing. Analysis 1 

examined SBGP for each shot (N = 28) nested within each participant (N = 40). Analysis 2 

examined SBGP and DTC for each 160-ms bin (N = 4) nested within each window (N = 28), 

pooling across all participants within each of the four groups.   

 

The random-edit manipulation did not reduce the overall perceptual similarity of 

adjacent shots, given that all shots occurred within the same general scene (i.e., computer-

animated environment with live-action puppets). As evidence, the average visual activity index 

(Cutting et al., 2011), which describes the similarity in luminance in two separate images (i.e., 

video frame immediately before versus after each cut) did not differ for the normal versus 

random video sequence. See [citation redacted for blind review] for a full description of this 
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analysis. The visual activity index analysis suggests that, despite potential differences in other 

visual metrics than luminance, any condition effects observed in the current study are not likely 

to be due to systematic differences in the visual similarity of adjacent shots in the normal versus 

random sequence. This lends further support to the interpretation that any observed condition 

effects are due to differences in viewers’ comprehension of the narrative.  

Setting and Apparatus  

The study took place on a university campus in an eye-tracking laboratory room in which 

dark curtains hung along the walls on all sides of the viewing area. The eye-tracking cameras sat 

on a table approximately 65 cm in front of the participants. The eye camera was the Applied 

Science Laboratories (ASL) Eye-Trac 6000, a near-infrared corneal reflection system with 

remote pan-tilt optics. Temporal resolution was 60 Hz. The ASL VH2 head-tracking camera 

used face-recognition software to locate and track the viewer’s head. An ASL Digital Frame 

Overlay was also used to insert a digital frame number from the ASL Control Unit onto the video 

recordings of the sessions, allowing the experimenter to sync gaze data and video stimuli. 

General Procedure  

Upon entering the study room, the participant was seated in front of the video display 

screen. Children sat on a booster seat to approximate the height and viewing angle of adults. 

Parents sat in a chair to the right of the child participants. Parents remained in the room during 

the session but were asked to refrain from directing their child’s attention to any particular area 

on the screen once the stimulus video began.  

A two-point calibration procedure was used for all participants. Small animated 

characters appeared on the screen for 4 seconds each, alternating between the top-left and 

bottom-right corners of the screen. Adult participants were asked to look at each character; 
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children were asked to “play a guessing game” by identifying the characters (e.g., mouse, robot) 

as they appeared. Given that the same calibration procedure was used for all participants, any 

condition effects observed in the current study are not likely to be explained by systematic 

differences in the quality of calibration.  

After calibration, the experimenter started the stimulus video and began recording the 

gaze file and the digital video. Throughout the session, the experimenter ensured that the eye-

tracker remained focused on the participant’s right eye. 

Parent Survey 

Parents of child participants completed a questionnaire on demographic information (e.g., 

parent’s education, child’s race and ethnicity). To gain a general sense of children’s household 

television exposure, the parents also completed a retrospective viewing diary, recording their 

child’s television exposure for each day (Monday through Sunday) in a typical week. Parents 

were asked to report on typical television exposure in the foreground (watching child-directed 

television) and background (being in the room with the television on but not watching a child- 

directed program). Television exposure data for adults were not collected, because we expected 

them to be experienced television viewers with relatively little variability in the adults’ ability to 

comprehend the Sesame Street vignette. 

Data Pre-Processing and Inclusion Criteria 

The raw eye-tracking data contained horizontal and vertical gaze coordinates originally 

recorded at 60 Hz. To smooth the raw data and reduce noise, gaze coordinates were down-

sampled to match the frame rate of the video (25 Hz) by taking the average gaze coordinate 

within each frame.  
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Participants with low quality data were excluded in an effort to minimize the impact of 

systematic data loss. Data exclusion occurred in two steps. In the first step, we excluded 

individual video shots within each participant if that participant was missing data (due to looking 

away for the screen, for example) for more than 50% of the shot. The first step removed 48% of 

shots across all children and 25% of shots across all adults. The key variables of interest 

(described later) are sensitive to sample size, so it was necessary to include the same number of 

participants in each of the four groups. Thus, in the second step, we included 10 participants in 

each cell with the least missing data, resulting in a final sample of 20 children and 20 adults (10 

per condition in each age group). The mean proportion of shots with less than 50% missing data 

was 74% (range 50%–89%) for the child-normal group, 95% (range 89%–100%) for the adult-

normal group, 69% (range 50%–93%) for the child-random group, and 91% (range 86%–100%) 

for the adult-random group. Notably, a robustness check showed that the general pattern of 

results was the same when selecting a random sample of 10 adults per condition rather than 

selecting the 10 adults per condition with the fewest excluded shots.  

Our primary analysis (Analysis 1) examined overall age and condition effects on 

salience-based gaze prediction across the entire vignette. We calculated SBGP based on the gaze 

locations within each shot for individual participants; that is, the unit of analysis was each video 

shot, with each participant receiving one SBGP measurement per shot (see Figure 1). Thus, the 

dependent variable was calculated at the individual participant level.  

The second analysis (Analysis 2) was conducted to address age and condition effects on 

SBGP and distance to center (DTC) during the specific window of time surrounding cuts to new 

shots. Based on prior research on SBGP after cuts in older children and adults (Rider et al., 

2018), we focused on windows of time that began 160 milliseconds (4 video frames) before each 
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cut and ended 480 milliseconds (12 video frames) after each cut. To capture the temporal change 

within each window, we calculated SBGP and DTC within each of four 160-millisecond bins 

(see Figure 1), resulting in 4 data points per window. Note that, to ensure a sufficient amount of 

data samples for the SBGP calculation, we pooled the gaze locations of all participants within 

each group. As such, the dependent variables in Analysis 2 were at the group level rather than at 

the individual level. The scripts for data processing were written in Matlab (Mathworks, Natick, 

MA). 

Data Reduction and Statistical Analysis 

We first computed the two dependent variables, salience-based gaze prediction (SBGP) 

and distance to center (DTC). Then, descriptive analyses (i.e., t-tests, chi-square tests, bivariate 

correlations) were run to identify potential covariates at the individual level in child participants. 

Last, we fitted linear mixed-effects models to examine the age and condition effects on the 

dependent variables across the entire vignette (Analysis 1) and immediately following cuts 

(Analysis 2). 

Salience-Based Gaze Prediction (SBGP). To estimate SBGP, we first conducted 

salience analyses. That is, for each gaze coordinate, we computed the overall salience of pixels 

within the screen region where eye gaze was directed (i.e., gaze salience). Next, we conducted 

receiver operating characteristic (ROC) analyses to obtain area under the curve (AUC) as the 

metric of SBGP.  

Salience Analyses. Image frames of the video vignette for each condition were extracted 

from the video as JPEG files at the rate of presentation (25 Hz). For each frame image, a salience 

map was generated to calculate the relative salience of each pixel using the Itti & Baldi (2005) 

salience algorithm as implemented in GBVS MATLAB toolbox (Harel, Koch, & Perona, 2006). 
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Relative salience of each pixel was determined using a combination of five feature maps that 

capture low-level image characteristics: color, intensity, orientation, flicker, and motion (flicker 

and motion were calculated by comparing each frame to the previous frame). Feature maps were 

weighted equally to create an overall salience map for each frame. Each pixel within a frame was 

ranked with a value between 0 and 1 which represented the salience relative to all pixels in this 

frame with the most salient pixel ranked 1. For every frame, an individual participant’s gaze 

salience was calculated as the average salience value within a 24 pixel radius of the point of 

gaze. Gaze salience values for each participant were calculated for all frames with a valid gaze 

coordinate. 

ROC Analyses. SBGP was estimated using the Receiver Operating Characteristic (ROC) 

curve as proposed for eye-tracking analysis by Tatler et al. (2005). The aim was to test the extent 

to which salience can discriminate gazed regions (i.e., where eye gaze lands) and ungazed 

regions (i.e., where eye gaze does not land). In the current study, on each video frame, there was 

a gazed region and a corresponding ungazed region that was randomly sampled from the 

participant’s gaze locations across all frames of the entire video vignette. For a certain salience 

threshold, a region was classified as “gazed” if its salience was larger than the threshold and as 

“un-gazed” if its salience was below the threshold. By comparing this classification with actual 

gaze locations, we extracted the hit (i.e., classifying gazed region as “gazed”) and false alarm 

(i.e., classifying “ungazed” as gazed) for each frame. By varying the threshold between 0 and 1 

at a 0.001 interval, a ROC curve was plotted; the area under this curve (AUC) indicated how 

well salience discriminate eye locations from random locations, in other words, how well the 

gaze locations were predicted by salience. Thus, AUC was the measure for our main dependent 

variable, SBGP. Uncentered, AUC had a possible range of 0 to 1, with .5 as the chance level 
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indicating that salience equally predicted where participants looked at and where participant did 

not look at. In the current study, we centered AUC at the chance level, such that the centered 

range was -.5 to .5, and positive values indicated that gazed locations were on average more 

salient. 

Distance to Center (DTC). DTC was calculated to quantify the extent to which viewers 

fixated the center of the screen following cuts. We computed the Euclidean distance between the 

screen center and the gaze location for each data point. DTC data were then reduced using the 

same procedure as SBGP for Analysis 2: Data were averaged across participants to generate one 

average DTC measurement per participant group for each of four 160-ms bins surrounding each 

of 28 cuts (Figure 1).  

Statistical Analysis. We first conducted preliminary analyses, including randomization 

checks and bivariate correlations to identify potential covariates (e.g., gender, exact age within 

each age group, naturalistic television exposure in the child group). In Analysis 1 examining 

overall age and condition effects across the entire vignette, the dependent variable was SBGP 

measured as AUC, which was averaged within each video shot for each participant. To account 

for the potential clustered standard errors at both the participant level (i.e., an individual 

participant may display similar eye movement patterns across the shots) and the shot level (i.e., 

participants may show similar patterns with each other when watching the same shots), we used 

multilevel modeling with shots and participants as the random effects. The proportion of 

variance in the outcome variable explained by the participant-level (i.e., between shots within 

participants) and shot-level clustering (i.e., between participants within shots) added up to 20% 

of the total variance, as indicated by the intraclass correlation. We used the function glmer from 
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the package lme4 (Version 1.1-12; Bates et al., 2015) in the R software environment (Version 

3.3.0; R Core Team, 2016) to estimate the models. 

Specifically, a mixed-effects model was used to estimate the fixed effect of age and 

video condition on AUC in data clustered at the participant and shot level. Given that 

participants and shots were crossed factors nested within each other, a crossed-mixed-effects 

model was fitted (Raudenbush, 1993) with the participant ID and shot ID as the crossed random 

effects (level 2) nested within observations (level 1). The model specification was as follows:  

Level 1 model: 

aucij = β0i + β0j + eij 

Level 2 model: 

β0i  = γ00.1 + γ01(agei) + γ02(conditioni)+ γ03(agei×conditioni) + h0i  

β0j = γ00.2 + q0j 

 Combined model: 

aucij = γ00 + γ01(agei) + γ02(conditioni) + γ03(agei×conditioni) + h0i + q0j + eij 

In these models, γ00 represents the (intercept) grand mean of the reference group (adult-normal) 

across participants and shots. γ0q represents the fixed effect of variable q (q = 1, 2, 3 for age, 

condition, and age-by-condition interaction) on the participant-level intercept, β0i, and h0i adds a 

random effect to β0i. q0j denotes the random intercept (i.e., β0j) effect at the shot-level. The 

residual at the participant-cross-shot level is represented by eij. 

In Analysis 2 examining age and condition effects immediately following cuts to new 

shots, the dependent variables were AUC and DTC, averaged across participants within each 

160-ms bin for each of the four groups. To account for the clustering in the nested data at the bin 

level (i.e., participants may display similar eye movement patterns when watching the same 160-
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min bins) and the shot level (i.e., participants may display similar eye movement patterns when 

watching different bins within the same window), we again relied on multilevel modeling with 

bins and shots as the random effects. The total intraclass correlation at the shot and the bin level 

was 22% for AUC and 26% for DTC. A piecewise linear regression, with the split point being 

placed between the first and the second bin, was used to capture the non-linear change in AUC 

and DTC across bins.  

Specifically, a three-level hierarchical mixed-effects model with groups of participants 

(Level 1) nested within bins (Level 2) nested within shots (Level 3) was fit to test the fixed effect 

of age and video condition on AUC change following a cut. Two splines were used to fit a 

piecewise linear regression with a knot fixed at the time of the cut to index the change in AUC 

across the cut (phase1: bin 1-2 or -160 to +160 ms) and after the cut (phase 2: bin 2-4 or 0 to 480 

ms). The model specification was as follows:  

Level 1 model: 

Aucijk  = β0jk + β1jk(ageijk) + β2jk(conditionijk) + rijk 

Level 2 model:  

β0jk  = γ00k + γ01k(bin1jk) + γ02k(bin2jk) + u0ik  

  β1jk   = γ10k 

  β2jk   = γ20k 

Level 3 model: 

  γ00k = d000 + v00k 

  γ01k = d100  

γ02k = d200 

Combined model: 
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aucijk = d000 + d100(bin1jk) + d200(bin2jk) + γ10k(ageijk) + γ20k(conditionijk) + v00k + 

u0ik + rijk 

In these models, d000 represents the intercept for the reference group (adult-normal). d100 and d200 

represent the linear and quadratic effects of the bin variable, which models the change in AUC 

over time, on β0jk. The bin variable, which was indexed by the time order of bins, was treated as 

a continuous predictor centered at the shot transition. The bin variable for the first (phase 1) and 

second (phase 2) piece of curve was denoted as bin1 and bin2, respectively. γ10q represents the 

fixed effect of variable q (q = 1, 2 for age and condition). u0ik and v00k add random effects, at the 

shot level and bin level respectively, to the intercept. The residual in AUC at the group level is 

denoted by rijk.  

Results 

Preliminary Analyses  

As a randomization check, we tested for experimental condition differences with respect 

to participant gender and exact age (i.e., age in years within the child or adult group). No 

significant differences were found in the child group [exact age: t(16) = 1.66, p = 0.116; gender: 

c2 (1, N = 20) = 0.88, p = 0.348] or the adult group [exact age: t(17) = -0.35, p = 0.730; gender: 

c2 (1, N = 20) = < 0.001, p = 0.100].  

To identify potential participant-level covariates, we calculated bivariate correlations 

between the dependent variables and exact age, gender, and children’s typical television 

exposure at home. See Table 1 for descriptive statistics, including bivariate correlations. Given 

that participant-level characteristics did not differ significantly by condition, nor were they 

correlated with the dependent variables, they were not considered further.  
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Table 1. Descriptive statistics and zero-order correlations for participant-level variables 

 Descriptives  Correlations 
 Freq. Mean S.D.  AUC DTC 
Adult group       
   AUC --  0.21 0.06    
   DTC --   104.51 48.38    
   Exact age --     20.46 1.14  -0.22 -.14 
   Female 15% -- --  0.33 0.17 
Child group       
   AUC -- 0.15 0.03    
   DTC --   123.85 45.49    
   Exact age -- 4.51 0.10  0.03 0.29 
   Female 65% -- --  -0.12 0.07 
   BTV -- 0.81 1.25  -0.37 -0.29 
   FTV -- 2.11 1.64  -0.19 0.04 
   Tot TV -- 2.92 2.78  -0.28 -0.16 

 
Note: AUC was aggregated across all shots for each participant for bivariate correlations. Exact age was 
measured in years. The TV variables represented the hours of exposure per day averaged across a typical 
week, separately for background TV (BTV) and foreground TV (FTV) as well as total TV exposure (Tot 
TV).  
N = 20 per age group. ***p < .001 
 

 

Analysis 1. Salience-Based Gaze Prediction across the Entire Vignette  

The distribution of SBGP is illustrated in Figure 2 by age and condition. The three fixed 

effects from the final model are reported in Table 2. Because the dependent variable was 

centered at chance, the intercept effect compares SBGP to chance in the reference group (adult-

normal). As shown in Model 1, SBGP for adults in the normal condition was significantly above 

the chance level, γ00 = 0.19, SE = 0.01, t(43) = 13.54, p < .001. The age effect tests the difference 

between children and adults in the reference condition (normal). In the normal video condition, 

adults (M = 0.69, SE = 0.04) had higher SBGP than children (M = 0.63, SE = 0.04), γ01 = -0.05, 

SE = 0.01, t(1050) = -6.01, p < .001. The condition effect tests the difference between random 

and normal video in the reference age group (adults). Adults’ SBGP was higher in the random-
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edit video condition (M = 0.23, S.E. = 0.03) than the normal condition (M = 0.19, SE = 0.04), γ02 

= 0.04, SE = 0.01, t(1050) = 4.27, p < .001.  

 

 

Figure 2. Histogram and density plot of SBGP, measured by AUC (centered at the chance level), 

by age group and video condition. The dashed line represents the chance level, so the area to the 

right of the line corresponds to positive SBGP. 
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Table 2. Fixed effects from the final mixed-effects model predicting SBGP for all shots in the 
vignette 
 

 Model 1  Model 2 
Predictor β SE   t-ratio  Predictor β SE   t-ratio 

    Intercept (γ00) 0.19 0.01 13.54***     Intercept (γ00) 0.14 0.01 10.05*** 
    Age: Child (γ01) -0.05 0.01 -6.01***     Age: Adult (γ01) 0.09 0.01 9.38*** 
    Condition: 
    Random (γ02) 0.04 0.01 4.27***     Condition: 

   Normal (γ02) -0.01 0.01 -0.76 

    Age ´ Condition 
    (γ03) 

-0.03 0.01 -2.43*     Age ´ Condition 
   (γ03) 

-0.03 0.01 -2.43* 

 
Note: The dependent variable, SBGP, was centered at the chance level. Age was a binary variable with 
adult group coded as the reference group and child group as the contrast group in Model 1, and vice versa 
in Model 2. Condition was a binary variable with normal condition coded as the reference and random-
edit video condition as the contrast group in Model 1, and vice versa in Model 2. 
*p < .05. ***p < .001 

 

The final row of Table 2 (Model 1) depicts the interaction effect between the age group 

and video condition. Including this interaction effect significantly improved the fit of this model, 

c2 (1) = 5.89, p < 0.05. The interaction effect was significant, indicating that the condition effect 

was moderated by age, γ03 = -0.03, SE = 0.01, t(1050) = -2.43, p < .05. In Model 2, we rotated the 

reference groups to explore this interaction effect. As shown in Table 2 (Model 2), in the 

random-edit video condition, SBGP was again significantly higher in adults (M = 0.23, S.E. = 

0.03) than children (M = 0.14, S.E. = 0.04), γ01 = 0.09, SE = 0.01, t(1050) = 9.38, p < .001. 

Moreover, the condition effect was not significant in Model 2 where children were the reference 

group, γ02 = -0.01, SE = 0.01, t(1050) = -0.76, p > .400. That is, the condition effect was not 

significant for children. Although SBGP was lower in children than adults, children’s SBGP was 

still significantly greater than chance, as indicated by a significant intercept effect with children 

as the reference group, γ00 = 0.14, SE = 0.01, t(43) = 10.05, p < .001. 
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Analysis 2. Salience-Based Gaze Prediction and Distance to Center Following Shot 

Transitions 

Salience-Based Gaze Prediction. The temporal evolution of SBGP following a shot 

transition is plotted in Figure 3 as a function of age group and video condition. The plot depicts a 

decrease in SBGP at the transition in all four groups, followed by a recovery around 300 ms into 

the shots. 

 

 

Figure 3. Temporal evolution of SBGP, measured by centered AUC (centered at the chance 

level), by age group and video condition beginning 160 ms before the transition to a new shot. 

Values are averaged over all shots. Analysis 2 focused on the window of time immediately 

surrounding the cut, as indicated by the unshaded area from -160 ms to 480 ms. 

 

 The mixed-effects model examined SBGP as a function of age group, condition, and time 

measured as bin1 (-160 ms to 160 ms) and bin2 (0 ms to 480 ms). A full report of fixed effects 
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can be found in Table 3. Consistent with the patterns shown in Figure 3, there was a significant 

negative effect of bin1, d100= -0.17, SE = 0.03, t(4) = -6.06, p < .010, and a significant positive 

effect of bin2, d200= 0.22, SE = 0.04, t(4) = 6.04, p < .010, suggesting a U-shaped pattern such 

that SBGP decreased as the cut occurred and then recovered following the cut. A main condition 

effect was found such that SBGP was higher for the random than the normal sequence, d20k = 

0.04, SE = 0.01, t(416) = 3.26, p < .010. However, there was no difference in SBGP between the 

age groups, d10k = -0.01, SE = 0.01, t(416) = -0.80, p > .05. The age-by-condition interaction did 

not significantly improve the fit of the model, c2 (1) = 1.08, p = 0.298, and was therefore not 

included. Together, the model results suggest that SBGP was higher for the random than the 

normal sequence during this narrow window following cuts to new shots, regardless of age 

group.  

 

Table 3. Fixed effects from the final mixed-effects model predicting SGBP after shot transitions 
 
Predictor β SE     t-ratio 

Intercept (d000) 0 0.02 -0.23 
Bin1 (d100) -0.17 0.03     -6.06** 

Bin2 (d200) 0.22 0.04      6.04** 
Age: Child (γ10k) -0.01 0.01 -0.80 
Condition: Random (γ20k) 0.04 0.01      3.26** 

 
Note: The dependent variable, SBCP, measured by AUC (centered at the chance level). Bin number 
denoted the time into a shot, with bin1 for phase 1 (160 ms before to 160 ms after the cut) and bin2 for 
phase 2 (0 ms to 480 ms after the cut); it was centered at the shot transition (i.e., the bin capturing 0 to 
160 ms after the cut). Age was a binary variable with adult group coded as the reference group and child 
group as the contrast group. Condition was a binary variable with normal condition coded as the reference 
and random-edit video condition as the contrast group.  
*p < .05. **p < .01 
 

Distance to Center. Prior research demonstrates that viewers, whether adults or young 

children, tend to look at the center of the screen following transitions to new video shots when 
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watching video in normal sequences (Kirkorian et al., 2012; LeMeur et al., 2007; Mital et al., 

2010; Tseng et al., 2009; Tosi et al., 1997). Such centering of gaze could explain a drop in SBGP 

after a shot transition. Thus, we examined DTC immediately following shot transitions in the 

current study. Figure 4 plots the temporal evolution of DTC averaged over all shots, as a function 

of age group and video condition. Similar to SBGP, the plot depicts a decrease in DTC 

immediately after transitions to new shots in all four groups.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Temporal evolution of DTC by age group and video condition beginning 160 ms before 

the transition to a new shot. Values are averaged over all shots. Analysis 2 focused on the 

window of time immediately surrounding the cut, as indicated by the unshaded area from -160 

ms to 480 ms. 
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Multilevel modeling was used to test the effect of age group and video condition on 

DTC following a shot transition, paralleling the model examining the temporal evolution of 

SBGP after shot transitions. The results are reported in Table 4. There was a non-significant 

effect of bin number at phase 1, d100= 1.88, SE = 5.00, t(420) = 0.38, p = .707, and a significant 

negative effect of bin number at phase 2, d200= -12.25, SE = 2.58, t(420) = -4.76, p < .001, 

suggesting a decrease of DTC after a shot transition. An age effect was found such that children 

displayed larger DTC (M = 123.37, SE. = 14.62) than adults (M = 106.14, SE = 14.65) 

immediately following a shot transition, d10k = 19.35, SE = 3.69, t(420) = 5.25, p < .001, while 

the condition effect was found not significant, d20k= 2.38, SE = 3.69, t(420) = 0.52, p = .518. The 

age-by-condition interaction did not significantly improve the fit of the model, c2 (1) = 1.57, p = 

0.210, and was therefore not included. Thus, the distance to center was higher in children than 

adults, regardless of condition, during this narrow window immediately following shot 

transitions.  

 

Table 4. Fixed effects from the final mixed-effects model predicting distance to center after shot 
transitions 
 
Predictor β SE t-ratio 

Intercept (d000) 112.97 6.22    15.15*** 
Bin1 (d100) 1.88 5.00      0.38 
Bin2 (d200) -12.25 2.58    -4.76*** 
Age: Child (γ10k) 19.35 3.69     5.25*** 
Condition: Random (γ20k) 2.38 3.69      0.52 

 
Note: Bin number denoted the time into a shot, with bin1 for phase 1 (160 ms before to 160 ms after the 
cut) and bin2 for phase 2 (0 ms to 480 ms after the cut); it was centered at the shot transition (i.e., the bin 
capturing 0 to 160 ms after the cut). Age was a binary variable with adult group coded as the reference 
group and child group as the contrast group. Condition was a binary variable with normal condition coded 
as the reference and random-edit video condition as the contrast group 
***p < .001. 
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Discussion 

 The main purpose of this study was to determine (1) whether video comprehensibility 

impacted the degree to which gaze was predicted by low-level visual features during naturalistic 

video viewing, (2) whether such salience-based gaze prediction differed for adults and young 

children, and (3) how salience-based gaze prediction changed immediately following cuts to new 

video shots. We found that both 4-year-olds’ and adults’ eye movements were predicted by 

visual salience, as viewers in both groups were more likely to look at the high-salience regions 

than randomly selected regions. Overall, across the entire video, perceptual salience was a 

stronger predictor in adults than in 4-year-olds. However, while visual salience predicted 4-year-

olds’ eye movements equally in both video conditions, adults were less likely to direct their gaze 

toward visually salient regions while watching the shots in their original, comprehensible 

sequence than in a random sequence. This finding suggests that salience-based gaze prediction 

increased when video was rendered less comprehensible for adults but was not impacted in 4-

year-olds. Implications for age-related changes in visual attention and comprehension to video 

are discussed. 

Effects of Comprehensibility on Adults’ Salience-Based Gaze Prediction 

Our findings replicate prior research in demonstrating that salience-based gaze prediction 

increases with age, with more predictable fixations among adults than infants and young children 

(Franchak et al., 2016; Frank et al., 2009; Rider et al., 2018). Based on correlational designs, 

previous research, however, failed to attribute adults’ higher salience-based gaze prediction to 

their better comprehension-driven voluntary control as compared to children. This is because, in 

addition to improved video comprehension, many age-related differences exist that could 

increase the predictability of adults’ eye gaze, such as temporal and spatial intersubject 
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consistency in eye movements (Frank et al., 2011; Franchak et al., 2016; Kirkorian & Anderson, 

2018).  

The current study was intended to more directly test the comprehension-based hypothesis 

by examining the extent to which age-related increases in salience-based gaze prediction can be 

explained by age-related increases in comprehension of the content. To that end, we compared 

salience-based gaze prediction in adults watching a normal video sequence versus those 

watching the same video shots in a random sequence. We found that salience-based gaze 

prediction in adults increased, rather than decreased, when watching the random video sequence. 

This result suggests that comprehension-related, top-down control of eye movements cannot 

account for the age-related increase in salience-based gaze prediction, eliminating the 

comprehension-based hypothesis. 

The findings from this experimental study provide more direct evidence that better 

comprehension of the video does not necessarily lead to higher salience-based gaze prediction in 

adults. Why might salience-based gaze prediction increase when adults watched the less 

comprehensible video sequences? Presumably, in the absence of comprehension-driven process, 

adults who might otherwise comprehend the content well may rely more heavily on perceptual 

features to guide their attention. For example, prior research on eye gaze patterns before and 

after cuts demonstrated that adults sometimes anticipate the reappearance of an object after a cut 

(Kirkorian & Anderson, 2017). This top-down control over eye movements could lead viewers to 

look at parts of the screen with low salience, such as an empty part of the screen where the object 

is to reappear. By contrast, without a meaningful plot and coherent action sequences, adults 

watching a random shot sequence may be more likely to be driven by bottom-up, reactive 

processes than to search for meaningful information or predict upcoming content.  



 

 

45 

Our findings are consistent with previous research demonstrating higher salience-based 

gaze prediction during free viewing as compared to during task-orientated viewing in adults 

(Smith & Mital, 2013). Smith and Mital suggested that providing an explicit task goal (i.e., 

identifying the locations depicted in the video clips) could direct viewers’ attention away from 

the visually salient features. Together, these findings indicate that decreasing top-down 

influences in turn increases salience-based gaze prediction in adult viewers. Given that 

perceptually-salient regions may overlap with meaningful ones (Wass & Smith, 2014), future 

work could examine the extent to which the degree of overlap between visually salient features 

and semantic features impacts the magnitude, even the direction, of top-down influences on 

salience-based gaze prediction.  

Age Differences in Salience-Based Gaze Prediction (During Normal Video Viewing) 

What drives the age-related increase in salience-based gaze prediction during normal 

video viewing, if it cannot be explained by a viewer’s ongoing comprehension of a story as it 

unfolds in a logical sequence (i.e., the comprehension-based hypothesis)? Given the developing 

dominance of bottom-up and top-down influences on visual attention during video viewing, we 

are less convinced by the salience-based hypothesis that older viewers’ eye movements are 

simply controlled more by visually-salient features as compared to younger viewers’. Theories of 

children’s attention development in general and overt attention to television in particular suggest 

an increasingly dominant role of content comprehension versus formal features in visual 

attention during video viewing (e.g., Huston & Wright, 1983; Ruff & Rothbart, 1996; Gola & 

Calvert, 2011). Specifically, such theories posit that children’s attention is initially driven by 

salient features in a reflexive manner due to a lack of efficient attention and executive control. 

With increased maturation and video experience, a higher-level attention system is engaged, and 
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meaningful information, such as narratives or informational content, increasingly directs visual 

attention.  

A more plausible explanation might be the overall predictability hypothesis. Specifically, 

it is possible that the higher salience-based gaze prediction in adults was due to a global tendency 

that adults’ gaze behavior is generally more predictable than children’s during free viewing of 

edited video. Adults’ eye movements are likely controlled by a combination of low-level 

attention strategies and high-level attention strategies. For example, viewers may attend to salient 

regions because these regions are more likely to be meaningful and informative (e.g., Wass & 

Smith, 2014; Taya et al., 2011). Simultaneously, they also look at other non-salient regions that 

they understand as semantically relevant or where they anticipate something interesting to occur 

(e.g., Henderson et al., 1999; Land et al., 1999; Morgante, Haddad, & Keen, 2008; Kirkorian & 

Anderson, 2017). Both viewing experience and cognitive maturation are needed to develop these 

sophisticated strategies. Thus, as compared to children, adults’ gaze could be more 

systematically attending to both visually salient and semantically meaningful regions, resulting 

in better salience-based gaze prediction as well as comprehension-based gaze prediction. As 

evidence, previous studies comparing eye movements to socially-meaningful features (i.e., faces) 

versus visually-salient features show age-related increases in the performance of both face-based 

predictive models and salience-based predictive models (Franchak et al., 2016; Rider et al., 

2018), which the authors explained as adults looking more at both faces and high-salience 

regions (Franchak et al., 2018). However, since faces could be both semantically-relevant and 

visually-salient, future research is needed to disentangle top-down and bottom-up influences on 

eye gaze.   
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In addition, it is important to note that the age-related increase in salience-based gaze 

prediction is not universal. For instance, Kadooka & Franchak (2020) showed seven 2-min video 

clips to children of a wide age range (6-months- to 10-years-old) and adults. They found that, 

except of two videos (e.g., Sesame Street, and a music video), there was no age effect in looking 

at relatively more salient regions. A potential reason for the conflicting findings between our 

study and theirs is the particular video content, as Kadooka and Franchak suggest. This leaves 

ample space for future studies to investigate the exact mechanism underlying the developmental 

changes in visual attention to perceptually-salient features.       

Effects of Comprehensibility on Children’s Salience-Based Gaze Prediction 

 Like adults, 4-year-olds showed slightly higher salience-based gaze prediction when 

watching the randomly-edited video. However, unlike adults, the condition effect was not 

significant in children when considering the overall main effect of condition across the entire 

video (Analysis 1). On the surface, this might be due to 4-year-olds’ insufficient comprehension 

to the normal video sequence in the first place. Prior research demonstrates that children at this 

age have limited understanding of video content, with adult-like comprehension emerging 

around 12 years of age (Anderson & Hanson, 2010; Collins & Wellman, 1982). Thus, the degree 

to which their visual attention is controlled by content comprehension may be relatively low 

even when watching the comprehensible normal version. This could explain why children’s 

salience-based gaze prediction remained at the similar level, given that randomizing the shot 

sequences should not change the overall salience of the video.  

Although video comprehension develops gradually across childhood, accumulated 

evidence demonstrates that young children do have sensitivity to the comprehensibility of video 

sequences, reflecting some – albeit limited — comprehension of video (e.g., Smith et al., 1985; 
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Pempek et al., 2010; Richards & Cronise, 2000). Indeed, our Analysis 2 shows some evidence 

for a condition effect in children when examining the short window of time surrounding 

transitions to new video shots. Similar to adults, 4-year-olds’ salience-based gaze prediction 

dropped immediately following cuts and was higher for the random video sequence than the 

normal video sequence. This adult-like eye movement pattern suggests that differences existed in 

processing shot transitions while the children were viewing the normal versus random-edit video. 

Moreover, a prior study, using the same random-sequence manipulation as the current study, 

found that children as young as 18 months old made longer looks toward normal sequences as 

compared to randomized sequences of the same shots (Pempek et al., 2010). Such an obvious 

looking preference for coherent video sequences indicates a perception of shot relations emerges 

even in infants.  

Given that children are sensitive to random-edit video manipulations by 18 months old, 

why did 4-year-olds’ salience-based gaze prediction show relatively little change while viewing 

the incomprehensible video in the current study? Firstly, it is possible that the earliest beginnings 

of video comprehension are evident in overt looks toward the screen as in Pempek et al. (2010) 

but not in their eye movement patterns as observed in the current study. In this sense, differences 

in degree of salience-based gaze prediction might be more subtle than differences in overt gaze 

toward the screen, requiring a more sophisticated understanding of the narrative. Secondly, given 

that eye movement patterns tend to be more idsiosyncratic in children than in adults (Frank et al., 

2011; Franchak et al., 2016; Kirkorian & Anderson, 2018), perhaps a general effect of condition 

across the video was less detectable in children. This is consistent with findings from Analysis 2 

regarding the age group difference in distance to the center. That is, immediately following a cut 
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to a new shot, eye gaze was more consistently drawn to the center of the screen in adults than in 

children.  

Limitations and Future Directions 

The current study has some limitations that should be considered in interpreting the 

results and considering future research directions. First, as a secondary data analysis, we are 

limited by the quantity and quality of the existing data set. Eye-tracking technologies and 

computational methods have improved since these data were collected. The findings should be 

replicated in a larger, more diverse sample of participants with less data loss. Second, the present 

study did not have a direct measure of comprehension, although we believe that viewer’s 

comprehension was successfully manipulated by rearranging the video shots in a random order. 

Future research should directly examine the relation between salience-based gaze prediction and 

viewers’ comprehension of the video. Third, future research could consider individual 

differences in children’s prior experience with TV and other edited video as a moderator of eye 

gaze (e.g., salience-based gaze prediction, anticipatory eye movements). We did not observe a 

correlation between salience-based gaze prediction and naturalistic TV viewing in the child 

sample. However, our sample was small, and the media exposure measure did not capture the 

content of video exposure. Future work could examine the impact of video viewing experience, 

with a focus on video content, on the effects observed in the current study. Additionally, while 

the current study focused on visual salience, the video stimuli used was accompanied by the 

soundtrack. It is possible that experimentally randomizing the shot at the audio level added noise 

to the video condition effect at salience-based gaze prediction at the visual level. Future work 

could considerate to control for this influence by only manipulating visual features rather than 

the audio.  
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Conclusion  

In summary, the present study replicated the finding that perceptual salience is a stronger 

predictor of eye movements in adults than in 4-year-olds, bridging prior research on free viewing 

in infants and older children. Moreover, we found that disrupting video comprehensibility 

increases overall salience-based gaze prediction in adults but not 4-year-old children. Our 

findings, from the perspective of gaze prediction, extended previous work and suggested that 

adults’ gaze behavior is more predictable than children’s, perhaps due to more strategic and 

systematic use of informative visual features. Among other findings, this study also 

demonstrated some sensitivity to edited video in 4-year-olds that was limited to the window of 

time surrounding transitions to new video shots. Together, the present findings underscore the 

complex relation between visual attention and video comprehension, and between bottom-up and 

top-down processes. These relations are not straightforward, and future research should continue 

to use experimental methods to tease apart the effects of comprehension and other top-down 

processes on attention. 
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CHAPTER 3 

Abstract 

The experiment reported here was designed to examine the effect of interactivity on toddlers’ 

video-based symbolic transfer. Eighty children, ages 23 to 37 months, participated in an object-

retrieval task in one of four conditions: 1) watching through a window as an experimenter hid a 

toy, 2) watching a video recording of an experimenter hiding a toy, 3) interacting by pointing 

toward the toy (through the window) to see an experimenter hiding the toy, and 4) interacting by 

tapping the toy (on the touchscreen) to see an experimenter hiding the toy. Across all trials, 

interactivity was found to enhance children’s overall errorless performance when and only when 

they watched the hiding event in video; however, it did not disproportionately affect the rate of 

perseverative errors, nor did it affect the latency of children’s searches. Together, these findings 

have implications for the particular mechanisms by which interactivity affects toddlers’ symbolic 

transfer.  

Keywords: symbolic retrieval, transfer, interactivity, video-mediated learning, toddlers  
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The Effect of Interactivity on Toddlers’ Video-based Transfer in the Symbolic 

Retrieval Task 

During the first few years of life, children gain the ability to learn from not only direct 

observations of the physical environment, but also from indirect experience, such as reading a 

picture book or watching television (DeLoache & Chiong, 2010; Waxman & Medin, 2007). The 

cognitive ability of representing something with something else enables children to acquire 

information from symbols, such as replica toys in symbolic play, graphs, and letters and 

numerals. As a defining characteristic of human cognition (DeLoache et al., 1999; Myers & 

Liben, 2012), this symbolic capacity plays an important role in children’s acquisition of 

knowledge (Hatano & Inagaki, 2002; Tarlowski, 2006). Despite the rapid change in symbolic 

functioning of very young children (DeLoache, 1987), there is large variation across symbolic 

task constraints and individual differences (Myers & Liben, 2012). The present study aims at 

understanding symbolic transfer from videos to real life in toddlers and how could that be 

influenced by characteristics at the content, child, and socio-contextual level. 

Development of Symbolic Capacity 

Children in any culture are surrounded by numerous symbolic artifacts, such as pictures, 

calendars, maps, graphs, and television. However, it is challenging for young children to benefit 

from the wealth of knowledge provided by these artifacts, given research showing that the 

informative function of symbolic artifacts is far from transparent to young children (Callaghan, 

1999, 2003; DeLoache, 2002; DeLoache & Burns, 1994). To transfer information contained in a 

symbol to its referent, a proficient symbol user must have the insight that the symbol has a 

referential function (DeLoache, 1995). Such a referential understanding has been found to 

develop rapidly in the first years of life (e.g., Bloom, 2000; DeLoache, et al., 1998; Liben, 1999; 
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Newcombe & Huttenlocher, 2000), even though its development could persist into adulthood 

(e.g., Callaghan et al., 2003, 2004; Liben, 1999; Klima & Bellugi, 1979; Namy, 2008).  

A series of studies (e.g., DeLoache, 1991; DeLoache & Burns, 1994) have charted the 

development of symbolic understanding and use of symbolic artifacts employing the object 

retrieval paradigm. In the experiments, children have to use the symbolic artifact (e.g., a small-

scale model of a real room) as the source of information to find a hidden object. For example, in 

the scale-model version of the task, children observe where a miniature toy (e.g., a small-scale 

toy of a real toy) was hidden in the artifact and use that information to find a larger toy (e.g., the 

real toy) hidden in the corresponding location in the referent space (e.g., the real room). As 

symbolic artifacts that are ubiquitous in many children’s daily lives, pictures (e.g., photographs, 

line drawing) and replica objects (e.g., scale models) have been substantially studied in research 

on early development of symbolic functioning. Such an analogical transfer from symbolic 

artifacts to their referents was found to be quickly achieved by children from age 24 to 30 

months when pictures were the symbols and from age 30 to 36 months when scale models were 

the symbols (DeLoache, 1987, 1991; DeLoache et al., 1991). The discrepancy in the 

developmental progress between the two artifacts has been attributed to artifact features that may 

affect young children’s symbolic insight (for a review, see Troseth et al., 2019). Specifically, 

scale models are three-dimensional (3D) objects on their own right that afford physical 

exploration catering to children at this age, whereas pictures may be relatively less interesting as 

physically present objects so that children are more likely to attend to their representational role. 

That is, children may perceive a model room as an object in its own right, such as a dollhouse 

they can play with, whereas photographs are less likely to offer such affordances for physical 

play or exploration. 
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Beyond Symbolic Insight: Videos are More Complicated Symbols 

Recent decades have seen an explosion of digital media in children’s everyday lives 

(Rideout, 2016). Video-based digital media have many distinct affordances and features from 

other symbolic artifacts. For example, whereas videos provide information based on two-

dimensional (2D) images that appears similar to picture symbols, videos also create highly 

realistic visual experience that seems less distinguishable from real objects. Video that features 

live actions with an accompanying soundtrack can realistically show people’s behavior (Troseth 

et al., 2018). Video symbols, therefore, might have some unique symbolic characteristics 

(Sheehan & Uttal, 2016; Troseth et al., 2003a) and trigger different symbolic development 

progress in children. The complicated symbolic nature of videos is also reflected by conflicting 

empirical evidence regarding children’s symbolic understanding of videos. For example, a study 

using the object-retrieval task found that, similar to findings with pictures, 2.5-year-olds can use 

video as symbols to retrieve hidden toys, suggesting that video’s symbolic function is easier to 

be appreciated as a 2D medium (Troseth & DeLoache, 1998). However, other studies found that 

a large proportion of 3-year-olds interpreted objects in video images as real objects and 

attempted to manipulate them (Flavell et al., 1990; Suddendorf, 1999). Thus, the developmental 

course of understanding the symbolic nature of videos remains unclear. 

As with other symbolic media (e.g., scale model), what is depicted on video represents 

real objects and events, thus requiring the insight to link the video symbol and its referent 

(Troseth & DeLoache, 1998).  While this is not transparent to young children (Troseth, 2003a), 

research has documented the challenge by which children are less likely to succeed when using 

video to search a hidden toy in the real room as compared to non-symbolic, direct experience of 

seeing the hiding event, more likely to perseverate to search the correct hiding location in the 
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previous trial rather than the current trial (i.e., perseverative error), and even take longer to 

search (i.e., search latency) (Troseth & DeLoache, 1998; Schmitt & Anderson, 2002; Schmidt et 

al., 2007).  

In addition to symbolic understanding, decades of research have indicated multiple 

factors hindering video-based transfer, which may be less of a concern for other symbolic media 

in daily life and thus have not been addressed in the literature on other symbolic artifacts such as 

pictures and scale models. Firstly, video lacks social relevance and contingence that benefit 

learning. Evidence has indicated that the absence of social relevance and contingency would 

weaken mental representations derived from video symbols through decreased arousal and 

engagement (Gergely, et al., 2007; Krcmar, 2010; Kuhl, 2007; Troseth et al., 2003, 2010). While 

this also applies to other symbolic media such as photographs and scale models, the lack of 

social relevance and contingence may have a more adverse effect for video symbols. One reason 

is that, unlike screen media, learning materials based on photographs (e.g., picture books) are 

more likely to involve parents, and parental engagement has been well documented to facilitate 

young children’s learning from symbols (e.g., Strouse et al., 2013). As for scale models, since 

children use them in daily life more for entertaining purposes (e.g., doll house) than learning 

purposes, the need is minimized to appreciate their informative functions and learn from them, at 

least when children are young. 

Another factor that limits transfer from videos – and other symbolic artifacts -- is the 

perceptual differences between the symbol and its referent. Even though iconic symbols that 

physically resemble their referents in one or more ways are designed to help users recognize or 

remember the referents (e.g., Carlson et al., 2005; Luk & Bialystok, 2005; Thompson et al., 

2009), perceptual differences exist between the symbol and referent context and are particularly 
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salient to naïve users (e.g., Klima & Bellugi, 1979; Namy, 2008). Symbolic artifacts, particularly 

such 2D ones as pictures and videos, are distinguishable from the reality (Schmitt & Anderson, 

2002). Such a difference would impact information encoding from the symbol and result in less 

detailed memories and take more cognitive resources (Carver et al., 2006; Kirkorian et al., 2016; 

Schmitt & Anderson, 2002). Taken together, symbolic transfer from videos is hindered by not 

only representational insight at the conceptual level, but may also involve other cognitive 

competences, such as mapping 2D images onto real 3D spaces. Thus, it is important to 

acknowledge and understand the unique, complicated characteristics of video symbols in order to 

facilitate young children’s transfer of learning from screen media in the digital world.  

Interactivity Effects on Video-based Symbolic Retrieval 

Despite the surging interest in incorporating interactive features to foster children’s 

learning from videos, it remains unclear about how those interactive features affect children’s 

ability to transfer knowledge from symbols to the real world (Sheehan & Uttal, 2016). Empirical 

findings have been mixed on the effectiveness of interactivity in promoting the video-based 

transfer of information. For example, in an object-retrieval experiment, 2.5- to 3-year-olds who 

interacted (i.e., pressing buttons) with a computer game to reveal the hiding location of an object 

performed better than children who merely observed the video of the hiding event (Lauricella et 

al., 2010). However, more recent studies using other tasks found a better transfer of math 

knowledge when 3- to 5-year-olds watched a video of someone else playing the game as 

compared to when the children played the interactive game themselves (Alade et al., 

2016; Schroeder & Kirkorian, 2016). Moreover, the inconsistent interactivity effects have been 

found even within studies. For example, research on 2D object retrieval (Choi & Kirkorian, 

2016) and word learning (Kirkorian et al., 2016) found a positive impact of interactivity on 
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transfer from videos in younger 2-year-olds but a negative impact in older 2-year-olds. These 

findings suggest that the role of interactivity in transfer of information from video symbols to 

their referents in real life may vary considerably across development, individuals, and contexts. 

However, it remains to be seen whether video interactivity can complete ameliorate the challenge 

of symbol transfer (i.e., increase learning to the level of non-symbolic, live demonstrations). 

Theoretical Accounts Related to Interactivity Effects. At least three mechanisms, 

which are likely complementary rather than mutually exclusive, could underlie interactivity 

effects on video-based symbolic retrieval. First, from a perspective of symbolic insight, 

interactivity could influence transfer from video by either impeding symbolic representation of 

video symbols or fostering the direct mapping between video symbols and their referents in 

reality (Sheehan & Uttal, 2016; Troseth et al., 2019). Specifically, interacting with video screens 

may lead young children to regard the video symbol as an object for them to manipulate and 

thereby distract their attention from its symbolic function of providing information about its 

referent. In this sense, interactive video would make it more difficult for young children to 

transfer information to real life (e.g., refer to memory encoded from the room rather than those 

encoded from video), as compared to non-interactive video. Evidence from scale model research 

shows that playing with a scale model for merely 10 minutes reduced 3-year-olds’ object 

retrieval performance significantly (DeLoache, 2000). Whether this is the case for video symbols 

has not been tested.  

On the other hand, interactivity may not hinder symbolic insight but rather enhance it. 

Interactivity could contribute to iconicity by clarifying the temporal relevance of events on 

video, thereby increasing children’s perception of similarity between screen depictions and what 

they stand (Sheehan & Uttal, 2016; Troseth et al., 2019). This increased perception of similarly 
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could lead to two consequences: 1) facilitate symbolic insight, or/and 2) lead to a direct mapping 

between the video symbol and its referent in reality while bypassing symbolic insight (e.g., a cat 

tires to catch virtual fish on a touchscreen that dart away when touched). Both will result in a 

positive effect of interactivity on the transfer. 

Secondly, interactivity provides contingencies between children and video, which could 

increase children’s arousal and overall engagement by promoting motivation and a sense of 

agency (Kuhl, 2003, 2007; Beihler & Snowman, 1997) and increasing available cognitive 

resources (Kirkorian et al., 2016). All of these have been believed to be key elements in learning 

in both animals and humans (Kuhl et al., 2003; Doupe & Kuhl, 1999; Merzenich & Jenkins, 

1995). Indeed, the important role of contingency has been well-documented in learning 

generally. In the real-life situation, social contingency based on interpersonal, two-way exchange 

has been found to enhance learning in young children (Bloom et al., 1987; Goldstein et al., 2003, 

2009). Nonetheless, in the video context, evidence from studies on video contingency shows 

inconsistent findings. While some research demonstrates that toddlers retrieved objects and 

learned words better from interactive video than from non-interactive video, even in the absence 

of true interactions with contingently responsive social partners (Lauricella et al., 2010; 

Kirkorian et al., 2016), others show the opposite (e.g., Troseth et al., 2018; Tsuji et al., 2021).  

Moreover, there are sparse and mixed evidence for whether this arousal/engagement 

mechanism is the primary or universal account for the effect of interactivity. In a 3D symbolic 

retrieval experiments, Lauricella et al. (2010) found that 30- to 36-month-olds transferred better 

when asked to press a key in the keyboard to see the hiding event. However, the 2D symbolic 

retrieval study by Choi and Kirkorian (2016) found that contingency benefited 24- to 30-months-

olds’ transfer only when the it was designed to emphasize specific information on the screen ,and 
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thus suggested that contingent interaction may support transfer mainly through other 

mechanisms rather than increased arousal and engagement. Given the many differences between 

the two studies (e.g., number of trial and hiding locations, child age, search space dimension, 

video device, interactivity interface), a study that uses 3D search space, like Lauricella et al. 

(2010), while replicating Choi and Kirkorian (2016) in other aspects would clarify the 

inconsistency in their findings as an effort to shed light on the mechanism underlying the 

interactivity effect. 

Lastly, interactivity also could influence transfer from video through cognitive load (for a 

review, see Kirkorian, 2018). On the one hand, interactivity may support children in encoding 

information from video when it directs their visual attention to target information on the screen. 

Research demonstrates that toddlers performed better in word learning and 2D object retrieval 

when interacting with the screen by touching a specific region relevant to target information, 

compared to simply touching anywhere on the screen (Kirkorian et al., 2016; Choi & Kirkorian, 

2016). For example, Choi and Kirkorian (2016) showed 24- to 36-months-olds videos of a 2D 

animated hiding event and then asked children to find the 2D object (i.e., a sticker paper) on the 

corresponding 2D felt board. During the search task, children who were asked to touch the 

specific location on the screen relevant to the hiding location performed better than children who 

touched anywhere on the screen across all four trials, suggesting that the contingency afforded 

by interactivity facilitates the symbolic transfer, perhaps through selective attention to and 

encoding of target information on the screen. On the other hand, interactivity might influence 

cognitive load during encoding information from video in an alternative manner. Specifically, 

interactivity could also create extra cognitive demands and hence distract children from the 

target information. Evidence is from research on transfer of math concepts with 3- to 5-year-olds 
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in which watching a game was more beneficial than playing a game, particularly for a task with 

higher demands (i.e., relatively far transfer between perceptually different contexts) (Alade et al., 

2016; Schroeder & Kirkorian, 2016).  

Individual Differences and Social Context  

Individual differences and social-context factors have been well documented in research 

of media effects on young children, and learning is no exception (for a review, see Valkenburg & 

Peter, 2013). The literatures on both symbolic understanding and video-based learning 

emphasize the importance of taking into account the individual children and the social context 

when video symbols are being used. Given the varying effects of video interactivity, it is 

particularly essential to consider individual differences and social context factors that could 

moderate interactivity effects.  

Regarding individual differences at the development level, age is the foremost factor 

according to decades of research on video-based transfer (Strouse & Samson, 2021) and 

symbolic development (DeLoache et al., 1999). Many aspects of cognitive competence increase 

with age, such as working memory, cognitive inhibitory control, and cognitive flexibility 

(Strouse & Samson, 2021). All of these skills have been found to impact children’s performance 

with symbolic artifacts (Hartstein & Berthier, 2018; Jenkins & Berthier, 2014; Barr, 2010; Barr 

et al., 2016). As such, age should predict children’s video-based symbolic transfer.   

Additionally, at the socio-contextual level, children’s daily media use and household 

media environment could also play a role. According to DeLoache et al. (1999), efficient symbol 

use needs substantial social support. For example, in the family environment, parental co-use of 

symbolic media (e.g., active mediation) scaffolds the transfer of learning by connecting 

information on screen to real life experience, thereby linking entities represented on the screen to 
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those in the real world (Strouse et al., 2018; Myers et al., 2018). Research demonstrates that 

young children’s naturalistic experience with interactive media, but not noninteractive, is related 

to their video-based symbolic retrieval in the laboratory (Kirkorian & Choi, 2017; Troseth et al., 

2007). As reviewed earlier, children’s prior experience with symbolic artifacts could influence 

their symbolic insight for the artifacts (DeLoache, 2000). Considering the pervasiveness of 

screen media today (Rideout & Saphir, 2013), individual differences in naturalistic experience 

with videos could impact their performance on tasks in laboratory experiments. Indeed, 

naturalistic experience with live, not pre-recorded, video positively was found to predict video-

based symbolic retrieval in toddlers (Troseth et al., 2007).  

Overview of the Current Study 

 The purpose of this study was threefold: 1) to determine whether interactivity could 

improve toddlers’ video-mediated symbolic retrieval to the level of performance achieved in the 

non-symbolic situation, 2) to determine whether interactivity influences toddlers’ symbolic and 

non-symbolic retrieval differently, and 3) to identify potential relations between symbolic 

retrieval and child characteristics. We used the symbolic object-retrieval retrieval paradigm 

widely adopted by symbolic understanding research (DeLoache, 1987 Troseth, 1998) and video-

mediated learning research (Schmidt et al., 2007; Lauricella et al., 2010). As suggested by prior 

studies (e.g., Choi & Kirkorian, 2016; Deocampo & Hudson, 2005), this task enabled a 

microgenetic approach to explore the mechanism of mental representation by examining transfer 

across multiple trials, with a particular focus on perseverative errors. With a Modality (2: video 

vs window) ´ Interactivity (2: point vs watch) between-subjects design, there were four 

experimental conditions. The window-watch group watched through a window as an 

experimenter hid a toy, the video-watch group watched a video recording of an experimenter 
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hiding a toy, the window-point group pointed toward the toy (through the window) to see an 

experimenter hiding the toy, and the video-point group tapped the toy (on the touchscreen) to see 

an experimenter hiding the toy.  

In addition to errorless retrieval, we also examined perseveration errors and search 

latency as supplementary metrics of retrieval performance. Preservation has been examined in 

relevant studies as an important measure to understand young children’s symbolic retrieval 

(e.g., DeLoache & Burns, 1994; Troseth, 2010; Schmidt & Anderson., 2007), because it reflects 

the competition between mental representations of multiple trials, which helps elucidate 

underlying mechanisms of error retrievals (e.g., random guessing versus proactive interference 

from prior trials). Similarly, search latency can reveal group differences in children’s search 

performance even when differences do not appear in the rate of errorless retrievals (Schmitt & 

Anderson, 2002). 

Based on literature on children’s video-mediated transfer (e.g., Schmitt & Anderson; 

Troseth & DeLoache, 1998; Troseth et al., 2007), we predicted that children would have better 

retrieval performance (e.g., more errorless retrievals, fewer perseveration errors, shorter search 

latency) when watching the window demonstration through a window as compared to watching 

the video demonstration. Regarding the impact of interactivity, there is mixed theoretical and 

empirical evidence. Although interactivity is proposed to promote young children’s transfer by 

increasing arousal/engagement through contingency and fostering a direct mapping between 

video symbols and the reality and/or enhancing symbolic insight through perception of 

similarity, it is also believed to distract young children’s attention from the representational 

function of video symbols and thereby hinder symbolic insight (for reviews, see Sheehan & 

Uttal, 2016; Troseth et al., 2019). Empirical research also suggests that interactivity could either 
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facilitate or impede symbolic transfer through cognitive load (for a review, see Kirkorian, 2018). 

Thus, the effect of interactivity on vide-mediated symbolic retrieval remained an open research 

question.  

 Of particular interest in this study was the potential interaction between modality and 

interactivity, as it would help disentangle multiple mechanisms underlying the interactivity 

effect. To the extent that interactivity benefits video-mediated retrieval performance, we sought 

to determine whether such a benefit improves toddlers’ video-mediated symbolic retrieval to the 

level of performance achieved in the non-symbolic situation. Prior research has demonstrated a 

positive effect of interactivity in younger preschoolers merely through contingent responding in 

sync with the child’s behavior (e.g., Kirkorian et al., 2016; Choi & Kirkorian, 2016). The current 

study extended this research on touchscreens by comparing a similar interactive video experience 

to a live condition. Such a comparison enabled us to understand whether this interactivity 

interface (i.e., contingency based on synced actions in the absence of general interpersonal social 

cues) was sufficient to ameliorate the difficulty with symbolic transfer and improve young 

children’s performance to the level achieved in non-symbolic situation. We treated this as an 

exploratory question, due to the mixed findings on the difference in children’s symbolic retrieval 

performance between an interactive-video condition and live conditions (e.g., Lauricella et al., 

2010; Troseth et al., 2018).  

Furthermore, by including a live-interactive (henceforth, window-point) condition, this 

study allows us to compare interactivity effects between video and live situations. Different 

theoretical accounts for interactivity effects would make different predictions for video versus 

window conditions. First, interactivity would impact, in either a positive or negative direction, 

retrieval performance by influencing children’s symbolic insight. On one hand, interacting with a 
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symbolic artifact (e.g., physical manipulation) could increase the symbol’s salience as an object 

and distract children attention from appreciate its representational function, thereby hindering 

symbolic insight (Tare et al., 2010; Troseth et al., 2019;). If so, we expected a negative effect of 

interactivity only in the video conditions rather than window conditions in which no symbolic 

relation was involved. This effect would be evidenced by higher errorless retrieval, lower 

perseveration, and shorter latency. On the other hand, interactivity could enhance symbolic 

performance by facilitating symbolic insight or the direct mapping between video symbols and 

their referents in reality by highlighting the similarity between them (Troseth et al., 2019; 

Sheehan & Uttal, 2016). If this is the case, we expected totally reversed results. Importantly, if 

interactivity influences, regardless of whether positively or negatively, transfer through 

impacting children’s symbolic insight, we expected it influences the perseverative errors at the 

information-representing stage. Specifically, a better (or worse) symbolic insight would lead 

children to be better (or worse) at linking the video and the room, and their mental representation 

of video in the current trial would thereby be less (or more) likely to be interfered by that of the 

live retrieving experience in the previous trial. 

Second, interactivity may improve retrieval performance by increasing selective attention 

and encoding of target information (Choi & Kirkorian, 2016). If so, we expected greater 

improvement in video conditions than in window conditions, as evidenced by higher errorless 

retrieval. This is because toddlers typically attend to and encode information inefficiently from 

video that is perceptually impoverished relative to real-life experience (Kirkorian et al., 2015; 

Troseth et al., 2003, 2010). Because this is not the case for in-person events, interactivity was 

expected to not have an impact on children in window conditions if it supports learning from 

video by increasing selective attention and encoding. However, unlike the influence on 
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information-representing stage as in the symbolic insight hypothesis, influences on the attending 

and encoding stage are less likely to affect perseveration (Choi & Kirkorian, 2016). Thus, we 

expected no effect on perseverative errors under this selective attention and encoding hypothesis. 

Finally, if interactivity benefits retrieval performance by increasing arousal and 

engagement, we predicted a generalized benefit regardless of the modality. The contingency 

afforded by interactivity might increase a sense of agency and better engage children, thus 

increasing available resources and learning generally (Beihler & Snowman, 1997; Kuhl, 2003; 

Kirkorian et al., 2017), in both video and window conditions, particularly given the minimized 

interpersonal social cues involved window conditions of the present study. In addition, we also 

predicted that such a contingency would reduce preservative errors, if the arousal and 

engagement account holds. This is because increased mental resources, among other benefits, 

could strengthen mental representation such that the mental representation of the hiding event in 

current trial to be more competitive over that in the outdated trials (Choi & Kirkorian, 2016). 

Even though Choi and Kirkorian (2016) found no effect of interactivity on perseverative errors 

and thereby suggested that increased arousal and engagement is less likely to account for the 

positive interactivity effect in their study, the present study would test the generalizability of this 

effect by comparing the effects of a similar interactive video experience across different 

situations through a direct test of interactivity-by-modality interaction.  

Regarding individual and socio-contextual factors, we hypothesized, consistent with 

previous findings (Kirkorian, 2018; Strouse & Troseth, 2014), an association between child age 

and search performance, including errorless retrieval, perseveration error, and search latency. 

Given the association found by some studies between naturalistic media experience and 

children’s symbolic transfer (Kirkorian & Choi, 2017; DeLoache, 2000; Troseth 2003, 2010), we 
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predicted children’s search performance would correlate with their touchscreen exposure and use 

at home. More importantly, despite the well-documented scaffolding effect of parent co-use 

practices in children’s symbolic thinking and connecting video and reality (Strouse & Troseth, 

2014), no research has examined whether this scaffolding could transfer to other tasks where 

parents are not involved. Thus, we examined the correlation between parental mediation at home 

and children’s search performance in the lab as an open research question.  

Method 

Participants and Design 

We selected 24- to 36-month-old children because that is when children are most likely to 

exhibit the difficulty transferring information from symbolic artifacts (e.g., Schmitt & Anderson, 

2002; Troseth & DeLoach, 1998) and the age range that has been typically studied by relevant 

studies on video-mediated symbolic retrieval (e.g., Kirkorian et al., 2016; Choi & Kirkorian, 

2016; Troseth et al., 2018). Considering previously reported age effects in young children’s 

symbolic and video-mediated performance, we used a stratified randomization approach to 

achieve the covariate balance among conditions with respect to age (Suresh, 2011).   

Eighty toddlers between 23 and 37 months of age (44 females, 36 males) were randomly 

assigned to one of the four conditions: video-watch (n = 19, Meanage = 29.2 months, 11 female), 

video-point (n = 20, Mage = 31.3 months, 11 female), window-watch (n = 21, Mage = 29.0 months, 

12 female), and window-point (n = 20, Mage = 29.7 months, 10 female). An additional 11 

children were dropped from the sample due to their refusal to participate (n = 9), technical 

problems with the camera (n = 1), or experimenter error (n = 1). Ninety percent of the children in 

sample were White; 3.8% African American, 2.5% Asian American, and 3.7% of mixed races. 

Regarding parent education, approximately 28% of the parents had a graduate degree, 36% had a 
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bachelor’s degree, 15% had a high school degree, and the rest had a degree lower than high 

school. Data were collected from January 2016 through February 2020 in a small college town in 

Virginia, USA.  

Parent Survey 

The parent completed a brief survey that consisted of 13 questions about demographic 

information, such as the child’s race or ethnicity and parents’ educational background, and 

information about the child's media exposure and use at home. For touchscreen exposure, the 

parent rated how often the child used a touchscreen device on average using an 8-point Likert 

scale, where response options ranging from “never” to “more than 3 times a day”. The parent 

also reported the age (in months) when the child began to regularly use a touchscreen device, 

how many minutes the child used any type of touchscreen device the previous day, and whether 

that use yesterday was typical. Additionally, parental mediation was asked by the question, 

“When your child uses a touchscreen, how often are you or another caregiver helping?” with a 5-

point Likert scale, where response options ranging from “Does not use touchscreen” to 

“Always”. 

Setting and Materials  

 Children were tested individually by an experimenter and an assistant. Sessions took 

place at a university laboratory and lasted approximately 20-minutes. Two adjacent rooms (see 

Figure 1), a “hiding” room and an “observation” room, were used for the object-retrieval task. 

The hiding room was comfortably furnished with a carpet, a couch, and a TV set on a stand. As 

shown in Figure 1 and Figure 2, there were four additional items used as hiding places – a pillow 

on the couch, a basket on the floor, a carboard box on the floor, and an artificial potted plant on 

the floor. The target object that was hidden in this room was a small stuffed toy, “Sammy the 
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Turtle” (about 20 cm in length). Four stationary cameras, set in each corner of the room, 

recorded the whole session from four different angles to best capture the child’s searching 

behaviors.  

 

Figure 1. Spatial layout and setup of the hiding room and observation room. The opening was the 

“window” through which children looked into the hiding room under the window conditions and 

was covered by a same-size tablet under the video conditions. P stands for the plant, X for box, B 

for basket, and L for pillow.  

 

The child watched the hiding event from the observation room, which was separated from 

the hiding room by a one-way mirror (transparent from the observation room to the hiding 

room). The mirror was covered with black poster board to prevent the child from looking into the 
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hiding room except through a rectangular opening the same size as our tablet computer (24.5cm 

´ 14.9cm) such that the children in the window condition could see, through the “window”, as 

the experimenter hid the toy in the hiding room. Note that, with the one-way mirror, the 

experimenter in the hiding room was unable to see the children in the observation room during 

the demonstration. The view the child saw from the observation room is shown in Figure 2.  

 

 

 

 

 

 

 

 

Figure 2. Experimental setting in the hiding room from the child’s point of view from the 

observation room, with four hiding locations (from the left to right: pillow, basket, box, plant) 

and the experimenter standing in the middle. 

 

In the video conditions, video stimuli were used to demonstrate the hiding event on a 

touch-screen tablet computer (10.1-in. Galaxy Tab; Samsung America, San Jose, CA) using a 

mobile application that was developed for this project. The tablet computer was on a stand in 

front of the mirror, covering the opening “window” that was used in the window conditions, so 

that the perceptual differences between the window and video hiding events were minimized. 

The video stimulus was a recording of live actions of the hiding event as in the window 

conditions. In the video-interactive condition (henceforth, video-point condition), the video 
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recording was programmed to pause once the assistant instructed the child to interact (i.e., “Point 

to Sammy to see Sammy hide.”) and resumed once the child finished the action. Children had to 

touch the screen on that particular location of the hiding location. Touching any other location 

did not resume the video. In the video-watch condition, the child merely watched the recording 

without any pause or any input from the child. The window conditions used the same script and 

analogous actions as the video conditions (see more details in Procedure section).  

Procedure 

Two researchers conducted sessions: the experimenter hid the toy on each trial without 

interacting with the child, while the assistant provided instructions and interacted with the child. 

There were three phases involved in the experimental session: orientation, correspondence 

training, and test. During the orientation phase, the assistant welcomed and interacted with the 

child to familiarize the child with the laboratory environment, while the experimenter interacted 

with the parent and provided the consent form and parent survey. After becoming acquainted 

with the researchers, the child was introduced to Sammy the Turtle and the hiding spaces. The 

experimenter showed four spaces in the hiding room, one by one in a fixed order by hiding and 

removing the toy in each space while labeling the hiding space (e.g., “Sometimes she hides 

Sammy behind the pillow”). The experimenter stood between the second and third hiding 

location (see Figure 2) and always came back to this point after she hid the toy. The parent was 

present throughout the experiment but was instructed not to interfere with the child’s searching. 

During the correspondence training phase, the child and the parent were escorted to the 

observation room, while the door of the hiding room remained closed. The purpose of this phase 

was to emphasize the correspondence between what was seen in the hiding event and that in the 

hiding room. For the video conditions, the child viewed the correspondence events on the tablet. 
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The assistant pointed out the relation between this correspondence event (displayed on screen) 

and the hiding room: “We have a special camera so we can watch where Sammy hides in the 

room. Look! It’s the room we were just in! Let’s look at all the places where Sammy can hide.” 

The assistant then labeled a hiding location and prompted the children to either look at or point 

to the location, depending on whether the child was assigned to the watch or point condition 

(e.g., “Sometimes she hides Sammy behind the pillow! Look at / point to the pillow to see 

Sammy hide.”). Then, in the video-watch condition, the video proceeded without any input from 

the child to show the experimenter walking to hide and remove the toy in that location. In the 

video-point condition, the video paused after the instruction to point to the location and only 

proceed once the child tapped the correct location on the screen (e.g., the pillow). The same 

correspondence procedure was repeated for each of the other three hiding locations.  

The correspondence training phase for window conditions was identical to the video 

conditions with the following exceptions: 1) the instruction referred to a “special window” 

instead of a “special camera”, 2) children observed the live orientation through the opening in 

the one-way mirror rather than a video on the tablet computer, and 3) in the window-point 

condition, children pointed toward the hiding location through the window rather than touching 

it on the tablet computer. Specifically, in the window-point condition, the experimenter paused 

all actions and words once the assistant instructed the child to interact using the same script as in 

the video-point condition and resumed to hide the toy once the child finished the action. This 

was analogous to the video-point condition except that children pointed through the window 

into the hiding room rather than on the tablet computer. In the window-watch condition, the 

child merely watched the experimenter hiding the toy without any pause or any input from the 

child, which was analogous to the video-watch condition. 
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During the testing phase, there were four test trials in which the child first viewed the 

hiding event in the same manner as in the orientation, except that the child was instructed to look 

at / point to the toy rather than the hiding location. Next, the child was led to the hiding room and 

prompted to search for the toy. If the child failed to search or searched in incorrect locations, 

increasingly explicit prompts were given until the toy was retrieved. In this way, the child always 

experienced uncovering the toy in the correct location. However, only the child’s initial, 

unprompted search attempt was coded for analysis. Each of four hiding locations was used once 

per trial for four trials total. The trials were used in one of two predetermined orders, 

counterbalanced across conditions. 

Data Scoring Procedure 

All the video recordings were double-coded independently by trained research assistants 

independently. For each trial, coders first determined if the child ever attempted to search for the 

toy. If the child did search, a series of variables were coded to capture the child’s searching 

performance. An errorless retrieval was scored for each trial in which the child successfully 

retrieved the toy on the first attempt without any prompts from the experimenters. A 

perseverative retrieval was coded for trials 2 to 4 in which the child’s first search in the current 

trial was at the correct location of the previous trial. For perseverative retrievals, we also coded 

self-correction retrieval, defined as when the child made a perseverative error on the first attempt 

but subsequently searched the correct location on the second attempt without any prompting. 

Additionally, search latency was coded for all retrievals as the time lag between the moment 

when the child stepped into the room and the moment when the child touched on the space in the 

first attempt, regardless of correctness. Interobserver reliabilities were high on errorless retrieval 

(97%), perseverative retrieval (100%), self-correction retrieval (100%), and search latency (ICC 
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= .993). Disagreements were resolved through consensus, once both coders viewed the videotape 

of the child again. 

Analytical Approach 

The primary analysis examined errorless retrievals as a function of experimental 

condition. To be consistent with prior research, we first calculated the proportion of errorless 

retrievals that combined all four trials for each child, a widely-examined outcome variable of 

errorless retrieval performance. We then conducted a two-way analysis of variance (ANOVA) to 

test the modality and interactivity effect on this variable. However, given a large body of 

research suggesting that symbolic retrieval performance in toddlers differs between trials 

(Kirkorian et al., 2016; Schmitt et al., 2002; Sharon & DeLoache, 2003), our main analysis was 

based on a mixed-effects logistic model with individual trial as the unit of analysis and the binary 

retrieval outcome – errorless (coded as 1) or error (coded as 0) – as the dependent variable. To 

account for the potential clustered standard errors at the child level (i.e., an individual child may 

display similar retrieval performance across the trials), a mixed-effects model was fitted with 

children as the random effect. Specifically, a two-level hierarchical random intercept model with 

trials (Level 1) nested within children (Level 2) was estimated to test the fixed effect of condition 

and trial on errorless search.  

The proportion of variance in the dependent variable explained by the child-level 

clustering was up to 59% of the total variance, as indicated by the intraclass correlation. Despite 

a difference in overall errorless retrieval performance among children, we expected the changing 

pattern of errorless retrieval across trials to be consistent for all children. To test this, we 

examined a random slope model by adding a random effect to allow the slope of trial to vary 
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across children. However, this model showed no improvement in the model fit, compared to the 

random intercept only model and thereby was not considered further.  

Given that many children perseverate on trial 2, many studies report a V-shape pattern in 

search performance, such that errorless retrieval drops from trial 1 to trial 2 and then increases 

from trials 2-4 (Sharon & DeLoache, 2003). To account for this “second trial dip” as observed in 

our data as well, two splines were used to model a piecewise linear regression with a knot fixed 

at the second trial to index the change in retrieval performance before (trial phase1: trial 1-2) and 

after the second trial (trial phase 2: trial 2-4). We used the function glmer from the package lme4 

(Version 1.1-12; Bates et al., 2015) in the R software environment (Version 3.3.0; R Core Team, 

2016) to estimate the model. The model specification was as follows:  

 

Level 1 model (trial level): 

     Probability (ERti = 1) = pti 

    log[pti / (1 - pti)] = Yti 

    Yti = β0i + β1i(trial_phase1ti) + β2i(trial_phase2ti) + Rti 

Level 2 model (child level):  

    β0i  = γ00 + γ01(modalityi) + γ02(interactivityi) + γ03(modalityi ´ interactivityi) + U0i  

    β1i   = γ10 

    β2i   = γ20 

Combined model:  

Yti = γ00 + γ01(modalityi) + γ02(interactivityi) + γ03(modalityi ´ interactivityi) + 

γ10(trial_phase1ti) + γ20(trial_phase2ti) + U0i + Rti 
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In these models, pti and Yti denoted the probability of errorless retrieval (ER in the equations 

above) and the log-odds of ER (i.e., the logit function) at trial t for participant i. The variable for 

trial, which was indexed by the time order of trials, was treated as a continuous predictor 

centered at the first trial. As such, the intercept, β0i, reflects log-odds of ER at the first trial. The 

trial variable for the first (Trials 1-2) and second (Trials 2-4) piece of the curve was denoted as 

trial_phase1 and trial_phase2, respectively. β0i represents the random intercept for children, and 

β1i and β2i represent the fixed effects, at the child level, of trial during the first and second trial 

phase. γ00 represents the overall intercept, or the log-odds of ER for the reference group (video-

watch). γ01 and γ02 represent the fixed effect, at the trial level, of modality and the fixed effect of 

interactivity, respectively, on β0i. U0i added the random effect at the child level to β0i. γ10 and γ20 

denoted the average linear regression slope for phase1 trials and phase2 trials, respectively. The 

residual in the log-odds of ER at the trial level is denoted by Rti.  

 To more carefully examine potential underlying mechanisms of the interactivity effect, 

we examined the types of errors children made as well as the latency of their searches using the 

same two-level hierarchical random intercept model with trials (Level 1) nested within children 

(Level 2) due to the same nested data structure. Since preservation errors could only occur in 

trial 2-4, we did not expect a V-shape pattern across trials. Thus, the model specification was the 

same with the model for errorless retrieval except that trial was treated as a simple linear 

predictor for Trials 2-4 instead of two piecewise predictors. Note that we calculated two metrics 

for perseveration: 1) perseverative errors across all trials for the likelihood of a perseverative 

error for any trial, and 2) perseverative errors across error trials for the likelihood of an error 

being perseverative in nature (i.e., given that an error was made, what is the likelihood that the 

error was perseverative in nature?). In addition to perseveration, we also explored children’s 
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error retrievals by examining self-correction retrievals across conditions. However, the analysis 

was based on descriptive statistics due to an insufficient amount of self-correction trials for 

significance testing. Regarding search latency, a linear mixed-effects model, instead of a logistic 

model, was fit for the continuous dependent variable (time in seconds). Although no prior 

research has examined the trial effect on search latency, trial was fit as a simple linear predictor 

based on the visual inspection of a linear trend in the data from our sample.   

 Lastly, we conducted a series of analyses to examine the associations between children’s 

symbolic retrieval performance in the laboratory, age, and their naturalistic touchscreen media 

use (e.g., touchscreen exposure, touchscreen use, parental mediation). The unit of analysis was 

individual children, and the dependent variable was the proportion of errorless retrieval for each 

child. We created two variables for touchscreen use time, given the positively skewed 

distributions and the large number of children with no touchscreen use on the previous day. First, 

we dummy-coded children who had zero touchscreen use and those who had some. Second, for 

children with at least some touchscreen use, we performed a log transformation to approximate a 

normal distribution. Correlational and additional linear regression analyses were conducted to 

test the relations between the proportion of errorless retrieval and the individual and socio-

contextual variables.  

Results 

Preliminary Analyses  

Of the 320 trials in the study, there were 304 valid trials and 16 trials in which the 

children never attempted to retrieve. All the parents completed the survey, revealing that 85% of 

the children had some exposure to touchscreen devices and 75% had regular exposure. As a 

randomization check, one-way multivariate analysis of variance (MANOVA) was applied to test 
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for condition differences with respect to child gender (binary), age (continuous in months), race 

and ethnicity (categorical), test order (binary), parent education (continuous in years), children’s 

touchscreen exposure and use, and parental mediation. Bonferroni correction was applied to the 

significance levels to adjust for the likelihood of false positive results. The adjusted significance 

levels were: p < .016; p < .003; p < .0003, resulted from diving the standard cut-off points for a 

significant p-value (i.e.., p < .05, p < .01, p < .001) by the number of tests performed (Dunn, 

1961). Using Pillai’s trace, there was no significant condition difference on gender [F(3, 76) = 

0.10, p = .961], age [F(3, 74) = 2.27, p = 0.088], race and ethnicity [F(3, 74) = 0.16, p = .920], 

test order [F(3, 74) = 0.03, p = .992], parent education [F(3, 74) = 1.05, p = .374], touchscreen 

use time [F(3, 74) = 1.27, p = .289], and parental mediation [F(3, 74) = 0.76, p = .523]. That is, 

child gender, age, race and ethnicity, test order, parent education, touchscreen use time, and 

parental mediation were evenly distributed across the four conditions. Thus, covariate balance 

was maintained across the conditions. Although children’s age at first touchscreen exposure 

[F(3, 74) = 2.97, p = .037] and touchscreen use frequency [F(3, 74) = 3.88, p = .012] were found 

to differ across conditions, they were not correlated with children’s errorless retrieval 

performance (see Table 5 in the Individual and Socio-contextual Factors section) and were not 

considered further.  

Errorless retrieval  

 Overall Proportion of Errorless Retrievals. The proportion of errorless retrieval was 

calculated for each child combing all four trials. The average proportion of errorless retrievals 

was greater than would be expected by chance alone in all four conditions (all ps < .05). The 2 

(interactivity condition: watch vs. point) x 2 (modality condition: window vs. video) two-way 

analysis of variance (ANOVA) revealed a main effect of modality, F(1, 76) = 13.51, p < .001, 
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and a significant interaction between modality and interactivity,  F(1, 76) = 4.00,  p = .049. For 

illustrative purpose, a multiple regression was fitted with interactivity, modality, and their 

interaction term as predictors to test the marginal effects. As shown in Figure 3, children who 

watched the video demonstration (M = .38, Standard Deviation = .24) had significantly fewer 

errorless retrievals than children who watched the live demonstration through the window (M 

= .76, SD = .30), B = -.38, SE = .09, p < .001; however, no significant difference was found 

between children in the video-point condition (M = .60, SD = .33) and children in the window-

point condition (M = .71, SD = .32), B = -0.11, SD = .09, p = .239. The significant interaction 

effect, B = .27, SE = .13, p = .049, suggested differential effects of interactivity as varied by 

modality (and vice versa). Specifically, the difference between children’s window-based and 

video-based performance under watch conditions (B = .38, SE = .09, p < .001) was different from 

that under point conditions (B = .11, SE = .09, p = .239), and the difference between children’s 

point-based and watch-based performance under video conditions (B = .22, SE = .10, p < .05) 

was different from that under window conditions (B = -.05, SE = .10, p = .599).  
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Figure 3. Average proportion of errorless retrievals per child (across all trials) by condition. 

Significance tests indicated a difference (p < .001) between window and video under watch 

conditions and no difference (p = .239) under point conditions. 

 

Probability of Errorless Retrieval by Trial and Condition. The change in errorless 

retrieval and condition effects across trials was examined more fully in a logistic mixed effects 

model. A full report of fixed effects from the final model are presented in Table 1, and the 

predicted probability of errorless retrieval as modeled by this mixed-effects logistic regression is 

plotted in Figure 4. Modality was a binary variable with video condition coded as the reference 

group and window condition as the contrast group. Interactivity was also a binary variable with 

watch condition coded as the reference and point condition as the contrast group. Trial was 

modeled as two piecewise linear predictors.  

 

  

*** N.S. 
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Table 1. Fixed effects in the mixed-effects logit model examining condition and trial effect on 
errorless retrieval 
 
Predictor B   SE    Wald z OR    95% CI (OR) 
   Intercept (γ00) -0.52 0.46 -1.13 0.59 [0.24, 1.50] 
   Modality (γ01)  2.19 0.60        3.67*** 8.90 [2.70, 29.35] 
   Interactivity (γ02)  1.17 0.56    2.08* 3.21 [1.05, 9.86] 
   Modality ´ Interactivity (γ03) -1.50 0.81  -1.86† 0.22 [0.04, 1.13] 
   Trial Phase1 (γ10) -0.70 0.37  -1.88† 0.50 [0.24, 1.05] 
   Trial Phase2 (γ10)  1.27 0.51    2.49* 3.54 [1.28, 9.79] 

 
Note: Modality was a binary variable with video condition coded as the reference group and window 
condition as the contrast group. Interactivity was a binary variable with watch condition coded as the 
reference and point condition as the contrast group. The trial variable for the first (trial 1-2) and second 
(trial 2-4) piece of the curve was denoted as trial_phase1 and trial_phase2, respectively. 
†p < .06. *p < .05. ***p < .001 

 

The results were consistent with the ANOVA model of the proportion of errorless 

retrieval across all trials. There was a significant effect of modality under watch conditions, a 

significant effect of interactivity under video conditions, and a marginally significant interaction 

between modality and interactivity. Specifically, children who watched the window 

demonstration had significantly higher probability of errorless retrieval than children who 

watched the video demonstration, γ01= 2.19, SE = 0.60, Wald z = 3.67,  p < .001, Odd Ratio = 

8.90, and children who interacted to see the video demonstration had significantly higher 

probability of errorless retrieval than children who noninteractively observed the video 

demonstration, γ02 = 1.17, SE = 0.56, Wald z = 2.08, p < .05, OR = 3.21. The marginally 

significant interaction effect, γ03 = -1.50, SE = 0.81, Wald z = -1.86, p = .006, OR = 0.22, 

suggested differential effects of interactivity as varied by modality (and vice versa). Specifically, 

the difference between children’s window-based and video-based performance under watch 

conditions (B = 2.19, SE = 0.60, Wald z = 3.67,  p < .001, OR = 8.90) was different from that 

under point conditions (B = 0.68, SE = 0.57, Wald z = 1.21, p = .228, OR = 1.98); and the 
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difference between children’s point-based and watch-based performance under video conditions 

(B = 1.17, SE = 0.56, Wald z = 2.08, p < .05, OR = 3.21) was different from that under window 

conditions (B = -0.34, SE = 0.58,  Wald z = 0.58, p = 0.563, OR = 0.71).  

As predicted, there was a marginally significant negative trial effect during trial phase1, 

γ10 = -0.70, SE = 0.37, Wald z = -1.88, p = .060, OR = 0.50, and a significant positive trial effect 

during trial phase2, γ20 = 1.27, SE = 0.51, Wald z = 2.49, p < .50, OR = 3.54, suggesting a V-

shaped pattern such that the probability of errorless retrieval dropped at the second trial. 

 An additional model was estimated to examine the potential interaction between trial and 

condition. However, model comparisons suggested no improvement in model fitness from the 

original model without the trial-by-condition interaction, LLR c2(6) = 6.25, p = .396, and none 

of the interactions involving either trial phase was significant. As such, neither of the condition 

effects changed across trials, nor was the trial effect moderated by experimental conditions. 

 

 

Figure 4. Predicted probability of errorless retrieval as a function of trial and condition 
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To summarize, children were more successful on the search task (i.e., had more errorless 

retrievals) after interactive hiding events than non-interactive hiding events. However, this 

interactivity effect was limited to the video demonstrations. The video-point group scored higher 

than the video-watch group but did not differ significantly from the window-point group. As 

predicted, we also observed a drop in errorless retrieval in Trial 2, regardless of condition.   

Analyses of Errors 

 Among the total of 320 trials, there were 194 errorless retrievals and 110 error retrievals, 

including 16 trials in which the children never attempted to retrieve. A total of 45 error retrievals 

were due to perseveration (14% of all trials, 41% of error trials), among which over half (i.e., 25 

out of 45) occurred on the second trial as shown in Figure 5. Next, a mixed-effects logistic model 

was fit to examine the likelihood of a perseverative error as a function of trial and condition. 

 

 

Figure 5. Average proportion of error retrievals per child on each trial by error type. Numbers in 

the bars represent the proportion for each error type across all children and conditions. 
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Perseverative Errors across All Trials. The condition effects were largely mirror those 

for errorless retrieval, but there were some differences. The overall proportions of perseverative 

errors by condition were graphed in Figure 6. Results from the mixed-effects logistic model were 

presented in Table 2. We found a significant effect of modality under the watch conditions, a 

significant effect of interactivity under the window conditions, and a marginally significant 

interaction between modality and interactivity. Specifically, children who watched the video 

demonstration had a significantly higher probability of perseveration retrieval than children who 

watched the window demonstration, γ01= 1.84, SE = 0.63, Wald z = 2.93, p < .01, OR = 6.30, and 

children who interacted to see the window demonstration had a marginally higher probability of 

errorless retrieval than children who noninteractively observed the window demonstration, γ02 = 

1.26, SE = 0.65, Wald z = 1.94, p = .052, OR = 3.52. The marginally significant interaction 

effect, γ03 = 1.43, SE = 0.79, Wald z = 1.81, p = .070, OR = 4.18, suggested differential effects of 

interactivity as varied by modality (and vice versa). Specifically, the difference between 

children’s video-based and window-based performance under watch conditions (B = 1.84, SE = 

0.63, Wald z = 2.93, p < .01, OR = 6.30) was different from that under point conditions (B = 

0.41, SE = 0.49, Wald z = 0.84, p = .401, OR = 1.51), and the difference between children’s 

point-based and watch-based performance under video conditions (B = -0.17, SE = 0.45, Wald z 

= -0.38, p = .703, OR = 0.84) was different from that under window conditions (B = 1.26, SE = 

0.65, Wald z = 1.94, p = .052, OR = 3.52.).  
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Figure 6. Average proportion of perseveration retrievals per child (across all trials) by condition. 

Significance tests indicated a difference (p < .01) between window and video under watch 

conditions and no difference (p = .401) under point conditions. 

 

Table 2. Fixed effects in the mixed-effects logit model examining condition and trial effect on 
perseverative retrieval 
 
Predictor B  SE     Wald z OR  95% CI (OR) 
   Intercept (γ00) -0.34 0.37     -0.92 0.71 [0.34, 1.49] 
   Modality (γ01) -1.84 0.63     -2.93** 0.16 [0.05, 0.56] 
   Interactivity (γ02) -0.17 0.45     -0.38 0.84 [0.34, 2.07] 
   Modality x Interactivity (γ03) 1.43 0.79      1.81† 4.18 [0.86, 20.31] 
   Trial (γ10)   -0.69 0.23   -2.99** 0.50 [0.31, 0.80] 

 
Note: Trial included trials 2 to 4 and was centered at Trial 2. Modality was a binary variable with video 
condition coded as the reference group and window condition as the contrast group. Interactivity was a 
binary variable with watch condition coded as the reference and point condition as the contrast group.  
†p < .07. *p < .05. **p < .01 

 

Perseverative Errors across Error Trials. Since the more error retrievals were made on 

a trial, the more possibility that children would make perseverative errors (and other errors) on 

**  N.S. 
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this trial. To take this into consideration, we analyzed the perseverative errors across error (not 

all) trials to examine, given that an error was made, the likelihood that the error was 

perseverative. As illustrated in Figure 7, this likelihood was 63% in the video-point condition, 

45% in the video-watch condition, 64% in the window-point condition, and 27% in the window-

watch condition. Thus, except of the window-watch condition, the errors made by the children 

were well above the chance level to be perseverative errors. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Proportion of perseveration retrievals (across all error trials) by condition.  

 

As Table 3 shows, we found a significant main effect, γ02 = 0.91, SE = 0.45, Wald z = 

2.03, p < .05, OR = 2.49. Specifically, for children who interacted to see the demonstration, once 

an error was made, it was more likely to be a perseverative error as compared to children in the 

watch conditions. Consistent with the results for perseverative errors across all trials, there was a 

negative trial effect by which the likelihood of an error being perseverative decreased through 

trial 2 to 4, γ10 = -0.54, SE = 0.27, Wald z = -2.99, p < .05, OR = 0.58. 
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Table 3. Fixed effects in the mixed-effects logit model examining condition and trial effect on 
perseverative retrieval 
 
Predictor B  SE  Wald z OR  95% CI (OR) 
   Intercept (γ00) 0.19 0.38        0.50 1.21 [0.56, 2.61] 
   Modality (γ01) -0.54 0.46       -1.16 0.58 [0.23, 1.48] 
   Interactivity (γ02) 0.91 0.45    2.03* 2.49 [1.01, 6.12] 
   Trial (γ10)   -0.54 0.27     -2.99** 0.58 [0.34, 1.01] 

 
Note: Trial included trials 2 to 4 and was centered at Trial 2. Modality was a binary variable with video 
condition coded as the reference group and window condition as the contrast group. Interactivity was a 
binary variable with watch condition coded as the reference and point condition as the contrast group.  
*p < .05. 

 

Self-correction of Perseverative Errors. In order to better understand the perseverative 

errors, we also analyzed the frequency of self-correction for perseverative retrievals, in which 

children spontaneously corrected themselves on the second attempt after a perseverative retrieval 

on the first attempt. There was a total of 16 self-correction retrievals among the 45 perseverative 

trials (36%): 19% of these self-correction retrievals were in window-watch condition, 38% were 

in the video-watch condition, 25% were in the window-point condition, and 19% were in the 

video-point condition.  

To summarize, across all retrievals, children made more perseverative errors after 

watched the video demonstration than the window demonstration, but no difference between 

watching and touching the video demonstration. However, once an error was made, children who 

interacted to see the demonstration were more likely to make a perseverative error as compared 

to children who watched to see the demonstration. This is because the point group made fewer 

errors in total and similar amount of perseverative errors as compared to the watch group.  

Search Latency 
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The average search latency of all retrievals was 13.36 seconds (SD = 17.85, range = 1 to 

130). Figure 8 shows latency (log-transformed seconds) across conditions for each type of 

retrievals. The linear mixed-effects model showed a significant effect of trial was found by 

which children were faster to retrieve the toy on later trials, γ10 = -0.29, SE = 0.03, p < .001. 

There was a marginally significant main effect of interactivity, with longer latency under watch 

conditions compared to the point conditions, γ01 = 0.28, SE = 0.16, p = .080. However, we did not 

find an effect for modality, γ02 = -0.18, SE = 0.16, p = .268.  

 
  

Figure 8. Latency for different types of retrievals: all retrievals, errorless retrievals, error 

retrievals, non-perseveration retrievals, and preservation retrievals, across different conditions. 

Latency was the log-transformed seconds.  

 

Sub-sample analyses were conducted to examine the latency in errorless (Model 1) and 

error (Model 2) retrievals. For trials in which children successfully retrieved the toy on the first 

attempt, the average search latency was 12.60 seconds (SD = 17.86, range = 1 to 130). For trials 

on which children searched an incorrect location on the first attempt, the average search latency 

 

  



 

 

94 

was 14.71 seconds (SD = 17.84, range = 2 to 96.5). As shown in Table 4, consistent results were 

found for a negative trial effect in both errorless and error retrievals, whereas no effect was 

found for modality or interactivity.  

 

Table 4. Fixed effects in the mixed-effects logit model examining condition and trial effect on 
search latency for errorless retrievals and error retrievals 
 

Predictor 
Model 1  Model 2  

B SE t B SE t 
   Intercept (γ00) 2.85 0.21    13.82*** 3.07 0.24 12.90*** 
   Modality (γ01) 0 0.18      0.01 -0.24 0.26  -0.95 
   Interactivity (γ02) -0.17 0.17     -0.99 -0.13 0.25  -0.54 
   Trial (γ10) -0.27 0.05    -5.90*** -0.29 0.06 -4.75*** 

 
Note: Trial was centered at Trial 1. Modality was a binary variable with video condition coded as the 
reference group and window condition as the contrast group. Interactivity was a binary variable with 
watch condition coded as the reference and point condition as the contrast group.  
***p < .01 
 

To summarize, children across all conditions show decreasing latency in retrieving the 

hiding object. While generally children who watched to see the demonstration spent longer time 

than those who touched to see, no significant difference across conditions was detected for any 

particular types of retrievals.   

Individual and Socio-contextual Factors  

 The parent survey included information about the child’s touchscreen exposure and use at 

home. Of the 75% of children who had been regularly exposed to touchscreen devices, 40% 

started using a touchscreen device at 18 months or younger, 48% began between 19 and 29 

months, and 12% began after 30 months. The average age when these children began to have 

regular touchscreen exposure was 15 months (SD = 10.96, range = 0 to 34). Eighty-five percent 

of children had at least some exposure to touchscreen devices, among which 84% used a 
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touchscreen device at least once a week, and 44% used one at least once a day. On a typical day, 

the children were exposed to an average of 23 min (SD = 39.22, range = 0 to 240) of 

touchscreens. Among children who had at least some exposure to touchscreen, 44% of the 

parents never helped their children with touchscreen use, 30% often helped, and 22% always 

helped.  

A series of analyses were conducted to examine the associations among child age, 

children’s symbolic retrieval performance in the laboratory, and their touchscreen experience at 

home. The unit of analysis was individual children, and the dependent variable was the 

proportion of errorless retrieval for each child. Correlations between the key variables are 

presented in Table 5. Subsequent linear regression indicated that only age significantly predicted 

children’s retrieval performance, B = 0.04, SE = 0.02, p < .05. For children who had been 

exposed to at least some touchscreens, the age of initial use was positively correlated with 

children’s errorless retrieval, B = 0.02, SE = 0.01, p < .05; however, it became nonsignificant 

when current age was controlled, B = 0.01, SE = 0.01, p = .108. For the dummy variable (i.e., 

touchscreen use) not presented in Table 5, no difference was found between children who zero 

touchscreen use and those who had some, B = -0.01, SE = 0.07, p = .856. Note that this study 

was not designed to test age as a moderating factor, and it is not adequately powered to do so. 

However, exploratory analyses examining potential age moderation are presented in Appendix. 
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Table 5. Bivariate correlation between symbolic retrieval and individual and social-contextual 
factors 

 
Note. Age_TS = the age when children began to regularly use touchscreen devices. TS use frequency 
refers to how often the child uses a touchscreen device on average. TS use time was the log-transformed 
minutes for the minutes of touchscreen use on the previous day.  

 

Discussion 

Decades of research have established that it is cognitively challenging for young children 

to use information from symbolic artifacts and media to solve problems in real life, as replicated 

by our findings based on video symbols. The present study sought to understand the role of 

interactivity in toddlers’ symbolic transfer from video symbols, with a particular interest in the 

underlying mechanisms and comparison to live, unmediated conditions. A secondary goal 

considered the relation between symbolic transfer and child characteristics (e.g., child age and 

naturalistic interactive media experience). Findings from the current study replicate and extend 

those from past research. In this discussion, we consider our findings in the context of prior 

research on toddlers’ use of video in object-retrieval tasks as well as implications for future 

research. 

Can Interactivity Simulate Real-life Experience? 

Our first purpose was to determine the degree to which interactivity (i.e., contingency of 

responding to the child) with video improved toddlers’ object retrieval. We replicated the 

previous finding that interactivity facilitated 30- to 36-month-olds’ use of information from 

video to retrieve a toy hidden in an adjacent room (Lauricella et al., 2010), and we extended this 

 Mean SD 1 2 3 4 5 6 
1. Errorless retrieval 0.61 0.32  --      

2. Child age (months) 29.81 3.93  0.32**  --     

3. Age_TS (months) 15.82 10.96  0.10  0.30** --    

4. TS use frequency 3.59 2.07  0.16  0.10 0.61*** --   

5. TS use time (minutes) 3.23 0.98 -0.02 -0.03 0.18 0.46** --  

6. Parental mediation 2.33 1.23 -0.10 -0.11 0.30** 0.33** -0.30* -- 



 

 

97 

finding to younger children under 30 months. Notably, in Lauricella et al. (2010) children 

viewed the hiding event six times in the video conditions; however, we merely showed the 

demonstration once. Moreover, as the first study examining the impact of interactivity on search 

latency, we found that children spent slightly less time under the interactive conditions across all 

retrievals, suggesting a potential facilitative effect of interactivity on not only the performance 

accuracy but also the speed. Note that, since this difference between point and watch group is 

marginally significant, it needs to be examined more thoroughly in future research.  

Importantly, both the current study and the Lauricella et al. (2010) study found no 

significant difference in search performance between the video-interactive condition and window 

conditions, even though quantitively the video-point group had fewer errorless retrievals, more 

perseveration errors, and longer search latency as compared to the window groups. These results 

indicate the potential of contingency-based interactivity in improving symbolic transfer to the 

level (albeit not perfectly) of performance achieved in the non-symbolic situation, even in the 

absence of interpersonal interactions (e.g., true social interactions with a live social partner in 

person or via video chat).  

While our findings suggest the possibility of overcoming (not just alleviating) the 

learning disparities between in-person and video-mediated learning, there is emerging evidence 

that contingency may not be sufficient to support toddlers’ learning from video. For example, 24- 

and 30-month-olds were found to successfully learn a novel word from live in-person 

demonstration, but not live video chat interaction in which the speaker engaged the child with 

direct eye gaze and actions contingent on the child’s behavior (e.g., pausing if the child became 

distracted) (Troseth et al., 2018). Similarly, Tsuji and colleagues (2021) showed that, while 16-

month-olds can learn a novel word-object association from the in-person demonstration, they did 
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not learn from the speaker through video chat or from the virtual agent, both of which provided 

contingent reactivity to the children’s eye gaze. Besides the many differences between object-

retrieval and word-learning tasks (Strouse & Samson, 2021), one possible explanation for the 

discrepant findings is that contingency in some paradigms (i.e., joint engagement through 

followed gazed or reactive actions of the speaker) might not be as efficient as contingency that 

seeks physical interactivity from the children, such as touching the screen in our study or 

pressing a key on the keyboard in Lauricella et al. (2010). Perhaps young children need the extra 

prompt of executing some action to better direct their attention or engage. In addition to a 

comprehensive investigation of interactivity effects across different task domains, future research 

could use eye-tracking methods to compare the influence of the two contingency features on 

children’s selective attention while watching the on-screen demonstrations.  

 Furthermore, our findings extended the positive interactivity effect in 30- to 36-month-

olds, as found in Lauricella et al. (2016), to younger toddlers aged 24 to 30 months. However, 

this is inconsistent with prior research using the same interactivity interface (i.e., tapping the toy 

on the screen to watch the hiding event). It is worthwhile to note that, while Choi and Kirkorian 

(2016) reported an effect of interactivity decreasing with age (from 24 to 34 months) by which 

its benefit was greatest among youngest children and disappeared among older children, our 

findings did not reveal a moderating effect of age (e.g., exploratory analysis of age in Appendix). 

According to Choi and Kirkorian, their task might be particularly challenging to the youngest 

children and interactivity thus provided efficient support, whereas older children were capable of 

this task even without the interactive features. Given the crucial role of task difficulty (Kirkorian, 

2018; Strouse & Samson, 2021) and child age and working memory (Choi et al., 2018, 2021) in 

video-mediated performance, the conflicting findings in older children may be due to the object-
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retrieval tasks used in the two studies. Specifically, the 2D task in Choi and Kirkorian (2016) 

using a felt board as the searching space and a paper sticker as the target object were of the 

identical size and dimension of the tested space and object; whereas our 3D task using a real 

room and real toy could be much more difficult, because research has demonstrated that 

perceptual mismatch in size and dimension hinders toddlers’ transfer in object-retrieval tasks 

(Choi et al., 2016; DeLoache et al., 1991; Schmidt & Anderson, 2002). This difficulty could also 

be evident by the overall lower errorless retrieval proportion in our study as compared to Choi 

and Kirkorian (2016). In this sense, the support of interactivity perhaps protracted into older 

children due to the relatively difficult task in the current study. Our findings, together with those 

from preschool-aged children that interacting with video might be less beneficial than merely 

watching when the task is cognitively demanding (Alade et al., 2016; Schroeder & Kirkorian, 

2016), suggest that interactivity is likely to be most useful when a task is just above children’s 

capability and is ineffective or even harmful if the task is too easy or too difficult. There are 

similar hypotheses derived from more general learning theories and specific empirical research. 

For example, optimal learning occurs within the zone of proximal development 

(Vygotshky,1978), and children learn best when the Amount of Mental Effort (Salomon, 1983) 

invested to comprehend the media is just right (Tiwari, 2020). In this sense, it is essential for 

media producers to design the interactive interface while considering the difficulty of media 

content as well as child age and abilities. 

Mechanism(s) underlying Interactivity Effect 

The second purpose of this study was to examine potential mechanisms underlying the 

interactivity effect, particularly as they relate to symbolic insight, attention/encoding, and 

engagement/arousal. We found that, while interactivity improved video-mediated retrieval 
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performance, it had little impact on in-person retrieval. Children who observed the live 

experimenter hiding the toy searched as well as, even quantitatively better than, those who 

interacted to see the live hiding event.  

First of all, our finding of the positive interactivity effect under video conditions did not 

support the negative hypothesis under the symbolic insight mechanism that interactivity hinders 

toddler’s understanding of the symbolic relation between video symbols and their referents. 

Theory on symbolic development (Troseth et al., 2019) and empirical evidence from research 

using scale rooms and picture books suggest that increasing the symbol’s salience as an object 

might make it more difficult to appreciate the symbolic relation (DeLoache, 2000; Sheehan & 

Uttal, 2016; Tare et al., 2010). However, our results, and those of others (Lauricella et al., 2010; 

Kirkorian et al., 2016), indicate this may not be the case for digital symbols, at least for the 

interactivity of touching the screen during the activity as in the present study. This might be 

related to children’s perceptions of and beliefs about digital devices. Unlike scale models, video-

mediated symbols have a variety of forms and functions, ranging from informative media to 

entertainment tools (Troseth et al., 2019). Children’s perception of a video device might have 

developed from their daily media exposure and use and is thus less likely to be influenced by the 

interactive interface at the moment during a laboratory activity. It is possible that the interactive 

feature in the current study was not sufficient physical manipulation to change children’s 

symbolic insight, as compared to a separate session of longer exposure before the task (e.g., 

DeLoache, 2000) or more complex and intensive interactivity with multiple steps and actions 

(e.g., Alade et al., 2016; Schroeder & Kirkorian, 2016). This might explain the negative 

interactivity effects reported by previous studies (e.g., DeLoache, 2000; Alade et al., 2016; 
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Schroeder & Kirkorian, 2016), but future research is needed to experimentally test the impact of 

exposure to interactivity on children’s symbolic insight. 

Secondly, other scholars have suggested that interactivity may increase transfer by 

increasing children arousal and engagement (Kuhl, 2003, 2007; Beihler & Snowman, 1997; 

Kirkorian et al., 2016). In this case, we would have expected a similar effect under window and 

video conditions. However, we found the facilitative effect of our interactive feature only in the 

video condition, suggesting that interactivity may not work by increasing children’s arousal and 

engagement. There was minimized social contingency (e.g., general interpersonal social cues) in 

our window conditions. In other words, the window condition in the current study was semi-in-

person, as it provided social relevance afforded by human presence but no social contingency 

afforded by two-way exchange between children and the experimenter as defined by Troseth et 

al. (2006) and seen in other studies (e.g., Troseth et al., 2018; Tsuji et al., 2021). Given the well-

documented positive effect of contingency on learning even in the in-person situation (Bloom et 

al., 1987; Goldstein et al., 2003, 2009), interactivity should have benefited the window 

conditions if it effectively simulated the social contingency. However, this is not supported by 

our finding of no interactivity effect in window conditions, suggesting that the contingency 

created by our interactive feature may not increase children’s arousal and engagement. It seems 

doubtful the the absence of an interactivity effect in the window condition is was due to a ceiling 

effect, because the symbolic retrieval task is believed to be a hard task for toddlers (Schmitt & 

Anderson, 2002), and the performance of children in our sample was far from perfect.  

Moreover, our finding for perseveration provides further evidence that the contingency 

created by our interactive interface may not increase children’s arousal and engagement. As 

reviewed earlier, increased arousal and engagement could strengthen mental representation of the 
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hiding event in current trial to make it more competitive over that of the outdated previous trial, 

thereby reducing perseveration errors (Choi & Kirkorian, 2016). However, we found that 

interactivity benefitted trial 1 equally well as subsequent trials and had no impact on 

perseverative errors. Taken together, our study, with others (Choi & Kirkorian, 2016; Troseth et 

al., 2018; Tsuji et al., 2021), provides evidence for the ineffectiveness of contingency that lacks 

interpersonal social cues. In other words, human presence might be necessary to provoke arousal 

and engagement and is unlikely to be substituted by on-screen interactivity. This might be due to 

the mechanism of relevance created by human presence, by which children dismiss on-screen 

information as being real and relevant to their immediate surroundings (Henderson et al., 2013; 

Wilson & Sperber, 2004). Future research could use physiological measures such as heart rate to 

directly assess arousal under different conditions.  

How would interactivity enhance the symbolic retrieval if it did not provoke children’s 

arousal and engagement? A possibility is that interactivity facilitated selective attention to and 

encoding of important information on the screen, as suggested by previous research (Choi & 

Kirkorian, 2016; Kuhl, 2007). Given that toddlers typically attend to and encode information 

inefficiently from video that is perceptually and socially impoverished relative to real-life 

experience (Carver et al., 2006; Kirkorian et al., 2016), interactivity would have greater benefit 

to video conditions as compared to window conditions. Consistently, the current study found the 

interaction between interactivity effect and modality by which interactivity was only effective 

under the video, but not the window, conditions. Moreover, recent eye-tracking evidence 

demonstrates that the interactive feature successfully directed toddlers’ attention such that they 

looked more at the target locations (Kirkorian et al., in revision).  
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Another possibility concerns children’s symbolic insight. As reviewed earlier, 

interactivity is theorized to enhance symbolic performance by facilitating symbolic insight or the 

direct mapping between video symbols and their referents in reality through increasing similarity 

between them (Troseth et al., 2019; Sheehan & Uttal, 2016). We doubt that children in this study 

were fooled by the contingency created by the interactive feature and believed what they saw on 

video was real even happing in front of them. Instead, it is possible that, rather than hindering 

symbolic insight, interactivity helped children linking video depiction to reality by clarifying the 

temporal relevance of the hiding event on video. This possibility is supported by our finding of 

the interaction between interactivity effect and modality, since effects of interactivity on 

symbolic insight should only apply to the symbolic, video conditions rather than the non-

symbolic, window conditions. Nonetheless, our findings that interactivity did not alleviate 

perseveration provide no support to this symbolic insight hypothesis. This is because, if 

interactivity facilitated symbolic insight, children would be better at using video to retrieve in the 

room and their mental representation of video in the current trial would thereby be less likely to 

be interfered by that of the live retrieving experience in the previous trial. In this sense, the 

attending and encoding hypothesis is a more plausible explanation.  

Child Characteristics at Socio-contextual Level 

A final goal of the current study was to identify potential correlates of toddlers’ symbolic 

transfer at the child and context level. We found that children’s retrieval performance was 

predicted by their age as predicted but not associated with their naturalistic experience with 

touchscreens at the social-contextual level. While age has been consistently reported as a 

predictor of video-mediated learning, it is typically a proxy for many aspects of cognitive 

competence that are particularly important to video-mediated symbolic transfer. For instance, 
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working memory emerges before 2 years of age (Hughes, 1998; Carlson, 2005; Carlson et al., 

2013) and develops with age until early adolescence (Carlson et al., 2013; Luna et al., 2004), and 

research has suggested that working memory resources could ameliorate the difficulty with 

video-mediated symbolic search by reducing the cognitive burden from perceptual mismatch 

(Barr, 2010; Troseth et al., 2010) and perseveration (Troseth, 2010). As discussed earlier, the 

symbolic retrieval task requires children to maintain dual representation and update outdated 

representation of previous trials, which taxes mental resources and is likely to be supported by 

working memory (Choi & Kirkorian, 2016; Hartstein & Berthier, 2018; Sheehan et al., 2020). 

Consistently, our finding shows that child age predicted a decrease in perseveration errors and 

shorter search latency.  

Contrary to our prediction, no association was found between the children’s retrieval 

performance and their naturalistic touchscreen exposure and use. Considering previous findings 

that toddlers’ video-mediated symbolic retrieval was predicted by their naturalistic use of 

interactive media (Kirkorian & Choi, 2017) and live video (Troseth et al., 2010), it is possible 

that only symbolic use of touchscreens actually helps children experience and practice with the 

symbolic function of touchscreens, whereas the overall use time and exposure as measured in the 

current study are not representative of children’s symbolic experience with touchscreens. Given 

the various functions afforded by touchscreen devices, children might differ markedly in the 

interactive (or noninteractive) experience gained from using a touchscreen device. Prior work 

suggests that toddlers’ naturalistic experience with interactive (but not noninteractive) media 

predicted their video-mediate retrieval in the laboratory.  

It is worthwhile to note that parental mediation was also found to not associate with 

children’s symbolic retrieval performance. While the scaffolding role of parent engagement has 
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been well documented in the literature (Friedrich & Stein, 1975; Reiser et al., 1984; Strouse et al, 

2013), no evidence suggests that such a scaffolding could transfer to other tasks and in the 

absence of parent engagement. Our finding indicated that toddlers’ symbolic transfer in 

laboratory tasks might not be influenced by parental mediation at home. While there is no study 

directly testing a delayed effect of parental mediation on children’s video-mediate learning in 

laboratory, intervention research suggests that the facilitative effects of parental mediation may 

help 3-year-olds’ story comprehension and vocabulary after repeated exposures of well-designed 

active mediation (e.g., dialogical questioning) over 4 weeks (Strouse et al., 2013). We did not 

collect information about the type or quality of parents’ active mediation, and future research 

should include more comprehensive measures of parents’ active mediation to identify specific 

practices associated with more generalized improvements in children’s learning from screen 

media. 

Limitations and Future Directions 

This study extends prior research on video-mediated symbolic transfer and interactivity 

effect using a carefully controlled experimental design. However, there are some limitations that 

inform our interpretations and suggestions for future research. A primary limitation to this 

research is the relatively small sample size, which limits the statistical power for more 

complicated analyses. We addressed this limitation to the extent possible by conducting 

additional analyses (e.g., model fitness comparison, randomization check) and using plots for 

visual evaluation (see Appendix for exploratory analyses). However, we were unable to include 

child age in the model for experimental condition effects and to statistically test the extent to 

which age moderates the interactivity effect, modality effects, or their interaction. Secondly, 

future research should address the homogeneity of this convenience sample to broaden 
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participation in research and establish the generalizability of the findings to other populations. 

Another limitation regards the window-point condition. In an attempt to match the procedure and 

script as much as possible to the video-point condition for higher internal validity, our window-

point condition (i.e., pointing to an experimenter through a window) likely deviated from what 

children would have expected from real-life interactions, resulting in lower external validity. 

Future research should consider ways to study more naturalistic/active interactive learning from 

screens while maintaining experimental control. Lastly, regarding the parent survey for 

naturalistic media experience, future research would benefit from questions about specific media 

content and specific functions used by children for a certain device and specific parent media 

behaviors that are likely to affect transfer (i.e., to identify specific media experiences that are 

likely to foster symbolic insight). 

Conclusion 

The current study builds on the extant literature by replicating that interactivity enhances 

symbolic transfer from video to real life in toddlers and, more importantly, by demonstrating that 

the contingency provided by physical interactivity, in the absence of interpersonal social cues, 

might even aid younger toddlers to achieve the level of performance as an in-person experience. 

Moreover, our findings shed light on potential mechanisms underlying the interactivity effect by 

comparing the impacts of interactivity between symbolic and non-symbolic situations. They 

illuminate that, while physical interactivity based on contingent actions might facilitate toddlers’ 

symbolic transfer through increased selective attention to and encoding of target information or 

direct mapping between video and reality, it may lack the social contingency that would 

otherwise provoke arousal and engagement as in in-person interactions.  
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It is important to note that, even though the current study aims at separating and 

disentangling potential mechanisms to identify the predominate one(s), they are less likely to be 

mutually exclusive than complementary to each other. And the effects of interactivity may vary 

across tasks and by child characteristics. The present study highlights the potential of interactive 

media in supporting young children’s symbolic use of video and even to a degree that is close to 

real-life experience, but more research is necessary to understand the nuanced relation between 

interactive features, task characteristics (e.g., content domain and task difficulty), and child 

characteristics (e.g., age and working memory).  
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Appendix 

Exploratory Analyses on the Moderating Effect of Child Age 

Due to the relatively small sample size in current study, the statistical power was limited 

for more complicated analyses on the potential interaction between child age experimental 

condition. We addressed this limitation to the extent possible by conducting additional analyses 

(e.g., model fitness comparison, randomization check) to ensure that our results reported in the 

Results section were robust to the inclusion of age. However, in order to acknowledge the 

important role of age in children’s video-mediate learning, we used plots to visually inspect the 

potential moderating role of age in interactivity effects on children’s symbolic transfer.  

 

 

Figure 9. Average proportion of errorless retrievals per child (across all trials) by condition and 

by age group: 1 SD below the mean age (i.e., 26 months), mean age (i.e., 30 months), and 1 SD 

above the mean (i.e., 34 months). 
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As shown in Figure 9, based on visual inspection, the video-point condition outperformed 

the video-watch condition in children at the mean age, while there was little difference between 

these two conditions in the younger (i.e., 1 SD below the mean) and older children (i.e., 1 SD 

above the mean). This tendency suggests that age could moderate the effect of video 

interactivity, by which the interactive features is most beneficial to children of certain age while 

less effective in children who are too young or too old. While future research is needed to test 

whether this tendency is meaningful, it is in line with our discussion on the role of task difficulty 

that the effectiveness of interactivity may be maximal when the task is just above children’s 

capacity. In the case of age, while the older children in our sample found the task too easy and 

younger children found it too difficult, children in the middle age benefitted most from the 

interactive features. 
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CHAPTER 4 

General Discussion 

Since the very beginning of life, children are exposed to substantial information and 

gradually acquire the knowledge about the world from all possible sources of information around 

them. Starting from observing the physical environment and the behavior of people around them, 

they quickly expand their learning opportunities by gaining information from indirect 

experience. Learning from symbolic media is critical to children, as it helps to solve a wide range 

of problems, acquire abstract concepts, and be more efficient and sophisticated learners 

(DeLoache et al., 2004; Uttal et al., 2009). Screen media are ubiquitous in today’s life and 

becoming increasingly important learning tools for children at increasingly younger ages 

(Rideout, 2016). Therefore, extending basic research on how children process information from 

digital media is important to building the literature on learning as well as developing materials 

that support early learning. 

To better understand children’s processing of digital media information and further 

facilitate video-mediated learning, this dissertation investigated children’s behaviors at two 

stages of information processing, including the initial stage of attending to information and the 

later stage of retrieving information. Influencing factors at the content, developmental, and 

contextual level were examined to explore potential mechanisms underlying video-mediated 

learning at each information-processing stage.  

Despite the many barriers that children could encounter in perceiving and learning from 

digital media, this dissertation replicated prior research in demonstrating that children’s digital 

media activities are cognitively active, rather than devoid of understanding or learning (e.g., 

Anderson & Lorch, 1983; Huston & Wright, 1983; Salomon, 1983). Specifically, the visual 
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attention of children in Study 1, as signaled by their eye-movement patterns, was found to be 

impacted by the shot transitions (i.e., gaze moving toward the center of the screen). This 

tendency of reorienting eye fixation to the center of the screen has been well documented in 

adults during video watching as a sophisticated strategy of processing the video content more 

efficiently (Kirkorian et al., 2012). Four-year-olds in our sample started to show such an adult-

like viewing, consistent with prior findings on other gaze behavior (Franchak et al., 2016). Shot 

transitions have been studied extensively as an important context to learn about children’s video 

comprehension, because this editing technique of conveying continuity of the scenes and objects 

through a sequence of discrete shots is critical to comprehending video content (Smith et al., 

1985). Thus, our finding on the shot transition suggests that, rather than being reflexively 

attending to the video due to dynamic production features (Lesser, 1977; Singer, 1980), children 

can and do cognitively process the on-screen information while watching video. Moreover, as a 

more direct evidence, Study 2 found that toddlers used the information on video to retrieve the 

hidden object at above chance level, particularly when the interactive feature was added to 

support the process (e.g., directing attention to target information). 

Nonetheless, there was apparent deficit involved in children’s screen-mediated behaviors, 

when compared to adults (Study 1) or compared to children’s own behaviors during in-person 

experience (Study 2). Our finding from Study 2 replicated prior research and reveals a video 

deficit whereby children transferred information better from in-person events as compare to 

video. Furthermore, while adults in Study 1 showed significantly different gaze patters when 

watching an incomprehensible (vs. comprehensible) video, children’s eye movement, as 

measured by salience-based gaze prediction, remained similar regardless of the content feature – 

video comprehensibility. As discussed in the Study 1 paper, this finding may reveal relatively 
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weaker comprehension-related top-down control in children’s visual attention to on-screen 

information, compared to adults. Indeed, prior research using other visual attention metrics, such 

as overt looking at the screen or attentional synchrony, has similarly demonstrated age-related 

changes in attention to and visual processing of video (e.g., Pempek et al., 2010; Franchak et al., 

2016; Frank et al., 2009). Consistently, Study 2 examined the age effect at the information-

retrieval stage, and found that children’s object-retrieval performance increased with age. These 

findings, and those from developmental research (e.g., Barr, 2010), indicate a rapid development 

in early processing of screen media in spite of the video deficit.   

While acknowledging both the limitation and potential of early learning from screen 

media, this dissertation investigated how media characteristics could influence the information 

processing of screen media content. The results presented in this dissertation suggests that 

content comprehensibility may have a marginal impact on visual attention in 4-year-olds, but an 

interactive interface could benefit toddlers’ information retrieval to a significant degree. 

Focusing on the initial stage of attending to information, Study 1 found no impact of video 

comprehensibility on children’s eye movements and an interaction between the 

comprehensibility effect and age. By examining the age-related change in the effect of video 

content on salience-based gaze, this study enabled a nuanced discussion on the developmental 

mechanisms involve in children’s visual attention to video. The findings suggest that 1) the 

coherence of video content, or video comprehensibility, may not affect the degree to which 

children’s gaze is directed by low-level visual features during naturalistic view viewing and 2) 

the increased visual attention to salience-related bottom-up features observed in adults might be 

due to something other than their better comprehension ability. An overall predictability 
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hypothesis was proposed to explain the age-related difference in visual attention and processing 

of video content.  

Focusing on the retrieval outcome, Study 2 built on prior work to disentangle potential 

mechanisms underlying the interactivity effect by incorporating the interactive interface, 

equivalent to that in video context, to the live scenario. The findings supplement previous 

research on a positive effect of interactivity on symbolic transfer and provide further evidence to 

the attending and encoding hypothesis to account for the role of interactivity at the information-

encoding stage.  

Taken together, the two studies, by focusing on different information-processing stages, 

highlight the active engagement of multiple cognitive processes in children’s interaction with 

screen media. In particular, they collectively underscore that visual attention allocation is a key 

process for young children’s information processing of on-screen information. According to 

findings from Study 1, children’s visual attention was predicted by visual salience on the screen, 

in spite of little influence from the content comprehensibility of video. This research indicates 

that media creators should use visual salience strategically, drawing attention to important 

information on the screen and avoiding irrelevant visual noise. While it remains to be seen 

whether these effects on attention lead to differences in actual comprehension, future research 

should include a comprehension assessment to directly measure children’s video comprehension. 

Meanwhile, Study 2 suggests that the facilitative effect of interactive features is more likely 

through enhancing children’s selective attention to and encoding of relevant information rather 

than other mechanisms. It suggests the potential that visual features are sufficient to enhance 

video-mediated transfer. Future work could test this by 1) replacing the interactive feature based 

on physical action (as used in Study 2) with interactive interface that merely use visually-salient 
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features to direct children’s attention and 2) including direct measures of visual attention (e.g., 

eye tracking).  

Importantly, neither study found an association between the children’s screen-mediated 

behaviors (e.g., visual attention, information retrieval) and their characteristics at the socio-

contextual level. Prior research has demonstrated that learning from screen media is situated in 

and conditional upon the context where the learning happens (Guernsey, 2007; Valkenburg & 

Peter, 2013). Considering the measures for naturalistic media experience used as discussed in the 

limitations in Chapter 3, future research might benefit from focusing on particular contextual 

factors using experimental manipulation or more specific survey questions (e.g., addressing 

specific media content or functions) to examine how these factors could moderate children’s 

learning from screen media.  

In addition, despite substantial research and the results from this dissertation show age as 

a key factor in the influence of media characteristics on screen-mediated learning, the limited 

sample size lacks sufficient power to analyze the moderating role of age in the effect of 

interactivity. While I did an exploratory analysis based on visual inspection (see Appendix of 

Chapter 3), more work is needed to examine the specific moderating role of age and, particularly, 

seek to identify specific correlates of age that might underlie age effects (e.g., working memory, 

inhibitory control, media experience).  

In sum, this dissertation sought to provide a comprehensive view of children’s 

information processing of screen media at the basic cognitive level while taking into 

consideration the 3 C’s (Guernsey, 2007): content, context, and child factors. The findings 

provide direct evidence for the effectiveness of two important media characteristics on screen-

mediated learning, and add to the literature about how the learning is supported by fundamental 
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cognitive systems, such as selective attention and encoding and symbolic representation.  

Findings from this type of research can be applied to help create scalable and cost-effective 

media that facilitate early learning and development. 
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