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“Scientific thought and it’s creation is the common and shared heritage of humankind”

Dr. Abdus Salam
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Abstract

Targeted radionuclide therapy (TRT) and brachytherapy with alpha particles has gained

significant clinical relevance recently. Absorbed dose traceability to a standard is currently

lacking in the dosimetry chain. The short range of alpha particles in water of <100 µm

complicates the absorbed dose measurements in the form of significant attenuation and

perturbation effects. The purpose of this work was to develop and validate absorbed dose

to water standards for alpha-emitting radionuclides. Dosimetric formalisms to measure

surface absorbed dose to water per radioactivity using windowless cylindrical parallel-

plate extrapolation chambers (ECs) were introduced.

Monte Carlo (MC) investigations were launched to probe the alpha transport mechanism

using a Fano cavity test. Optimal electromagnetic transport parameters were extracted

from this study. The assumptions of the cavity theories were evaluated and the impact

of source parameters on absorbed dose was studied. Following the construction of the

apparatus, a thin film 210Po source was employed with a radioactivity of 1.253 µCi for

evaluation. A parallel-plate EC with a 4.00 mm collector diameter composed of D400

polystyrene-equivalent material was utilized as a standard. Addtionally, a printed circuit

board (PCB) with a segmented guard was constructed to align the detector and the source

plates using a differential capacitance technique. The PCB EC aimed to enhance the re-

peatability of the ionization current measurements. EC-based and MC-based correction

factors were calculated for a planar circular 210Po alpha emitter. Lateral and rotational

alignment between the EC and the source was performed using translational and rota-

tional shifts applied to the source using a hexapod motion stage. The initial air gap was

determined using a contactless capacitance method. Ionization charge was collected as a

function of applied voltage, varied between 1-200 V for a 0.3 mm air gap, to calculate the

recombination correction. The polarity correction was measured by reversing the polarity
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of the applied bias. Multiple measurement trials were performed to measure ionization

current at air gaps in the 0.3-0.525 mm range. The proposed dosimetric formalisms were

employed to calculate the surface absorbed dose to water from a point-like 210Po source.

Negligible self-attenuation was found for the 210Po source and the radius of the source

was measured to be 1.60 mm. Lateral and rotational offsets of up to 0.20 mm and 1.50

deg were measured, respectively, when aligning the EC parallel to the source with their

centers coincident with each other. The recombination and polarity correction factors

were measured to be <0.50% when a 150 V/mm electric field strength was applied. The

MC-calculated and measured absorbed dose to air agreed within 2.05% and 4.50% for

the D400 and the PCB IC, respectively. Using the extrapolation method, the surface

absorbed dose to water for the 210Po was measured to be 2.8913×10−6 Gy/s/Bq and

2.304×10−6 Gy/s/Bq with a combined uncertainty of 3.74% and 3.55% for the D400 and

the PCB IC, respectively. Large uncertainties, above 7% at k=1, were reported for the

absorbed dose calculated using the cylindrical shell dosimetric formalism. Therefore, the

extrapolation method was preferred to measure the surface absorbed dose to water.

This work demonstrated the ability of two windowless parallel-plate ECs as absorbed

dose standards for alpha-emitting radionuclides.
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Chapter 1

Introduction

1.1 Introduction and Outline

1.1.1 Overview

The goal of this work was to develop and evaluate a primary standard for absorbed

dose to water from alpha-emitting radionuclides. For this purpose, a windowless parallel-

plate extrapolation chamber (EC) was deemed suitable with a thin film source deposited

on the surface of the source acting as an electrode. The quantity of interest in this

work was surface absorbed dose to water and two independent dosimetric formalisms

were introduced to realize this quantity. Before the construction and evaluation of the

primary standard, a Monte Carlo investigation was launched to study the alpha particle

transport capabilities of the Monte Carlo code used in this study. A Fano cavity test

was implemented to explore the sensitivity of various electromagnetic parameters to the

simulated absorbed dose. The cavity theory assumptions and conditions were tested

using Monte Carlo methods and the impact of source characteristics, such as diameter
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and thickness, on absorbed dose to cavity was studied. A comparison was performed to

investigate the impact of an entrance window on the absorbed dose.

In addition to an already existing EC, a printed circuit board (PCB) was designed and

constructed to rotationally align the source and detector using a differential capacitance

method. The constructed primary standards were evaluated using a pure alpha emitter

and the simulated absorbed dose to cavity was compared with the measured dose. Sur-

face absorbed dose to water was calculated using the two dosimetric formalism for both

detectors.

1.1.2 Description of upcoming chapters

Chapter 2 provides the relevant background and motivation for this work. The targeted

radionuclide therapy (TRT) modality was introduced and the role of alpha particles in

TRT was accentuated. The physics of alpha particle decay and it’s interaction with

matter was also described in this chapter. The current dosimetry methods were outlined

and the need for a primary standard for absorbed dose was stressed. Two independent

methods of determining the absorbed dose to water were introduced and explained.

A detailed Monte Carlo (MC) investigation was reported in chapter 3 exploring param-

eters that affect absorbed dose measurements. Alpha particle transport using the MC

method was described and the electromagnetic parameters related to the ionization pro-

cess and the multiple Coulomb scattering process were investigated. Using a Fano cavity

test, optimal parameters were highlighted that led to most accurate simulation results.

The decay library of the MC code was also benchmarked by comparing the emission

energy and intensity with other nuclear decay databases. Both Bragg-Gray and Spencer-

Attix cavity theories were introduced and the underlying assumptions commonly used for

these theories were evaluated in the context of alpha particles. The source parameters
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affecting the absorbed dose, such as source diameter and self-attenuation, were probed

with the motivation of selecting the optimal parameters. The impact of a thin Mylar

window on the absorbed dose was investigated in this chapter as well.

Chapter 4 describes the design process for the primary standard and the construction

of the entire apparatus. The source and the D400 detector subassemblies are described

along with the employed motion stages and the electronic equipment. A COMSOL study

was performed to simulate the electric field lines inside the air cavity and to determine the

sensitive volume of the cavity. The methods to rotationally align the D400 ion chamber

and to determine the air gap between the detector and the source using a contactless

capacitance method are also outlined in this chapter. A 210Po source, used to evaluate

the primary standard, is characterized. MC-based correction factors for the D400 ion

chamber are shown in this chapter for both dosimetric formalisms. Finally, the measured

absorbed dose is reported and compared with the MC data. Uncertainty analysis was

performed for each reported absorbed dose.

Chapter 5 follows the same structure as chapter 4 but instead describes the design process

behind the construction of the printed circuit board (PCB)-based EC. The segmented

guard design were introduced and the differential capacitance method to rotationally

align the detector with the source was described. COMSOL simulations were outlined to

study the impact of the insulator gap on the electric field lines inside the air cavity and

near the segmented guard edges. The capacitance method to measure the cavity diameter

was outlined and measurements using a 210Po source were described. Measured surface

absorbed dose to water, in accordance with both dosimetric formalisms, was reported in

this chapter for the PCB ion chamber. The results were compared with the D400 results

introduced in chapter 4.

Chapter 6 provides main conclusions and proposes future work to extend the work per-

formed in this dissertation. Alternative source configurations were proposed and future
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measurements were described for relevant alpha sources.
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Chapter 2

Background and motivation

2.1 Introduction

In this era, there are multiple treatment options available in cancer care. Four widely used

types of treatments are: surgery, chemotherapy, radiation therapy, and immunotherapy.

In radiation therapy, ionizing radiation is used to target cancer cells while minimizing

any normal tissue toxicity. Three major forms of radiation therapy include external beam

radiation therapy (EBRT), brachytherapy, and targeted radionuclide therapy (TRT) or

molecular radiotherapy (MRT) [18]. Figure 2.1 shows the major difference between EBRT

and TRT [1]. EBRT utilizes an exogenous beam source and delivers radiation to desired

spatial coordinates by leveraging geometrical parameters such as the beam’s angular

incidence, couch movement, and collimation [19]. Contrarily, TRT is a form of systemic

therapy in which the radioactive source is injected into the patient [20][21][22][23]. In

brachytherapy, radioactive sources are also utilized, but these sources are sealed and are

placed into a desired anatomy to deliver high radiation to the tumor site [24]. In this
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chapter, the clinical applications of TRT are discussed along with the dosimetric methods

employed to calculate radiation dose to patient.

Figure 2.1: Differences between EBRT and TRT are shown [1].

2.1.1 Targeted radionuclide therapy (TRT)

Targeted radionuclide therapy (TRT) is a therapeutic technique which utilizes radio-

pharmaceuticals to target cancer cells. Radiopharmaceuticals, as shown in figure 2.2,

are synthesized by attaching a radionuclide source to a cell-targeting molecule which bi-

ologically seeks and destroys cancer cells [25][26][27][28][29]. These drugs are unsealed

radioactive sources which are injected directly into the patient’s bloodstream [30][31].

The choice of the vector molecule as well as the radioactive source utilized in TRT highly

depends on the clinical goal [3]. However, not all TRT drugs can be technically classified

as “targeting”. For example, NaF or RaCl2 are salts with a high uptake in the skeleton,
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however, both drugs lack a targeting molecule that binds to specific molecules [5][32].

In several cases, monoclonal antibodies are used as vector molecules in TRT. This is

known as radioimmunotherapy. Radioimmunotherapy is an amalgamation of TRT and

immunotherapy techniques where the labeled antibodies directly transport the radionu-

clide to the tumor by binding to cancer cells [3][33]. This is demonstrated in figure 2.3.

For example, in the case of lymphoma, radiolabeled antigens attach to B cells in the

body and deliver radiation [20]. The uptake of the radiopharmaceutical is non-uniform

throughout the body and highly depends on the chemical and biological properties of

the vector molecule utilized [34][35][36][37]. In a region of uptake, the radioactive source

decays and emits energy in the form of ionizing radiation. The resulting ionizing radi-

ation leads to single-strand or double-strand breaks of the DNA inside the cell nucleus.

The goal of TRT is to simultaneously maximize cell-kills of cancer cells and minimize

destruction of normal cells.

Figure 2.2: A typical structure of a radiopharmaceutical [2]

.

In the therapeutic realm, either alpha-emitters, beta-emitters, or Auger electron-emitters

are employed. The choice of the type of radioactive source used depends on several pa-

rameters such as tumor biological expression and size, proximity of organs at risk (OAR)

to the tumor, dose-limiting conditions, half-life, and energies of the particles emitted.

Figure 2.4 illustrates the advantage of using an alpha-emitting radionuclide source over
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Figure 2.3: Radioimmunotherapy process is illustrated [3].

beta-emitting source. Beta particles tend to have a range of 50-2000 µm in tissue com-

pared to the 40-100 µm tissue range of alpha particles. Therefore, alpha particles have

a higher chance of minimizing radiation dose to normal cells. Alpha particles also tend

to deposit higher energy along their pathways due to their higher linear energy transfer

(LET) property which results in a larger number of double-stranded DNA breaks [38][39].

Thus, alpha particles have a larger relative biological effectiveness (RBE) than beta par-

ticles [40]. Due to these reasons, alpha particles are considered therapeutically superior.

However, this is under the assumption that the radioactive source is precisely transported

to the tumor site.

Seven most commonly used alpha-emitting radionuclides in TRT are 211At, 213Bi, 225Ac,

223Ra, 212Pb, 149Tb, and 227Th [40]. Table 2.1 shows a list of commonly investigated

alpha-emitting radiopharmaceuticals. It is important to note that 223RaCl2 (Xofigo®)

is the only FDA-approved alpha-emitting radiopharmaceutical and is used for treating
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Figure 2.4: The effectiveness of alpha-emitters and beta-emitters is compared [1].

Table 2.1: Alpha-emitting radiopharmaceuticals currently in clinical trials or ap-
proved.

Radionuclide Half-life Ēα (MeV) Radiopharmaceutical(s) Company Indication

211At 7.2 h 5.87 - - -

213Bi 45.6 min 5.84 - - -

225Ac 10 d 5.75 225Ac-aCD33, 225Ac-
FPX-01

Actinium
Pharma,
J&J/Fusion

Leukemia,
NSCLC/Pan-
creatic Cancer

223Ra 11.4 d 5.97 RaCl2 Xofigo, Bayer Bone Mets

149Tb 4.15 h 3.97 - - -

227Th 18.7 h 5.9 227Th-HER2-TTC,
227Th-PSMA-TTC,
227Th-MSLN-TTC,
227Th-CD22-TTC

Bayer Bone Mets, HER2
Tumors, Prostate,
Mesothelin Tu-
mors, Lymphoma

212Pb 10.6 h 7.45 212Pb-trastuzumab,
212Pb-PRIT, 212Pb-
antisomatostatin,
212Pb-aTEM1, 212Pb-
aCD37

Oranomed HER2 Tumor,
Somatostatin
Tumors, TEM1,
Leukemia
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metastatic castration-resistant prostate cancer [41]. An optimal half-life is desired so

that the source gets ample time to irradiate tumor cells while not occupying the patient’s

body for too long. An ideal radionuclide must have a half-life of several hours to days,

adequate alpha particle range in tissue to create a sufficiently large cell-killing region, and

an efficient and feasible manufacturing process [40].

2.1.2 Clinical work

There has been extensive work suggesting that TRT with alpha radionuclides, targeted

alpha therapy (TAT), is clinically beneficial. Andersson et al. explored the efficacy of

alpha-radioimmunotherapy both in vitro and in vivo using ovarian cancer cells OVCAR-

3 and mice [42]. Monoclonal antibodies were labeled with 211At and growth assay was

used as an indicator of cell survival. Irradiation with the alpha radiopharmaceutical was

found to be highly effective, relative to 60Co irradiation, with no significant toxicities in

both cell cultures and mice [42]. An additional experiment performed at Osaka univer-

sity investigated the possibility of using sodium astatine (211At) as a therapeutic drug for

cancer. Mice that received grafts of thyroid cancer cells were used in this study, and it

was shown that the mice treated with the radiopharmaceutical drug survived for almost

three times as long as untreated mice [1].

Both 223Ra and 225Ac have been widely studied for castration-resistant metastatic prostate

cancer [40]. Kratochwil et al. conducted the first clinical trial for human treatment of

prostate cancer using 225Ac radionuclide and prostate-specific membrane antigen (PSMA)

as the radiopharmaceutical drug [4]. Positron emission tomography/computed tomogra-

phy (PET/CT) scans were used to diagnose and assess the severity of the prostate cancer.
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Figure 2.5: 68Ga-PSMA-11 PET scans are shown for a patient with metastatic
prostate cancer [4].

After several injections of the radiopharmaceutical, prostate-specific antigen (PSA) was

found to decrease. Using 68Ga-PSMA-11 PET/CT imaging, an improvement was found

in patients treated with the TRT. Figure 2.5 shows the benefit of using 225Ac-PSMA as

a radiotherapeutic drug.

In a clinical trial led by Subbiah et al., bone-targeting radium 223 dichloride (223RaCl2)

was used for the treatment of osteosarcoma [5]. Using dose-escalation method, several

different concentrations of 223RaCl2 (50, 75, and 100 kBq/kg) were injected into different

patients and the uptake values extracted from NaF PET images were used as a biomarker

for outcomes. Considering outcomes and hematological toxicity, 100 kBq/kg was recom-

mended to be the phase II clinical trial dose [5]. Figure 2.6 shows the benefit of using

223RaCl2 as a TAT drug for patients with osteosarcoma.
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Figure 2.6: NaF PET scans are shown for a patient with osteosarcoma [5].

Initial clinical work has been performed with both 227Th and 149Tb, and first-in-human

studies have been designed with these radionuclides [40][43]. Hagemann et al. used

227Th and a mesothelin (MSLN)-targeted conjugate to target mesothelin-positive cancer

cells in mice [44]. A significant survival benefit was found for mice treated with 227Th

radiopharmaceutical especially in a disseminated lung cancer model. Müller et al. utilized

149Tb as a drug to target folate-receptor positive cancer cells in mice [6]. Complete

remission or marked delay in tumor growth was found for mice treated with the TRT

drug compared to the untreated mice. Furthermore, the work of Müller showed the ability

of using 149Tb as both a therapeutic and imaging radionuclide, a theranostic agent. Figure

2.7 shows a PET image acquired using 149Tb-DOTANOC. Clinical trials using 212Pb are

also underway for HER2-expressing ovarian cancer treatments, therefore, a myriad of

clinical studies are expected to follow these trials [43]
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Figure 2.7: A 149Tb-DOTANOC PET image is shown [6].

2.1.3 Alpha particle decay and interactions with matter

2.1.3.1 Alpha decay

Figure 2.8: The potential energy of the alpha particle as a function of it’s distance
from the center of the daughter nucleus [7].
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Alpha particle is a helium atom stripped of electrons with a mass number of 4 and an

atomic number of 2. Alpha decay is a spontaneous process that typically occurs in heavy

elements and can be denoted by:

A
ZX →A−4

Z−2 X
′ + α (2.1)

where A
ZX is the parent atom and A−4

Z−2X
′ is the daughter atom, and α is the emitted

alpha particle. Figure 2.8 shows the potential energy of the alpha particle based on

it’s separation from the daughter nucleus [7]. When the alpha particle is within the

nucleus, the strong force attraction dominates creating a deep well of potential energy

and a potential barrier. Since the strong nuclear force has a short range, it’s impact

is limited to when r > R where R is the radius of the daughter nucleus. Outside the

nucleus, the alpha particle experiences a Coulombic force that is proportional to 1/r2.

Classical physics prohibits the alpha particles to escape the Coulombic barrier of 26

MeV; however, quantum mechanical tunneling yields a non-zero escape probability which

allows the alpha particle to overcome the barrier.

Energy and momentum are conserved during alpha decay and can be written as:

Conservation of energy:

mXc
2 = mX′c2 + TX′ +mαc

2 + Tα, where TX′ =
1

2
mX′ν2

X′ and Tα =
1

2
mαν

2
α (2.2)

Conservation of momentum:

mανα = mX′νX′ (2.3)

where mX is the mass of the parent nuclei, mX′ is the mass of the daughter nuclei, mα

is the mass of the alpha particle, c is the speed of light, TX′ is the kinetic energy of the

daughter nuclei, Tα is the kinetic energy of the alpha particle, νX′ is the velocity of the
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daughter nuclei, and να is the velocity of the alpha particles. The energy released during

the alpha decay is shared between the alpha particle and the daughter nuclei and can be

calculated by:

Tα =
mX′

mX′ +mα

(
Tα + TX′

)
and TX′ =

mα

mX′ +mα

(
Tα + TX′

)
(2.4)

Since alpha particles tend to be significantly lighter than the daughter nuclei, majority of

the released energy is converted into the kinetic energy of the alpha particle. The kinetic

energy gained by the daughter nuclei is often sufficient to overcome the chemical bond

between the radionuclide and the linked molecule leading to migration of the daughter

from the parent molecule [45]. The migration of the daughter may pose problems such

as inaccurate estimation of absorbed dose to tissue from any particles emitted by the

daughter. However, the radiological range of the daughter nuclei is typically < 1µm in

tissue leading to local deposition of energy.

2.1.3.2 Alpha interactions with matter

Alpha particles interact with both the nucleus and the orbital electrons in a given media.

The type of interactions can be classified as elastic versus inelastic depending on the

conservation of the kinetic energy of the particles involved. The major cause of energy

loss for alpha particles is Coulombic elastic collision losses that lead to dense ionization

tracks in any media. Such interactions can involve either the nucleus or the orbital

electrons with the electronic collisions being the dominant cause of energy loss. The

collision losses in matter from charged particles is described by the collision stopping

power and a simplified Bethe-Bloch formulation of this process is defined as:

Scol = 4πNAr
2
emec

2Z2

A2

Z2
1

2β2
ln
2mec

2 β2

1−β2

I
(2.5)
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where NA is the Avogadro’s number, re is the electronic radius, me is the electronic mass,

Z2 is the atomic number of the absorbing medium, A2 is the mass number of the absorbing

medium, Z1 is the atomic number of the incoming particle, β is the relativistic velocity

of the incoming particle, and I is the mean ionization energy of the medium. It is of note

that the stopping powers are usually normalized by the physical density of the medium.

Figure 2.9 shows the stopping power of water and air without a density normalization.

It can be concluded that the energy loss in water is much greater when compared to air

despite the Z2

A2
ratio being similar for the two materials. Therefore, the physical density

of the material is a dominant parameter in terms of energy loss.

Figure 2.9: The stopping power of water and air is plotted as a function of alpha
energy [8].

Another form of interaction of alpha particles with matter is Bremsstrahlung production

through the radiative process. Unlike collision losses, the Bremsstrahlung process involves
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interactions between the incoming alpha particles and the nucleus of the medium of inter-

est. Similar to collision stopping power, the radiative energy losses from Bremsstrahlung

production can be defined by the radiation stopping power. However, radiative losses in

matter from heavy charged particles are often ignored due to the low radiation yield. The

radiation power over a sphere is proportional to:

Prad ∝
(
Z1Z2

m1

)2

(2.6)

with m1 being the mass of the incoming particle. It can be noted that the radiative losses

will decrease as a function of 1/m2
1 and, therefore, heavy charged particles such as alpha

particles will lead to a relatively small radiation cross-section. Similar to radiation yield,

alpha particles also have a small cross-section for inelastic nuclear collisions, which lead

to fragmentation of the absorber nucleus into smaller nuclei. Inelastic nuclear collisions

are only significant near the end of the alpha particle track and must be considered when

the alpha particle energy is < 1 MeV.

Figure 2.10: The differential scattering cross-sectional area is illustrated (from MP
501 notes).

Coulombic interactions of alpha particles lead to scattering in the absorbing media, which

can deflect the direction of the alpha particles as they traverse matter. The scattering
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cross-section is demonstrated by figure 2.10 and can be calculated as:

dσ

dΩ
=

(
Z1Z2e

2

2πϵoµν2
o

)2
1

16sin4( θc
2
)

(2.7)

where Ω is the differential solid-angle given by dΩ = 2πsinθcdθc, ϵo is the vacuum per-

mittivity, µ is the reduced mass of the incoming particle traveling with an initial velocity

of νo in the center-of-mass frame, and θc is the scattering angle. The above equation is

the Rutherford cross-section and is independent of the physical density of the medium of

interest.

2.2 Dosimetry in TRT

2.2.1 Overview

During the initial clinical applications of TAT, dose escalation studies were used to esti-

mate a suitable dose for maximum therapeutic gain. Clinical evidence of tumor remis-

sion and increased survival chance has been widely leveraged when prescribing a dose

to a given patient [46]. The recommended “dose”, units of Bq/kg, multiplied with the

patient’s body mass has previously been used to calculate the amount of activity to be

injected into the patient’s bloodstream [40]. The absorbed dose to organs can then be

calculated using a pharmacokinetic model and the amount of uptake in a given compart-

ment. It is important to realize that this requires an accurate knowledge of the activity

distribution in the body as a function of time [47]. In the literature, the usage of absorbed

dose to water/tissue has been greatly debated for TAT [48]. Instead, microdosimetry is

recommended to calculate energy deposited in cells due to a wide variation of energy

imparted in cells from alpha particle irradiation. Thus, both microdosimetric quantities
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such as lineal energy or specific energy and absorbed dose have been utilized as energy

deposition metrics in the literature.

2.2.2 Internal dosimetry

In both imaging and therapy disciplines, internal dosimetry is often used to estimate

absorbed dose to organs by employing a tissue-compartment model and pharmacokinetic

information. This is especially clinically significant in TRT where an estimate of the

radiopharmaceutical uptake in tumor and other organs is required before a high dose is

injected into patients. The major internal dosimetry formalism is referred to as medical

internal radiation dose (MIRD) issued by committee of the society of nuclear medicine

[47]. Once a known volume of activity is injected into a patient or a phantom, the

absorbed dose rate at any given time, t, is given by:

Ḋ(rT , t) =
∑
rS

A(rS, t)S(rT ← rS, t), (2.8)

where A(rs, t) is the time-dependent activity in the source tissue, rS, and S(rT ← rS,

t) is the radionuclide-specific coefficient that provides the mean absorbed dose rate to

target tissue, rT , at time t due to per unit activity present in the source tissue [47]. The

S-values are calculated using whole-body computational phantoms for a given age, sex,

total body mass, and height. The MIRD S-value formalism assumes a uniform activity

distribution in a given compartment/organ and neglects patient-specific dosimetry [47].

In the case where the source organ and the target organ are different, the absorbed dose

to target is referred to as “cross-talk”. Otherwise, the absorbed dose to target is referred

to as “self-dose”. If a total absorbed dose to target organs over a time period, TD, is
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desired, equation 2.8 can be written as:

D(rT , TD) =
∑
rS

∫ TD

0

A(rS, t)S(rT ← rS, t)dt. (2.9)

The quantity S, also referred to as S-value, can be further broken down into several

sub-quantities:

S(rT ← rS, t) =
1

M(rT , t)

∑
i

EiYiϕ(rT ← rS, Ei, t) (2.10)

where M(rT , t) is the time-dependent mass of the target organ, Ei is the mean energy

of the ith nuclear transition, Yi is the number of ith nuclear transitions per nuclear

transformation, and ϕ(rT ← rS, Ei, t) is the absorbed fraction which gives the fraction

of radiation energy Ei emitted within the source tissue at time t that is absorbed in the

target tissue [47]. A weighting factor is used to accurately assess the biological outcomes

due to irradiation to account for the different LET of different particle types. This is

defined as equivalent dose and can be calculated by:

H(rT , TD) =
∑
R

wRDR(rT , TD) (2.11)

where wR is the radiation weighting factor for the radiation type R [47]. ICRP recom-

mended weighting factors are 1.0 for photons, electrons, positrons, and β particles, and 20

for α particles [49]. Thus, irradiation with alpha particles tends to create more biological

damage than other particles. Several commercial dosimetry software utilize the MIRD

formalism and aim to calculate absorbed dose to tissue. MIRDOSE3 and OLINDA/EXM

are examples of such software [40].

The time-dependent activity in every compartment can be obtained by several different
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Figure 2.11: An example of a dose distribution calculated using OLINDA software.

methods. A pharmacokinetic model can be employed and solved using a set of first-order

coupled differential equations for each compartment. Alternatively, quantitative imaging

such as single photon emission computed tomography (SPECT) or PET can be used to

determine the 3D activity distribution inside the body at a given time. A typical workflow

for patient-specific TAT dosimetry includes measurement of radioactivity in the solution

using a dose calibrator, injection into the patient’s bloodstream, multiple time point

in vivo activity determination using SPECT, fusion of the 3D time-integrated activity

map with the patient’s CT scan, and calculation of absorbed dose in a patient-specific

voxelized geometry using computational methods such as dose point kernels or Monte

Carlo simulations [50][51][52]. Using a voxelized geometry, absorbed dose to voxels can

be calculated using the equations given above. In the described workflow, multiple time

point imaging poses the most significant clinical burden due to limited imaging scanner

time [53].
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Figure 2.12: A schematic of the geometry used in DPK calculation is shown [9]

Conversion of patient-specific time-integrated activity distribution to absorbed dose dis-

tribution can be performed using either dose point kernels (DPK) or full MC simulations.

Utilization of DPK to perform patient-specific dosimetry allows for reasonable compu-

tational cost [54]. Time-integrated activity distribution in a patient can be convolved

with the precomputed radionuclide-specific DPK to acquire dose distributions in a vox-

elized geometry. Figure 2.12 shows a voxelized spherical geometry widely used in DPK

generation [9]. Absorbed dose to medium is scored, using either analytical methods or

MC methods, in spherical shell at various radial distances from a point source. The

source atoms or molecules distributed inside a patient can be individually represented by

point sources emanating radiation isotropically, which is the underlying assumption of

using a point source. DPKs generated for various radionuclides in a homogeneous water

phantom using MC methods were previously compiled by Graves et al., including several

alpha-emitters [55]. Since tissue heterogeneity was not addressed in the work, Tiwari et

al. investigated the impact of tissue types on DPKs for beta-emitting radionuclides and

found that tissue-specific density-based scaling is sufficient for accurate dosimetry [56].

However, a comparison between the scaled DPK and full MC simulation has yet to be

performed to fully assess the accuracy of the scaling method. Due to their limited range

in tissue, alpha particles have been neglected from most DPK studies and local energy
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deposition is considered because of the large voxel size utilized in DPK-based dosimetry

[55]. However, alpha DPKs can be utilized similarly to beta or gamma DPKs. In our

previous work, the impact of the density-based scaling on DPKs was evaluated using the

GEANT4 MC code [57]. A 5% accuracy was noted if a density-based scaling is performed,

except near the Bragg peak regions.

A full MC simulation using patient-specific time-integrated activity distribution and CT

scans leads to the most accurate way of performing personalized dosimetry. Using the CT

image, a correlation can be establish to convert the Hounsfield Units (HU) to material

composition and mass density required by the MC codes [58]. With the use of nuclear

decay data, radiation emission from radionuclides can be fully transported throughout the

patient and absorbed dose can be tallied in a voxelized geometry [59] [60] [61]. However,

these simulations require significant computational resources. Otherwise, the run time

can be up to several days for a single patient. A MC conversion of activity to absorbed

dose fully considers tissue heterogeneity and has been previously proposed by numerous

studies [62] [10] [63] [64] [65] [66]. Both general-purpose MC codes, such as GEANT4

and MCNP, and dedicated commercial codes have been successfully developed to perform

patient-specific internal dosimetry. Figure 2.13 shows a full workflow of one such tool i.e.

RAPID [10]. It’s worth noting that the dosimetric validation of these MC-based software

is often performed computationally.

It is noteworthy that the uncertainties involved in the absorbed dose calculation can be

easily over 15 % using the methods described above [67]. Finocchiaro et al. previously

demonstrated that the uncertainty in the absorbed dose is inversely proportional to the

tumor size [67]. The total uncertainty was found to be dominated by the tumor delin-

eation and limited spatial resolution of the imaging systems.
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Figure 2.13: A dosimetry framework for total absorbed dose and dose rate in a
patient-specific manner previously proposed by Besemer et al. [10]
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2.2.3 Microdosimetry

The concept of absorbed dose is confined to a large number of low-LET charged parti-

cles depositing energy in a finite volume. Whereas, due to a very short range of alpha

particles, the distance traversed by an alpha particle is on the order of micrometers. Al-

pha particles are considered to have a high LET compared to beta or gamma radiation.

Therefore, statistical variations and the path taken by the alpha particle in the cell be-

comes critical. Due to the stochastic nature of this problem, microdosimetrical methods

are employed to calculate energy deposited in a small target such as a human cell [46].

Herald H. Rossi studied microdosimetry and published the first framework describing

microdosimetry calculations [11].

In order to classify charged particles based on the amount of energy deposited “locally”,

the quantity LET was defined as:

LET =
dEL

dl
, (2.12)

where dEL is the average energy locally imparted to the medium by a charged particle

of a specific energy in traversing a distance of dl [11]. The local aspect of LET mani-

fests in the form of an energy cut-off above which the losses are no longer considered local.

In lieu of absorbed dose, term specific energy is used which is defined as:

z =
ϵ

m
(2.13)

where ϵ is the energy deposited in a material with mass m [48]. To calculate the amount

of energy deposited in a site of mass m, a probability distribution of z, defined as f(z), is
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Figure 2.14: A schematic of a Rossi chamber is shown [11].

required. However, this task poses many challenges due to the limitation of the apparatus

at hand. Instead, a single-hit distribution, f1(z), is measured by using a Rossi chamber

[11]. A Rossi chamber is a tissue-equivalent proportional counter that derives single-hit

specific energy distribution by measuring pulse height spectra in the chamber. How-

ever, this apparatus can only be utilized for a target with a spherical geometry. Figure

2.14 shows a schematic of a Rossi chamber. Assuming the number of energy deposition

events is randomly distributed, its distribution can be estimated by a Poisson distribu-

tion. Therefore, the distribution of number of absorption events, n, at dose D can be

given by:

f(n) = e−D/z̄F
∑
n

(−D/z̄F )
n

n!
, (2.14)

where z̄F is the mean number of absorbed dose events given by the first moment of f1(z)

probability distribution:

z̄F =

∫ ∞

0

z.f1(z)dz (2.15)
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Under the assumption of Poisson statistics, the probability distribution f(z) can then be

calculated by:

f(z) =
∑
n

f(n)fn(z) = e−D/z̄F
∑
n

(−D/z̄F )
n

n!
fn(z) (2.16)

Since z is a stochastic quantity with a probability distribution, fn(z) can be given by:

fn(z) =

∫ z

0

fn−1(s)f1(z − s)ds (2.17)

The above equation describes a convolution operation of f1(z) by itself [48]. This comes

from the law of total probability. Therefore, an iterative convolution can be used to

calculate the specific energy distribution f(z) for multiple-hit events. This provides a

path to calculate energy imparted in a small spherical target by a radioactive particle.

Analytical methods or Monte Carlo (MC) methods can be used to simulate microdosimet-

ric quantities [40] [68] [69]. Bertolet et al. utilized MC methods to simulate direct damage

to different DNA structures using monoenergetic alpha particles [39]. The TOPAS-nBio

MC code used by Bertolet et al. is a GEANT4-DNA based code and simulates track

structures at a micro and nano scale along with first physicochemical and chemical reac-

tions [70]. In their work, a strong linear correlation was found between the total number

of DNA strand breaks per track and fluence-averaged lineal and specific energy. Addion-

ally, the yield of double-strand breaks linearly correlated with dose-averaged lineal and

specific energy. While the work of Bertolet et al. establishes a microdosimetric formal-

ism for standard sub-cellular volumes, a study by De Cunha et al. seeked to perform

patient-specific 2D microdosimetry for gamma-emitting radionuclides [71]. The funda-

mental concept behind this study can be applied to alpha-emitting radionuclides.
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2.3 The need for a primary standard for absorbed

dose

2.3.1 Motivation

Figure 2.15: A traceability flowchart is shown for absorbed dose to water (from MP
501 lectures).

The usage of traceable quantities is crucial in radiation oncology [72]. It is pertinent

that the fundamental quantities such as absorbed dose or air kerma are standardized

in order to directly compare clinical treatment outcomes between different institutions

or other entities. Furthermore, without traceability, any correlation found between the

quantity of interest such as absorbed dose and clinical outcome metrics such as tumor

control probability would be meaningless. Figure 2.15 shows an example of a traceability

chain for absorbed dose to water. Therefore, the absorbed dose to water delivered to

any patient is directly traceable to primary and secondary labs. In order to establish a

traceability chain, a primary standard is required that can directly determine the quan-

tity of interest without requiring a calibration. Once the quantity of interest has been
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realized, the measurement can be transferred to secondary standard labs via a transfer

standard. Finally, the secondary labs can calibrate the end user’s equipment and de-

termine a traceable calibration coefficient. Alternatively, the primary standard lab can

directly calibrate the end user’s equipment. In the united states, the National Institute

of Standards and Technology (NIST) is considered a primary standards lab; whereas, the

University of Wisconsin Accredited Dosimetry Calibration Laboratory (UWADCL) is an

example of a secondary standards lab.

Traceability for TRT treatments currently only exists for radioactivity [73]. A liquid

scintillation counter (LSC) is used as a primary standard by NIST to realize radioactivity

[74]. The unit of becquerel is then transferred to the secondary standards lab and the

clinics using either a dose calibrator or a scintillator detector. However, one simply cannot

correlate the TRT treatment outcomes with the unit of becquerel. Radioactivity units

contain no information regarding the energy deposited in and near the tumor volume,

which is a more accurate predictor of treatment success. It can be argued that knowing

the radioactivity distribution of the radiopharmaceutical inside the patient’s body can be

converted to absorbed dose using the methods described in 2.2.2, but such a calculation

of absorbed dose is only indirectly traceable. Any contaminant activity in the TRT

radiopharmaceutical can further exacerbate any link between absorbed dose and activity.

Furthermore, the conversion of radioactivity to absorbed dose is a highly non-standard

process since a myriad of algorithms and software exist to perform such a conversion.

Most of these software are not experimentally validated and are highly dependent on

the transport parameters used computationally. MC methods are generally considered

to be most accurate when calculating absorbed dose from radioactivity; however, the

underlying transport algorithms and cross-section databases vary greatly between codes.

The variability in MC transport physics can weaken the link between absorbed dose and

activity and necessitates a direct measurement of absorbed dose. Additionally, absorbed
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dose calculation using MC relies on nuclear decay databases, adding another source of

variability in the calculation process.

Figure 2.16: The proposed workflow for TRT treatments establishes ex vivo absorbed
dose traceability.

A non-invasive measurement of absorbed dose after the injection of the radionuclide in-

side the patient’s body, i.e. in vivo measurements, is extremely challenging. Therefore,

a traceability to absorbed dose can be established using external dosimetry methods.

By realizing the absorbed dose to water from alpha emitters using a primary standard,

a calibration coefficient in the units of Gy/s/Bq can be established for each radiophar-

maceutical. Whether such a calibration needs to be performed for each TRT treatment

remains to be resolved; therefore, an investigation is required to study the variation

in the calibration coefficient for different radiopharmaceuticals, radionuclides, and even

batch of a given radiopharmaceutical. Additionally, any commercial and non-commercial

softwares attempting to convert radioactivity to absorbed dose can be experimentally

validated using the primary standard. This method is not limited to TAT treatments

only and can be applied towards all TRT treatments. It also allows for a standardization

in the field of TRT in terms of absorbed dose calculation.

2.3.2 Ionization chamber as a primary standard

A calorimeter, Fricke ferrous, or an ionization chamber can be considered suitable can-

didates for a primary standard for absorbed dose to water from unsealed radionuclides.

Calorimeters are difficult to manufacture and require heat defect corrections that are little

understood for high LET particles [75]. Fricke ferrous dosimeters are chemical in nature
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and require extensive preparations before use. They are also sensitive to chemical impu-

rities and to the readout procedure used [76]. Ionization chambers (ICs), on the other

hand, are well-studied and widely used in radiation metrology. ICs with known volumes

already serve as primary standards for low and medium energy x-ray beams as well as

for beta particles [16] [77] [78] [79] [80]. ICs directly measure the radiation exposure, X,

generated by a radiation source:

X =
Q

m
(2.18)

where Q is the charge liberated in the sensitive volume of the IC with a massm. The radi-

ation exposure can then be converted to kinetic energy released per unit mass (KERMA),

and consequently to absorbed dose to medium using a suitable cavity theory:

Dmedium

under cavity theory conditions
≈ X

(
W

e

)
det

(
Scol

ρ

)medium

det

(2.19)

where Dmed is absorbed dose to medium, W
e

is the average energy required to generate

an ion electron pair in the detector’s sensitive volume’s material, and
(
Scol

ρ

)medium

det
are the

mean mass collision stopping power ratio of medium of interest’s material to detector’s

sensitive volume’s material [81] [82]. In order for an ionization chamber to behave as a

primary standard, the mass of the sensitive volume must be known accurately. Otherwise,

ICs can be calibrated and used as transfer standards. Sealed ICs may leak over time so

vented ICs are considered suitable for absolute dosimetry if the volume of the sensitive

region is well-known. Air-filled ion chambers are desirable due to the low density of air

that leads to minimal charged particle fluence perturbation. Any changes in the mass of

the air due to non-standard temperature and pressure can be corrected using the ideal

gas law. While there are many types of ICs available, most of them have an entrance

window or walls that the radiation must pass through before reaching the sensitive volume.

The presence of an entrance window or wall poses a major limitation for absorbed dose
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measurement due to the perturbation of the fluence and violation of the ideal cavity

theory conditions. Therefore, a thin-window or windowless IC is desired as a primary

standard. Extrapolation chambers (ECs) are parallel-plate ionization chambers with a

variable plate separation and are appropriate for surface absorbed dose measurements

[83]. Measurements taken with different electrode separation, therefore different mass,

are used to calculate the absorbed dose rate at a region of interest.

Figure 2.17: Sectional view of the PTW type 23392 extrapolation chamber used in
the work of Billas et al. [12] The entrance window and collector/guard electrodes are
denoted by numbers 7 and 6, respectively.

Billas et al. at the National Physics Laboratory (NPL) first proposed the use of a thin

window extrapolation chamber to measure absorbed dose from unsealed radionuclides

[12]. Figure 2.17 shows the EC used in their work. The quantity of interest for their work

was absorbed dose at the center of 90YCl, a beta-emitting radionuclide solution. Although

the work of Billas et al. was the first study proposing a primary standard for absorbed

dose from unsealed radionuclides, there were several limitations observed in their study

such as the inclusion of energy released via Bremsstrahlung in the absorbed dose which
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would otherwise be carried away and deposited non-locally and Monte Carlo correction

factors with magnitudes up to 260%. Nonetheless, for the first time, a primary standard

for absorbed dose to water from unsealed beta emitting radionuclide was developed. No

study currently exists proposing a primary standard for absorbed dose from alpha sources.

Figure 2.18: Top: Range of alpha particles in water and air as a function of energy.
Bottom: The water to air ratio of mass collision stopping power as a function of energy.

The energy range of alpha particles used in TAT is 5-9 MeV, which corresponds to a

range of 40-70 µm and 3.6-10.8 cm in water and air, respectively. Figure 2.18 shows

the range, calculated with a continuous-slowing-down-approximation (CSDA), and the

mass stopping power ratio of water to air for alpha particles in both water and air as

a function of energy [8]. The low density of air allows for much longer track-length of

alpha particles in the detector, relative to water, which makes in-air exposure a suitable
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measurable quantity. Figure 2.19 demonstrates a typical integral depth dose (IDD) curve

for alpha particles. The IDD curve for heavy charged particles can be decomposed into

several regions. The build-up region allows establishment of delta-ray equilibrium until

the absorbed dose is relatively constant, which is referred to as the plateau region. As

charged particles lose energy, the stopping power increases leading to increase in absorbed

dose with the increase in depth. Near the end of their respective range, the stopping power

of charged particles increases drastically leading to a Bragg peak. Distally to the Bragg

peak, a fragmentation tail is observed due to energy deposited by secondary charged

particles emitted via nuclear interactions with the media. The plateau region is well-

suited for reference dosimetry due to delta-ray equilibrium and smaller dose gradients.

In external beam proton and heavy ion therapy, absolute dosimetry is performed in this

region using ionization chambers [84].

Figure 2.19: The integral depth dose (IDD) curve of a 5 MeV alpha particle in air.

A volumetric source is undesirable due to significant self-absorption and attenuation of

alpha particles before they escape the boundaries of the source. Figure 2.20 quantifies
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Figure 2.20: The absorbed dose per Bq calibration coefficient is shown for various
radii of vials filled with homogeneous 210Po solution emitting 5.3 MeV alphas.

the underestimation of absorbed dose per Bq calibration coefficient using Monte Carlo

calculations. A cylindrical homogeneous 210Po volumetric source was simulated of 1 cm

length and variable radius and absorbed dose was scored in a cylindrical shell surrounding

the source. For a vial with 1 mm radius, the absorbed dose per unit activity was calculated

to be only 0.3 % of the absorbed dose per unit activity when the radius was 0.1 µm.

Therefore, a point source was considered to desirable for absorbed dose measurements.

Ideally, measurement of absorbed dose from a point-like source would be performed due

to it’s similarity with dose calculation methods such as dose point kernels, however,

fabrication of such a source is prohibitively challenging. Instead, a thin-film circular

source can be fabricated and used in lieu of a point source, and a Monte Carlo correction

factor can be applied to correct for the finite radius and thickness of the source.

Figure 2.21 illustrates the cylindrical geometrical setup chosen in this work for the primary
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Figure 2.21: A schematic of the extrapolation chamber apparatus is shown.

standard of absorbed dose from alpha-emitting radionuclides. A windowless extrapolation

chamber was proposed since any detector with an entrance window can significantly

attenuate the incoming alpha particles [85]. By employing a thin film alpha source on a

metal substrate, an air cavity can be created by applying an electric field across the two

electrode surfaces. By varying the air gap between the two electrodes, absorbed dose to air

can be measured at an arbitrary radial distance from the source. Most clinically-relevant

TAT sources, such as 223Ra or 225Ac, emit mixed charged particles such as alphas and

betas. In order to evaluate the proposed extrapolation chamber in the context of alpha

dosimetry, a pure alpha emitter is required to fully characterize the dosimetric properties

of the extrapolation chamber. Therefore, a 210Po source was considered suitable for initial

characterization of the apparatus since it emits 5.3 MeV alpha particles with an intensity

of 100%.



37

2.3.3 Dosimetric formalism for the cylindrical shell method

Figure 2.22: The measurable dosimetric quantity and the quantity of interest are
shown.

Figure 2.23: The conversion of the measurable quantity to the quantity of interest is
illustrated. The quantity I is defined to be the ionization current at the air gap l.

In-air exposure, and therefore absorbed dose to air, can be measured using equation 2.18

by measuring the ionization current at a known air gap. However, the absorbed dose

at an arbitrary radial distance from the source is the quantity of interest in this work,

as shown in figure 2.22. By varying the air gap between the source electrode and the

collecting electrode, the change in energy deposited can be measured as a consequence

of change in the mass of the air cavity. Therefore, as shown in figure 2.23, absorbed

dose to air in a cylindrical shell can be measured by measuring the change in ionization

current due to the change in air gap from l to l + ∆l. Consequently, a series of Monte

Carlo-based correction factor can be applied to calculate absorbed dose to air/water. It

is noteworthy that the dosimetric formalism described in this section was derived as a

part of this dissertation. The detectors used in this work had variable plate separations

but weren’t used as extrapolation chambers for this formalism since the absorbed dose
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measured using the two air gap method at each l distance from the source was considered

to be unique. The absorbed dose to air at a point some arbitrary distance, l, away from

the source can be calculated by:

Ḋair(l) =
1

Ao

(
∂E

∂m

)
Πn

i=0ki =
1

Ao

(
W̄
e

)
air

ρoAeff

∆I

∆l

(
kpolkrecomkTPkelec

)(
kpointkbackscatterkinvkcav

)
(2.20)

where Ao is the activity of the radionuclide of interest, E is the energy deposited in the

cavity, m is the mass of the cavity,
(
W̄
e

)
air

is the mean energy required to liberate an ion

pair in dry air, ρo is the physical density of air at standard temperature and pressure, Aeff

is the effective cross-sectional area of the cylindrical air cavity, I is the ionization current,

l is the air gap between the collector and source surfaces, ki is the ith correction factor.

The first series of the correction factors in equation 2.20 are related to ion chambers in

general. kpol is the polarity correction that corrects for the differences in the signal due to

the polarity of the applied voltage, krecom is the recombination correction that accounts for

the signal lost due to the recombination of the liberated electrons with ions in the cavity,

kTP is the temperature and pressure correction factor that accounts for the difference in

the mass of the cavity due to non-standard temperature and pressure of the air, and kelec is

the electrometer correction factor that converts the displayed current value to a traceable

current value. The second set of correction factors are specifically-related to dosimetry of

unsealed radionuclides where kpoint corrects for the finite 2D activity distribution of the

thin-film source to allow measurement from a point-like source, kbackscatter accounts for

the difference in backscatter between the medium surrounding the air-cavity and air, kinv

corrects for the off-axis fluence fall-off due to the divergence of the particle field, and kcav

accounts for the fluence perturbation due to the finite size of the cavity. In this work, the
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kinv and kcav correction factors are combined together to ease the calculation process. It

is of note that the self-absorption of the source is considered negligible in this formalism.

Figure 2.24: A series of Monte Carlo (MC)-based correction factors are shown that
allow conversion of the measured quantities to the quantities of interest.

Since fabrication of a point source is challenging, a thin-film planar source of negligible

self-absorption was proposed to be employed in this work. A MC correction factor that

accounts for the finite spatial emission distribution of the source can be calculation by:

kpoint =
Dcavity,point

Dcavity,planar2D

(2.21)

where Dcavity,point is the absorbed dose to the air cavity and Dcavity,planar2D is the absorbed

dose to the same cavity using the real 2D emission profile of the source. While simulating

a point source using MC simulations is trivial, a custom source must be implemented to

simulate the 2D spatial distribution of a given radionuclide. For such a task, unlaminated

radiochromic films can be utilized as previously proposed by Lee et al. [86]. Relative

cross-sectional fluence distribution can be measured using unlaminated EBT3 films and

the fluence map can be simulated using MC.

The presence of the detector and the substrate on both flat ends of the cylindrical air

cavity induces different backscatter conditions than in free air. Therefore, a correction
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factor can be calculated to account for these different scatter conditions:

kbackscatter =
Dcavity,point,air

Dcavity,point,det,substrate

(2.22)

where Dcavity,point,air is the absorbed dose to cavity from a point source without the pres-

ence of the substrate or the detector and Dcavity,point,det,substrate is the absorbed dose to air

from a point source to the same cylindrical cavity with the presence of the substrate and

the detector. In order to minimize the backscatter correction factor, the detector and the

substrate must be constructed from air-equivalent materials. Air-equivalent conductive

plastics can be used as electrodes for this purpose. Since alpha particles are considered

heavy charged particles, their path in matter is relatively unobstructed as they traverse

along a direction. Therefore, the backscatter correction is expected to be smaller for

alpha particles than for betas.

Figure 2.25: The fall-off in fluence due to the inverse-square effect and the finite
radius of the detector is shown. R is the radius of the air cavity and l is the air gap
between the collector and source.

Figure 2.25 illustrates the off-axis drop in fluence in a cylindrical air cavity with a finite

radius. The analytical form of the inverse-square correction factor can be given by:

kinv =
2π

∫ R

0
xdx

2π
∫ R

0
x l2

l2+x2dx
=

R2

l2ln(l2 + x2)|R0
(2.23)
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where R is the radius of the air cavity and l is the air gap between the collector and

source. The above equation doesn’t perfectly describe the fluence drop off from an alpha

source due to the change in the direction of the alpha particles following scatter events

and disregards the delta-rays that might lead to a deviation of the fluence fall-off from an

inverse-square function. Additionally, the alpha particles that traverse a longer distance

in the cavity lose more energy before reaching the cavity compared to the particles that

travel closer to the central axis. This effect is accounted in the kcav correction factor.

Thus, the kinv correction factor is coupled with the kcav correction factor and can be

calculated by:

kinvkcav =
Dcube

Dcyl,point,air

(2.24)

whereDcube is the absorbed dose to air from a point source scored in a infinitesimally-small

cube made of air without the presence of the detector and the substrate and Dcyl,point,air

is the absorbed dose to air to a cylindrical shell of ∆l thickness l1+
∆l
2
away from a point

source without the presence of the substrate or the detector. A small cube length when

scoring Dcube is desired to better approximate point dose; however, such a cube requires

a large number of MC histories which can require significant computational time. In this

work, the definition of a infinitesimally-small cube is defined such that the length of the

cube is at least a factor of 10 smaller than the radial distance from the source. This

definition was motivated by previous works in brachytherapy that use a 1 mm TLD cube

at 1 cm radial distance from the source to measure or calculate absorbed dose [87] [88].

The described dosimetric formalism in equation 2.20 realizes absorbed dose to air from a

point-like radionuclide. However, absorbed dose to water is a more relevant quantity in

dosimetry due to water’s similarity to tissue. Therefore, the calculated absorbed dose to
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air, Ḋair, can be converted to absorbed dose to water by:

Ḋwater = Ḋair

(
Scol

ρ

)water

air

katten,scatterkinv (2.25)

where
(
Scol

ρ

)water

air
is the water to air mass collision stopping power ratio averaged over the

charged particle fluence spectrum, katten,scatter is the difference in attenuation and scatter

of the alpha particles in water and air, and kinv is the inverse-square fall-off in absorbed

dose in the case the absorbed dose to water is determined at a different radial distance

than the radial distance of absorbed dose to air.

With the dosimetric framework described in this subsection, absorbed dose to water from

unsealed alpha-emitting radionuclides can be measured using variable air gap parallel-

plate extrapolation chambers. The magnitude of the correction factors is dependent on

the material and geometry of the detector and substrate utilized as well as on the emission

profile of the radionuclide of interest.

2.3.4 Dosimetric formalism for the extrapolation method

An alternative quantity of interest is the surface absorbed dose to water, which can be

measured by operating the ion chambers as extrapolation chambers. Using this method,

the ionization current versus air gap curve is extrapolated to zero air gap and the surface

absorbed dose is determined. Unlike the cylindrical shell method described in the previous

section, the extrapolation method determines surface absorbed dose instead of measuring

absorbed dose as a function of radial distance from the source. The surface absorbed dose

rate to water can be given by:
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Ḋwater(l) =
1

Ao

(
∂E

∂m

)
Πn

i=0ki =
1

Ao

(
W̄
e

)
air
(Scol

ρ
)water
air

ρoAeff

(∆I

∆l

)
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kpolkrecomkTPkelec

)(
kpointkbackscatterkdiv

)
(2.26)

where the quantities in equation 2.26 remain the same as equation 2.20. The MC-

calculated correction factors differ between the two dosimetric formalisms except the kpoint

correction. The kbackscatter correction exists since the materials of the source substrate

and the detector differs from water. Therefore, the backscatter correction is calculated

by:

kbackscatter(l) =
Dcavity,point,water(l)

Dcavity,point,det,substrate(l)
(2.27)

where Dcavity,point,water is the absorbed dose to cavity from a point source with the sub-

strate and the detector composed of water and Dcavity,point,det,substrate is the absorbed dose

to air from a point source to the same cylindrical cavity with the nominal materials of the

substrate and the detector. Therefore, water-equivalent materials for the source substrate

and the detector are desired.

As the air gap between the source and the detector increases, the side-loss of alpha particle

fluence also increases leading to a sharp decrease in absorbed dose as a function of air

gap. To determine the surface absorbed dose, this loss must be accounted for using a

MC-calculated divergence correction factor given by:

kdiv =
Dcavity,point,water(l→ 0)

Dcavity,point,water(l)
(2.28)

where Dcavity,point,water(l → 0) is the absorbed dose to cavity from a point source with

the substrate and the detector composed of water extrapolated to a zero air gap. The
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extrapolated absorbed dose can be determined by fitting the absorbed dose versus air gap

curve and calculating the intercept.
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Chapter 3

A Monte Carlo investigation of

particle transport, cavity theory, and

source specification for alpha

particles

3.1 Alpha particle Monte Carlo transport

3.1.1 Introduction and motivation

The dosimetric formalisms described in sections 2.3.3 and 2.3.4 requires the usage of sev-

eral Monte Carlo (MC)-based correction factors. It is pertinent that an accurate MC

code is employed to ensure maximum accuracy of the proposed primary standard. The
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two main component that dictate the accuracy of any MC calculations include cross-

section data and transport algorithm. The former is typically extracted from standard-

ized databases such as NIST XCOM or ASTAR [89][8]. The accuracy of the transport

algorithm varies greatly between the codes and needs rigorous evaluation. Among the

common general-purpose MC codes, GEometry ANd Tracking 4 (GEANT4) has been the

most popular code for alpha particle dosimetry due to its adaptability [51][90][52][91].

While the Monte Carlo N-Particle (MCNP) transport code is capable of transporting

alpha particles, the export restrictions placed on this code and the previously observed

discrepancies for the micron-sized geometries have prevented a wider adoption of MCNP

for TAT dosimetry [92]. Therefore, GEANT4 was selected for all MC simulations in

this work. Prior to usage of this code to calculate correction factors, the alpha trans-

port mechanism must be understood and tested under stringent conditions. Since the

electromagnetic interactions dominate all interaction types for alpha particles, the fol-

lowing sections will solely focus on these interaction types. In addition to the transport

algorithm, the radioactive decay library must be evaluated and compared with other

standardized databases. The fluence of the emitted particles depends on the accuracy of

the decay database and can influence the calculated correction factors.

3.1.2 GEANT4 alpha transport

Each alpha interaction type described in section 2.1.3.2 is modeled separately in GEANT4

as a G4 class using object-oriented programming. The electromagnetic (EM) processes

are divided into the G4VEnergyLossProcess class and the G4VMultipleScattering class,

which simulates the energy loss and Coulomb scattering in a given media, respectively.

While transporting the alpha particles through matter, continuous energy loss is chal-

lenging to model due to the energy dependence of the cross-sections. Therefore, small

steps are taken in order to consider the change in cross-sections as energy is lost. Ideally,
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infitessimally-small step sizes would be taken to mimic the real world conditions but this

requires too much computational power and is infeasible. In GEANT4, the energy loss

process limits the maximum step size using the following equation:

∆Slim = αRR + ρR(1− αR)(2−
2ρR
R

) (3.1)

where αR is the dRover parameter, R is the range of the particle in a given medium,

and ρR is the final range parameter. At the end of a given step, both scattering and en-

ergy loss is considered and the energy/momentum of the particle is adjusted accordingly.

Compared to light-charged particles such as electrons, alpha particles are subjected to sig-

nificantly less Coulomb scattering due to their larger mass. GEANT4 combines multiple

Coulomb scattering (MCS) events in a single step and applies lateral displacement and

other corrections at the end of each step. While the single scattering model is considered

the most accurate, the utilization of this model is limited due to its low computational

efficiency. Handled by the electromagnetic physics list, the condensed history technique

increases the computational efficiency of the transport algorithm. The two major multiple

scattering models used by GEANT4 for heavy charged particles are Urban and Wentzel-

VI models with the Urban model being the default for alpha particles and the Wentzel-VI

model being the default for protons [93]. The Wentzel-VI model employs a hybrid tech-

nique by utilizing MCS for events with scattering angles less than 0.2 radians and using

a single scattering model for scattering events that result in larger deflections. The elec-

tromagnetic transport parameters that control the step length and step limitations are

described in Table 3.1 along with their default values based on the EMStandardOpt4

physics list. The EMStandardOpt4 physics list was chosen to be the default due to its

high accuracy and computational efficiency [94]. A careful selection of the electromag-

netic physics parameters is especially significant for alpha particles due to their dense
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ionization tracks and short ranges in most materials, which can require step lengths on

the nanoscale.

Table 3.1: Electromagnetic transport parameters, based on the EMStandardOpt4
physics list, used by GEANT4 along with their default values.

Parameter Process Description Default value

MCS model MCS MCS model G4UrbanMCSModel
MCS range
factor (fr)

MCS Limits the maximum step size for a newly
generated particle or when the particle
enters a new volume using the relation
stepMax = fr.max{r, λ1}, where λ1 is
the first transport mean free path and r
is the range of the particle

0.2

MCS step
limitation

MCS The type of step limitation used UseMinimal

Geometry
factor (fg)

MCS Controls the maximum step size when the
particle enters a new volume using the re-
lation stepMax = d/fg where d is the
distance to the closest boundary in the
direction of the particle and stepMax is
the maximum step size

2.5

linLossLimit Ionization Limits the energy loss of the particle
along the step using a single-point in-
tegration using the constraint stepsize

range
<

linLossLimit

0.02

integral Ionization Corrects the interaction cross-sections for
variation in energy along the particle step

true

dRover Ionization Prevents drastic changes in the stopping
power of the particle using the constraint
step
range

< dRover to limit the particle step
size

0.1

final range Ionization When the particle range is below final
range, completes the tracking in a single
step

10 µm

A Fano cavity test can be employed to investigate the accuracy of the electromagnetic

transport algorithm of any MC code [95]. Fano’s theorem states “that the fluence of

particles, emitted uniformly per unit mass, is constant throughout an infinite medium of

uniform composition but varying density”. Therefore, by simulating the Fano conditions,
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Figure 3.1: Simulated geometry used to implement a Fano cavity test for alpha
particles (not to scale) [13].

an evaluation of the EM physics can be performed in the case where the result is known

a priori. With the theory in place, the implementation of the Fano cavity test can take

various forms [96] [97] [98]. An agreement between the calculated and theoretical results

displays the accuracy of the transport algorithm. The latest versions of the GEANT4

MC code contain a built-in Fano cavity test, fanoCavity2, which was initially proposed

by Sempau and Andreo [97]. In this investigation, the source code of the fanoCavity2

was modified to implement a Fano cavity test for alpha particles. According to Sempau

and Andreo, simulating a source with uniform intensity per unit mass, I, creates charged

particle equilibrium conditions in the geometry, regardless of the particle type simulated.

While their work evaluated the electron transport algorithm, the Fano theorem must hold

even when alphas are utilized. Therefore, a monoenergetic line source was simulated and

charged particle equilibrium was ensured by sampling the source intensity proportional to

the local density of the material. Figure 3.1 shows the simulation geometry, which consists

of a 0.25 mm thick cylindrical cavity sandwiched between two 1 cm thick cylindrical

walls, all made of the same material composition as water. The 1 cm wall thickness was

selected to ensure that the wall thickness was greater than the range of the highest energy

alpha particle used in water i.e. 95 µm for 9 MeV. The density of the cavity was set to

0.001 g/cc, unless stated otherwise, while the wall density was assigned to 1 g/cc creating

a sharp density gradient between the two geometries. The physics list was modified to
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only include electromagnetic interactions and the secondary production thresholds were

set to 10 km to avoid inclusion of any secondary charged particles. Under Fano’s theorem,

the absorbed dose must the be same everywhere in the given geometry assuming charged

particle equilibrium conditions [95]. Using the described setup, the theoretical expected

result can be correlated with the calculated result via a unitless quantity, Q, which can

be defined as:

Q =
D

IEo

with I =
N

A(2ρwalltwall + ρgastgas)
(3.2)

where D is the absorbed dose to cavity, I is the source intensity per unit mass, N is the

number of particle histories, A is the cross-sectional area of the cavity, ρ is the density,

t is the thickness of the cylinder, and Eo is the simulated alpha-particle energy. Since

D = ∆E/m, the above equation can be rewritten as:

Q =
∆E

NEo

(
1 +

2ρwalltwall

ρgastgas

)
(3.3)

where ∆E is the energy absorbed in the cavity [97]. An accurate implementation of

the transport algorithm must result in the Q-value being unity. If deviations from unity

are found, the transport parameters must be altered until a good agreement is reached

between the theoretical and calculated results. Alpha particles with energies in the 5–9

MeV range were simulated and the Q-value was calculated for both the Urban and the

Wentzel-VI MCS models. Two million original particle histories were run to achieve

statistical uncertainty of < 0.1%. The dRover and final range parameters were varied

from 0.001 to 1 and 0.1–20 µm, respectively for the results with the largest discrepancies

obtained for both MCS models. The effect of the maximum step value and cavity mass

density on the Q-value was also investigated for both MCS models.

Figure 3.2 shows the Q-values for a range of alpha energies using the default parameters

shown in Table 3.1. The Wentzel-VI MCS model outperformed the Urban MCS model



51

Figure 3.2: The Q-values (top) and the associated computational times (bottom)
for various alpha energies are shown using the default electromagnetic parameters.
The horizontal lines correspond to the ±0.3% margin from unity and the error bars
correspond to 2σ statistical uncertainty [13].

for the investigated energy range. The superior performance of the Wentzel-VI model

can be partially attributed to its utilization of a single scattering algorithm for events

that lead to larger scattering angles. A similar result was found by Makarova et al. when

comparing the Urban and Wentzel-VI MCS models for proton beams [99]. Out of the nine

alpha energies simulated, only three Q-values passed the Fano cavity test within < 0.3%.

Additionally, all three passed results utilized the Wentzel-VI MCS model. Deviations
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from unity of up to 4.7% and 2.6% were found for the Urban and Wentzel-VI MCS

models, respectively. The 6 MeV and 7 MeV alpha energies were identified to have

the largest disagreement for the Urban and Wentzel-VI MCS models, respectively. On

average, the Urban and the Wentzel-VI MCS models passed the Fano cavity test within

3.5% and 1.0% using the default parameters. Thus, the default parameters were deemed

unsuitable when an accuracy of < 1% is desired. Greater accuracy for GEANT4 has been

reported in the literature for other charged particles such as electrons and protons [100]

[101] [102]. Therefore, optimal parameters must be determined by varying the parameters

that control the step size and step limitations. Since the majority of the physics events

belonged to the ionization class, the ionization parameters such as dRover and final

range were altered and the change in Q-values was studied. Due to its utilization of a

single Coulomb scattering technique for large scattering angles, the simulations using the

Wentzel-VI MCS model were observed to take 60% longer, on average, than the Urban

model. The increase in computational time was found to be compensated by the increase

in accuracy offered by the Wentzel-VI MCS model.

For the 6 MeV alpha energy and the Urban MCS model, the Q-values for the 0.001–1

dRover range are shown in figure 3.3 for 0.1–20 µm final range values. Figure 3.4 shows

the Q-values for the 0.001–1 dRover and 0.1–20 µm final range magnitudes using a 7 MeV

alpha energy and the Wentzel-VI MCS model. The agreement between the theoretical and

calculated results was observed to be greater for the smaller final range values and the Q-

values were found to be more sensitive to the final range parameter relative to the dRover

parameter for both MCS models. Better agreement with theory was observed for the

Wentzel-VI model compared to the Urban model using the 10 µm and 20 µm final range

values. Below 0.1 dRover magnitude, the Q-value was found to be relatively insensitive to

the dRover parameter, especially for the smaller final range values. Sterpin et al. showed

the agreement between the theoretical and computed response for a proton beam to be
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Figure 3.3: a) The Q-values (top) and the associated computational times (bottom)
for various dRover magnitudes are shown for a variety of final range values for the Urban
MCS model using a 6 MeV alpha particle energy. The horizontal lines correspond to the
±0.3% margin from unity and the error bars correspond to 2σ statistical un- certainty.
The error bars are smaller than the symbols [13].
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Figure 3.4: The Q-values (top) and the associated computational times (bottom) for
various dRover magnitudes are shown for a variety of final range values for the Wentzel-
VI MCS model using a 7 MeV alpha particle energy. The horizontal lines correspond to
the±0.3% margin from unity and the error bars correspond to 2σ statistical uncertainty.
The error bars are smaller than the symbols [13].
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relatively insensitive to the dRover and final range parameters, which is contradictory to

what was observed in this study for alpha particles [98]. In contrast, Simiele and DeWerd

found the Q-value to be much more sensitive to the dRover parameter, relative to the

final range parameter, for electrons under the influence of a magnetic field [103]. Arce et

al. subjected various GEANT4 electromagnetic physics lists to a Fano cavity test using

electrons and found an agreement with theory within < 0.5% for the EmStandardOpt4

physics list and the Wentzel-VI MCS model [100]. Deviations from theory of up to 6.5%

were noted in their work for other physics lists, which decreased to < 1% when the

parameter dRoverRange was decreased to 0.01. While dRover prevents large changes in

the stopping power, dRoverRange limits the maximum step size of the particles based on

their range. However, a direct comparison between this work and the previous studies is

not possible due to the different physical properties of the investigated charged particles

and their energies. Both MCS models passed the Fano cavity test to within 0.3% when

final range of ≤ 1µm and dRover of ≤ 0.1 were used. As demonstrated by figures 3.3 and

3.4, the computational time increased with decreasing dRover and final range values for

both MCS models. The computational time was found to be more sensitive to dRover

for smaller final range magnitudes. Based on the Q-values and the computational times,

a dRover of 0.1 and a final range of 1 µm is recommended regardless of the MCS utilized.

The effect of maximum step size on the Q-values for both MCS models is shown in figure

3.5. The Q-values were found to converge to within 0.3% of unity at a larger maximum

step size for the Wentzel-VI MCS model compared to the Urban model. Below a 1 µm

maximum step size, both MCS passed the Fano cavity test within 0.3%. However, the

increase in accuracy with the decrease in maximum step size comes with an exponential

increase in computational time. Therefore, a maximum step size of 1 µm is recommended

for both MCS models. While a large sensitivity of Q-values to maximum step size was

reported in this study, Sterpin et al. showed a relatively insensitive relationship between
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Figure 3.5: The Q-values (top) and the associated computational times (bottom)
for various stepMax values are shown for a 6 MeV alpha energy using the Urban
MCS model and a 7 MeV alpha energy using the Wentzel-VI model. The horizontal
lines correspond to the ±0.3% margin from unity and the error bars correspond to
2σ statistical uncertainty. The error bars are smaller than the symbols and the lines
connecting the data points are for visual purposes only [13].

the Q-value and the maximum step size parameter for protons [98]. Figure 3.6 shows

the Q-values for a range of cavity mass densities for the Urban and the Wentzel-VI MCS

models. A larger mass density gradient between the walls and the cavity was found to

result in larger deviations between the theoretical and calculated results. Below 0.1 g/cc

of cavity density, both MCS models failed the Fano cavity test to within 0.3%. Therefore,

special considerations need to be taken when strong mass density gradients are present in

the simulation geometry. Therefore, this study demonstrates that the default GEANT4
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Figure 3.6: The Q-values (top) and the associated computational times (bottom) for
various cavity densities are shown for a 6 MeV alpha energy using the Urban MCS
model and a 7 MeV alpha energy using the Wentzel-VI model. The horizontal lines
correspond to the ±0.3% margin from unity and the error bars correspond to 2σ sta-
tistical uncertainty [13].
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transport parameters are appropriate for internal dosimetry for patient geometries with

relatively homogeneous densities above 0.1 g/cc.

Figure 3.7: The Q-values for the Urban MCS (top) and the Wentzel-VI MCS (bottom)
models for various alpha energies, dRover, and final range values. The horizontal
lines correspond to the ±0.3% margin from unity and the error bars correspond to 2σ
statistical uncertainty [13].

While figures 3.3 and 3.4 show results for single alpha energy, various combinations of

dRover and final range values were simulated for all alpha energies in the 5–9 MeV range

in pursuit of parameters that lead to the highest accuracy and computational efficiency.

As shown in figure 3.3, a final range value of 10 µm is suboptimal for the Urban model

considering the Q-value being in the 0.92–0.99 range. For the Wentzel-VI model and a
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Figure 3.8: The Q-values (top) and the associated computational times (bottom) for
various alpha energies are shown using the recommended electromagnetic parameters.
The horizontal lines correspond to the ±0.3% margin from unity and the error bars
correspond to 2σ statistical uncertainty [13].

final range value of 10 µm, the only dRover values that led to Q-values within 0.3% of

unity were observed to be 0.5 and 0.01. According to the data shown in figure 3.7, a

final range value of 10 µm was deemed unsuitable for the Wentzel-VI model considering

that deviations of up to 1.8% from unity were found with these parameters in the 5–9

MeV alpha energy range. Therefore, a maximum final range of 1 µm must be used if an

accuracy of < 0.3% is desired. With this final range value, a maximum dRover value of

0.5 can be used for both MCS models, as demonstrated by 3.7. However, considering the
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default GEANT4 dRover value being 0.1, a conservative selection of optimal parameters

would include a final range value of 1 µm and a dRover value of 0.1. The default values

of other electromagnetic parameters, including maximum step size, were found to be

sufficient if the recommended dRover and final range magnitudes are utilized. With

these optimal parameters, the Fano cavity test was found to pass within 0.3% for both

MCS models for the investigated alpha energy range of 5–9 MeV, as shown in figure 3.8.

On average, the Urban MCS model was found to agree better with the theory with a

mean deviation of 0.10% compared to the Wentzel-VI model for which a mean deviation

of 0.14% was found. The simulation times for the Urban model were also observed to be

similar to the times for the Wentzel-VI model. Therefore, with the optimal parameters

recommended in this investigation, either Urban or Wentzel-VI MCS models can be

utilized without a loss in accuracy or computational efficiency.
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3.1.3 GEANT4 decay library

In addition to an accurate transport algorithm, the MC code used for dosimetry purposes

must also utilize accurate and standardized radioactive decay data. GEANT4 contains

an internal decay database for a large number of radionuclides which samples emission

data obtained from the National Nuclear Decay Center (NNDC) in the form of Evaluated

Nuclear Structure Data Files (ENSDF) [104]. In an initial comparison of the GEANT4

emission intensities and the ENSDF intensity data, a discrepancy in the alpha intensities

of 2.47% ± 2.26% was found [104]. Various compiled decay databases can be utilized

for TAT dosimetry including Medical Internal Radiation Dose (MIRD) and Radiation

Dose Assessment Resource (RADAR) [14][105]. A comparison of the alpha energies and

intensities between the GEANT4 internal dataset, RADAR decay data, and MIRD decay

data can be performed to investigate any possible deviations for various alpha-emitting

radionuclides.

Figure 3.9: Decay schemes for a few clinically-relevant, alpha-emitting radionuclides
such as 212Pb, 227Th, 223Ra, and 225Ac [14]. The nuclear transitions that lead to zero
alpha emissions or include beta emissions are represented by double arrow heads and
are red in color [13].



62

In this study, only alpha emissions were considered and decay data was extracted from

the RADAR and MIRD databases for 223Ra, 225Ac, 227Th, and 212Pb alpha-emitting

radionuclides and their progenies [14]. The decay schemes for these radionuclides are

shown in figure 3.9. The GEANT4 decay data was extracted by simulating a point source

in a vacuum and scoring the energy spectrum over a sphere with a 1 µm radius. While

all decays were simulated, a particle filter was implemented to only extract information

related to alpha particle emission. The G4RadioActiveDecay physics list was turned on

and the source was initialized by providing the atomic number and the atomic mass of

the radionuclide. Throughout these simulations, the production threshold for secondary

particles was set to 10 km. For each alpha peak, the absolute difference in energy and

intensity was quantified between the GEANT4, RADAR, and MIRD decay data. Average

Absolute Difference (AAD) and Maximum Absolute Difference (MAD) in energy and

intensity were reported for each decay transition:

AAD =
1

N
ΣN

i |xi − xGEANT | and MAD = max|xi − xGEANT | (3.4)

whereN is the number of alpha peaks, xi is the ith peak energy or intensity for RADAR/MIRD

data, and xGEANT is the ith peak energy or intensity for GEANT4 data. Furthermore,

the total energy emitted via the alpha channel was also calculated for each radionuclide:

Ereleased = ΣEiIi (3.5)

where Ei is the alpha peak energy and Ii is the intensity of the peak. Using these metrics,

the GEANT4 radioactive decay data was compared against the RADAR and MIRD data.

Tables 3.2-3.5 show a comparison of alpha peak energies and intensities between GEANT4,

RADAR, and MIRD databases for 212Pb, 227Th, 223Ra, and 225Ac radionuclides using

AAD and MAD comparison metrics for a given decay transition. Total alpha energy
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Table 3.2: Comparison of radioactive decay data between GEANT4, RADAR, and
MIRD for 212Pb.

Table 3.3: Comparison of radioactive decay data between GEANT4, RADAR, and
MIRD for 223Ra.

Table 3.4: Comparison of radioactive decay data between GEANT4, RADAR, and
MIRD for 227Th. Only the first decay transition was considered to avoid redundancy
between the decay data for 227Th and 223Ra radionuclides.

released was reported for GEANT4, whereas the GEANT-normalized total alpha energy

released was reported for RADAR and MIRD. Nuclear transitions with no alpha emissions

were ignored and not included in this study. However, several of the evaluated radionu-

clides emit other particle types such as betas, auger electrons, gamma rays, and x-rays

that can significantly contribute to the total energy emission and should be accounted for

when simulating these sources. Since 227Th decay to 223Ra and the radium decay chain

was analyzed separately, only the first transition was reported for 227Th. For a single
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Table 3.5: Comparison of radioactive decay data between GEANT4, RADAR, and
MIRD for 225Ac.

nuclear disintegration, a total energy emission of 10.96 MeV was found through the alpha

channel for 212Pb using GEANT4. Total alpha energy emission for 212Pb using GEANT4,

RADAR, and MIRD databases were found to agree within 0.2% of each other. Addition-

ally, an agreement of < 0.1 keV and < 0.1% was found between the three databases for

alpha energies and intensities, respectively. For 223Ra, a total alpha emission energy of

33.79 MeV per decay was found, which was much larger than 212Pb. The agreement be-

tween GEANT4 and MIRD for total alpha energy emission was found to be within 0.2%;

whereas, a difference of 2% was found between GEANT4 and RADAR. This discrepancy

was found to be due to the 223Ra→219Rn nuclear transition for the 5.72 MeV alpha peak,

where a large absolute difference between the GEANT4 and RADAR alpha intensity was

observed. Besides this anomaly, an agreement of < 0.3 keV and < 0.4% was found be-

tween GEANT4, RADAR, and MIRD data for alpha energies and intensities, respectively.

A total energy emission through alpha particles for 227Th was calculated to be 39.67 MeV

considering all nuclear transitions and progenies including the 223Ra decay chain. For the

227Th→223Ra transition, all three decay databases agreed with each other to within 0.3%,

0.2 keV, and 0.15% for the total alpha energy released, alpha peak energies, and intensi-

ties, respectively. An agreement of <0.6 keV and <1.4% was found for the alpha energies

and intensities, respectively, for 225Ac using the GEANT4, RADAR, and MIRD decay
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data. Such a large absolute difference in intensity was attributed to the 5.37 MeV alpha

peak for the 225Ac→221Fr transition, for which the MIRD and RADAR data agreed to

within 0.1% while the GEANT4 overestimated the alpha intensity by 1.4%. Furthermore,

GEANT4 was found to overestimate the total energy released through alpha emission by

2.1% for the 213Bi→213Po & 209Tl nuclear transition. MIRD decay data was observed to

underestimate the total alpha energy released for the 225Ac→221Fr transition by 1.9%;

whereas the GEANT4 and RADAR data agreed to within 0.2%. Besides the reported

discrepancies, an agreement within 0.5% was found between GEANT4, RADAR, and

MIRD for the total alpha energy emission. Overall, good agreement was found between

the three databases for all investigated alpha- emitting radionuclides. Such an outcome

was hypothesized since all three decay datasets originate from the NNDC data library.

Due to the large amount processing involved in converting the NNDC dataset into a

specific format, small deviations between the decay data can be expected, as concluded

in this work. Furthermore, any updates in the NNDC data over a given time period can

contribute to additional discrepancies between the three datasets.

A comparison between the GEANT4 alpha spectrum and the ENSDF data for various

alpha-emitting radionuclides was previously performed by Hauf et al. [104]. Deviations in

alpha intensities of up to 2.47% were reported by Hauf et al., while a comparison of alpha

peak energies was not performed. This work demonstrated that the GEANT4 alpha peak

energies were within 0.6 keV of each other for the GEANT4 internal decay database,

RADAR decay data, and MIRD decay data; however, differences of up to 1.4% were

shown in the peak intensities. Overall, the GEANT4 internal decay database was found

to agree within 2% with the RADAR and MIRD databases. Therefore, the GEANT4

internal alpha spectra can be utilized for TAT dosimetry.
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3.2 Cavity theory

3.2.1 Introduction and motivation

Figure 3.10: A simplified version of the source and detector geometry.

The quantity directly measured by any ionization chamber is radiation exposure. Expo-

sure can be converted to absorbed dose by applying a suitable cavity theory. Multiple

cavity theories exist for this purpose and each theory is unique and has its own set of

assumptions and limitations. In order for the proposed primary standard to measure

absorbed dose, a suitable cavity theory must be selected. As shown previously in section

2.3.3, the measurable quantity is illustrated in figure 2.23. By changing the air gap by

∆l, absorbed dose to a cylindrical shell is measured using a two air-gap method. It is

noteworthy that there is a wide track-length distribution inside the air cavity due to the

finite radius of the collector. Additionally, as the air-gap increases, the side loss of fluence

increases due to the diverging fluence. Therefore, the limitations and assumptions of the

cavity theories are challenging to deconvolve from the above stated effects in the geome-

try shown in figure 2.23 i.e. a 2D source approximating a point source emitting particles

from the flat source of the cylindrical air cavity. This section simplifies this problem by

assuming a parallel beam source of monoenergetic alpha particles incident on the flat

surface of the cylindrical air cavity as shown in figure 3.10. With this simplification, any
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track-length changes inside the cavity only arise from the Rutherford scattering instead

of the geometry of the setup and the side losses become negligible. Therefore, the results

presented in this section must be carefully translated to the actual geometry of the setup.

Figure 3.11: Track-length distribution of 5 MeV alpha particles in a cylindrical cavity
of radius 2.019 mm and of thickness 300 µm.

The detector construction and dimensions will be discussed in the following chapters.

However, it is of note that the cavity radius is approximately 2.019 mm in this work.

Figure 3.11 shows the track-length distribution, calculated using the GEANT4 Monte

Carlo (MC) code, inside a cylindrical cavity being irradiated with a point source of 5

MeV alphas placed at the center of the flat surface of the cavity. The dimension of the

cavity were chosen to be 2.019 mm radius and 300 µm thickness. It is evident from the

figure that the alpha particles traverse a wide range of distances inside the cavity before

reaching the detector.
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3.2.2 Bragg-Gray cavity

The Bragg-Gray (BG) cavity theory applies to small cavities that don’t perturb the

fluence of the charged particles traversing the cavity [81]. Therefore, the absorbed dose

deposited inside the cavity must be from the charged particles crossing it. Typically,

this condition is fulfilled if the size of the cavity is smaller than the range of the charged

particles. If BG conditions are fulfilled, the absorbed dose is calculated by:

Dmed

Ddet

=

∫ Emax

0
ΦE

(Scol(E)
ρ

)
med

dE∫ Emax

0
ΦE

(Scol(E)
ρ

)
det
dE

(3.6)

where Dmed is the absorbed dose to the medium of interest, Ddet is the absorbed dose to

the detector, E is the energy of the charged particle, ΦE is the fluence at a given energy,

and
(Scol(E)

ρ

)
is the mass collision stopping power at the same energy. The BG conditions

were evaluated using the geometry shown in figure 3.10. Since there is no divergence, the

absorbed dose to air must be constant under BG conditions regardless of the simulated

air gap. Any perturbation in the fluence must be due to the elastic Coulomb scattering

effect and may change the direction of the alpha particle leading to an increase in fluence

when compared to a cavity of negligible thickness.

Figure 3.12: A schematic of the simulation setup is shown.

The GEANT4 MC code was used with the optimal physics parameters determined in

section 3.1.2. Monoenergetic parallel alpha particles, as shown in figure 3.12, were simu-

lated in the 5-9 MeV energy range. A cavity radius of 2 mm was selected arbitrarily and

the production thresholds for all particles were set to 10 km. Production thresholds in
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Figure 3.13: The change in fluence with change in cylindrical cavity thickness for
parallel alpha particle beams is shown. Fluence was normalized to the value at 1 µm
cavity thickness. The error bars correspond to 1σ statistical uncertainty.

GEANT4 are entered in the form of a distance that determines the range of the given sec-

ondary particle in the medium of origin above which the secondary particles are explicitly

tracked. Setting the production thresholds to 10 km ensures that no δ-rays are generated

inside the geometry. According to the results shown in figure 3.13, a perturbation cor-

rection factor is not required for cylindrical air cavities when the maximum track-length

is < 1 cm in the sensitive volume. The normalized fluence was within 0.5% of each other

regardless of the cavity thickness. Since heavy charged particles have a less tortuous

path in any media, relative to light charged particles, a negligible fluence perturbation

was hypothesized. For the same geometrical setup, the absorbed dose to air is shown

in figure 3.14 as a function of cavity thickness. Unlike fluence, a significant increase in

absorbed dose was observed with the increase in cavity thickness. Such a trend can be

explained by the increasing stopping power of the alpha particles as they traverse the air
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cavity and lose energy. This trend is more significant for lower energy alphas. Due to

the 1/β2 dependence in equation 2.5, the increase in absorbed dose is nonlinear with the

decrease in energy. This poses a dosimetric challenge when the energy of the incoming

alpha particle at the surface of a cylindrical shell, shown in figure 2.23, is varying as a

function of off-axis distance due to the wide track-length distribution. Thus, the energy

deposited in the cylindrical shell will be varying depending on the off-axis distance. This

effect induces a non-linear relationship between the ionization current and the change in

air gap.

Figure 3.14: The change in absorbed dose with change in cylindrical cavity thickness
for parallel alpha particle beams is shown. Absorbed dose was normalized to the value
at 1 µm cavity thickness. The error bars correspond to 1σ statistical uncertainty.
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Figure 3.15: The loss in energy due to high energy δ-rays is shown (from MP 501
notes).

3.2.3 Spencer-Attix cavity

Following the introduction of the BG theory, several research groups noticed that the

BG cavity theory collapsed when medium was composed of high Z materials such as lead

[106]. This was later explained by Spencer and Attix that Bragg and Gray neglected the

presence of δ-rays and didn’t include the secondary charged-particle fluence in the BG

theory [107]. As demonstrated in figure 3.15, secondary electrons (or δ-rays) generated

by the primary particles might have sufficient energy to escape the cavity. If the loss

of the energy carried away by the high energy δ-ray from the cavity is not replenished

by another δ-ray entering the cavity, δ-ray equilbrium doesn’t hold. Spencer-Attix (SA)

cavity theory addresses two major problems with the BG cavity theory. The inclusion of

secondary charged-particle fluence in the stopping power ratio calculation is formulated

in SA cavity theory. Additionally, Spencer and Attix introduced an energy cut-off, ∆,

for secondary particles that cannot cross the cavity. By doing so, the secondary charged

particle spectrum can be divided into two groups: crosser particles that successfully

traverse the cavity without any perturbation and absorber particles that may stop in the

cavity and violate the BG condition. According to SA cavity theory and under δ-ray
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equilibrium condition:

Dmed

Ddet

=

∫ Emax

∆
Φtotal

E

(L∆(E)
ρ

)
med

dE + Φtotal
E

(Scol(E)
ρ

)
med

∆∫ Emax

∆
Φtotal

E

(L∆(E)
ρ

)
det
dE + Φtotal

E

(Scol(E)
ρ

)
det
∆

(3.7)

where L∆ is the restricted stopping power and ∆ is the energy cut-off. The choice of ∆

is usually selected based on the detector size.

The maximum energy of the δ-rays, Emax
δ , when m >> me, where m is the mass of the

primary particle and me is the mass of an electron, can be calculated by:

Emax
δ = 2meν

2
o (3.8)

where νo is the velocity of the primary particle. For an electron traveling with a relativistic

velocity, the maximum energy of the δ-rays can be given by:

Emax
δ = 2mec

2β2γ2

[
2 + 2γ

]
(3.9)

where β is the relativistic velocity normalized by speed of light of the incoming electrons,

and γ is the Lorentz factor [108]. In the case of 5-9 MeV alpha particles, the Emax
δ for

δ-rays is shown in figure 3.16, using the equation 3.8, as well as their corresponding range

in air. As seen in the figure, the Emax
δ has a linear relationship with the alpha energy

due to ν2 being proportional to the kinetic energy. It is of note that the alpha particles

in the TAT energy range have non-relativistic velocities since their rest mass energy is

3727.379 MeV. The range of these δ-rays in air can be up to 0.9 mm depending on the

energy of the alpha particle. Therefore, using a cylindrical air cavity of thicknesses < 1

mm as the l1, as shown in figure 2.23, may not be sufficient to achieve δ-ray equilibrium

in the cylindrical shell denoted by the ∆l thickness.
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Figure 3.16: The maximum energy transferred to the δ-rays along with their range
in air as a function of the incoming alpha particle energy.

Figure 3.17: A schematic of the simulation setup is shown. The black arrows illustrate
alpha particles and the red arrows correspond to delta electrons emitted by the primary
particles.

A MC investigation was performed using a simplified geometry shown in figure 3.10. The

GEANT4 MC code was used with the optimal physics parameters determined in section

3.1.2. Monoenergetic parallel alpha particles, as shown in figure 3.17, were simulated in

the 5-9 MeV energy range. A cavity radius of 2 mm was selected arbitrarily and the

production thresholds for all particles were set to <0.1 mm. This geometrical setup was

identical to the one described in section 3.2.2 except that the δ-rays were simulated and

tracked explicitly everywhere in the geometry. The δ-ray build-up and equilibrium was

quantified by scoring the ratio of absorbed dose to air deposited by δ-rays to kinetic energy
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per unit mass transferred to δ-rays by primary alpha particles. This ratio is analogous to

Dose/KERMA ratio often used for photon beams to study charged particle equilibrium

(CPE). The angular and spectral distribution of the δ-rays was also tallied.

Figure 3.18: The δ-ray energy spectrum inside the air cavity from a 5.3 MeV parallel
alpha particle beam source.

Figure 3.18 shows an in-air δ-ray energy spectrum from a 5.3 MeV alpha source. The

Emax
δ value calculated by GEANT4 was found identical to the analytical equation written

above. A broad energy distribution was observed for the δ-rays, which can be partially

attributed to the spectral broadening of electrons as they traverse matter and lose energy

to the surrounding medium. The δ-ray intensity was noted to be higher for smaller

energies. The average δ-ray energy was calculated to be 1.61 keV. The sharp edge on

the left side of the δ-ray energy spectrum is due to the production threshold parameter

that halts tracking of any secondary particles with range below the specified value. In an

attempt to compare the alpha particles to betas, an in-air δ-ray energy spectrum from

a 5.0 MeV electron source is shown in figure 3.19. The average energy for δ-rays was
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Figure 3.19: The δ-ray energy spectrum inside the air cavity from a 5.0 MeV parallel
electron beam source.

calculated to be 7.37 keV, which is much greater than the maximum energy of the δ-rays

liberated by alpha particles in the TAT energy range.

The build-up effect in the cylindrical air cavity is shown in figure 3.20. As the cavity

thickness increases, the energy carried by high energy δ-rays outside the cavity decreases

and an equilbrium is reached. The build-up region was found to be larger for higher energy

alpha particles since the energy of the δ-rays, and hence the range, is directly proportional

to the kinetic energy of the alpha particles. It was found that the equilibrium is achieved

past the range of the δ-ray with the maximum energy, which was hypothesized in figure

3.16. The presence of the build-up region can be attributed to the forwardly-peaked

δ-rays, as illustrated in figure 3.21. If the angular distribution of the emitted δ-rays

was isotropic, the energy carried away from the cavity would have been replenished by

the energy carried inside the cavity. It was found that the δ-rays from higher alpha

energy particles was relatively more forwardly-peaked than the lower energy particles.
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Figure 3.20: The δ-ray build-up effect is demonstrated by plotting the ratio of ab-
sorbed dose deposited by δ-rays to kinetic energy per unit mass transferred to δ-rays
by primary alpha particles.The error bars correspond to 1σ statistical uncertainty.

Figure 3.21: The emission angular distribution, with respect to the direction of the
parent alpha particle, of the δ-rays in a 100 µm thick cylindrical air cavity is shown.
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The average emission angle was calculated to be in the 17-21◦ range. The build-up region

due to high δ − rays has been previously shown in proton therapy and is analogous

to the build-up region found in the megavoltage photon beams [109]. Although the

forwardly-peaked electrons emitted in megavoltage photon beams are due to the Compton

scattering, whereas the electrons emitted in TAT are due to hard collisions of alphas with

the medium, the fundamental concept behind the escape of the δ-rays remains the same.

It is noteworthy that the build-up region due to δ-rays is much smaller in water since the

range of a 6 keV electron is <1 µm in water.

Although a build-up effect was observed with a parallel alpha beam source, the δ-rays in

the measured geometry, shown in figure 2.23, traverse a much longer distance than the air

gap (l). Due to the diverging source, the δ-rays traveling along an oblique angle, relative

to the central axis, reach an equilbirum before reaching the detector. On the other hand,

any δ-rays that traverse along the central axis only reach equilibrium if the air gap is

greater than the range of the δ-rays. Thus, this effect induces a non-linear relationship

between the ionization current and the air gap.
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3.2.4 Comparison of stopping power ratios

Over the past few decades, there have been many updates to the Bethe-Bloch stopping

power shown in equation 2.5. The updated stopping power equation can be given by:

dT

dx
= 2πr2emc2nel

z2

β2

[
ln

(
2mc2β2γ2Tmax

I2

)
− 2β2 − δ − 2Ce

Z
+ S + F

]
(3.10)

where re is the classical electron radius, m is the mass of an electron, c is the speed of

light, nel is the electron density in the absorber medium, I is the mean ionization energy,

Z is the atomic number of the absorber, z is the atomic number of the incoming particle,

γ is the Lorentz factor, β is the relativistic velocity normalized by speed of light, T is

the kinetic energy of the incoming particle, δ is the density-effect function, Ce is the shell

correction function, S is the spin term, and F is a combination of high order corrections

[110] [111] [108]. The International Commission on Radiation Units and Measurements

(ICRU) has previously reported stopping power tables considering the published Bethe-

Bloch corrections. In chronological order, the two reports that are relevant for alpha

particles are report 49 and report 90 [112] [113]. The GEANT4 MC version used in this

work utilizes the ICRU 49 stopping power by default and can be adapted to use the latest

ICRU 90 stopping power tables. Before making such a change, the differences between

the two stopping power tables for water and air need to be evaluated.

Figure 3.22 shows the ICRU report 49 stopping powers for water and air and compares

them to the ICRU 90 data. The air stopping power data for both reports were within

0.1% of each other. However, the report 90 water stopping power was observed to be

1.5% lower relative to report 49 data especially in the 2-10 MeV alpha energy range.

This difference can be partially attributed to the different mean ionization energies for

water used by the two reports. The report 90 used an I of 78 eV, whereas the report
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Figure 3.22: Top: The IRCU report 49 stopping powers are shown for water and
air. Bottom: The ICRU report 90 stopping powers, normalized to the ICRU report 49
stopping powers, for water and air.

49 uses an I value of 75 eV [112] [113]. The difference in the water stopping power data

manifests in the water to air stopping power ratio curves, as shown in figure 3.23.
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Figure 3.23: The water to air stopping power ratios are shown for the ICRU report
49 and report 90.

3.3 Source and substrate specifications

3.3.1 Introduction and motivation

In this work, the quantity of interest is absorbed dose from point-like alpha-emitting

radionuclides. However, such sources are rarely fabricated and can only be approximated

in the best case scenario. Any encapsulation used on alpha sources can completely absorb

the emitted alpha particles or greatly attenuate the source depending on the material and

thickness of the encapsulation. Further, the finite thickness of the source itself can filter

the alphas to great extent. The effect of self-absorption, presence of an entrance window

for an ion chamber, and finite diameter of the source must be investigated using the

measurable geometry shown in figure 2.23. It is noteworthy that this section only studies

alpha particles, whereas clinical alpha-emitting radionuclides may have beta and gamma

emissions in addition to alphas.
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3.3.2 Source diameter

Changing the source diameter has an impact on the track-length distribution of alpha

particles inside the air cavity and, therefore, influences the absorbed dose. A MC inves-

tigation was performed using the GEANT4 code with the optimal physics parameters

determined in section 3.1.2. Monoenergetic isotropically-emitting alpha particles were

simulated in the 5-9 MeV energy range. A cylindrical cavity diameter of 4 mm and

thickness of 100 µm was selected arbitrarily and the production thresholds for all par-

ticles were set to <0.1 mm. Circular sources of varying radii were simulated at the flat

surface of the cylindrical air cavity and the impact of source diameter on absorbed dose

was studied. As demonstrated in figure 3.24, the absorbed dose to air decreases with

increasing source diameter. The absorbed dose to cavity was found to gradually decrease

with increasing source diameter until the source diameter exceeded the cavity diameter.

The change in absorbed dose with source diameter was found to be independent of the

alpha energy simulated. When source diameter > cavity diameter, a sharp fall-off in the

absorbed dose was observed with increasing cavity diameter, which is due to the loss of

fluence in the cavity once particles start originating outside the surface of the sensitive

volume. Therefore, a source diameter < 4 mm is desired to minimize the magnitude of

the correction factor when the quantity of interest is absorbed dose to water from a point

source.

Employing a uniformly-emitting source was considered appropriate for an initial charac-

terization of the source dimensions. However, most actual alpha sources exhibit a strong

“coffee-ring” effect due to the radially-outwards flow of the fluid during evaporation.

Therefore, it is pertinent that the impact on absorbed dose from ring-like sources must

be investigated. MC simulations were repeated using the geometry above except sub-

stituting uniformly-emitting circular source to ring sources with a 100 µm thick annuli
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Figure 3.24: The impact of source diameter on the absorbed dose to cavity using a
uniformly emitting source. The absorbed dose values were normalized to the absorbed
dose calculated for a point source. The error bars correspond to 1σ statistical uncer-
tainty.

and varying internal diameter. Figure 3.25 shows the effect of various internal diame-

ters of a ring source on absorbed dose to air. The absorbed dose versus source’s inner

diameter curve was found to resemble the circular source curve shown in figure 3.24. As

sharp decrease in absorbed dose was noted when the inner diameter of the ring source

exceed the cavity diameter due to the loss of fluence from the air cavity. The impact

on absorbed dose to cavity from both a ring source and a circular source was compared

in figure 3.26. With an increase in source diameter or source’s inner diameter, the ab-

sorbed dose decreased in both cases with a much sharper decrease for the ring source.

For a circular source, increasing the source diameter increases the probability of an alpha

particle originating outside the air cavity, which leads to a reduction in absorbed dose

when compared to a point source. Even when the source diameter exceeds the cavity

diameter, the probability of an alpha particle originating on the surface of the cavity

remains non-zero. Contrarily, when the inner diameter of a ring source exceeds the cavity
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Figure 3.25: The impact of source internal diameter on the absorbed dose to cavity
using a 100 µm-thick ring source. The absorbed dose values were normalized to the
absorbed dose calculated for a point source. The error bars correspond to 1σ statistical
uncertainty.

Figure 3.26: The differences between the impact of a ring source and a circular source
on absorbed dose are shown. The absorbed dose values were normalized to the absorbed
dose calculated for a point source.
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diameter, all alpha particles originate outside the air cavity leading to a drastic reduction

in fluence inside the cavity. It can be concluded from this work that the correction factor

accounting for the finite size of the source, kpoint, remains small when the source outer

diameter is smaller than the air cavity diameter. Sources with larger spatial distribution

must be avoided especially when ring-like sources are involved.

3.3.3 Self-absorption and filtration

All alpha sources have some magnitude of self-absorption and filtration that can degrade

the energy of the emitted alpha particles. At extreme cases, a significant number of

alpha particles are absorbed and never escape the boundaries of the source. The extent

of the self-absorption is predominantly determined by the thickness and the density of

the source. A MC investigation was performed using the GEANT4 code with the optimal

physics parameters determined in section 3.1.2. Monoenergetic isotropically-emitting

alpha particles were simulated in the 5-9 MeV energy range. A cylindrical cavity diameter

of 4 mm and thickness of 100 µm was selected arbitrarily and the production thresholds

for all particles were set to <0.1 mm. A uniformly emitting disk source of 3 mm diameter

and varying thickness was simulated at the flat surface of the cylindrical air cavity and the

impact of source thickness on absorbed dose was studied. The simulated source consisted

of polonium dioxide with a 8.9 g/cc mass density. The high atomic number, atomic

mass, and density of polonium serves as a good approximation of the radionuclides used

in TAT. Ideally, the magnitude of self-filtration should be determined using the exact

material composition and density of the radionuclide being investigated. Using polonium

as an approximation, the impact of source thickness on absorbed dose is shown in figure

3.27. A self-attenuation of < 2% was found for source thickness below 500 nm for all alpha

particle energies; whereas, a significant attenuation was found for sources with thickness

> 1 µm. The self-filtration effect is greater for lower energy alpha particles especially
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when the source thickness was greater than > 1 µm. To avoid correction factors > 5%,

source thickness < 500 nm is desired.

Figure 3.27: The magnitude of self-filtration and attenuation is demonstrated by
plotting absorbed dose against various source thicknesses. The absorbed dose values
were normalized to the value for smallest source thickness i.e. 1 nm. The error bars
correspond to 1σ statistical uncertainty.

Table 3.6: Correlation between the FWHM of the alpha peaks and source thickness
due to energy straggling.

Source thickness (µm) FWHM (keV)

0.001 3
0.01 8
0.1 38
1 358
10 3520

Self-filtration in an alpha source is closely related to the source thickness and can be

indirectly quantified using the full width at half maximum (FWHM) value of a given

alpha peak using alpha spectroscopy [114]. To authors’ knowledge, there is a paucity of

literature establishing a correlation between the source thickness and the FWHM of the
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Figure 3.28: The alpha energy spectra are shown for various source thicknesses using
a 5 MeV monoenergetic alpha source.

alpha peaks measured using spectroscopy. Therefore, the change in the alpha spectrum

with increase in source thickness at the surface of the source was investigated using

MC simulations. The simulation geometry was the same as the one described above

except that a phase space file was scored at the surface of the source and the source was

simulated to be a 5 MeV monoenergetic source with the source material being polonium

dioxide. The energy distribution was extracted from the phase space file and binned

into 5 keV energy bins. Figure 3.28 shows the 5 MeV alpha energy spectra for various

polonium source thicknesses in an attempt to correlate the FWHM of the alpha peak with

physical thickness of the source. The intensity was normalized to the maximum value for

all thicknesses. The energy straggling effect increases with increasing source thickness

leading to a broadening of the alpha peak. For larger thicknesses, the alpha peak gets
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significantly degraded and eventually becomes indistinguishable. The FWHM values for

various source thicknesses are compiled in table 3.6. Based on the displayed data, any

source with a FWHM < 40 keV will lead to a negligible self-filtration and can be simulated

as a planar 2D source instead of a volumetric source. Therefore, the upper limit on the

FWHM of alpha peaks was set to 40 keV throughout this work and any source with a

wider peak must employ a correction factor accounting for the reduction in absorbed

dose due to self-filtration. The thickness estimate made in this work is a conservative

one considering the measured energy resolution of the alpha peak will be lower than the

actual resolution due to the imperfection of the spectroscopy equipment. The results

from this study provide good approximation of the self-filtration and attenuation alpha

particles undergo before escaping the source boundaries.

Based on the results discussed in this section, a thin-film source with thickness < 500 nm

and diameter < 4 mm is desired. The desired source specifications compete with each

other since a smaller source diameter often leads to a thicker source to retain the same

radioactivity magnitude.

3.3.4 Entrance window

The usage of an entrance window or a wall for ionization chambers is common in radiation

dosimetry. However, the presence of an entrance window may deteriorate the absorbed

dose measurements and must be avoided. Therefore, this work resorts to using only win-

dowless extrapolation chambers. The possibility of contaminating the collecting electrode

with radioactivity and the difficulty in achieving a good alignment between the substrate

and the electrode surfaces was hypothesized to be challenging when using windowless

chambers. Therefore, the inclusion of an aluminized Mylar as entrance window was put

forth as an alternative if the problems described above become too dominating. A MC
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investigation was performed to study the impact of an entrance window on absorbed

dose to cavity using the GEANT4 MC code and a cylindrical air cavity of 4 mm diameter

and 100 µm thickness. With the presence of a Mylar entrance window, the change in

absorbed dose to cavity with various window thicknesses is shown in figure 3.29. The

distance from cavity entrance to source’s surface was kept constant at 100 µm to avoid

excessive side-loss of particles. Due to the increase in stopping power with decreasing

alpha energy, absorbed dose was found to increase for window thicknesses below 5 µm as

alpha particle energy decreased with attenuation. For window thickness > 5 µm, a sharp

decrease in absorbed dose was observed due to the complete absorbance of particles in

the entrance window. As an alternative to a windowless geometrical setup, an entrance

window with thickness ≤ 5 µm may be utilized, along with a correction factor.

Figure 3.29: The impact of the thickness of an aluminized Mylar entrance window on
the absorbed dose to cavity. The absorbed dose values were normalized to the value at
the smallest window thickness. The vertical line indicates the 5 µm thick Mylar film
that is commercially available. The error bars correspond to 1σ statistical uncertainty.
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Chapter 4

Construction and evaluation of a

D400 planar windowless

extrapolation chamber as a primary

standard for absorbed dose

4.1 Construction of the apparatus

To measure absorbed dose to air, several ionization current readings are required at

various different air gaps between the source and the detector planes. Additionally, the

change in mass of the cylindrical cavity must be accurately and precisely known, which

requires high precision motion stages. It is crucial that the detector and source are aligned

parallel to each other. Any tilts in the geometry can lead to an inaccurate assessment

of the mass of the air cavity. The air gaps for these measurements can be as low as

100 µm. With such a small distance between the detector and the source surfaces, it
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is important to evaluate the flatness of the surfaces to determine the smallest air gap

possible for measurements. Any surfaces with large camber/bowing will limit small air

gaps. Further, it is important to ensure that the detector and the source are not in contact

with each other to prevent contamination of the detector with radioactive sources.

Figure 4.1: An XZ view of the apparatus assembly is shown with the D400 detector
mounted.

Figures 4.1 and 4.2 show SolidWorks design of the apparatus assembly. The individual

parts are labeled in figure 4.1. Throughout this work, the coordinate system shown in

figure 4.1 will be used. The detector and the source are supported by two breadboards

placed orthogonal to each other using 90 ◦ aluminum brackets. The source subassembly

was mounted on a miniature hexapod stage (PI H-811.I2) that is capable of both trans-

lation and rotational motion in all three axes. The translational motion allows variation
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Figure 4.2: A YZ view of the apparatus assembly is shown with the D400 detector
mounted.

of the air gap and the rotational motion allows establishment of parallelism between the

detector and source planes. The travel range, minimum incremental motion, and repeata-

bility of the hexapod stage are compiled in table 4.1. The excellent repeatability (< 1µm)

and small incremental motion (< 1µm) for the hexapod stage allows for a highly precise

alignment of the detector and source with respect to each other. Additionally, the change

in air gaps on the order of 1-10 µm are possible with the current assembly. The hexapod

also allows rotation about an arbitrary pivot point and can manipulate the coordinate

system based on rotational or translational shifts. Figure 4.3 shows the hexapod stage
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along with the controller (PI C-887) that is used to drive the motion stage. The hexa-

pod stage can be driven using a set of macro commands that can be provided to the PI

hexapod software. Macro commands can be utilized for basic stepping motion, scanning

along arbitrary axes, or to create a custom coordinate system.

Table 4.1: Relevant specifications for the miniature hexapod motion stage.

Motion Value

Travel range in X, Y (mm) ±17, ±16
Travel range in Z (mm) ±6.5

Travel range in θX , θY (deg) ±10, ±10
Travel range in θZ (deg) ±21

Minimum incremental motion X, Y (µm) 0.2
Minimum incremental motion Z (µm) 0.08

Minimum incremental motion θX , θY (urad) 2.5
Minimum incremental motion θZ (urad) 5

Repeatability X, Y (µm) ±0.15
Repeatability Z (µm) ±0.06

Repeatability θX , θY (urad) ±2
Repeatability θZ (urad) ±3

Since the travel range along the z-axis of the hexapod is only 6.5 mm, a linear stage (PI

L-509) was mounted on a breadboard that is capable of 52 mm travel. Table 4.2 shows

the appropriate specifications for the linear motion stage. The linear stage is driven by

a controller (PI Hydra controller), as shown in figure 4.5. Similar to the hexapod stage,

the linear stage can be driven using a set of macro commands similar to the ones shown

in figure 4.4. A rotational stage (Thor labs KS2RS) with a 2” diameter was mounted

on top of the linear stage to allow rotational freedom about the z-axis. An optical collar

with a radial step of 0.1 ” was screwed onto the rotational stage to allow placement of

different detectors or parts. With the use of the linear and rotational stages, the detector

subassembly can be translated or rotated about the z-axis.

The source subassembly was placed on top of the hexapod stage with an aluminum

shield placed around the source to reduce electronic noise and provide shielding from the
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Figure 4.3: The PI hexapod stage and controller are shown.

Figure 4.4: An example of the macro commands for the hexapod motion stage.
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Table 4.2: Relevant specifications for the linear motion stage.

Motion Value

Travel range in Z (mm) 52
Minimum incremental motion Z (µm) 0.5

Repeatability Z (µm) ±0.2

Figure 4.5: The PI linear stage and controller are shown.
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radiation sources. Figure 4.6 shows the two halves of the aluminum shield that can be

combined to form a cylindrical ring placed around the source. The shield was placed in a

well created in the mating plate between the hexapod stage and the source subassembly.

The well was machined to match the outer diameter of the shield. Schematics of the source

subassembly are shown in figure 4.7. A polycarbonate-based holder and a cover were

designed to hold the aluminum source holder and to contain the source for transportation

purposes. The cover can be guided onto the plastic holder using dowel pins. The source

itself was placed onto an aluminum part that contains a hole in the middle for a long

metal screw. The aluminum part also has three other holes placed 120 ◦ apart to allow

placement of neodymium magnets inside them. The neodymium magnets hold the source

substrate in its place. The function of the screw in the middle is to provide electrical

connectivity to the source substrate as well as to push the source substrate out for safe

manipulation of the source. Figure 4.8 shows the constructed source assembly without

the source substrate placed on the aluminum holder.

Figure 4.6: The aluminum shield surrounding the source subassembly is shown.

In order to align the z-axis of the source and detector subassemblies, a cylindrical cen-

tering part was constructed with an inner diameter equal to the outer diameter of the
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Figure 4.7: SolidWorks schematics of the source subassembly are shown.

Figure 4.8: The constructed source subassembly is shown.

aluminum source holder shown in figure 4.8 with an added margin of 0.1 mm. Figure

4.9 shows the constructed apparatus with the centering part aligning the detector and

source subassemblies. The electrical bias to the source substrate was provided using a

DC voltage generator (Fluke 343A). The applied bias was measured and confirmed using

a multimeter (HP 34401A). The voltage generator and the multimeter are shown in figure

4.10.



97

Figure 4.9: The constructed apparatus assembly is shown with the centering part in
the detector slot.

4.1.1 D400 extrapolation chamber

The D400 extrapolation chamber (EC), shown in figure 4.11, was previously used by

Hansen et al. for measurement of surface absorbed dose to water from ophthalmic ap-

plicators [77] [115] [15]. Figure 4.12 shows the modified D400 EC for alpha dosimetry.

The collector and the guard were made of D400 material, which is a conducting plastic

equivalent to polystyrene in atomic composition and has a physical density of 1.16 g/cm3.

The collector nominal diameter of 4.00 mm remained the same between the two versions.
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Figure 4.10: The DC voltage generator and the multimeter used throughout this
work.

Figure 4.11: The D400 EC used by Hansen et al. for ophthalmic applicator measure-
ments [15].

The two major changes to the EC were reduction of the guard’s outer diameter from

30 mm to 10.16 mm and the replacement of the acrylic base plate with a cylindrical

holder with a radial step to attach the detector onto to the rotational collar described in

the previous section. The reduction of the guard’s outer diameter allows construction of

source substrates with smaller diameters. For the modified D400 EC, the depth of the

collector and the guard was 14.1 mm.
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Figure 4.12: The modified D400 EC used in this work for alpha dosimetry.

Figure 4.13: The surface flatness map of the unmodified D400 EC (left) and the
modified EC (right).

The surface flatness of the D400 EC was evaluated using coherence scanning interferom-

etry (Zygo NewView 9000) at the University of Wisconsin Centers for Nanoscale Tech-

nology (UWCNT). The interferometer utilized throughout this work was capable of a

150 µm vertical scan range with a spatial resolution of 1 nm. The largest field of view

(FOV) available on the interferometer was 1.7x1.7 mm2 with a lateral spatial resolution

of 11 µm. Since the D400 EC had a cross-sectional diameter much greater than the FOV,
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multiple scans were acquired using the interferometer and the Zygo software was used to

patch the independent scans. It is of note that the individual patches overlapped by at

least 10 % to allow a continuous flatness evaluation. Following the scans and patching,

several 1D profiles were measured on the 2D surface flatness map to quantify the flatness.

The two metrics of interest were root-mean-square (RMS) values and peak-to-valley (PV)

values. The latter metric is a more strict evaluator of the surface flatness. Figure 4.13

shows the 2D surface flatness profiles of the unmodified and the modified D400 EC. The

dark patches on the flatness profile of the unmodified EC correspond to regions with

insufficient reflection of light. The poor flatness of the unmodified EC is evident from the

figure with PV measured up to 60 µm. A concave bowing of the chamber was observed

with magnitudes up to 50 µm. The reduction of the guard’s outer diameter led to a

flatness within 20 µm, as shown in figure 4.13. With this modification, much smaller air

gaps between the source and the detector are possible.

Figure 4.14: The backscatter from the D400 collector is shown for 5-9 MeV monoen-
ergetic alpha beams.

The D400 material was selected for the EC since it is constructed of atoms with low atomic

number leading to minimal backscatter of alpha particles traversing the cavity and hitting
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the detector shown in figure 2.22. The magnitude of the backscatter was quantified using

GEANT4 Monte Carlo (MC) simulations. A parallel monoenergetic alpha beam source

was simulated on the flat surface of a cylindrical air cavity and absorbed dose to cavity

was scored with and without the presence of a cylindrical collector placed distally to the

air cavity, as demonstrated in figure 4.14. The optimal physics parameters determined in

section 3.1.2 were utilized. The atomic de-excitation was turned on and the production

threshold was set to 1 µm. The backscatter was calculated as:

Backscatter =
Dair(collector present)

Dair(collector absent)
(4.1)

withDair being the absorbed dose to air. Figure 4.14 shows the magnitude of the backscat-

ter for a collector constructed of the D400 material. The backscatter from D400 was found

to be smaller than the air since it is composed mostly of carbon (Z = 6) versus air where

nitrogen (Z = 7) dominates the material composition. The relative D400 to air backscat-

ter was found to be < 0.6% making D400 a suitable material for alpha dosimetry.

4.1.2 COMSOL electric field lines simulations

For ionization chambers, the air cavity is defined by the electric field, which collects the

charged carriers as a signal. The active volume of the ion chamber can be sensitive to

irregularly-shaped field lines or fringe fields. It is crucial that the volume of the active

region of the ion chamber be well-known for absolute dosimetry. Although uniform electric

field lines are expected inside the collector area, the electric field near the edges must be

investigated to ensure that the active volume is well-defined. Additionally, the presence

of a guard minimizes fringe fields and discards charged carriers that originate outside

the sensitive volume. The electric field line simulations were performed to evaluate the

magnitude of the electric field distortion in the vicinity of the insulating gap separating the
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collector and the guard. The field lines terminating at the collecting electrode contribute

to signal and were of interest for this work.

The COMSOL Multiphysics® software was utilized for this purpose. A finite element

analysis was performed using COMSOL to solve coupled systems of partial differential

equations describing electrostatic systems. A 2D radially-symmetric geometrical model

was simulated for the D400 EC and the source substrate. The dimensions of the detector

and the substrate were extracted from the manufacturer-provided drawings. As men-

tioned previously, the collector and the guard of the D400 EC are constructed of D400

conducting plastic. The collector-guard insulator was constructed using Parylene and the

source substrate was simulated to be pure silver. The source substrate was applied with

a constant static electric potential such that the electric field strength inside the air gap

remained 100 V/mm. The parylene insulator was allowed to float. An air gap of 100 µm

between the EC and the source substrate was simulated. The D400 and source substrate

materials were simulated as conductors. The parylene material was given a density of

1.272 g/cm3, relative permittivity of 2.88, and conductivity of 8.62E-16 S/m [15]. A

physical density of 1.197 kg/m3, relative permittivity of 1.0, and electric conductivity

of 5.0E-015 S/m were assigned to air. A triangular “extra-fine” mesh was created with

sides < 5µm for high-resolution electric field simulations. A streamline plot was used to

visualize the electric field lines in the geometry.

Figure 4.15: The simulated D400 EC geometry in COMSOL Multiphysics ®.
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Figure 4.16: Electric field lines simulated near the collector-guard insulator (CGI)
using COMSOL Multiphysics ® for the D400 EC.

Figure 4.15 shows the simulated 2D EC geometry in COMSOL with a 100 µm air gap

between the source substrate and the detector. The electric field lines of interest near

the collector-guard insulator (CGI) region are shown in figure 4.16. The field lines were

observed to be parallel and uniform inside the geometry except inside the CGI region.

The field diverges where the adjacent field lines terminate at the collector and the guard.

The coordinates of the diverging field line were noted and found to be exactly halfway

between the collector and the guard’s radius. Therefore, the radius of the active volume

was calculated to be

rcavity = 0.5(rcollector + rguard inner) (4.2)

where rcollector is the radius of the collector and rguard inner is the inner radius of the guard.

This result agrees with previous works evaluating the radius of the air cavity for parallel-

plate ionization chambers [116].



104

4.1.3 Capacitance and parallelism measurements

4.1.3.1 Parallel alignment between the detector and the source

With the detector and the source planes facing each other, a parallel alignment between

them is needed to ensure accurate assessment of the cavity volume. The air gaps between

the two plates can be as low as 60 µm and therefore cannot be aligned with a high

precision using most mechanical methods. Additionally, any contact between the source

and the detector can contaminate the detector and may lead to inaccurate measurement

of absorbed dose. Hence, a partially non-contact method was devised to align the two

plates parallel to each other.

Figure 4.17: Illustration of parallel alignment between the detector and the source
plates.

Figure 4.17 shows a simple method to align two plates in a parallel configuration. By

rotating one of the plates about it’s center and measuring the angle at which the edges of

the plates are in contact with each other, any tilts can be detected and corrected for. This

method operates under the assumption that the two plates are perfectly flat. Since the

source subassembly was placed on a hexapod stage, the source substrate can be rotated

about both x and y axes with respect to its center point. If the source substrate and

the detector share the same central axis, the diameter of the source substrate must be

greater than the collector diameter and the air gap small enough to ensure that there is

no contact between the source substrate and the collecting electrode. While rotating the

source substrate, the edge of the substrate makes contact with the guard ring instead of

the collector due to the dimensions of the two planes. This contact prevents contamination
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and allows measurement of the tilt angles based on the electric conductivity between the

two plates.

A custom connector was fabricated to read the signal from the guard ring instead of

the collecting electrode. By connecting the guard electrode and the source substrate to

an ohmmeter, the resistivity between the two conductors was measured. A decrease in

resistivity, resembling a step function, was indicative of a contact between two electrodes.

Once the source cylinder and the D400 EC were aligned using the centering part shown

in figure 4.9, the source substrate was rotated about its center in 0.1 deg increments.

The air gap between the two plates was kept within 1 mm. Any sharp decrease in the

resistivity was observed after each rotational increment on the ohmmeter. Once a contact

between the two electrodes was noted, the angle of the tilt was noted and the experiment

was repeated along the negative rotational direction. If the two plates are parallel, the tilt

in the negative, θ1, must be equal to the tilt in the positive direction, θ2. Otherwise, the

rotational offset can be calculated using the equation given in figure 4.17. Tilts along both

x and y axes were noted using the method described above. Following this experiment,

appropriate rotational offsets were applied to the hexapod coordinate system so that any

translational motion, such as change in air gaps, maintains the parallel configuration

between the source and the detector planes.

4.1.3.2 Capacitance measurements

Once the detector and the source planes were aligned in a parallel configuration, the

absolute air gap between the two plates must be known. Additionally, any remaining

tilts in the geometry may lead to a deviation between the nominal cavity cross-sectional

area and the actual cross-sectional area. Thus, capacitance measurements were acquired

to determine the absolute air gap as well as the effective diameter of the air cavity.

Assuming the detector and the source plates act as a parallel-plate capacitor, any change
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in the applied potential leads to a flow of electric charge, Q, across the air gap that can

be given by

Q = Co∆V (4.3)

where Co is the capacitance and ∆V is the change in electric potential between the two

plates. The capacitance of an ideal parallel-plate capacitor can be calculating by

Co =
ϵrϵoAeff

lo
(4.4)

where ϵr is the dielectric constant of air with a value of 1.000537, ϵo is the permittivity

of vacuum with a magnitude of 8.8542E-12 F/m, Aeff is the effective cross-sectional area

of the cavity, and lo is the air gap between the two plates. Since the initial air gap is

unknown, the offset between the actual, lo, and the assumed air gap, lassumed, can be

calculated by

loffset = lassumed − lo . (4.5)

Equations 4.4 and 4.5 can be combined to yield

lassumed =
ϵrϵoAeff

C
+ loffset . (4.6)

The capacitance between the source and the detector can be measured using equation 4.3

at various air gaps. By plotting a curve of 1/C versus lassumed, the absolute effective area

of the cavity and the offset between the actual and the assumed air gap can be measured.

Dummy source measurements: Several experiments were carried out in an attempt

to measure the effective area of the cavity to corroborate the results reported in section

4.1.2. A dummy source substrate was used in this experiment without any radioactivity
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present. The dimensions and the material composition of the substrate were kept identical

to the radioactive sources utilized throughout this work. A DC voltage was applied using

the generator shown in figure 4.10. After centering the detector and the source cylinders,

an arbitrary unknown air gap was chosen and assumed to be zero. A ∆V of 90 V bias was

applied for each air gap. The induced charge was collected using a MAX 4000 electrometer

(Standard Imaging) in the threshold mode. The threshold mode automatically triggers

the electrometer on and off based on the starting and stopping threshold limits, which

were set to 0.02 pA and 0.01 pA, respectively. The air gap was increased five times

with 50 µm increments and charge was collected at each interval. Using equation 4.6,

the offset in the air gap and the diameter of the air cavity was calculated. Following

this experiment, the offset in the air gap was applied as a translational shift using the

hexapod stage and the measurements were repeated with the known air gaps ranging

from 200 µm to 400 µm in 50 µm increments. Figure 4.18 shows the results from a single

trial plotting 1/C against lassumed. The initial air gap was assumed to be zero, therefore,

loffset was calculated to be the y-intercept of the curve. Figure 4.19 shows the capacitance

measurements following the determination and application of the loffset shift.

Four trials were conducted to measure the diameter of the air cavity and to assess the

variation in the measurements. During each trial, the source and detector assemblies were

centered and aligned parallel to each other using the hexapod motion stage before ac-

quiring capacitance measurements. Since capacitance measurements were acquired both

before and after the determination of the loffset shift, each trial yielded two measurements

of the Aeff . Table 4.3 shows the results from the capacitance measurements using the

dummy source. A variation of 1% was determined in the cavity diameter based on the

multiple trial results. These results agree well with the work of Hansen in terms of both

the average diameter and the percent standard deviation [15]. The nominal diameter of

the cavity was calculated to be 4.03 mm, which is only 20 µm greater than the measured
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Figure 4.18: Determination of the absolute air gap and the cavity diameter using
the capacitance method. Measurements with an arbitrary unknown initial air gap are
shown.

Figure 4.19: Confirmation of the absolute air gap and the cavity diameter using the
capacitance method. Measurements with a loffset shift applied are shown.
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average diameter. Any tilts in the detector or the source also lead to a reduction of

the cavity diameter. Therefore, a 20 µm difference between the nominal and measured

diameters was considered to be minimal.

Table 4.3: Effective diameter of the air cavity determined from the capacitance mea-
surements using a dummy source.

Trial Cavity diameter (mm)

1 4.01/3.97
2 4.04/3.96
3 4.09/4.00
4 4.01/4.03

Avg. 4.01±1.00%

Radioactive source measurements: Equation 4.3 can be used to measure capac-

itance when the collected charge is induced due to the energy stored in the electric field

lines. However, this case is only applicable to a dummy substrate without any radioac-

tivity present. With the presence of a radionuclide, the measured electric charge is a

combination of ionization current and current induced due to the capacitance of the air

cavity. In order to deconvolve these two effects, a voltage increase method was utilized

as previously proposed by Selbach et al. [16]. Figure 4.20 illustrates this method by

plotting charge collection time against collected charge. Multiple 30 s charge readings

were initially collected at a voltage V1 and defined to be Qo. The Q∆ was measured by

initializing a 30 s charge reading and increasing the voltage by ∆V . The amount of time

between the charge initialization and the voltage increase was defined to be ∆t. After

measuring Q∆, Qf was measured as a 30 s charge reading at a bias of V1 + ∆V . By

keeping ∆t close to zero, the charge induced by the capacitance of the air cavity can be

given by

Q∆ =
∆t

30s
Qo +

(
1− ∆t

30s

)
Qf +Qdis ≈ Qf +Qdis . (4.7)
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Figure 4.20: The charge induced by the capacitance of the air cavity, Qdis, differenti-
ated from the ionization charge using a voltage increase method is demonstrated [16].

Following the measurements described above, the capacitance can be calculated using

equation 4.3. This method was employed to measure the initial air gap with the radioac-

tive source in place. Due to the windowless setup, the capacitance method provides a

contactless way to measure the absolute air gap.

4.1.4 Eckert & Ziegler 210Po source

The constructed primary standard of absorbed dose was evaluated using a pure alpha-

emitter i.e. 210Po. Figure 4.21 shows the decay scheme of 210Po. A 5.305 MeV alpha is

emitted with an intensity of ∼100% for each nuclear disintegration. The 206Pb daughter

is a stable atom but can be charged and may deposit energy inside the air cavity before

losing its kinetic energy. The average energy of the recoiled daughter can be calculated
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by:

EPb−206 =
mα

mα +mPb−206

[
mPo−210 −mPb−206 −mα

]
c2 = 103 keV (4.8)

where m is the mass and c is the speed of light. The recoiled daughter ions inside the air

cavity have a short range (< 50µm) and do not affect the change in ionization current

measurements acquired at larger air gaps.

Figure 4.21: The decay scheme of 210Po is shown.

In this work, a custom 210Po source was requested from Eckert & Ziegler (E&Z) based

on the ideal source specifications determined in section 3.3. The source had a FWHM of

< 40 keV and a diameter of <3 mm. Alpha spectroscopy measurements were performed

by E&Z to determine a NIST-traceable activity to within 1% uncertainty at k = 1.

The source substrates were fabricated in-house and shipped to E&Z for chemical plating

of 210Po. The dimension and material composition of the substrates were selected based

on the the E&Z plating cell requirements. The plating cell required a silver cylindrical

substrate with a 11.1 mm diameter and 1 mm thickness. Constructing a silver sub-

strate can lead to poor surface flatness due to the high malleability of silver. Therefore,

silver-coated steel substrates were employed in this work. A dozen stock steel disks with

12.7 mm diameter and 1 mm thickness were initially selected. The diameter was reduced

to 11.1 mm, adhering to the plating cell requirements, and the edges were chamfered to
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Figure 4.22: An image of the steel substrate is shown.

eliminate sharp corners and, therefore, non-uniform electric field lines. The fabricated

steel disks were chemically plated with a 40 µm silver layer by Chem Processing Inc.

(Rockford, IL). The variation in the thicknesses of the substrates was measured to be

< 20 µm using a micrometer. The silver-plated steel substrates were then evaluated

under an interferometer for surface flatness assessment. The interferometer settings dis-

cussed in section 4.1.1 were used for this purpose. Figure 4.23 shows a 2D surface flatness

profile for a single substrate. The radial profiles at various polar angles show a flatness

of < 10 µm for the given substrate. The surface flatness for all substrates was found to

be < 20 µm.

The ionization current signal in the air cavity is directly proportional to the radioactivity

of the 210Po. For measurement of absorbed dose, a high signal-to-noise ratio (SNR) is

required to minimize Type A uncertainty [117]. The signal for the D400 EC can be

estimated using Monte Carlo (MC) methods. The magnitude of the 210Po radioactivity

required to generate a high SNR was determined using GEANT4 MC code. The D400

extrapolation chamber (EC) was modeled according to the drawings provided by the

manufacturer. A silver-coated steel substrate was modeled using the dimensions provided

in this section. The diameter of the air cavity was modeled based on the COMSOL and

the capacitance measurements. A planar uniform circular 210Po source of 3 mm diameter
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Figure 4.23: The interferometry results for a single silver-coated steel substrate are
shown.
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was simulated on the surface of the substrate. The G4RadioActiveDecay library was

used for the nuclear decay data. It is of note that a single MC history corresponds to

1 Bq of activity. The absorbed dose to air cavity was scored at various air gaps and the

ionization current, I, was calculated by:

I = Ao
DρoAeff l

(W̄
e
)air

(4.9)

where Ao is the radioactivity of the 210Po source, D is the scored absorbed dose per Bq,

ρo is the density of air at standard temperature and pressure, Aeff is the effective area

of the air cavity, l is the air gap between the source and detector, and (W̄
e
)air is the

average energy required to produce an ion pair in dry air by alpha particles with a value

of 34.96 J/C [118][119].

Figure 4.24 shows the approximated signal for a 1 µCi 210Po source. For air gaps of

300-700 µm, a change in air gap, ∆l, of 25 µm leads to a mean net ionization current of

0.25 pA. With an estimated noise for the D400 EC of 0.01 pA, the SNR was expected to be

∼ 25. As the l1 air gap increases, the net ionization current due to a ∆l of 25 µm decreases

from 0.3 pA to 0.23 pA. The decrease in net ionization current can be attributed to the

increase in side-loses of charged particles. The non-linearity in the ionization current

versus air gap curve, shown in figure 4.24, arises from the effects discussed in section

2.3.3. Based on these results, a 1 µCi 210Po source was deemed strong enough for this

work. The change in air gap, ∆l, must be chosen carefully as smaller values will lead to

small net ionization currents and hence small SNR.

Following the shipment of the 210Po source, the radioactivity was measured by E&Z to be

1.253 µCi on 10/15/2022 at 2:00 pm CT. The FWHM of the 210Po peak was measured

to be <30 keV by E&Z. Alpha spectroscopy measurements were repeated using the in-

house spectrometer to assess the self-absorption of the source. The source disk was
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Figure 4.24: The MC estimated signal for the D400 EC using a 1 µCi 210Po source.

placed in a plastic holder used for transportation and the alpha spectrum was measured

with a source-to-detector distance (SDD) of 18 mm. Figure 4.25 displays the normalized

alpha spectrum with the associated FWHM of the 5.3 MeV alpha peak. Based on this

measurement and simulations discussed in subsection 3.3.3, a negligible self-absorption

and attenuation can be safely assumed.

The primary standard in this work was designed so that the long axes of the source and

detector cylinders coincide. However, a lateral positional offset can be expected between

the source and substrate centers. Therefore, unlaminated EBT3 film measurements were

acquired to evaluate the offset of the source with the center of the source substrate.

The results from the same measurement were also used to determine the uniformity of
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Figure 4.25: Measured alpha spectrum of the 210Po source using the ORTEC Alpha
Aria spectrometer.

Figure 4.26: Lateral profiles showing the positional offset of the 210Po radioactive
source from the center of the substrate disk.
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Figure 4.27: The impact of a lateral positional offset of the 210Po source on absorbed
dose. The horizontal line indicates a 1% deviation in absorbed dose from unity.

Figure 4.28: The normalized 2D profile of the 210Po source displaying the azimuthal
emission uniformity of the source.
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the source. A circular 0.8” film piece was laser cut and mounted on a plastic cylinder

designed to fit in place of the detectors. By aligning the centers of the plastic mount

and the source, a film measurement was acquired and the offset of the source from the

center of the substrate disk was calculated in both lateral directions. Figure 4.26 shows

the calculated offsets in both lateral directions. The source was found to be centered

within 0.25 mm of the center of the substrate disk. A MC investigation was launched

to determine the impact of the positional offset of the source on the measured absorbed

dose to cavity. With the air gap of 300 µm, the absorbed dose was scored as a function

of lateral shift introduced intentionally to the source. The absorbed dose, normalized to

the zero offset dose, as a function of lateral offset is shown in figure 4.27. The results

conclude that the absorbed dose is relatively insensitive to lateral offsets <0.4 mm with

a deviation of <1%. Nevertheless, positional offsets should be taken into account during

measurements by aligning the source center with the center of the detector. Figure 4.28

shows the uniformity and the azimuthal anisotropy of the source. The source was found to

be uniform with a minimal anisotropy based on the unlaminated EBT3 film measurement.
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4.2 Monte Carlo correction factors for 210Po

Employing a windowless extrapolation chamber (EC) relies on a series of Monte Carlo

(MC) correction factors described in sections 2.3.3 and 2.3.4. The MC correction fac-

tors account for the geometrical mismatch between the measurable quantity and the

quantity of interest, as demonstrated in figure 2.24. The TOPAS MC code was uti-

lized for correction factor calculations. The TOol for PArticle Simulation (TOPAS) MC

code is a GEANT4 wrapper developed for heavy charged particle simulations [120]. In

this work, a modular physics list was used consisting of G4RadioactiveDecay, G4Decay,

G4HadronElasticPhysicsHP , G4HadronPhysicsQGSP BIC HP , G4IonElasticPhysics,

G4IonQMDPhysics, andG4StoppingPhysics. A modifiedG4EMStandardOpt4 physics

list was used for electromagnetic physics. The electromagnetic parameters for electrons

were unchanged since the G4EMStandardOpt4 physics list is considered to be highly

accurate for light charged particle transport [93][100]. For alpha particles, the optimal

electromagnetic physics parameters determined in section 3.1.2 were utilized.

Figure 4.29: The graphics rendering of the D400 EC in TOPAS MC code. The guard
is represented by yellow color and the air cavity by purple.

The D400 EC was simulated according to the drawings provided by the manufacturer

and is shown in figure 4.29. The dimensions of the air cavity were selected based on
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the COMSOL simulations and the capacitance results. The substrate was simulated as a

steel disk with a silver layer on the surface. The atomic composition of the D400 material

is equivalent to polystyrene. The physical density and mean excitation energy of the

D400 material was set to 1.16 g/cm3 and 68.7 eV, respectively. The GEANT4 internal

materials G4 AIR and G4 WATER were selected to represent air and water. The mean

excitation energies of air and water were 85.7 eV and 78 eV, respectively.

4.2.1 kpoint

The kpoint correction factor accounts for the finite radius of the source and aims to deter-

mine absorbed dose from a point source. This correction can be calculated by:

kpoint =
Dcavity,point

Dcavity,planar2D

(4.10)

whereDcavity,point is the absorbed dose to the air cavity from a point source andDcavity,planar2D

is the absorbed dose to the same cavity using the real 2D emission profile of the source.

Based on the unlaminated film results shown in figure 4.28, the 210Po source was modeled

as a circular planar source with uniform emission profile. The diameter of the source was

measured using an image of a ruler placed next to the source and using unlaminated EBT3

films (see figure 4.28). Several line profiles, passing through the center of the circle, were

drawn and the average diameter was calculated to be 3.2 mm. The kpoint correction was

calculated independently for air gap ranging from 300-525 µm. The atomic de-excitation

was turned on and the production thresholds were set to 1 µm for these simulations.

Figure 4.30 shows the kpoint correction factor as a function of air gap. The correction

was calculated to be in the 7-9.5% range and observed to be increasing with the air gap.

As previously demonstrated in figure 3.24, the absorbed dose to cavity decreases as the
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Figure 4.30: The kpoint correction factor as a function of air gap for a 210Po point
source.

air gap increases, which leads to a kpoint correction greater than unity. The mean track-

length of the emitted alpha particles increases with decreasing source diameter leading

to an increase in energy deposited in the cavity. Additionally, the kpoint correction was

found to be dependent on the air gap.

4.2.2 Correction factors for the cylindrical shell method

The MC-calculated correction factors for the dosimetric formalism described in section

2.3.3 are calculated and reported in this section.
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4.2.2.1 kbackscatter

The backscatter correction factor, kbackscatter, accounts for the differences in scatter con-

ditions between the measurement setup and the quantity of interest. Specifically, the

kbackscatter corrects for the presence of the D400 detector and the source substrate. The

magnitude of the correction depends on the differences in the energy being deposited

inside the air cavity due to the detector and substrate versus free air. The kbackscatter

correction can be calculated by:

kbackscatter =
Dcavity,point,air

Dcavity,point,det,substrate

(4.11)

where Dcavity,point,air is the absorbed dose to cavity from a point 210Po source without

the presence of the substrate or the detector and Dcavity,point,det,substrate is the absorbed

dose to air from a point source to the same cylindrical cavity with the presence of the

substrate and the detector. The backscatter correction was calculated as a function of

air gap between the source and the detector. Therefore, the kbackscatter correction must

be applied to the measured ionization current at each air gap.

Air gaps of 300-525 µm with increments of 25 µm were simulated independently. The

production thresholds were set to 1 µm and the atomic de-excitation parameter was

turned on. Figure 4.31 shows the results for the 210Po source. A mean correction of

7.5% was found with a maximum correction of 8.28%. The backscatter correction was

observed to have a dependence on the air gap with the magnitude of the correction

decreasing with increasing air gaps. It can be concluded that the backscatter correction

was dominated by the presence of the source substrate since the D400 EC was found to

have a backscatter magnitude of < 1%, relative to air, as demonstrated in figure 4.14.

The backscatter correction for alpha particles was found to be larger in this work when
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Figure 4.31: The backscatter correction factor as a function of air gap for a 210Po
point source.

compared to Hansen et al. for beta particles [77]. The backscatter effect in this work was

caused by the presence of both the detector and the source substrate, whereas, only the

detector backscatter was considered in Hansen’s work due to the applicator being present

during the irradiation [15].

4.2.2.2 kinvkcav

The absorbed dose to a cylindrical shell with a thickness of ∆l and radial distance of l1+
∆l
2

from the source can be measured after applying the kpoint and kbackscatter correction factors

to the net ionization current. The diameter of the cylindrical shell is equal to the diameter

of the air cavity subtended by the D400 EC. Therefore, the measured absorbed dose must
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be converted from a cylindrical shell to a infinitesimally-small cube by:

kinvkcav =
Dcube

Dcyl,point,air

(4.12)

whereDcube is the absorbed dose to air from a point source scored in a infinitesimally-small

cube made of air without the presence of the detector and the substrate and Dcyl,point,air

is the absorbed dose to air to a cylindrical shell of ∆l thickness l1+
∆l
2
away from a point

source without the presence of the substrate or the detector. In this work, the kinvkcav

correction was defined such as the radial distance of the cube is equal to l1 +
∆l
2
distance

of the cylindrical shell. Hence, the off-axis drop in fluence must be accounted for.

A point 210Po source was simulated in TOPAS MC code. These simulations were run

in sequential mode, with 500 concurrent independent simulation jobs (500 cores), on

the University of Wisconsin-Madison Center of High Throughput Computing (CHTC)

cluster. The total run time was 4-5 hours for these simulations. The Dcube was calculated

in an array of 10x10x10 µm3 air cubes placed at radial distances of 5-995 µm away from

the source. The production thresholds for all particles were set to 3 µm. The Dcyl,point,air

was calculated in an array of cylindrical shells with diameters and thicknesses of 4.012 mm

and 25 µm, respectively, placed at distances of 12.5-987.5 µm from the source.

Figures 4.32 and 4.33 show the simulation results for the Dcube and Dcyl,point,air quantities.

Due to the 1/r2 radial fall-off, the Dcube was found to have a much steeper dose distribu-

tion than the Dcyl,point,air. Additionally, the magnitude of the absorbed dose to air was

observed to be much higher for Dcube. Based on these results, the kinvkcav correction was

calculated using equation 4.12 and is shown in figure 4.34. The dominating contribution

to the kinvkcav correction belongs to the kinv part since the off-axis reduction in fluence

was found to be much greater than the cavity perturbation. Assuming alpha particles

have straight trajectories, the kinv correction can be approximated by equation 2.23.
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Figure 4.32: The absorbed dose to air as a function of radial distance for a point
210Po source. The error bars correspond to 1σ uncertainty and are smaller than the
marker.

Figure 4.33: The absorbed dose to cylindrical shells as a function of radial distance
for a point 210Po source. The error bars correspond to 1σ uncertainty and are smaller
than the marker.
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Figure 4.35 shows the kinv correction factor using the defined analytical expression and

the corresponding kcav correction. As hypothesized, the differences in the absorbed dose

to cylindrical shells and absorbed dose to cubes originate from the off-axis reduction in

fluence. The kcav correction was found to be < 1% at all investigated radial distances.

Figure 4.34: The kinvkcav correction factor as a function of radial distance from a
point 210Po source. The error bars correspond to 1σ uncertainty and are smaller than
the marker.

4.2.2.3 Air to water absorbed dose conversion

The measured absorbed dose to air can be converted to absorbed dose to water by applying

the appropriate stopping power ratio and a scatter/attenuation correction. In this work,

a single MC based correction factor was utilized for such a conversion and can be given
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Figure 4.35: The kinvkcav correction factor as a function of radial distance from a
point 210Po source. The error bars correspond to 1σ uncertainty.

by:

Dwater(rwater) = Dair(rair)kwater
r2air
r2water

(4.13)

where Dair(rair) is the absorbed dose to air at a radial distance of rair from a point

source and Dwater(rwater) is the absorbed dose to water at a radial distance of rwater.

The final term in the equation accounts for the inverse-square fall-off. Energy loss of

charged particles is proportional to ρ, where ρ is the physical density of the absorbing

material. After the application of water-to-air stopping power ratios, the primary cause

of energy loss differences in the two materials is due to the physical density differences.

Therefore, attenuation of alpha particles at a radial distance of r in air is equivalent to

attenuation at a radial distance of ∼ 0.001r in water. This assumption is valid if the

inverse-square fluence drop-off is considered. As shown in figure 4.36, the plateau region

of alpha particles in air extends up to 1-5 mm depth in air and up to 5 µm depth in

water. Since radial distances of 300-525 µm in air were utilized in this work, absorbed

dose to water at 1 µm distance from a point source was considered to be the quantity of

interest.
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Figure 4.36: The integral depth dose (IDD) of a 5.3 MeV alpha beam source in water
(top) and air (bottom).

The air to water absorbed dose correction was calculated by simulating absorbed dose to

a 0.2 µm thick spherical water shell with a 1 µm radial distance from a point source in

a water phantom. The kwater conversion factor was calculated using equation 4.13 with

rwater and rair of 1 µm and 312.5 µm, respectively. The magnitude of the correction

factor was calculated to be 1.165±0.006. Since TOPAS employed the ICRU-49 stopping

power tables, the stopping power ratio of water-to-air for 5.3 MeV alpha particles was

determined to be 1.1624. Hence, the correction for scatter and attenuation differences

between the water and air were < 0.5%. It can be concluded that by measuring absorbed

dose to air at 300 µm radial distance in air can be converted to absorbed dose to water at
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1 µm radial distance in water by application of an inverse-square correction and water-

to-air stopping power ratio.

4.2.3 Correction factors for the extrapolation method

The MC-calculated correction factors for the extrapolation method dosimetric formalism

described in section 2.3.4 were calculated and reported in this section. Both dosimetric

formalism introduced in this work share a common kpoint correction factor.

4.2.3.1 kbackscatter

Since the quantity of interest for this formalism is absorbed dose to water, the backscatter

correction accounts for the differences in the scatter conditions between the nominal

source substrate and detector materials and water. The backscatter correction can be

calculated by:

kbackscatter(l) =
Dcavity,point,water(l)

Dcavity,point,det,substrate(l)
(4.14)

where Dcavity,point,water is the absorbed dose to cavity from a point source with the sub-

strate and the detector composed of water and Dcavity,point,det,substrate is the absorbed dose

to air from a point source to the same cylindrical cavity with the nominal materials of the

substrate and the detector. The backscatter correction must be calculated independently

for each air gap using MC simulations. Air gaps of 300-525 µm were simulated with

production thresholds set to 1 µm and atomic de-excitation turned on.

The results for the backscatter correction are shown in figure 4.37. The mean backscatter

correction was calculated to be 5.6% with a range of 2.83%. Similar to the backscatter

correction reported in figure 4.31 for the cylindrical shell formalism, the correction factor

was found to be dependent on the air gap. However, there was a ∼ 3.0% difference
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Figure 4.37: The backscatter correction factor as a function of air gap for a 10Po
point source.

between the two corrections. The backscatter correction when the source substrate and

detector was composed of air was greater than water due to its higher effective atomic

number and presence of relatively heavier elements in the material composition.

4.2.3.2 kdiv

The divergence correction is the largest correction factor for this formalism. The kdiv

is dependent on the air gap and typically increases with increasing air gaps. Therefore,

measurements with small air gaps are desired to reduce the magnitude of the divergence

correction factor. The kdiv is given by:

kdiv =
Dcavity,point,water(l→ 0)

Dcavity,point,water(l)
(4.15)
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where Dcavity,point,water is the absorbed dose to cavity from a point source with the sub-

strate and the detector composed of water and (l → 0) refers to this curve extrapolated

to a zero air gap. Absorbed dose to cavity was scored for air gaps ranging from 50-525 µm

with production thresholds set to 1 µm and atomic de-excitation turned on. Absorbed

dose at air gaps < 300µm were also simulated to accurately extrapolate the curve to a

zero air gap. A 3rd order polynomial function was used to fit the dose versus air gap

curve and the intercept was taken as the Dcavity,point,water(l → 0) value. The divergence

correction was then computed for air gaps in the 300-525 µm range.

The MC-calculated absorbed dose versus air gap curve with the fitted function are shown

in figure 4.38. The divergence correction is also plotted as a function of air gap. As

hypothesized, the divergence correction was found to be the largest correction factor for

the extrapolation method. The associated uncertainty in the polynomial fit was calculated

to be 1.70% with an R2 of 0.997. Since the absorbed dose has a non-linear relationship

with the air gap, the extrapolated absorbed dose was found to be dependent on the fitting

parameters leading to a relatively higher uncertainty. A linear relationship, with R2 of

0.999, was observed between the kdiv and the air gap. The magnitude of the correction

ranged from 93% to 239% within the simulated range of air gaps.
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Figure 4.38: Top: absorbed dose to cavity plotted as a function of air gap with a 3rd
order polynomial fit. Bottom: the divergence correction factor for 300-525 µm air gaps.

4.3 Measurement of absorbed dose from a 210Po source

The constructed primary standard was evaluated using a 210Po source described in section

4.1.4. The measurements consisted of ionization current readings at various air gaps with

an electrical bias applied to the source substrate. The measured absorbed dose to air

cavity was directly compared with MC-calculated dose. Using the formalism provided in

equation 2.20 and the Monte Carlo (MC)-based correction factors calculated in section
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4.2, the absorbed dose to air was measured and then converted to absorbed dose to water

at 1 µm radial distance from a point source. The surface absorbed dose to water was also

determined using the formalism provided in equation 2.26 and correction factors calcu-

lated in section 4.2. The
(
W̄
e

)
air

constant was taken from the literature to be 34.96 J/C

with a total uncertainty of 0.2% [118][119]. Additionally, no energy dependence was found

previously in the
(
W̄
e

)
air

values for alpha particles in the 3-14 MeV energy range [121].

The ionization chamber (IC)-specific correction factors were calculated individually and

applied to the measured ionization current. The temperature and pressure correction,

kTP was calculated by:

kTP =
273.2 + T

273.2 + 22
× 101.33

P
(4.16)

where T is the temperature in degrees Celsius and P is the pressure in kPa of the air.

The kelec correction factor was based on an electrometer-specific calibration provided by

the University of Wisconsin Accredited Calibration Lab (UWADCL). The kpol correction

factor accounted for the polarity effect of the applied voltage and was calculated by:

kpol =

∣∣∣∣M+ −M−

2M−

∣∣∣∣ (4.17)

where M+ is the positive charge collected by the detector and M− is the negative charge.

The polarity correction was calculated for each air gap. The krecom correction accounts

for the signal lost due to the recombination of the liberated electrons with ions in the air

cavity. It is pertinent that an appropriate voltage is applied to minimize recombination

effects. However, application of large voltages can lead to charge multiplication effects,

which must be avoided for these measurements.



134

4.3.1 Recombination correction

In order to determine the optimal voltage and to investigate the recombination effects in

the air cavity, experimental methods were considered. The recombination correction can

be calculated by:

krecom = kinitialkgeneralkdiffusion (4.18)

where kinitial is the initial recombination, kgeneral is the general recombination, and kdiffusion

is the correction for loss of signal due to charges diffusing against the applied electric field.

The diffusion component of the recombination correction is considered negligible when

compared to the initial and general recombination. The recombination correction, k, is

calculated as the inverse of the collection efficiency f . The initial recombination occurs

when the liberated electron and positive ion from the same ionization event combine

together to neutralize the charge. The general recombination occurs when an electron

and a positive ion from different ionization events combine with each other. Typically,

initial recombination is dependent on the ionization density, or the linear energy transfer

(LET), of the particles traversing the cavity and general recombination is proportional to

the dose rate of the radiation source. It is worth noting that the initial and the diffusion

recombination collection efficiencies are proportional to the applied voltage V , and the

general recombination efficiency is proportional to V 2.

For photon and electron beams, the recombination correction is usually determined by

plotting 1/V 2 against 1/Q, where V is the applied voltage and Q is the collected charge.

The saturation charge, Qsat, is calculated as the inverse of the y-intercept. The total

recombination correction is determined by Qsat

Q
. This method assumes that the initial and

diffusion recombination effects are minimal and the total recombination is proportional to

V 2. Previously, this assumption has been proven to be untrue for heavy charged particles

due to their high LET and high initial recombination contribution [122] [123] [124] [125].
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Therefore, the recombination correction must be modeled by considering the dependence

of charge on both V and V 2:

1

Q
=

(
1

Qsat

+
α

V
+

β

V 2

)
e−γV (4.19)

where α, β, and γ are fitting parameters [126]. The exponential term dictates the collected

charge in the multiplication region.

Figure 4.39: Measured and fitted Jaffe plots to determine the recombination correc-
tion factor.

The total recombination correction can be measured by acquiring charge readings at

various electric potentials. The measured data can be fitted to equation 4.19 and the
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saturation charge can be determined. In this work, a least square optimization tool was

used in MATLAB to fit the measured data. Measurements were acquired at a 300 µm

air gap with electric potential ranging from 1-200 V. Figure 4.39 shows an example of the

measured and fitted data where 1/Q is plotted as a function of both 1/V and 1/V2. For

this example, the fitting parameters Qsat, α, β, and γ were calculated to be 529.94 pC,

2.06×10−4 V/pC, 5.68×10−5 V2/pC, and 1.59×10−4 V−1, respectively. Therefore, the

recombination correction was determined to be < 0.5% for an electric field strength of

150 V/mm.

4.3.2 Ionization current measurements

Before the measurements were acquired, the stability of the signal was investigated by

acquiring ionization current measurements at an arbitrary air gap for a long period of

time. The current was measured using a MAX4000 electrometer (Standard Imaging,

Middleton, WI) at a rate of 1 Hz for 30 minutes. The current was observed to be

fluctuating within 0.22% of the mean value, as shown in figure 4.40. The mean period of

the oscillation was found to be 28 seconds. Therefore, all charge readings must be taken

for a longer time period than that.

Multiple trials were launched to determine the D400 ionization current due to the 210Po

source. Independent measurements were acquired for each trial and the entire measure-

ment process was repeated from the beginning. Figure 4.41 illustrate the steps taken

to acquire the ionization current for each trial. With the 210Po source mounted on the

source subassembly, the D400 EC was lowered using the linear motion stage to an air gap

< 1 mm. The source was then biased with an electric potential of -40 V and lateral scans

were acquired using the hexapod motion stage with 0.1 mm steps. At each dwell posi-

tion, a single 45 s charge reading was taken using a MAX4000 electrometer. The position
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Figure 4.40: The stability of the D400 ionization current signal over time.

Figure 4.41: The measurement procedure for each trial.

with the maximum signal was selected for all consequent measurements. Following the

lateral alignment, the rotational alignment is performed for the D400 EC based on the

methodology described in section 4.1.3.1. It is noteworthy that any lateral offsets were

considered when selecting the pivot point of the rotation.

Once the lateral and rotational alignment has been performed, the initial air gap between

the source and the D400 EC is determined using the capacitance method described in

section 4.1.3.2. A voltage change from -10 V to -100 V is applied and a 30 s charge reading

is collected. Following this measurement, a 30 s charge reading is collected at the -100 V

bias to distinguish the charge due to the capacitance and charge due to ionization. These

measurements are acquired at least three times at four separate air gaps with increments
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of 50 µm. The equations 4.7 and 4.6 are then used to determine the initial air gap. An

example of a capacitance measurement from one of the measurement trial is shown in

figure 4.42.

Figure 4.42: Capacitance-based method to determine the initial air gap.

The recombination correction was measured based on the method described in section

4.3.1 for each measurement trial. Three 60 s charge readings were acquired at each applied

voltage with the air gap set to 300 µm. The recombination correction was calculated using

the fitting function reported in equation 4.19 for the 150 V/mm electric field strength.

Both positive and negative bias as applied and three 60 s charge readings were collected

to calculate the polarity correction factor using equation 4.17. The temperature and

pressure was noted to apply an air density correction to the ionization current readings.

Three 60 s charge readings were collected at each air gap ranging from 300-525 µm
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Figure 4.43: The ionization current, normalized by radioactivity, collected by the
D400 EC at each air gap.

in 25 µm increments. The kT,P , kpol, krecomb, and kelec corrections were applied to the

charge readings, which were then normalized by the decay-corrected radioactivity of 210Po.

Figure 4.43 displays the current readings for the three trials conducted in this study.

Percent standard error in the range of 2.19-3.30% was found in the ionization current

readings when results from all trials were considered.
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Figure 4.44: The measured and MC simulated absorbed dose to cavity as a function
of air gaps in the 300-525 µm range.

4.3.3 Comparison of measured and MC absorbed dose to cavity

The accuracy of the MC-predicted absorbed dose to cavity, normalized by radioactivity,

was assessed by comparing it with the measured absorbed dose. The measurement appa-

ratus was simulated using parameters discussed in section 4.2 and the 210Po source was

modeled to match the measured source specifications. The measured absorbed dose to

cavity was calculated by:
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Ḋair(l) =
1

Ao

(
W̄
e

)
air

ρoAeff

I

l

(
kpolkrecomkTPkelec

)
(4.20)

where Ao is the activity of the 210Po source,
(
W̄
e

)
air

is the mean energy required to

liberate an ion pair in dry air, ρo is the physical density of air at standard temperature

and pressure, Aeff is the effective cross-sectional area of the cylindrical air cavity, I is

the ionization current, and l is the air gap between the collector and source surfaces. The

last few terms, denoted by k, are the ion chamber-specific correction factors discussed in

previous sections. Figure 4.44 compares the measured and MC-simulated absorbed dose

to air cavity subtended by the D400 EC. Good agreement was found between the two

curves with average and maximum deviations of 1.43% and 2.05%, respectively. These

results demonstrate the ability of MC methods to accurately calculate absorbed dose for

alpha-emitting radionuclides.

4.3.3.1 Uncertainty budget

Table 4.4: Uncertainty budget for the absorbed dose measurement, acquired with the
D400 EC, at a 300 µm air gap.

Component of uncertainty Type A (%) Type B (%))

Net current 0.20
Current repeatability 3.29
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 1.00
Radioactivity 1.00

Combined uncertainty (k=1) 3.61
Combined uncertainty (k=2) 7.22

Tables 4.4 and 4.5 show the combined uncertainty in the measured absorbed dose to

air cavity for the 300 µm and 500 µm air gaps. The random fluctuations in the signal,
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Table 4.5: Uncertainty budget for the absorbed dose measurement, acquired with the
D400 EC, at a 500 µm air gap.

Component of uncertainty Type A (%) Type B (%))

Net current 0.20
Current repeatability 2.19
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 1.00
Radioactivity 1.00

Combined uncertainty (k=1) 2.63
Combined uncertainty (k=2) 5.26

shown in figure 4.40, led to a 0.2% Type A uncertainty in the signal for a given trial.

The current repeatability was calculated by computing the percent standard error in

the current readings considering all measurement trials. This uncertainty component

was the largest contributor to the total uncertainty and is attributed to the positional

uncertainty in the air gap and uncertainty in the rotational alignment. Any uncertainty

in the capacitance method to determine the initial air gap is also represented by the

current repeatability component of the uncertainty. The ionization signal was observed

to be highly sensitive to the positional offsets in the air gap. Based on the MC simulated

absorbed dose, deviations of ∼ 20µm between the actual and measured air gap can lead

to deviations > 3% in the absorbed dose. Any tilts in the geometry further add to the

uncertainty. Additionally, the uncertainty in the current readings was noted to decrease

with increasing air gap since the slope of the dose versus air gap curve decreases with

increasing air gap. Therefore, current readings acquired at smaller air gaps were found to

be more sensitive to positional offsets. The combined uncertainty at k=1 ranged between

2.63-3.61%.
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4.3.4 Absorbed dose measurements using the cylindrical shell

method

Figure 4.45: Measured absorbed dose to air as a function of radial distance from a
point 210Po source using the cylindrical shell method.

The quantity of interest proposed in the cylindrical shell dosimetric formalism measures

absorbed dose to air as a function of radial distance from a point source, as discussed

in section 2.3.3. Following this calculation, the absorbed dose to air is converted to

surface absorbed dose to water using equation 4.13. Figure 4.45 shows the measured

absorbed dose to air as a function of radial distance. This curve was calculated using

equation 2.20. Due to the inverse square law, the absorbed dose was found to decrease

as the radial distance increases. The converted surface absorbed dose to water at each

radial distance is reported in figure 4.46. Ideally, the surface absorbed dose to water
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Figure 4.46: Surface absorbed dose to water measured at each radial distance from a
point 210Po source using the cylindrical shell method.

calculated using each independent absorbed dose to air would be equivalent. However,

the induced uncertainty in the measurements lead to a large range of calculated dose to

water. The mean surface dose to water was calculated to be 0.0426 Gy/s/Bq with a range

of 0.0233 Gy/s. Therefore, the uncertainty in the absorbed dose values was found to be

prohibitively large to yield a precise absorbed dose measurement.

4.3.4.1 Uncertainty budget

Table 4.6 compiles the combined uncertainty for absorbed dose to air at a 312.5 µm

radial distance from a point 210Po source. The largest component of uncertainty was the

current repeatability uncertainty in the net ionization current readings calculated by the

difference in the current readings at 300 µm and 325 µm air gaps. As discussed in section
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Table 4.6: Uncertainty budget for the absorbed dose to air measurement, using the
D400 EC, at a 312.5 µm radial distance from a point source.

Component of uncertainty Type A (%) Type B (%))

Net current 0.28
Current repeatability 10.0
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 1.00
Radioactivity 1.00

kpoint correction 0.20
kbackscatter correction 0.20

kcav correction 0.20

Combined uncertainty (k=1) 10.11
Combined uncertainty (k=2) 20.22

4.3.3.1, the repeatability uncertainty in the ionization current at each air gap can be as

large as 3.29 %. Therefore, the current difference method to measure absorbed dose to

a cylindrical shell introduces uncertainty from current readings at two different air gaps,

leading to a much larger overall uncertainty. Furthermore, the net current reading is

much smaller than the individual current reading at each air gap lowering the SNR of

the absorbed dose. Assuming the dose fall-off follows approximately the 1/r2 function,

a 15 µm positional offset error at 0.3 mm radial distance from the source will lead to

a 10% difference in the ionization current. Therefore, the uncertainty in the positional

and rotational alignment of the air gap propagates at a much larger magnitude for this

dosimetric formalism leading to combined uncertainties greater than 10%, regardless of

the radial distance from the source. The high magnitude of the uncertainty was found to

be reflected in the surface absorbed dose to water calculation shown in figure 4.46. Hence,

the percent standard deviation in the surface absorbed dose to water was calculated to be

18.40%. It can be concluded that the cylindrical shell dosimetric formalism yields large

uncertainties in the absorbed dose measurements.
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4.3.5 Surface absorbed dose measurements using the extrapo-

lation method

Figure 4.47: Corrected ionization current at each air gap for the 210Po source.

The extrapolation method directly measures the absorbed dose to water by extrapolating

the ionization curve to a zero air gap. This dosimetric formalism was previously described

in section 2.3.4. The ionization current at each air gap corrected by the ion chamber-

specific correction factors and MC-calculated correction factors is shown in figure 4.47.

The current data were found to be linearly increasing with the air gap with an R2 of

1.00. The mean slope of the curve, (∆I
∆l
)l→0, was calculated to be 1.11×10−18 A/Bq/µm.

Based on this calculation, the mean surface absorbed dose to water was measured to be

2.8913×10−06 Gy/s/Bq.

It is important to address the differences in the surface absorbed dose to water between the

two dosimetric formalisms. The surface dose measured using the extrapolation method
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was many times smaller than the surface dose measured using the cylindrical shell method.

This difference arises due to the different definitions of surface absorbed dose. For the

cylindrical shell formalism, the surface absorbed dose to water is defined by scoring ab-

sorbed dose to a spherical shell at 1 µm radial distance away from a point source. There-

fore, this formalism accounts for the inverse-square fall off along both the lateral direction

and the radial direction. The extrapolation formalism doesn’t explicitly account for the

inverse-square fall off and only considers the decrease in absorbed dose to cavity with the

increasing air gap between the source and detector electrodes. Both formalisms measure

absolute absorbed dose, albeit considering different geometries.

4.3.5.1 Uncertainty budget

Table 4.7 shows the combined uncertainty in the surface absorbed dose to water using

the extrapolation dosimetric formalism. Besides the uncertainty in the stopping power

ratio, the largest contributor to the total uncertainty was the current slope repeatability,

calculated by considering the standard error in the slope of the corrected ionization current

versus air gap curve. This uncertainty was observed to be relatively smaller than the

repeatability uncertainty reported in previous section. This can be partially explained

by the usage of a highly precise hexapod motion stage capable of relatively moving with

a high repeatability. Therefore, despite having possible rotational and positional errors,

the slope of the ionization versus air gap curve was found to be repeatable over multiple

trials. The uncertainty in the divergence correction was the third largest contributor.

This uncertainty was calculated by considering both the statistical uncertainty in the

MC simulations and the polynomial fitting error when calculating the dose extrapolated

to zero air gap. The surface absorbed dose to water uncertainty using the extrapolation

method was found to be 3.74% at k=1.
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Table 4.7: Uncertainty budget for the surface absorbed dose to water measured using
the D400 EC.

Component of uncertainty Type A (%) Type B (%))

Net current 0.20
Current slope repeatability 1.61

Air density correction 0.10
Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 1.00
Radioactivity 1.00

(Scol

ρ
) 2.45

kpoint correction 0.20
kbackscatter correction 0.20

kdiv correction 1.79

Combined uncertainty (k=1) 3.74
Combined uncertainty (k=2) 7.48
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Chapter 5

Construction and evaluation of a

printed circuit board (PCB) planar

windowless extrapolation chamber as

a primary standard for absorbed

dose

5.1 Detector construction and characterization

In addition to the D400 extrapolation chamber (EC), a printed circuit board (PCB)

was constructed and utilized as an absolute dosimeter in this work. The motivation

behind construction of such an EC was its ability to align in a more accurate parallel

configuration with the source substrate than the D400 EC. Figure 5.1 shows the first

version of the PCB EC. The PCB was constructed with a 35 µm copper layer on a FR-4
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fiberglass material. The fiberglass provides a base support layer for the PCB and also act

as an insulator between the conducting regions. The thickness of the fiberglass substrate

was 2 mm. The clearance between the conducting regions was set to be 0.2 mm. The

collecting electrode was constructed to be 4.00 mm in diameter, matching the collector

dimensions of the D400 EC. The collector was surrounded by a guard ring with a 2.5 mm

radial thickness and was segmented into quarters. Each segmented guard region was read

out using the leads running towards each corner of the PCB. The bottom right corner

of the PCB shown in figure 5.1 shows two leads, one for the collector and one for the

bottom right guard. The segmented guard ring was surrounded by conducting material

to form a square.

Figure 5.1: The first version of the PCB EC is shown. The center circle is the
collecting electrode and the surrounding segmented ring is the guard.
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The novelty of the PCB EC originates from its segmented guard design. Since capacitance

between the guard ring and the source substrate is inversely proportional to the air gap

between them, a parallel configuration between the detector and source would lead to an

equivalent capacitance between the opposing segmented guards. Therefore, by measuring

and minimizing the differential capacitance between the two sets of opposing guards, a

parallel alignment can be achieved with great accuracy. This concept was borrowed from

the field of micromechanics. An accurate parallel alignment between the detector and the

source leads to a more accurate knowledge of the air cavity dimensions and the measured

absorbed dose. However, the construction of the PCB with metallic conductors, instead

of plastic-based conductors such as D400, leads to a larger backscatter correction factor.

5.1.1 PCB detector subassembly

The apparatus assembly described in section 4.1 was used with the PCB detector sub-

assembly. The D400 EC was swapped out with the PCB subassembly described in this

section. The source subassembly and the ancillary components were kept unchanged for

measurements using the PCB EC. Following the construction of the first version of the

PCB EC, the electronic noise level was measured by applying an electric potential of 30 V

to the source substrate. The leakage current was measured to be < 10 fA using the MAX

4000 electrometer. Based on these results, the FR-4 fiberglass was deemed suitable as an

insulator.

The final version of the PCB was constructed by Silver Circuits Inc. (Houston, TX) and

is displayed in figure 5.2. The PCB had a gold finishing on top of the copper layer. The

PCB was mounted on a cylindrical aluminum part with holes to accommodate the wires.

The aluminum part was machined so that it can slide into the optical collar shown in

figure 4.1. The PCB was held onto the mounting part using three plastic screws and
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Figure 5.2: Left: the final version of the PCB mounted on the cylindrical aluminum
part is shown. Right: the back side of the mounting part is shown.

polyamide washers. A hex standoff was screwed on the back side of the PCB mounting

part to clamp down the wires. The electrical wires for each segmented guard were read out

individually when measuring differential capacitance across the opposing guards. This

was defined to be the “segmented mode.” When measuring the ionization current due to

the radioactive source, the individual segmented guard channels were combined to form

a single guard ring. This was labeled to be the “combined mode.” The electrical signal

was read out using coaxial cables.

Following the construction of the PCB, soldering of the wires, and mounting on the alu-

minum part, the surface flatness was evaluated using the Zygo NewView 9000 interfer-

ometer. The parameters described in section 4.1.1 were utilized for these measurements.

Figure 5.3 shows the 2D flatness profile of the PCB. Several radial profiles were plotted

at various polar angles as shown on the bottom of the figure. The dips in the profile

correspond to the 0.2 mm clearance gaps separating the conductors. Since the diameter

of the source substrate was 5.55 mm in radius, the region of interest for this work was the

central circular area within this radial distance. The upper left and lower right corners of
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Figure 5.3: The interferometer results for the final version of the PCB mounted on
the detector subassembly.
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the PCB were observed to bow out with a magnitude of up to 18 µm. Within the central

collector and guard region, the flatness was within 10 µm. Therefore, small air gaps can

be permitted between the PCB and the source substrate.

Since the PCB was constructed with high atomic number metallic materials, the backscat-

ter was quantified using a similar approach first introduced in section 4.1.1. Monte Carlo

simulations (MC) were performed using the GEANT4 code and parallel monoenergetic

alpha beam sources simulated on the flat surface of a cylindrical air cavity. The absorbed

dose to cavity was scored with and without the presence of the gold cylindrical collector

placed distally to the cavity, as demonstrated in figure 4.14. The optimal physics param-

eters determined in section 3.1.2 were utilized. The atomic de-excitation was turned on

and the production threshold for each particle was set to 1 µm. The backscatter was

calculated using equation 4.1.

Figure 5.4: The backscatter due to the presence of the gold or copper collector.
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Figure 5.4 shows the backscatter from the collector, simulated as both gold and copper

separately, as a function of alpha energy. For the gold collector, the mean backscatter was

calculated to be 1.1% and was observed to be energy independent given the uncertainty in

the simulation results. The backscatter for the copper collector was observed to increase

with increasing alpha energy. However, the maximum backscatter was found to be < 1%.

The parallel incidence of the alpha particle beam for these simulations leads to a low

probability of backscattering. If the alpha particles strike a surface with an oblique

angle, the backscatter typically increases due to the multiple Coulomb scattering of the

particle deflecting its path. Therefore, the results shown in figure 5.4 cannot be directly

substituted for the measurement setup utilized in this work.

5.1.2 COMSOL electric field lines simulations

The constructed PCB must have uniform electric field lines, at least in the vicinity of the

collector and the guard. Presence of any fringe fields or regions of non-uniform electric

fields can lead to a deviation of the cavity’s actual volume from the nominal volume.

Further, any sharp edges in the geometry may lead to electric field distortion. For the

PCB EC, the clearance between the conducting regions such as the collector and the

guard, as well as the clearance between the segmented guard, was selected to be 0.2 mm.

It is important to demonstrate that this gap is sufficient for the definition of the active

volume of the air cavity.

The COMSOL Multiphysics® simulation code was used to simulate the electric field lines

inside the air gap between the PCB and the source substrate. A 3D model of the PCB was

constructed and shown in figure 5.5. Only the region with the segmented guard and the

collector was simulated since the air cavity is subtended by the collector and is defined by

the gap between the collector and the guard. The source substrate was simulated to be a
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cylinder made out of a generic conductor and was applied with a constant static electric

potential such that the electric field strength inside the air gap remained 100 V/mm. The

collector and the guard were also simulated to be conductors as well. The air gap between

the source substrate and the PCB was arbitrarily selected to be 100 µm. The air between

the collector and the guard had a physical density of 1.197 kg/m3, relative permittivity

of 1.0, and electric conductivity of 5.0E-015 S/m. The collector-guard insulator (CGI)

was allowed to float during these simulations. A triangular “extra-fine” mesh was created

with sides < 5µm for high-resolution electric field simulations. A streamline plot was used

to visualize the electric field lines in the geometry. The electric field lines near the CGI

and near the edges of the segmented guard were of interest in this work. Two 2D slice

profiles, shown as bolded black lines on figure 5.5, were extracted from the 3D simulation

results.

Figure 5.6 shows the 2D profile of the electric field lines near the CGI. The electric field

lines were observed to be uniform in the guard and the collector regions and were noted

to diverge exactly halfway in the CGI gap. As found previously in section 4.1.2 for the

D400 EC, the radius of the air cavity was calculated to be:

rcavity = 0.5(rcollector + rguard inner) (5.1)

where rcollector is the radius of the collector and rguard inner is the inner radius of the guard.

The radius of the air cavity was calculated to be 2.10 mm, which is ∼80 µm larger than

the air cavity subtended by the D400 EC.

The electric field lines between two segmented guards are shown in figure 5.7. The lead

represents a 0.2 mm thick conducting region separating the segmented guards. The

0.2 mm clearance between the segmented guards and the lead is also shown. The field

lines were observed to be uniform everywhere except near the edges of the geometrical
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Figure 5.5: The schematic of the PCB EC simulated in COMSOL Multiphysics®.
The black lines demonstrate the 2D slice profiles that were extracted from the 3D
simulation results.

components. The individual segmented guard regions were found to be well seperated

from each other with the field lines halfway in the clearance region terminating at the

guard. It can be concluded that a 0.2 mm clearance between the guard segments is

sufficient for well-defined guard regions.

5.1.3 Capacitance and parallelism measurements

5.1.3.1 Parallel alignment between the detector and the source

A parallel alignment between the PCB and the source substrate can be achieved using the

segmented guard design. Figure 5.8 shows the coordinate system used for this purpose
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Figure 5.6: The electric field lines near the collector-guard insulator (CGI) for a
100 µm air gap.

and the connection of the segmented guards to their respective channels. The rotation

about the x and y axes is represented by u and v, respectively. A parallel configuration can

be achieved by minimizing the differential capacitance between the positive and negative

terminals of a given channel. For example, a rotation along the x axis (denoted by u) will

induce a capacitance imbalance between the positive and negative connections of channel

1. It is important that the x and y axes shown in figure 5.8 align with the x and y axes

of the hexapod stage.

The differential capacitance across the opposing guards was measured using a commercial

two-channel capacitance to digital convertor (CDC) shown in figure 5.9. The CDC has an

internal temperature sensor to correct for the atmospheric changes over time. Due to the

electronics of the CDC, differential capacitance can only be measured for a single channel

at a time. Figure 5.10 shows the circuit used to measure differential capacitance for
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Figure 5.7: The electric field lines near the segmented guard edges for a 100 µm air
gap.

each channel. An excitation voltage square-wave pulse train with a frequency of 32 kHz

and height of 6.5 V was applied to the source substrate using the excitation channel.

The difference in the capacitance induced by the voltage pulse between the positive and

negative connection was measured by the CDC. For these measurements, a continuous

pulse train was used and the differential capacitance was sampled with a rate of 90 Hz.

The CDC was placed inside a customized aluminum case with coaxial connections for

each channel, as shown in figure 5.11. The excitation channel was connected to the

source substrate and the guard connections are shown in figure 5.8. Therefore, differential

capacitances for channel 1 and channel 2 were minimized by rotation along the x and y

axes, respectively. After aligning the center of the PCB with the center of the source

substrate using the centering part, the PCB was operated in segmented mode. The CDC

software was turned on and the excitation pulses were allowed to be transmitted to the
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Figure 5.8: A schematic of the PCB segmented mode readout procedure is shown.

Figure 5.9: A picture of the capacitor to digital convertor (AD7746 Analog Devices)
employed in this work.
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Figure 5.10: The circuit used to measure differential capacitance across the opposing
guards.

Figure 5.11: The aluminum case for the CDC board with the individual channels.

source substrate. Channel 1 was monitored first. The differential capacitance signal was

allowed to stabilize over several minutes. Using the hexapod motion stage, a rotation

about the x-axis was applied in both positive and negative direction and the capacitance

readout signal was observed. The direction that led to a drop in differential capacitance

was selected to be the rotational direction of interest. The source substrate was rotated

in 0.1 deg increments until the differential capacitance was noted to rise again. When an

increase in signal was noted, a 0.1 deg rotational step was applied in the opposite direction

and the substrate was rotated in increments of 0.01 deg. By switching from 0.1 deg

increments to smaller rotations, the differential capacitance was minimized with a larger
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rotational accuracy. Once the minima was discovered, the input signal was switched from

channel 1 to channel 2 and the procedure described above was repeated. This method was

iterated at least twice to ensure that the differential capacitance was minimized along both

directions. Figure 5.12 shows a screenshot of the differential capacitance decreasing with

the rotational increments. Following the parallel alignment, the PCB guard channels were

disconnected from the CDC and combined together to operate in the combined mode.

Figure 5.12: A screenshot of the CDC software displaying the minimization of the
differential capacitance by rotating the source substrate.

5.1.3.2 Capacitance measurements

The diameter of the air cavity subtended by the PCB collector and the absolute air

gap between the source substrate and the PCB EC was measured using the capacitance

measurement methods outlined in section 4.1.3.2. The PCB was operated in the combined

mode. A dummy source was utilized to measure the diameter of the cavity and the offset

between the assumed air gap and the actual air gap using equation 4.6. A ∆V of 90 V

bias was applied for each air gap. The induced charge was collected using a MAX 4000
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electrometer in the threshold mode. The air gap was increased five times with 50 µm

increments and charge was collected at each interval. Following this experiment, the

offset in the air gap was applied as a translational shift using the hexapod stage and the

measurements were repeated with the known air gaps ranging from 200 µm to 400 µm in

50 µm increments. Figure 5.13 shows the results from a single trial plotting 1/C against

lassumed. The initial air gap was assumed to be zero, therefore, loffset was calculated to be

the y-intercept of the curve. Figure 5.14 shows the capacitance measurements following

the determination and application of the loffset shift.

Figure 5.13: Determination of the absolute air gap and the cavity diameter using
the capacitance method. Measurements with an arbitrary unknown initial air gap are
shown.

Four trials were conducted to measure the diameter of the air cavity and to assess the

variation in the measurements. During each trial, the source and detector assemblies were

centered and aligned parallel to each other using the hexapod motion stage before ac-

quiring capacitance measurements. Since capacitance measurements were acquired both

before and after the determination of the loffset shift, each trial yielded two measurements
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Figure 5.14: Confirmation of the absolute air gap and the cavity diameter using the
capacitance method. Measurements with a loffset shift applied are shown.

of the Aeff . Table 5.1 shows the results from the capacitance measurements using the

dummy source. A variation of 0.40% was determined in the cavity diameter based on the

multiple trial results. This variation was observed to be much smaller than the variation

in the Aeff measurements of the D400 EC shown in table 4.3. A smaller variation in the

PCB diameter measurements can be partially attributed to the higher accuracy of the

parallel alignment method utilized by the PCB detector system. The nominal diameter

of the cavity was calculated to be 4.20 mm, as previously determined in section 5.1.2.

Therefore, the measurements shown in table 5.1 conclude that the actual diameter of the

PCB cavity was 330 µm greater than the nominal diameter. The variation seen in the

measured Aeff arise from any tilts in the detector or the source leading to a reduction of

the cavity diameter.

The offset in the air gap was re-measured using the voltage increase method introduced

in section 4.1.3.2 when a radioactive source was employed. For each measurement trial,
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Table 5.1: Effective diameter of the air cavity determined from the capacitance mea-
surements using a dummy source.

Trial Cavity diameter (mm)

1 4.55/4.51
2 4.54/4.52
3 4.53/4.51
4 4.55/4.53

Avg. 4.53±0.40%

this contactless method was utilized to determine the initial air gap using a ∆V of 90 V

using the 210Po source described in 4.1.4.
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5.2 Monte Carlo correction factors for 210Po

The TOPAS Monte Carlo (MC) code was employed to calculate correction factors for the

210Po source when using the PCB EC instead of the D400 EC. A modular physics list

was used consisting of G4RadioactiveDecay, G4Decay, G4HadronElasticPhysicsHP ,

G4HadronPhysicsQGSP BIC HP , G4IonElasticPhysics, G4IonQMDPhysics, and

G4StoppingPhysics. A modified G4EMStandardOpt4 physics list was used for elec-

tromagnetic physics. The electromagnetic parameters for electrons were unchanged since

the G4EMStandardOpt4 physics list is considered to be highly accurate for light charged

particle transport [93][100]. For alpha particles, the optimal electromagnetic physics pa-

rameters determined in section 3.1.2 were utilized.

Figure 5.15: The graphics rendering of the PCB EC in TOPAS MC code. The left
figure shows the XZ view of the PCB and the source substrate. The right figure shows
the XY view of the PCB without the presence of the substrate.

Figure 5.15 shows an illustration of the simulated PCB EC in TOPAS MC code. Since

the absorbed dose to air cavity was of interest, only the collector and the segmented guard

were explicitly simulated. The diameter of the air cavity was selected as 4.53 mm based

on the capacitance results discussed in section 5.1.3.2. It is important to note that the air
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cavity diameter subtended by the PCB EC is larger than the D400 cavity by 491 µm. The

segmented guard was simulated by creating a guard ring and subtracting the clearance

regions using boolean solid geometry in GEANT4. The PCB was simulated to be copper

with a thin gold layer. The GEANT4 internal materials G4 AIR and G4 WATER were

selected to represent air and water. The mean excitation energies of air and water were

85.7 eV and 78 eV, respectively.

5.2.1 kpoint

The kpoint correction factor was calculated for the PCB EC using equation 2.21. The

210Po source was modeled as a circular planar source with uniform emission distribution

and 3.2 mm diameter. The kpoint correction was calculated independently for air gap

ranging from 300-525 µm. The atomic de-excitation was turned on and the production

thresholds were set to 1 µm for these simulations.

Figure 5.21 shows the point correction for the PCB EC. The mean correction was cal-

culated to be 6.02% with a percent standard deviation of 0.62%. Similar to the kpoint

correction calculated for the D400 EC, the correction factor was found to increase with

the air gap. However, the point correction was observed to be smaller for the PCB EC

than the D400 EC by a mean value of 1.7%. The larger diameter of the PCB air cavity

is less sensitive to the change in source diameter leading to a smaller correction factor.

5.2.2 Correction factors for the cylindrical shell method

The MC-calculated correction factors for the dosimetric formalism described in section

2.3.3 are calculated and reported in this section.
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Figure 5.16: The kpoint correction factor as a function of air gap for a 210Po point
source.

5.2.2.1 kbackscatter

The backscatter correction factor was previously introduced in section 4.2.2.1 and was

calculated using equation 4.11. Air gaps of 300-525 µm with increments of 25 µm were

simulated independently. The production thresholds were set to 1 µm and the atomic

de-excitation parameter was turned on. Figure 5.17 shows the results for the 210Po source.

The correction was observed to be greater for smaller air gaps than for larger air gaps.

A mean correction of 8.10% was calculated with a maximum correction of 9.45%. The

kbackscatter correction magnitude for the PCB EC was observed to be slightly larger than

the D400 backscatter correction. The D400 and PCB kbackscatter values were within 1.5% of

each other. Therefore, it can be concluded that the majority of the backscatter originates

due to the source substrate.
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Figure 5.17: The backscatter correction factor for the PCB EC with a point 210Po
source.

As demonstrated by figures 5.4 and 5.17, the magnitude of the backscatter correction

is largely dependent on the angular distribution of the alpha particles striking a given

material rather than the material composition itself. Since the alpha particle source was

simulated as an isotropically-emitting point source on the surface of the source substrate,

the trajectory angle of the alpha particle inside the substrate has a wide distribution.

For alpha particles traveling orthogonal to the substrate’s surface, a large number of

multiple Coulomb scattering events are required to deflect the trajectory of the particle

back towards the air cavity. However, for the particles with oblique trajectories closer to

the air cavity can be easily deflected by a small number of scattering events. Thus, the

backscatter correction is dominated by alpha particles traversing close to the surface of

the substrate.
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5.2.2.2 kinvkcav

Figure 5.18: The kinvkcav correction factor for the PCB EC with a point 210Po source.

The kinvkcav correction factor was previously introduced in section 4.2.2.2 and was calcu-

lated using equation 4.12. This correction factor was calculated using the parameters and

geometry described in section 4.2.2.2 except with the radius of the cylindrical shells re-

flecting the radius of the PCB air cavity instead of the D400 air cavity. Figure 5.18 shows

the kinvkcav correction factor for a point 210Po source. Due to the larger diameter of the

PCB air cavity, relative to the D400 air cavity, the kinvkcav correction factor was roughly

17% greater for the PCB EC. A sharp decline in the correction factor was observed with

the increasing radial distance from the source. Using the analytical expression given in

equation 2.23, the kinv and kcav correction factors were deconvolved and plotted in figure

5.19. It is worth noting that the calculation of the kinv correction assumes a straight

trajectory of the alpha particles with no significant deflection due to scattering events.
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Figure 5.19: The kinv correction (left), calculated using an analytical expression, and
the kcav correction factor (right) for the PCB EC with a point 210Po source.

Similar to the D400 EC, the kcav correction factor was found to be < 1% for the PCB

EC.

The conversion from absorbed dose to air at an arbitrary radial distance to surface ab-

sorbed dose to water is independent of the employed detector and has been previously

discussed in detail in section 4.2.2.3.

5.2.3 Correction factors for the extrapolation method

The MC-calculated correction factors for the extrapolation method dosimetric formalism

described in section 2.3.4 were calculated and reported in this section. Both dosimetric

formalism introduced in this work share a common kpoint correction factor.

5.2.3.1 kbackscatter

The backscatter correction factor was calculated using MC simulations and equation

2.27. Air gaps of 300-525 µm were simulated with production thresholds set to 1 µm
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Figure 5.20: The backscatter correction factor for the PCB EC with a point 210Po
source.

and atomic de-excitation turned on. Figure 5.20 shows the kbackscatter correction for the

PCB EC. The mean correction was calculated to be 6.62% with a maximum correction

of 9.97%. This correction was found to decrease with increasing air gap. Compared to

the backscatter correction for the D400 EC, the PCB correction was found to be larger

by 1% due to its metal-based electrode. Therefore, although the D400 EC was composed

of water-equivalent materials, the kbackscatter for the PCB and D400 ECs was similar to

each other. This result corroborates our hypothesis that the dominant contributor to the

overall backscatter is the source substrate rather than the detector.
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Figure 5.21: Top: absorbed dose to cavity plotted as a function of air gap with a 3rd
order polynomial fit. Bottom: the divergence correction factor for 300-525 µm air gaps.

5.2.3.2 kdiv

The divergence correction was calculated using equation 2.28. Absorbed dose to cavity

was scored for air gaps ranging from 50-525 µm with production thresholds set to 1 µm

and atomic de-excitation turned on. Absorbed dose at air gaps < 300µm were also

simulated to accurately extrapolate the curve to a zero air gap. A 3rd order polynomial

function was used to fit the dose versus air gap curve and the intercept was taken as the
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Dcavity,point,water(l→ 0) value. The divergence correction was then computed for air gaps

in the 300-525 µm range.

The absorbed dose as a function of air gap with a polynomial fit is shown in figure 5.21.

The kdiv correction ranged from 91% to 235%. A linear relationship was found, with

an R2 of 0.98, between the divergence correction and the air gap. Similar to the D400

EC, the divergence correction for the PCB was the largest correction factor due to their

construction similarities. The largest difference between the D400 EC kdiv and PCB EC

kdiv was calculated to be 1.74%, which is due to the difference in the collector diameter

of the two ECs.
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5.3 Measurement of absorbed dose from a 210Po source

The constructed primary standard was evaluated using a 210Po source described in section

4.1.4. The measurements consisted of ionization current readings at various air gaps with

an electrical bias applied to the source substrate. The measured absorbed dose to air

cavity was directly compared with MC-calculated dose. Using the formalism provided in

equation 2.20 and the Monte Carlo (MC)-based correction factors calculated in section

5.2, the absorbed dose to air was measured and then converted to absorbed dose to water

at 1 µm radial distance from a point source. The surface absorbed dose to water was

also determined using the formalism provided in equation 2.26 and correction factors

calculated in section 5.2.

The ionization chamber (IC)-specific correction factors were calculated individually and

applied to the measured ionization current. A more detailed discussion of these correction

factors and their measurement can be found in section 4.3.

5.3.1 Ionization current measurements

The stability of the signal was investigated by acquiring ionization current measurements

at an arbitrary air gap for a long period of time. The current was measured using a

MAX4000 electrometer (Standard Imaging, Middleton, WI) at a rate of 1 Hz for 10

minutes. The current was observed to be fluctuating within 0.22% of the mean value,

as shown in figure 5.22. The mean period of the oscillation was found to be 20 seconds.

The signal stability for both the PCB and the D400 ECs was observed to be similar with

slightly different oscillation periods. Acquiring multiple charge readings for 60 seconds is

sufficient for good statistics.
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Figure 5.22: The stability of the PCB ionization current signal over time.

Various measurement trials were performed to measure the PCB ionization current from

the 210Po source. The measurement procedure for the PCB EC was identical to the

procedure described in section 4.3.2 for the D400 EC except for the rotational alignment

step. Independent measurements were acquired for each trial and the entire process was

repeated each time. Following the lateral alignment of the source and the detector, the

PCB was operated in segmented guard mode and the rotational alignment was performed

by minimizing the differential capacitance across both guard channels. This procedure

is described in great detail in section 5.1.3.1. The initial air gap between the source and

the PCB EC was determined using the capacitance method described in section 4.1.3.2.

A voltage change from -10 V to -100 V was applied to measure the charge induced by the

capacitance. Following the initial air gap measurements, the recombination, polarity, and

air density correction was calculated. For details related to the measurement procedure,

the reader is referred to section 4.3.2 as the procedure was kept the same between the
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Figure 5.23: The ionization current, normalized by radioactivity, collected by the
PCB EC at each air gap. The radioactivity values were decay corrected.

two detectors. Figure 5.23 displays the current readings for the four trials conducted in

this study. Percent standard error in the range of 1.35-1.70% was found in the ionization

current readings when results from all trials were considered. The current readings for

the PCB EC were observed to be closer to each other than the current readings for the

D400 EC when considering all measurement trials. The low standard error in the PCB

current readings can be partially due to the more robust rotational alignment procedure

employed for this detector than for the D400 EC.



178

Figure 5.24: The measured and MC simulated absorbed dose to cavity as a function
of air gaps in the 300-525 µm range.

5.3.2 Comparison of measured and MC absorbed dose to cavity

The accuracy of the MC-predicted absorbed dose to cavity, normalized by radioactivity,

was assessed by comparing it with the measured absorbed dose. The measurement appa-

ratus was simulated using parameters discussed in section 5.2 and the 210Po source was

modeled to match the measured source specifications. The measured absorbed dose to

cavity was calculated using equation 4.20. Figure 5.24 displays the comparison between

the MC-calculated and measured absorbed dose for the PCB EC. Mean and maximum

deviations of 4.2% and 4.81% were calculated between the measured and MC data. This

agreement was found to be worse than the agreement found between the measured and
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MC data for the D400 absorbed dose to cavity. Nevertheless, the deviations between any

datasets must be evaluated considering the uncertainty in the data.

Figure 5.25: The measured PCB absorbed dose to cavity normalized by the measured
D400 absorbed dose to cavity.

Figure 5.25 shows a comparison between the measured D400 and PCB absorbed dose

to cavity. On average, the PCB absorbed dose was found to be 17.46 % lower than

the D400 absorbed dose. Such a large difference in absorbed dose between the two

detectors can be explained by the differences in their collector diameters. As the collector

diameter increases, the mean track-length of the alpha particles traversing the air cavity

also increases leading to a greater inverse-square fall off along the lateral directions.

Consider the reduction in absorbed dose as a function of off-axis distance. This effect can

be quantified by equation 2.23. At 300 µm and 525 µm air gaps, the PCB kinv is 20%

and 17.7%, respectively, greater than the D400 kinv. Therefore, this difference manifests

in the absorbed dose to cavity and leads to differences shown in figure 5.25.
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5.3.2.1 Uncertainty budget

Table 5.2: Uncertainty budget for the absorbed dose measurement, acquired with the
PCB EC, at a 300 µm air gap.

Component of uncertainty Type A (%) Type B (%))

Net current 0.13
Current repeatability 1.70
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 0.40
Radioactivity 1.00

Combined uncertainty (k=1) 2.04
Combined uncertainty (k=2) 4.08

Table 5.3: Uncertainty budget for the absorbed dose measurement, acquired with the
PCB EC, at a 500 µm air gap.

Component of uncertainty Type A (%) Type B (%))

Net current 0.13
Current repeatability 1.35
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 0.40
Radioactivity 1.00

Combined uncertainty (k=1) 1.76
Combined uncertainty (k=2) 3.52

Tables 5.2 and 5.3 show the combined uncertainty in the measured absorbed dose to

air cavity for the 300 µm and 500 µm air gaps. The Type A uncertainty in the PCB

current reading was similar to the uncertainty found for the D400 EC. The standard

error in the PCB current reading across all four measurement trials was found to be

< 2%, which is smaller than the error found for the D400 measurements. Since this

uncertainty originates partially due to the positional and rotational errors, it can be

concluded that the differential capacitance method to align the source and detector in a
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parallel configuration was more repeatable and precise than the D400 rotational alignment

method. Any offsets in the initial air gap possibly led to the current deviations between

the measurement trials. Similar to the D400 uncertainty, the PCB combined uncertainty

was found to be decreasing with increasing air gap. The combined uncertainty at k=1

ranged between 1.75-2.04%.

5.3.3 Absorbed dose measurements using the cylindrical shell

method

Figure 5.26: Measured absorbed dose to air as a function of radial distance from a
point 210Po source using the cylindrical shell method.

Using equation 2.20 reported in section 2.3.3, the absorbed dose to air at various radial

distances from a point 210Po was measured using the PCB EC and shown in figure 5.26.

Similar to the absorbed dose to air measured using the D400 EC, the PCB absorbed
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Figure 5.27: Surface absorbed dose to water measured at each radial distance from a
point 210Po source using the cylindrical shell method.

dose to air was found to decrease as a function of radial distance due to the inverse-

square effect. Equation 4.13 was employed to convert this absorbed dose to air to surface

absorbed dose to water. Figure 5.27 shows the calculated surface absorbed dose to water

by converting absorbed dose to air at each radial distance. The mean surface dose to water

was calculated to be 0.0377 Gy/s/Bq with a percent standard deviation of 10.88%. Figure

5.28 compares the D400 surface absorbed dose to water with PCB surface absorbed dose to

water. Large differences were noted for absorbed dose measured using the two detectors.

The high uncertainties associated with these measurements lead to large differences in

absorbed dose to water between the detectors as well as between the individual air gaps.
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Figure 5.28: The PCB surface absorbed dose to water normalized by the D400 surface
absorbed dose to water measured using the cylindrical shell method for a 210Po source.

5.3.3.1 Uncertainty budget

The combined uncertainty for absorbed dose to air at a 312.5 µm radial distance from a

point 210Po source is shown in table 5.4. The largest component of uncertainty was the

current repeatability uncertainty in the net ionization current readings calculated by the

difference in the current readings at 300 µm and 325 µm air gaps. As discussed in section

4.3.4.1, the current difference method combines the uncertainty in current readings at each

air gap leading to a much larger uncertainty in the ionization current across multiple trials.

However, the standard error in the current repeatability for the PCB EC was observed

to be much smaller than the repeatability for the D400 EC. This is due to the high
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Table 5.4: Uncertainty budget for the absorbed dose to air measurement, using the
PCB EC, at a 312.5 µm radial distance from a point source.

Component of uncertainty Type A (%) Type B (%))

Net current 0.20
Current repeatability 6.65
Air density correction 0.10

Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 0.40
Radioactivity 1.00

kpoint correction 0.20
kbackscatter correction 0.20

kcav correction 0.20

Combined uncertainty (k=1) 6.75
Combined uncertainty (k=2) 13.50

repeatability of the differential capacitance method to align the apparatus that was used

for the PCB EC. Although the overall uncertainty at k=1 in the PCB absorbed dose to

air was < 7%, large differences in the mean surface absorbed dose to water were found

leading to a prohibitively high uncertainty in the dose to water measurements.

5.3.4 Absorbed dose measurements using the extrapolation method

The dosimetric formalism for the extrapolation method of measuring surface absorbed

dose to water was previously introduced in section 2.3.4 and can be calculated using

equation 2.26. The ionization current at each air gap, corrected by the ion chamber-

specific correction factors and MC-calculated correction factors, is shown in figure 5.29.

A linear relationship was found between the corrected ionization curve and air gap with

an R2 of 1.00. The mean slope of the curve was calculated to be 1.11×10−18 A/Bq/µm.

The surface absorbed dose to water was measured to be 2.3035×10−06 Gy/s/Bq. This

value was noted to differ by 20.33 % when compared to the surface absorbed dose to

water measured using the D400 chamber. This difference is due to the difference in the
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Figure 5.29: Corrected ionization current at each air gap for the 210Po source.

collector diameter of the two detectors, which leads to different absorbed dose to air

cavity between the two detectors. This effect was previously discussed in section 5.3.2

in more detail. The differences in the inverse-square fall off along the lateral direction

between the two detectors can be removed by applying the ratio of kinv calculated for the

D400 EC to kinv calculated for the D400 EC to the D400 surface absorbed dose to water.

By doing so, the PCB and D400 surface absorbed dose to water agree within 5% of each

other.

5.3.4.1 Uncertainty budget

The combined uncertainty in the surface absorbed dose to water using the extrapolation

method is shown in table 5.5. The repeatability in the slope of the ionization current

versus air gap curve was calculated to be 1.42% by considering the standard error in
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Table 5.5: Uncertainty budget for the surface absorbed dose to water measured using
the PCB EC.

Component of uncertainty Type A (%) Type B (%))

Net current 0.20
Current slope repeatability 1.42

Air density correction 0.10
Recombination correction 0.10
Average energy per ion pair 0.20

Air collection volume 0.40
Radioactivity 1.00

(Scol

ρ
) 2.45

kpoint correction 0.20
kbackscatter correction 0.20

kdiv correction 1.79

Combined uncertainty (k=1) 3.55
Combined uncertainty (k=2) 7.10

the slope. The slope uncertainty for both detectors was found to be similar despite

having large differences in uncertainty in the current measurements. Since the deviations

in the ionization current were consistent for all air gaps between different measurement

trials, the slope magnitude was found to be more repeatable. The surface absorbed dose

to water uncertainty using the extrapolation method was found to be 3.55% at k=1.

Therefore, when the detector dependence from the surface absorbed dose to water values

was removed, the surface absorbed dose to water measured using the D400 and the PCB

ECs agreed within 5%, which is within the k=2 uncertainty of the measured absorbed

dose.
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Chapter 6

Conclusions and future work

6.1 Main conclusions

6.1.1 Monte Carlo investigation of alpha particle transport

The GEANT4 alpha particle transport algorithm and the internal radioactive decay

database were evaluated in the first part of this work. A Fano cavity test was utilized and

various electromagnetic transport parameters such as dRover, final range, and stepMax

were varied until an agreement between the theoretical and calculated result was found for

the Urban and the Wentzel-VI multiple Coulomb scattering (MCS) models. The internal

GEANT4 radioactive decay data for various alpha-emitting radionuclides were compared

to the decay data extracted from the MIRD and RADAR databases.

The default electromagnetic parameters were found to be unsuitable for both investigated

MCS models if an agreement of <1% is desired between the theoretical and calculated

results. Reducing the strength of the mass density gradient between the walls and the

cavity resulted in a better agreement with the theory. Limiting the maximum step value to
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≤1 µm resulted in an agreement of <0.3%, however, the simulation time with this change

increased by 4400 % and 2595 % for the Urban and the Wentzel-VI models, respectively.

Considering the computational efficiency and the accuracy results shown in this study, a

dRover value of 0.1 and a final range of 1 µm were observed to be optimal and yielded

an agreement of <0.3% between the theory and the calculation for both MCS models.

With the optimal parameters, the computational time was calculated to be 550% and

319% longer, on average, than the default parameters for the Urban and the Wentzel-VI

models, respectively.

Overall, good agreement was found between the GEANT4 internal radioactive decay data

and the MIRD and RADAR databases for the investigated alpha-emitting radionuclides.

The alpha peak energies were found to be within 0.6 keV of each other and the peak

intensities were found to be within 1.5 % of each other. Any discrepancies observed in

the intensity and total alpha energy released were found to be within 2 % of each other.

Thus, the GEANT4 G4RadioActiveDecay class was found suitable for alpha particle

dosimetry.

6.1.2 Construction and evaluation of a D400 planar windowless

extrapolation chamber

A D400 extrapolation chamber (EC)-based standard for surface absorbed dose to wa-

ter was constructed and evaluated using a pure alpha emitter. The surface flatness of

the D400 EC was measured to be < 20µm using interferometry. The radius of the air

cavity was predicted using COMSOL simulations and confirmed using capacitance mea-

surements. A method to rotationally align the EC with the source plate was devised

using a hexapod motion stage. By employing a windowless EC setup with a thin film

source, the attenuation of alpha particles was minimized and a contactless method was
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proposed to determine the absolute air gap between the EC and the source substrate.

The EC-specific correction factors, except kTP , were found to be < 0.5% for all measure-

ment trials while the MC-calculated correction factors were calculated to be much larger.

The divergence correction was noted to be the highest correction factor due to the sharp

fall-off of the absorbed dose as a function of air gap. Variations of up to 18.40 % in the

surface absorbed dose to water were found when using the cylindrical shell dosimetric

formalism. The dominant contributor to the overall uncertainty was the repeatability of

the ionization current readings between different measurement trials. Using the extrap-

olation dosimetric formalism, the surface absorbed dose to water per radioactivity was

measured to be 2.8913×10−6 Gy/s/Bq for a 210Po source with a combined uncertainty of

3.59 % at k=1.

6.1.3 Construction and evaluation of a printed circuit board

(PCB) extrapolation chamber

A PCB-based EC was constructed and employed for absorbed dose measurements leading

to a more repeatable rotational alignment between the EC and the source substrate. The

higher rotational alignment repeatability for the PCB EC, relative to the D400 EC, was

reflected in the current repeatability uncertainty component. The current repeatability

dropped from 3.29-2.19 % to 1.70-1.35 % for the same air gaps when switching from

the D400 EC to the PCB EC. The rotational alignment for the PCB EC was performed

using a differential capacitance method, which has previously been shown to be highly

accurate and precise. However, lateral positional errors and errors in the determination

of the initial air gap still manifest in both absorbed dose standards. The diameter of

the PCB air cavity was measured to be 0.54 mm greater than the diameter of the D400

air cavity. The correction factors calculated for the PCB EC resembled closely to the
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magnitudes calculated for the D400 EC. Despite the metal electrodes used for the PCB

EC, the backscatter correction was found to be similar to the D400 EC. When employing

the cylindrical shell dosimetric formalism, the variations in the surface absorbed dose

were reported to be 10.88%. The surface absorbed dose to water from a 210Po source

was measured to be 2.3035×10−6 Gy/s/Bq with a combined uncertainty of 3.75% at k=1

using the extrapolation method. The uncertainty in the surface absorbed dose to water

remained similar between the PCB EC and the D400 EC used in our previous study.

6.2 Future work

In the future, techniques to reduce the uncertainty in the initial air gap measurements

must be explored. This can be potentially achieved by increasing the capacitance of the

air cavity. Capacitance induced across the air gap can be increased by either increasing

the collector radius or by taking the capacitance measurements at lower air gaps. Visual

monitoring of the air gap must be incorporated in the apparatus to ensure that the source

material doesn’t contaminate the collector for smaller air gaps.

The comparison between the Monte Carlo-calculated absorbed dose to air and experimentally-

measured absorbed dose can be improved by acquiring measurements at a larger range

of air gaps. The extended comparison would allow Monte Carlo validation for depth

dose regions distally to the plateau region. As the air gap increases, the applied voltage

increases in order to maintain the electric field strength. Absorbed dose comparisons

beyond a 10 mm air gap will require voltages over 1000 V, which may limit the maximum

air gap utilized in measurements.

The constructed apparatus can be utilized for other clinically-relevant radionuclides, such

as 225Ac/223Ra/227Th/212Pb/211At, absorbed dose measurements in the future. A local
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supplier (NorthStar) of 225Ac is currently available to the author and absorbed dose

measurements for this source will be performed in the future. Additionally, the mixed

particle emission from these sources can further characterize the absorbed dose standard.

The dosimetric formalism needs to be revised to incorporate absorbed dose from both the

beta and the alpha particle components. Since 1 Bq of the aforementioned radionuclides

leads to multiple alpha emissions, an increase in signal-to-noise ratio (SNR) is expected

for the same plated activity. The presence of a long decay chain for these sources further

complicates the measurements and allows investigation of the impact of the radioactive

daughter migration on absorbed dose.

Finally, the measured absorbed dose must be compared to commonly-utilized dose calcu-

lation platforms. This thesis validated the GEANT4 Monte Carlo code by comparing the

calculated absorbed dose with the measured absorbed dose. This process must be per-

formed for other platforms as well such as MCNP and TOPAS n-Bio. Such comparisons

will foster confidence in the dose calculation techniques for alpha particles.

This thesis work has set the stage for measurement of the ratio of the absorbed dose to

water to activity. This quantity can be a calibration value for a dose calibrator or a well

chamber and could be used in the clinic to determine the absorbed dose to water.
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Camilleri-Broët, and Shirin A Enger. Patient-specific microdosimetry: a proof

of concept. Physics in Medicine & Biology, 66(18):185011, 2021.

[72] PR Almond. Absorbed dose to water: Standards and traceability for radiation

oncology. Radioactivity and Radiochemistry, 6(4):44–a, 1995.

[73] Brian E Zimmerman and Steven Judge. Traceability in nuclear medicine. Metrolo-

gia, 44(4):S127, 2007.

[74] Denis E. Bergeron, Karsten Kossert, Sean M. Collins, and Andrew J. Fenwick.

Realization and dissemination of activity standards for medically important alpha-

emitting radionuclides. Applied Radiation and Isotopes, 184(January):110161, 2022.



204

ISSN 18729800. doi: 10.1016/j.apradiso.2022.110161. URL https://doi.org/10.

1016/j.apradiso.2022.110161.

[75] Norman V Klassen and Carl K Ross. Water calorimetry: the heat defect. Journal

of research of the National Institute of Standards and Technology, 102(1):63, 1997.

[76] Carlos Eduardo deAlmeida, Ricardo Ochoa, Marilene Coelho de Lima, Mari-

ano Gazineu David, Evandro Jesus Pires, José Guilherme Peixoto, Camila Salata,
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