How Assessments Influence the Conceptual Ideas Students Invoke for Explaining Chemical Phenomena

and

Modeling and Characterizing Epistemic Ideas for Teaching and Learning Chemistry

By

Kimberly S. DeGlopper

A dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

(Chemistry)

at the
UNIVERSITY OF WISCONSIN-MADISON

2024

Date of final oral examination: May 15, 2024

The dissertation is approved by the following members of the Final Oral Committee:
Ryan L. Stowe, Professor, Chemistry
Sam Pazicni, Professor, Chemistry
Teshik P. Yoon, Professor, Chemistry
Rosemary S. Russ, Professor, Curriculum and Instruction



Table of Contents

Title Page

Table of Contents
Acknowledgements
Abstract

Chapter 1: Impact of Assessment Emphasis on Organic Chemistry Students’
Explanations for an Alkene Addition Reaction

Abstract

Introduction

Theoretical Framework

Study Goals

Methods

Findings

Limitations

Conclusions

Acknowledgements

References

Supporting Information

Chapter 2: Students’ Conceptual and Epistemic Resources for Predicting Reaction
Mechanisms in a Big-Idea Centered Introductory Organic Chemistry Course

Abstract

Introduction

Research Questions

Theoretical Framework

Methods

Results and Discussion

Limitations

Conclusions

Implications

References

Supporting Information

Chapter 3: Modeling Students’ Epistemic Cognition in Undergraduate Chemistry
Courses: A Review

Abstract

Introduction

Literature Background

Research Questions

Methods

Findings

Discussion and Implications

Limitations

Conclusions and Future Directions

iii
vi

O 0 O\ DN — —

35
36
38
39
46

55
55
56
59
60
64
75
97
98
100
101
111

121
121
122
124
129
131
142
156
160
162



References
Supporting Information

Chapter 4: Beliefs versus Resources: A Tale of Two Models of Epistemology
Abstract
Introduction
Literature Background
Theoretical Framework
Research Questions
Methods
Results and Discussion
Implications and Conclusion
Limitations
Acknowledgements
References

Appendix A: Sensemaking Tipping
Abstract
Introduction
Theoretical Framework
Research Question
Methods
Preliminary Results and Discussion
Limitations
Future Directions
References
Supporting Information

Appendix B: Impact of Assessment Emphasis on Organic Chemistry Students’
Explanations for an Alkene Addition Reaction

Appendix C: Modeling Instructors’ Epistemologies for Teaching and Learning
Chemistry

Appendix D: Authenticity-Driven Design of a High Enrollment Organic
Laboratory Course

Appendix E: Impact of Maintaining Assessment Emphasis on Three-Dimensional
Learning as Organic Chemistry Moved Online

i

163
176

195
195
196
197
199
205
205
214
224
227
228
228

241
241
241
244
245
246
250
258
259
261
264

305

320

337

349



il
Acknowledgements

This work would not have been possible without the guidance, wisdom, and support from
colleagues, friends, and family.

I am very grateful to Ryan Stowe for taking me on as his first graduate student and for
mentoring me throughout my PhD journey. I appreciate his continued unwavering support, prompt
communication, and patience during these challenging years. I also appreciate his sense of humor
and tolerance of our office antics.

Thank you to the members of the Stowe group, past and present, who were always willing to
discuss ideas with me and give me feedback on my projects. Thank you to Tom Kuborn, Adam
Schafer, Cara Schwarz, Nicole Greco, Brie Bradshaw, Lindsay Wells, and Theodore Gierszal for
making the office a fun, supportive, and entertaining place to work. Not everyone gets to work
alongside their friends all day, but I did.

I would like to express my gratitude to my committee members: Rosemary Russ, Sam Pazicni,
and Tehshik Yoon. Rosemary taught me so much about epistemology and that you do not have to
be a boring person to study it. Sam’s questions and feedback on my research always made me
think more deeply about my assumptions and rationales. I am grateful to Tehshik for recognizing
my early struggles and helping me find the right place for me in graduate school.

I owe Brian Esselman and Aubrey Ellison so many thanks for supporting me and mentoring
me as a teaching assistant and as a graduate student. They gave me a job when I was feeling lost
and insecure about my ability to succeed. They never doubted me, and their confidence and support
enabled me to stay in graduate school. Thank you to Brian for pushing me to talk to Ryan about
his research, for teaching me how to teach, for collaborating with me on several projects, and for

advising me on my career and on life in general.



v

I want to thank Liana Lamont, Stephen Block, Mary Beth Anzovino, and Amanda Buchberger-
Jones for the conversations on teaching and for their advice and encouragement as I prepare for
the next stage of my career.

I have made many wonderful friends during my time in graduate school. In addition to those
already mentioned, I want to thank Sam Wood and Ellorah James, Michelle Akana and Brett
Schneider, Steven Chapman, Logan Vine, Robert Ward, and Kate Nicastri. I would not have made
it through graduate school without them. Meghan Campbell and Eric Weeda were friends through
both undergrad and grad school, and I look forward to the fun we will continue to have together. I
am so grateful to Yukki Li for being my roommate and best friend for most of graduate school.
Hopefully someday we will live close to each other again!

My therapist Jean is incredible. Without her wealth of knowledge and experience, I would not
have made nearly as much progress in acquiring the mental and emotional tools I have relied upon
throughout graduate school.

I will always have a special place in my heart for Jeff Johnson and the Johnson group at Hope
College. I first discovered research in Jeff’s lab and spent many wonderful summers there. Thank
you to Jeff for giving me a great deal of independence while always being available to answer
questions. More importantly, I greatly benefited from your wisdom about life. I was fortunate to
overlap with many members of the Johnson lab during my time at Hope, and I have so many good
memories with them. In short, the lab was my home, and I am forever grateful for the time I spent
there.

My friends at Hope College were and continue to be supportive friends and science buddies.

Stanna Dorn, Tiffany Oken, Kathryn Trentadue, Liz Ensink, Amanda Gibson, Lyndsy Miller, Dan



Clark, Chris Gager, and Sam VanderYacht. I wish I could have taken you all to graduate school
with me, but I am grateful we have stayed connected.

Growing up, I was surrounded by a neighborhood that has become family to me. Thank you to
Diane and David Tyler, Amy and Andy Levesque, Rita Blackmar, Adam Blackmar, Clayton and
Jamie Blackmar, Joe Levesque, Steve Levesque, Nick Hayes, Kelly Wagner, and Amber
Townsend for being a crazy fun group to return home to.

I am thankful for my lifelong friends Caitlin Vanna, Mallory Dreyer, Amber Townsend, and
Kelly Wagner. Even though we often go months without talking, I know I can call them anytime,
and we can pick up like no time has passed. That is true friendship.

It would not be a proper Stowe group thesis if I did not thank the pets that brought me happiness
whenever [ saw them. Thank you to Bursley, Nala, Abbot, and Molly for all their cuteness and
affection.

My family is my reason for being. Their unconditional love and support mean more to me than
I can possible say. Thank you to my brother-in-law Grant Gebben for giving me the biggest and
loudest hugs I have ever received. I will forever be grateful to my mom and dad for always
believing in me and for always allowing me to choose my path, even when it led me further away
from home. My sisters, Annie and Jenna, are my closest friends. I have never been lonely because
I don’t remember a time without them in my life. My nephew Will brings me so much joy. I look

forward to teaching him chemistry as he grows older.



vi

Abstract

The work presented in the following chapters was undertaken with the goal of understanding
and improving education in organic chemistry. Initial work, described in Chapters 1 and 2, focuses
on students’ ability to explain and rationalize the outcomes of organic chemistry reactions. Chapter
1 explores the relationship between assessment emphasis and the structure-energy connections
students made when asked to explain the outcome of a hydrobromination reaction. Using a mixed
methods study design, an association was found between the kinds of tasks students were given
on assessments and the ideas they utilized in their written explanations on a separate researcher-
authored assessment. The relationship between assessment emphasis and conceptual ideas was
probed qualitatively in Chapter 2. Students were interviewed as they proposed electron-pushing
mechanisms and predicted the products for familiar and unfamiliar reactions. The ideas they drew
on in their reasoning were found to be similar to the core ideas around which their course was
designed, indicating that the students had internalized the utility of these ideas for problem-solving.

More recently, the focus of the work has shifted toward understanding the epistemic aspect of
organic chemistry education. Chapter 2 describes our first foray into epistemology; in addition to
characterizing the conceptual resources students invoked, we characterized some of the epistemic
resources they utilized. This allowed us to differentiate between moments when students were
recalling explanations versus moments when they were constructing them in the moment by
connecting different bits of prior knowledge. Chapter 3 presents a critical review of how the field
of chemistry education has studied and modeled undergraduate students’ epistemic cognition and
in particular, draws attention to the implications of evaluating students’ epistemic cognition in a
hierarchical manner that does not attend to context. In Chapter 4, we compare two ways of

modeling epistemic cognition and discuss their affordances and limitations with regard to



vii
interpreting interview data on organic chemistry instructor’s thinking for teaching and learning
chemistry.

Appendix A presents some of the ongoing work aimed at understanding the influence of
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Chapter 1

The Impact of Assessment Emphasis on Organic Students’ Explanations for an Alkene

Addition Reaction

This work was conducted in collaboration with Cara E. Schwarz, Niall J. Ellias, and Ryan L. Stowe.

Abstract

To potentially engage students in “doing organic chemistry,” organic chemistry courses should
foreground weaving together structure- and energy-related ideas to construct causal accounts for
phenomena. Here, we investigate whether enrolling in an organic chemistry course that places
substantial emphasis (~50% of total points) on explaining phenomena on exams is associated with
more productively justifying the outcome of a chemical process. This work occurred in the context
of three learning environments that differed principally by assessment emphasis. The “explanation
focused” course allotted 40-66% of points on exams to explaining phenomena while the other two
enactments placed much less emphasis on connecting big ideas to how and why chemical
processes occur (~0-25% of total points). Students enrolled in each course were given a prompt
which asked them to draw mechanisms for a hydrobromination reaction and subsequently justify
the regiochemical outcome of that reaction. We described student responses by noting the
connections made between structure (of reactants, intermediates, transition states, or products) and
energy. Most students described how charge or electron delocalization impacted the relative
energies of the two possible intermediates or transition states. Other explanations invoked steric
repulsion or differences in relative energy due to degree of carbocation substitution. Examination
of the association between learning environment enrollment and explanation code distribution
revealed that students who enrolled in two semesters of an explanation-focused course were
substantially /ess likely to leave out charge delocalization in their explanations while students who

were never enrolled in the explanation-focused learning environment were substantially more



likely to leave out charge delocalization. These findings suggest that changing what is assessed to

better align with “doing organic chemistry” may be a promising avenue for reform.

Introduction

Organic chemists seek to understand and manipulate reactions with the goal of efficiently and
selectively synthesizing molecules that possess properties suitable for particular functions (e.g.,
inhibition of disease-relevant macromolecules, impact resistance, conductivity). Toward that end,
many organic chemists are engaged in designing new reaction systems, which involves predicting
and rationalizing the possible outcomes of reactions based on knowledge of how chemical
structure influences reactivity. Take, for example, the development of enantioselective
organocatalysis, which recently won the Nobel prize in chemistry (The Nobel Committee for
Chemistry, 2021). Enantioselectivity is achieved because the chiral catalyst alters the transition
state structures leading to the two possible enantiomeric products and in turn, the energy difference
between the transition states. In some cases, the catalyst lowers the energy of one transition state
relative to the other via noncovalent interactions while in others, the catalyst raises the relative
energy of one through increased steric repulsion. Constructing explanatory accounts of how
altering system parameters might change reaction outcomes allows chemists to purposefully plan
experiments directed at reaction optimization (Manz et al., 2020). Stated succinctly, figuring out
how a reaction is likely to proceed via connecting chemical structure (e.g., of intermediates,
transition states, or products) and relative energy is a fundamental part of “doing chemistry.”

There are compelling reasons to frame chemistry learning environments as opportunities to
“do chemistry.” Engaging learners in creating, refining, and communicating knowledge about how
and why the world works has the potential to focus the classroom community on “figuring out”

aspects of their existence rather than “learning about” disaggregated skills and facts (Schwarz et



al., 2017). Emphasis on “figuring out” makes explicit that science activities and content knowledge
are always related in the practice of science (National Research Council, 2012). Specialized skills,
such as drawing electron-pushing arrows, have no inherent meaning; one can learn the rules of
“mechanism drawing” without ever considering donor-acceptor interactions that might occur in a
system. Likewise, one may memorize the definition for “n conjugation” or “asymmetric induction”
without ever being able to use these ideas to articulate why something happened (and why other
things did not). Skills and knowledge gain meaning when purposefully woven together with the
aim of understanding how the world works or designing a solution to a pressing problem.
Unfortunately, it is fair to say that “doing science” is not a central focus of many organic
chemistry courses. Indeed, it is common for “correct” application of a skill or recall of a reaction
product to be allotted far more points on assessments than construction of causal accounts for
phenomena (Stowe & Cooper, 2017). This is troublesome since one may readily apply the “rules
of the game” to enact a skill without understanding the chemical system related to that skill.
Perhaps the best example of an explanatory tool that is often reduced to a skill is the electron-
pushing formalism (EPF). Organic chemists make use of the EPF to reason about how the
movement of electrons transforms starting material into product. However, several studies have
demonstrated that students commonly “decorate” starting materials and intermediates with arrows
rather than using curved arrow mechanisms as predictive tools (Grove et al., 2012; Houchlei et al.,
2021). When investigating how students reason about reaction mechanisms, Graulich and
coworkers found that many students relied on teleological reasoning and used the favorability of
a subsequent mechanistic step to justify proposing an earlier one, despite the molecule having no
way of knowing a subsequent step would be productive (Caspari, Weinrich, et al., 2018). Even

first-year graduate students often proposed mechanisms based on what would get them from the



starting material representation to the product representation rather than based on arguments
grounded in stabilization of charge or electrophilicity (Bhattacharyya & Bodner, 2005). Potential
energy surfaces constitute another potentially powerful model that may not hold meaning for
students (Popova & Bretz, 2018a; Popova & Bretz, 2018b; Lamichhane et al., 2018). Importantly,
we argue that a tendency toward recall and decontextualized skill application is the result of
inappropriate learning environment design, not a deficiency on the part of enrolled students.
Students in the aforementioned studies were often quite adept at the performances emphasized and
rewarded in their courses. Therefore, our focus in this study is not on documenting students’
misconceptions but on examining how learning environments may be designed to support students
in doing chemistry.

When we say a performance was “emphasized and rewarded” in this manuscript, we mean a
task was assessed. Assessments serve two important roles in learning environments. First, they
convey strong messages to students as to what is important in the course and in the discipline in
general (Momsen et al., 2013; Scouller, 1998; Scouller & Prosser, 1994; Snyder, 1973; Entwistle,
1991; Crooks, 1988). Students who are frequently asked to explain why a phenomenon occurs on
assessments will learn to do so, as Crandell et al. (2020) observed when comparing the
explanations of students enrolled in a transformed course to those of students enrolled in a
traditional organic chemistry course After a year enrolled the transformed course Organic
Chemistry, Life, the Universe and Everything (or OCLUE), which prioritizes reasoning with core
ideas, students were more likely to provide causal explanations for an Sn2 reaction than students
in the traditional organic chemistry courses (Cooper et al., 2019). The second role of assessments
is to elicit evidence of what students know and can do. Ideally, evidence elicited by assessments

should be used to inform instructors and to help students chart their learning priorities. The sorts



of inferences that can be made from what students write or say are powerfully influenced by the
structure of the prompt as well as the model of mind adopted by the instructor or researcher (more
on that shortly). Responses to an assessment item that simply asks for a claim (such as “circle the
most acidic molecule”) provide no evidence of how students arrived at that claim. We argue that
learning environments which foreground “doing chemistry” should consistently engage learners
in constructing and critiquing causal accounts for phenomena (Stowe et al., 2021). This entails
moving beyond asking solely for claims and toward expecting reasonable connections of big ideas
(e.g., energy, donor-acceptor interactions) to phenomena.

Despite the influential role assessments play in signaling to students “what counts,” we are
aware of no scholarship exploring the impact of changing assessment emphasis (and little else) on
student explanations for phenomena. Most assessment reform efforts in chemistry education have
been coupled with curricular transformations. For example, the general chemistry course
Chemistry, Life, the Universe and Everything (CLUE) integrates assessments focused on
mechanisms underpinning phenomena and also reorganizes the curriculum around scaffolded
sequences of big ideas (Cooper & Klymkowsky, 2013). Likewise, Chemical Thinking represents
an overhaul of both curricular sequencing and assessment emphasis (Talanquer & Pollard, 2010).
With regard to organic chemistry education, both OCLUE and Flynn’s mechanisms before
reactions courses have simultaneously reformed their curricula and assessments (Cooper et al.,
2019; Flynn & Ogilvie, 2015). The context for this study is thus a bit unique: organic chemistry
courses at a research-intensive Midwestern university follow a unified curricular sequence
informed by a commercial textbook but (as we will see) emphasize different sorts of tasks on

assessments. This presented us the opportunity to probe the relationship between assessment



emphasis and students’ justifications for agreeing or disagreeing with a given reaction outcome

claim.

Theoretical Framework

Before describing the study in detail, it is important to clearly articulate the model of learning
we are using to infer aspects of student cognition. The model of learning one adopts influences the
conclusions and implications of a study by bounding the study designs that seem reasonable and
the sorts of inferences one can draw from student response data (National Research Council, 2001).
To aid readers in understanding the constraints and affordances of our study design, we provide
here a brief description of the model of learning we adopt and discuss in broad terms how it
influenced our view on the roles of instructors and students.

Our study design and implementation was informed by the resources model of cognition put
forth by Hammer et al. (2005), which draws on the knowledge-in-pieces framework from diSessa
(1988). This model of mind assumes that knowledge exists in pieces that are activated in the
moment for a specific purpose. These small-grain “resources,” such as the primitive “more means
more” (Ohm’s p-prim), are not inherently “correct” or “incorrect” but may be more or less
productive depending on context (diSessa, 1988). Connections between knowledge elements
elicited by a given assessment or instructional scenario are not assumed to be stable across time
and place (although some may be). In contrast, a theory-theory model of learning assumes stable,
coherent knowledge structures which, if incorrect, are referred to in the literature as

2 <6

“misconceptions,” “alternative conceptions,” or “naive theories” (diSessa, 2006). Students
possessing theory-like knowledge would be expected to offer consistent responses to questions

that require use of the same naive theory to answer. In fact, studies have shown students’ responses

are often contradictory, depending on the contexts of the questions and the ways in which they are



worded (Cooper et al., 2013; Rosenberg et al., 2006). This inconsistency can be better accounted
for by a resources model where activation of knowledge elements is dependent upon the specific
context.

These two contrasting models of cognition result in very different roles for the instructor. An
instructor with a resources model of cognition would interpret student responses as momentary
coalescences of knowledge elements and seek to recognize, reward, and build upon productive
resource use. Adopting a resources view of learning requires an instructor to attend to the
substance of student thinking, even if the “incorrect” vocabulary is used (Robertson et al., 2015).
By contrast, an instructor with a theory-theory model of cognition would interpret “incorrect”
student responses as indicative of misconceptions and seek to replace these with the “correct”
conceptions. Some scholars propose a process of rationally challenging and replacing student
“misconceptions” in which students are shown the inadequacies of their naive theory and offered
a canonical theory as a more useful replacement (Posner et al., 1982). Needless to say, there is no
convincing evidence that a robust and useful understanding of fundamental chemistry ideas comes
about through a series of rational “paradigm shifts.” These models of cognition also have important
implications for how we view students. From a resources perspective, students possess potentially
productive knowledge elements that can be used to further their own learning. Theory-theory
views align more with a deficit perspective on students, in which their prior knowledge is often
problematic and needs to be rooted out rather than utilized.

We should note that “knowledge-in-pieces” and “theory-theory”” models of mind represent two
ends of a continuum rather than mutually exclusive theories of cognition (Brown, 2014). Resources
that are consistently activated together may approach theory-like stability. However, because we

are not characterizing students’ knowledge over time or across multiple prompts, we do not intend



to make any claims concerning consistency or stability. A resources model of cognition is thus
appropriate for our aim of identifying the productive connections students make in the moment

when explaining a reaction outcome.

Study Goals

As part of a broader, ongoing effort to improve introductory organic chemistry courses at a
large, research-intensive, Midwestern university, we aim to characterize the knowledge elements
that students call to mind and connect when asked to reason about phenomena of interest to organic
chemists. In this study, we asked students enrolled in three different learning environments
(described below) to consider a benzylic alkene addition reaction, construct electron-pushing
mechanisms depicting formation of two possible products, and evaluate a claim regarding which
would be the major product. Specifically, we sought to answer the following questions:

1) What knowledge elements do students activate and connect when asked to explain the
outcome of a benzylic alkene addition reaction?

2) How do the electron-pushing mechanisms students draw relate to the explanations they
provide?

3) How does the intellectual work emphasized and rewarded on assessments given in each
learning environment relate to the structure-energy connections invoked in student
explanations?

Our focal phenomenon (addition of HBr to a benzylic alkene) was chosen due to the
importance of m conjugation in stabilizing the high energy intermediate leading to the major
product. Constructive overlap of a series of p-orbitals explains a wide variety of important

chemical and biochemical phenomena (e.g., protein 3D structure, stability of drug-like aromatic



compounds) and should therefore be prominent among the powerful explanatory ideas students

use for sensemaking.

Methods

Study Context

This study was conducted at a large, public, research-intensive university in the Midwest. The
courses involved in this study were the on-sequence first and second semester of introductory
organic chemistry (OChem I and OChem II) enacted during the Fall 2020-Spring 2021 academic
year. These courses serve chemistry majors, biology majors, and chemical engineering majors;
most students enrolled intend to pursue careers in the health fields. Both courses were administered
entirely online due to the COVID-19 pandemic. As the data collection and analysis described here
was undertaken primarily for the purposes of program improvement, IRB approval was not
required. The assessment prompts used as the outcome measure for this work were developed as
part of another, IRB-approved study (ID 2020-0684). Accordingly, participant consent was
obtained for the response-process interviews conducted during instrument development.

At this institution, organic instructors agree to use the same textbook and cover roughly the
same set of content in their organic chemistry courses. However, each instructor has the freedom
to operate independently and full control over how they teach and assess students. Some instructors
voluntarily choose to team up and write and administer common assessments. During the course
of this study, four unique learning environments were enacted. We defined a learning environment
to include all course sections that were taught by the same instructional team and had the same
structure, assessment formats, and assessment emphases (see below for details on assessment
emphases). Two learning environments (A and B) extended the full two-semester sequence. That

is, Learning Environments A and B are characterized by one instructional team enacting both
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OChem I and OChem II with a consistent structure and assessment emphasis. Learning
Environment C was an enactment of OChem I while Learning Environment D was an enactment
of OChem II (Fig. 1.1). Note that a student might not be enrolled in the same learning environment
for both courses. For example, a student enrolled in Learning Environment A for OChem I could
be enrolled in any of the three learning environments for OChem II. All learning environments
proceeded through roughly the same sequence of topics for each course, and they all featured a
mix of pre-recorded lecture videos, synchronous problem-solving sessions with the instructor, and
optional TA-led synchronous discussion sections. The sixth edition of Marc Loudon’s Organic
Chemistry was used as the textbook for all learning environments under study (Loudon & Parise,

2016).

OChem I (Fall 2020) OChem Il (Spring 2021)

Learning Environment C (Mid 3D)

Sept. Oct. Nov. Dec. Jan. Feb. Mar. Apr.
Assessment administered

Figure 1.1. Timeline showing when each learning environment was operating during the Fall 2020-Spring
2021 academic year and when the assessment item used in this study was administered.

Since assessments convey strong messages to students regarding what sorts of performances are
valued, the learning environments were characterized according to their assessment emphasis. The
3-Dimensional Learning Assessment Protocol (3D-LAP) was used to identify assessment items
with the potential to elicit evidence of engagement with scientific practices, disciplinary core ideas,
and crosscutting concepts (i.e., 3D learning; Laverty et al., 2016). Details of our 3D-LAP coding
process may be found in the SI. We agree with modern science reform efforts that K-16 STEM

learning environments should support integration of activities scientists do (i.e., science practices)
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and content knowledge (i.e., core ideas; National Research Council, 2012). Use of the 3D-LAP
here is a concrete reflection of this commitment; LAP readouts help us capture the extent to which
instructors emphasize and reward knowledge-in-use on the exams they give. Items which fulfill
LAP criteria for potentially eliciting evidence of 3D performances require students to articulate
reasoning underpinning claims made while non-3D items typically only require an answer in the
form of a claim (e.g., product of a reaction, most acidic molecule) without the accompanying
reasoning. It is important to emphasize that items denoted as 3D in this study have the potential to
elicit evidence of knowledge-in-use. Meeting 3D-LAP criteria does not guarantee a given item will
elicit evidence of engagement in a 3D performance. For examples of 3D prompts, we refer the
reader to our recent publication (Stowe et al., 2020). The supporting information accompanying
this publication contains dozens of examples of 3D prompts administered as homework and on
exams.

In Figure 1.2, the percentage of points dedicated to assessment items with the potential to elicit
evidence of 3D learning is shown for each exam given in each of the learning environments. Exams
1-3 were given throughout the semester while Exam 4 was given as the final exam and was worth
more points. For OChem I, Learning Environment B gave exams with 42-59% of the points
dedicated to 3D items while Learning Environment C gave exams with 18-46% of the points
dedicated to 3D items. None of the exams given in Learning Environment A contained a 3D
assessment item. A similar trend was observed for OChem II. Learning Environment B gave exams
with 40-66% of the points dedicated to 3D items, Learning Environment D gave exams with 0-15%
of the points dedicated to 3D items, and none of the exams given in Learning Environment A
contained a 3D assessment item. The substantial differences among learning environments

prompted us to further investigate the link between assessment emphases and student-constructed
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explanations for phenomena. To aid readers, we will refer to Learning Environments A and B as

low and high 3D learning environments, respectively, and Learning Environments C and D as mid

3D learning environments throughout the remainder of the paper.

100%
90%
80%
70%
60%
50%
40%
30%
20%

% of Points Dedicated to 3D Tasks

10%
0%

100%
90%
80%
70%
60%
50%
40%
30%
20%

% of Points Dedicated to 3D Tasks

10%
0%

Assessment Emphasis Across OChem | Learning Environments

59%
55%
9 46%
42% 45% 0
25% o
21% 18%
0% 0% 0% 0%
Learning Environment A Learning Environment B Learning Environment C
Exams 1-4 Exams 1-4 Exams 1-4
“Low 3D” | “High 3D” “Mid 3D”

Assessment Emphasis Across OChem Il Learning Environments

66%
62%
47%
40%
15%
6% %
0% 0% 0% 0% 0% -
Learning Environment A Learning Environment B Learning Environment D
Exams 1-4 Exams 1-4 Exams 1-4
| “Low 3D” | | “High 3D” | | “Mid 3D" |

Figure 1.2. Percentage of points dedicated to 3D assessment items on exams given in each of the three
learning environments during OChem I (top) and OChem II (bottom). Based on the data shown here, we
designated Learning Environment A as “low 3D,” Learning Environment B as “high 3D,” and Learning
Environments C and D as “mid 3D.
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Instrument

The assessment item used in this study was created using evidence-centered design (ECD)
(Mislevy & Haertel, 2006). Accordingly, a precise expectation for what organic-enrolled students
should know and be able to do guided task design. The performance expectation our task was built
to assess was: “Construct and use an electron pushing mechanism and/or a reaction energy profile
to evaluate the validity of claims as to the outcome of a chemical process.” This performance
expectation does not solely reflect what the authors deem valuable but reflects the consensus of all
instructors who teach organic chemistry at the focal institution. Following unanimous approval of
this performance expectation (along with several others), the authors designed an assessment to
elicit evidence of student engagement in the specified performance (Fig. 1.3). Response-process
validity was established via cognitive interviews conducted with eight consenting students
following IRB approval (Arjoon et al., 2013). The wording was slightly altered in response to these

interviews to clarify the intent of the prompt.
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Consider the reaction between hydrobromic acid (HBr) and the alkene shown below. You read a
claim that Product B is the major product of this reaction.

X H-Br: e
A B

1. Draw a mechanism for the reaction above that leads to Product A.
2. Draw a mechanism for the reaction above that leads to Product B.
3. The potential energy surface for the pathway leading from reactants to Product A is drawn

below. Using a dashed line, draw the potential energy surface for the pathway leading from
reactants to Product B on the same axes. Label all intermediates and products.

Energy

©/\v

HBr Prodl{(_:t A

:Br:

o

4. Would you expect Product B to be the major product of this reaction? Explain your answer
using the mechanisms and potential energy surface you drew in parts 1-3.

Reaction Coordinate

Figure 1.3. Assessment item used to elicit evidence of how students connect structure- and energy-related
ideas to rationalize the outcome of a benzylic alkene addition reaction.

We chose to center the assessment item on a benzylic alkene addition reaction because, to
explain its outcome, students need to grapple with how m conjugation influences stability and how
the relative energies of species present at various points in the reaction influence the process
outcome. Attending to how charge delocalization impacts the stability of species in a reaction
system is key to predicting and explaining the outcomes of a wide variety of reactions in organic

chemistry. This prompt contained four parts. Parts 1 and 2 asked students to provide electron-
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pushing mechanisms that would account for formation of Product A and Product B, respectively.
In Part 3, students were given a potential energy surface with a curve depicting formation of
Product A. They were asked to add a second curve representing formation of Product B. Responses
to this part of the prompt were not analyzed in this study for two reasons. First, the different
learning environments varied considerably in how much students were expected to construct and
use potential energy surfaces whereas all of them emphasized electron-pushing mechanisms.
Second, a cursory examination of responses suggested that we would not obtain much additional
information beyond what the mechanisms and explanations provided. In the final part of the
prompt, students were asked to use the mechanisms and potential energy surface they drew to state
whether they agreed with the claim that Product B would be the major product and to explain their
reasoning.

A complete, canonical answer to the prompt shown in Figure 1.3 is provided in the supporting
information (Fig. 1.S1), but we include here an example of how one might productively connect
knowledge of structure and energy to explain the outcome of the reaction. This reaction is
kinetically-controlled (irreversible), so the product formed most quickly (i.e., the reaction path
with the lowest energy barrier to the rate determining step) will predominate. Formation of a
carbocation intermediate is the rate-determining step en route to both possible products. We can
use the relative energies of the carbocations as a proxy for the relative energies of the transition
states for the rate determining step of each process (Hammond’s Postulate). As the starting system
is the same for both reaction paths, the path that proceeds through the higher energy carbocation
would be expected to have the higher energy barrier to the rate determining step and thus be slower
than the competing path. We can determine the relative energies of the intermediates by comparing

their structures. The carbocation leading to Product A (Carbocation A) is stabilized by =-
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conjugation with the neighboring aromatic ring, resulting in delocalization of the positive charge.
The carbocation leading to Product B (Carbocation B) is not in conjugation with the aromatic ring
so it is less stable (i.e., higher in energy). Since Carbocation A is lower in energy than Carbocation
B, Transition State A should be lower in energy than Transition State B, which means that Product
A should be the major product. The claim in the prompt is thus incorrect. In short, the relative
energies of the first transition states determine the reaction outcome, and examination of structural
features that act to stabilize these transition states (e.g., © conjugation) allows for prediction of

these relative energies.

Data Collection and Reduction

Permission to administer this assessment item was obtained from each professor. The
assessment item was given in OChem II as a stand-alone homework assignment; a small amount
of course credit was given to students for completing the assignment. This assessment was
administered approximately halfway through the semester, directly after each learning
environment had covered the chapter on the reactivity of benzylic systems. Students were given a
week to complete the assignment. Student explanations from each learning environment were
exported from the online learning management system into a spreadsheet and subsequently de-
identified and randomized. 100 randomly selected student responses from each learning
environment were compiled for the analyses described in the next section. Mechanism drawings

were exported and renamed using the random ID that corresponded to the explanation.

Characterization of Student-Constructed Mechanisms

Each student submitted two mechanisms, one depicting formation of Product A and one
depicting formation of Product B. These mechanisms were coded separately using a three-part

coding scheme informed by prior work conducted by Grove et al. (2012), Crandell et al. (2020), and
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Houchlei et al. (2021) in their studies on students’ mechanistic reasoning. Responses with
canonically correct arrows and intermediate structures were coded as “3,” responses with canonically
correct arrows or correct intermediate structures were coded as “2,” and responses with neither
canonically correct arrows nor correct intermediate structures were coded as “1” (Table 1.1). Note
that we chose to ignore missing formal charges on bromide. All mechanisms were coded
independently by the first three authors, and inter-rater agreement was calculated using Fleiss’ Kappa
(Fleiss, 1971). A value of 0.90 was obtained, indicating high agreement (McHugh, 2012). Any
discrepancies were resolved, resulting in consensus codes for the entire data set. For the chi-square
tests, codes “1” and “2” were collapsed because of their low counts, resulting in a binary
mechanism variable (i.e., incorrect and correct). We also elected to only use mechanism codes
corresponding to formation of Product A, since A is the major product and 89% of responses

earned the same code for both mechanism drawing prompts.

Table 1.1. Descriptions of mechanism codes and examples of students’ responses

Code Description Examples

Guection *\ Al

R : 77
N
1 Incorrect arrows and incorrect intermediates ©/\/ —> ©/\/ — ©)\/

produw fe

2 Correct arrows or correct intermediates DE

3 Correct arrows and correct intermediates 2 g V

Description of Productive Structure-Energy Connections in Student Explanations

Our analysis of student-constructed explanations focused on describing how ideas related to

molecular structure and energy were productively activated and connected in the context of the
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prompt we administered. This analytic focus was borne of recognition that most phenomena of
interest to organic chemists (and hopefully organic chemistry students) can be understood by
connecting the structure of entities in a system (e.g., reactants, products, transition states,
intermediates) to energetic changes that occur as these entities interact. For example, the energy
barrier to produce a secondary non-conjugated carbocation from the benzylic alkene shown in Figure
1.3 is substantially higher than the corresponding barrier to produce a secondary benzylic
carbocation due to the ability of the benzylic carbocation to delocalize charge via m conjugation. The
central importance of connecting structural to energetic accounts in reasoning about organic
chemistry phenomena has underpinned past scholarship by Caspari, Kranz, et al. (2018) and Bodé
etal. (2019), as well as contributions by Goodwin on the philosophy of organic chemistry (Goodwin,
2003; Goodwin, 2008).

To describe invocation of structure- and energy- related knowledge elements by students
responding to our task, the first three authors read through the responses and noted patterns in the
structural and energetic features discussed. Comparing and contrasting these patterns allowed the
team to revise, combine, and collapse descriptive codes in order that each code describes a distinct
reasoning pattern. The consensus coding scheme that emerged from this dialogue can be found in
Table 1.2. Explanations grounded in structural features other than © conjugation were coded as “0”
as were responses that lacked both structural and energetic components. Responses that described
only m conjugation or the energies of the transition states or intermediates were given a “1.”
Responses that described © conjugation and related it to the energy of the intermediate were given a
“2” while responses that described m conjugation and related it to the transition state energy were
given a “3.” Both “2” and “3” responses represent productive connection of structural and energetic

ideas to explain the outcome of the focal reaction. Note that we conceive of these codes as descriptors
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representing activation of knowledge elements in-the-moment, rather than judgements of durable

“understanding” or “misunderstanding.”

Table 1.2. Descriptions and Examples of Explanation Codes for RQ2 and RQ3.

Code Description Example
I would expect Product B to be the major product in this
Does not describe m conjugation or reaction as it has less steric interaction with the attached
energy OR attributes energy benzene ring. Because I predicted less steric interaction,
0 differences to irrelevant structure the energy threshold to reach Product B's intermediates
feature (e.g., steric repulsion, and end product are lower than Product A's, so Product
carbocation substitution) B takes less energy to create.
Describes m conjugation and does No, I would expect A to be the major product of the
not connect to energy or connects to  reaction because it involves a more stable carbocation
1 product energy OR describes intermediate that which is lower energy and easy to form.
energy of intermediate and/or Product B has an additional intermediate due to a
transition state without relating to rearrangement which is higher energy and less stable.
structure
Product B is not the major product because its higher in
energy than Product A. A is more favored because the
) Describes m conjugation and relates positive charge on the carbon can delocalize within the
to intermediate energy pi system of the ring which has stabilizing effects and
lowers its energy.
No, I would not expect Product B to be the major product
of this reaction. The intermediate leading to the
formation of product B is less stable as the positive
3 Describes m conjugation and relates charge is not delocalized into the pi system by being at a

to transition state energy

benzylic position. By Hammonds postulate, the transition
state energy would then be higher and product B reaction
would happen slower making product A the major
product instead.

Reliably bounding each of the bins described previously involved several rounds of joint coding
of responses, discussion of inconsistencies in this coding, and revision of the coding scheme. One
outcome of this discussion was the decision to treat descriptions of stability as synonymous with
descriptions of energy (i.e., a more stable intermediate is a lower energy intermediate.) This was
done because many organic chemists use these terms interchangeably, including the organic
instructors who taught the courses included in our study. We also determined that simply stating a

species was benzylic did not count as describing w conjugation and that vague descriptions of energy,
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such as “energy pathway” were assumed to refer to the intermediate energy rather than transition
state energy. Mention of product energy was ignored as this is not relevant to determining the
outcome of this reaction. Our iterative, reflective coding process gave us confidence that the
codebook was sufficiently detailed to characterize the data. In the end, the entire dataset was jointly
coded by the first three authors, and consensus was reached on the code best describing each

response. A more detailed description of the coding process is available in the SI.

Toward a Comprehensive Description of Structure- and Energy- Ideas Embedded in Student
Explanations

After completing the coding process described previously, we recognized that many of the
responses coded as “0” contained evidence of knowledge elements that are productive in different
contexts. For example, the notion that steric repulsion can impact the energies of intermediates or
transition states and influence the outcomes of reactions is a valuable resource for making sense of
many organic chemistry phenomena. To get a holistic sense of the structure- and energy- ideas that
students thought useful for explaining benzylic hydrobromination (the aim of RQ 1), we realized
that we would need a more nuanced set of descriptors than those found in Table 1.2. Thus, we
revisited our coding scheme and endeavored to more thoroughly describe the features of
intermediate, product, or transition state structure students connected to relative energy. Discussion
of these structural elements led to a coding scheme consisting of four categories: electron/charge
delocalization, steric repulsion, carbocation substitution, and other/none (Table 1.3). We then
examined which molecular species students referred to when describing relative energy or stability,
leading to the development of the five energy codes shown in Table 1.3. Using this expanded coding
scheme, we were able to more precisely describe students’ ideas and illustrate how they were
connecting structural differences to energetic differences as part of predicting a reaction outcome.

However, we acknowledge that, at the undergraduate level, constructing a correct explanation (i.e.,
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one that aligns with scientific canon) is important. We thus maintained the original 4-bin coding

scheme displayed in Table 1.2 for addressing RQ2 and RQ3.

Table 1.3. Structure and energy codes, along with examples, for RQ1.

Structure Code Example

Electron/charge delocalization No, I would not expect it to be the major product. The carbocation
intermediate for product B should be less stable because the positive
charge cannot be delocalized. The carbocation intermediate for A is
resonance stabilized by the benzylic ring adjacent. The ability to
delocalize positive charge is very stabilizing. Since the carbocation
intermediate for B might be less stable, by Hammond's postulate the
transition state for B is higher, so A would form faster.

Steric repulsion Product A is the favored product because it has a lower energy
potential than product B. This is because there is a lower steric
hinderance with the Br addition in product A than in product B.

Carbocation substitution 1 would expect Product A to be the major product of the reaction
because the carbonation [sic] intermediate is tertiary, which is more
stable than the secondary carbonation [sic| intermediate in Product
B. The intermediate of Product A has lower energy because it is more
stable this will yield the major product.

Other/None You would expect that B would be the major project as H-Br goes in
from a backside attack to flip the bond so Br is facing downwards. To
get the other reaction would require a different resonance structure
that is higher in energy

The reaction is kinetically controlled so because product B has a
lower energy intermediate, that intermediate will lead to the major

product.
Energy Code Example
Intermediate No, product A would be the major product because it goes through

the faster path of the more stable intermediate. The positive charge
on the intermediate can be delocalized to the ring, so this
intermediate is stabilized by resonance and therefore has a lower
energy.

Transition State (with or without 1 would not expect product B to be the major product of this reaction

intermediate) because product A carbocation has pi conjugation with the ring
which allows for distribution of the positive charge. This also allows
product a to have a lower transition state and energy of the
intermediate through pi conjugation.
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Table 1.3. (Continued) Structure and energy codes, along with examples, for RQ1.

Energy Code Example

Intermediate and/or Transition Product A would be the major product of this reaction because the

State + Product Br being closer to the ring allows for more stabilization of the
carbocation intermediate. The ring is able to delocalize the positive
change and is therefore a more stable intermediate and product.

Product Iwould not expect it to be the major product. I would expect product
A to be the major product because there is opportunity for pi-
conjugation between the carbon the Br is bonded to and the benzene
ring. This makes the molecule more stable then product B.

None/Ambiguous I wouldn't expect product B to be the major product since it would
have a higher energy pathway. This is because the carbocation
cannot delocalize with the pi conjugation from the ring as it would in
product A.

Associations between learning environment enrollment and the distribution of codes
describing student explanations were examined using a series of Pearson’s chi-square tests. An
analogous approach was used to examine associations between the correctness of drawn
mechanisms and the distribution of codes describing student explanations. All Pearson’s chi-
square tests were conducted using SPSS (SPSS Statistics for Mac, 2017). The output of each chi-
square test included y? and Cramer’s V. Cohen’s guidelines for effect size were used to interpret
the value of Cramer’s V (Cohen, 1988). For a contingency table containing three rows, values of
0.071, 0.212, and 0.345 for Cramer’s V correspond to small, medium, and large effect sizes,
respectively. The threshold of significance used for this study was a p < 0.01. Post hoc analysis of
each chi square test which showed a significant association between variables was conducted in
order to support inferences about the driver(s) of that significance. Standardized residuals for each
cell were calculated by SPSS. Standardized residuals with positive values indicated more counts
than expected by chance while residuals with negative values indicated fewer counts than expected

by chance (Cohen, 1988). The magnitude of the standardized residual was compared to a critical
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value, which was 2.58 for a threshold of significance of p < 0.01 (Agresti, 2013; MacDonald &
Gardner, 2000). Thus, cells with standardized residuals larger than 2.58 or smaller than -2.58 were

considered drivers of the significant association.
Findings

RQI1: What knowledge elements did students activate and connect when asked to explain the
outcome of a benzylic alkene addition reaction?

When justifying why one alkene addition product would predominate over the other, students
commonly activated ideas related to charge/electron delocalization, steric repulsion, and carbocation
substitution (Fig. 1.4). Nearly two-thirds of the students attended to differences in charge or electron
distribution. Most responses of this sort compared the delocalization of positive charge between the
two potential carbocation intermediates. A typical response of this nature is shown here:

I would expect product A to be the major product because the [sic] proceeds down the lower
energy pathway. Product A has a more stabilized intermediate because the positive charge is
delocalized around the ring while in product B it cannot be delocalized because the positive
charge is separated from the n conjugated ring by an sp3 hybridized carbon therefore raising
the energy of the intermediate and favoring product A.
A few students described how the bromine atom would donate or withdraw electron density.
Activation of ideas related to substituent donation or withdrawal of negative charge may have
occurred due to the utility of these ideas in explaining electrophilic aromatic substitution (EAS)
reactions, which was the focus of the chapter prior to the chapter on reactions of benzylic systems.

Most explanations of why one EAS product would be favored over other alternatives are grounded

in how aryl substituents affect reactivity by altering the electron density of the ring.
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Intermediate
(n=104)
Charge/electron
delocalization
(n=196)

Transition State
(n=87)

Intermediate and/or Transition
State + Product

Steric repulsion
(n=29)

Carbocation substitution (n=61)
(n=24) Product
Other/None (n=20) .
(n=49) None/Ambiguous
(n=26)

Figure 1.4. Sankey diagram depicting how students connected structural features (left) to the stabilities or
relative energies of species (right) involved in the benzylic alkene hydrobromination reaction.

The second most common factor cited in students’ explanations was steric repulsion between the
large bromine atom and the aryl ring. An example of an explanation utilizing steric repulsion is given
here:

I would expect Product B to be the major product mainly due to sterics. Br is a large atom
and being closer to the aromatic ring may cause some steric repulsion, making the molecule
more unstable and the intermediate higher energy. Therefore, the reaction make product B
would include less sterics than A and thus, would have a lower energy intermediate, form
more easily, and have a more stable product.
Steric repulsion is often a productive resource for rationalizing observations in organic chemistry,
and at this point in the course, students had encountered it in the context of alkane conformations,
other alkene addition reactions, alkyl halide reactions, and electrophilic aromatic substitution
reactions. Indeed, the linkage between steric repulsion and the relative energy of intermediates
described by the prior response is generally correct and very often useful! However, in reactions that
proceed through carbocation intermediates, such as this one, steric repulsion has a minimal effect on

the outcome because the nucleophile (i.e., bromide) reacts from above or below the planar reactive

carbon.
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The other structural feature invoked in several responses was carbocation substitution. In
reactions that proceed through carbocation intermediates, the degree of substitution often dictates
the regioselectivity of the reaction since increased substitution allows for increased
hyperconjugation, which stabilizes the carbocation via charge delocalization. A tag of “carbocation
substitution” denotes invocation of intermediate substitution without linking this to electron
delocalization (which was a separate tag). Accordingly, it is likely many students whose responses
were described by this code used “more substituted carbocations are more stable” as a heuristic
(Talanquer, 2014). Since both potential carbocation intermediates in this reaction are secondary,
substitution is not a useful means of discriminating between the two reaction pathways referenced
in our diagnostic prompt. Some students recognized this and concluded that the products would be
formed in roughly equal amounts, as the following response illustrates: “I would expect both of the
products to have an equal outcome because they are both secondary carbocations.” Other students
believed that the carbocation leading to Product A was tertiary or “closer to being tertiary,”
presumably because it was next to the larger aryl group.

To connect differences in structure to reaction outcome, most students included an energetic
component to their explanations (Fig. 1.4). Of the students who described charge/electron
delocalization, most connected it to the stability of the intermediate, as shown in the first quote. In
addition, a large number of students connected electron delocalization to the energy of the transition
states, as follows:

No, I would not expect it to be the major product. The carbocation intermediate for product
B should be less stable because the positive charge cannot be delocalized. The carbocation
intermediate for A is resonance stabilized by the benzylic ring adjacent. The ability to
delocalize positive charge is very stabilizing. Since the carbocation intermediate for B might

be less stable, by Hammond's postulate the transition state for B is higher, so A would form
faster.
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Only a handful of students used electron delocalization to justify a difference in product energies.
More commonly, students connected electron delocalization to intermediate and/or transition state
along with product energy:
I'would NOT expect product B to be the major product of this reaction. This is because when
the carbocation intermediate is formed for the reaction that leads to product A, it is a more
stable carbocation than in B. I determined this because the positive charge is located on the
benzylic carbon in reaction A, which is very stabilizing due to it being in pi conjugation with
the benzene ring. The positive charge is close enough to the ring that it can be delocalized in
the ring which is very stabilizing. Therefore, since the carbocation is more stable in reaction
A, this would mean that it would produce the more stable product.
Finally, a few of the students who invoked electron delocalization either described energy in
ambiguous terms (e.g., “lower energy pathway”) or did not discuss energy or stability at all in their
explanation. Attributing the outcome to differences in steric repulsion was mostly associated with
descriptions of the relative energy difference between the two possible products. Unsurprisingly,
carbocation substitution was mostly connected to the stability of the carbocation intermediate.
Overall, analysis of explanations revealed that students possess useful ideas of how structure
impacts the stability of a molecule and how relative energy at various points along competing
reaction pathways dictates outcome. From an instructional standpoint, these results suggest that it
may be productive to prompt students to consider the relative impacts of various factors on stability
and to consider if and how intermediate and/or transition state energy, product energy, and reaction
outcome are interrelated. As demonstrated, this type of analysis provides more insight into how

instruction can build on students’ ideas than an analysis that identifies students’ responses as merely

“right” or “wrong.”

RQ2: How did the electron-pushing mechanisms students drew relate to the explanations they
provided?

Most students across all learning environments drew mechanisms with correct intermediates

and electron-pushing arrows (Fig. 1.5). Slight differences were observed between the aggregate
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distributions for Mechanism A and Mechanism B. Students who earned different codes for A and
B tended to leave off an arrow in one of the mechanisms. Two students altered the reaction
conditions for Mechanism B by adding in light or peroxides to render it a radical reaction, which
would favor formation of Product B. Disaggregating by learning environment revealed a
significant association between OChem I enrollment and mechanism code (x%(2) =24.9, p <0.001,
Cramer’s V = 0.29, medium effect). Post hoc analysis of the results of this test revealed that a
negative association between enrollment in the high 3D learning environment and drawing an
incorrect mechanism was the primary driver of significance. That is, students who were enrolled
in the high 3D environment for OChem I were substantially /ess likely to draw an incorrect
mechanism than would be expected by chance. A significant association between OChem II
enrollment and mechanism code was also observed (y*(2) = 10.3, p < 0.001, Cramer’s V = 0.19,
small effect). Post hoc analysis of the results of this test showed no primary driver(s) of the

significant association.

OChem | Learning Environment vs. OChem Il Learning Environment vs.
Mechanism Code Mechanism Code
100% 100%
80% 80%
71% 70%
60% ° ° 60% 75% 829%
o 92%
92% Correct ° =Correct
40% mIncorrect 40% mIncorrect
20% 20%
29% 30% 25% l 18%
0
- - s% - - s%
Low 3D Mid 3D High 3D Low 3D Mid 3D High 3D
(N=73) (N=56) (N=171) (N=100) (N=100) (N=100)

Figure 1.5. Distribution of mechanisms codes according to learning environment for OChem I (left) and
OChem II (right). The vast majority of students in all learning environments drew the mechanism correctly.
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Next, we examined the relationship between mechanism code and explanation code. A chi-
square test revealed a significant association with medium effect size, y*(3) = 44.9, p < 0.001,
Cramer’s V = 0.387. Post hoc analysis of this chi-square test showed that the significant association
was driven by students who drew incorrect mechanisms (Fig. 1.6). Students who drew incorrect
mechanisms were substantially more likely to provide explanations that were coded as “0” and
substantially /ess likely to provide explanations that were coded as a “3” than would be expected by
chance. In fact, of the 51 students who drew an incorrect mechanism, only four offered an
explanation coded as a “3.” However, for students who drew the correct mechanism, there were no
substantive differences between expected and observed counts for each explanation code. This
means that a student was unlikely to provide a higher code explanation without the correct
mechanism, but drawing a correct mechanism was no guarantee that they could explain the meaning
underpinning that mechanism. This is consistent with a large body of prior research (Grove et al.,
2012; Houchlei et al., 2021; Bhattacharyya & Bodner, 2005; Bhattacharyya, 2014; Ferguson &

Bodner, 2008; Anzovino & Bretz, 2015).

Explanation Code
1 2 3
1.6 2.5 -2.7
Incorrect Expected: 8.3 Expected: 17.3 Expected: 13.9
Mechanism
Observed: 13 Observed: 7 Observed: 4
c ¢ -2.1 -0.7 11 1.2
me:r:;?l(i:sm Expected: 55.6 Expected: 40.7 Expected: 84.7 Expected: 68.1
Observed: 40 Observed: 36 Observed: 95 Observed: 78
-3 -2 -1 0 1 2 3 4 5
I 1 I 1 I 1 I 1 I 1 I 1 I 1 I
Color key for standardized residual value |

Figure 1.6. Contingency table for the y* square test examining association between mechanism code and
explanation code. Standardized residuals and expected and observed counts are reported in each cell.
Standardized residuals greater than the critical value (£2.58) are in bold. Cells with positive standardized
residuals are shaded blue while cells with negative standardized residuals are shaded red.
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RQ3: How did the intellectual work emphasized and rewarded on assessments given in each
learning environment relate to the structure-energy connections invoked in student
explanations?

To examine whether students who were routinely expected to construct explanations on
assessments were more likely to productively connect structure- and energy- ideas when responding
to our prompt, student responses were disaggregated by learning environment. Initially, we separated
student responses according to OChem II learning environment enrollment, which corresponds to
the semester in which the prompt was administered (Fig. 1.7). A significant association with a small
effect size was found between OChem II learning environment enrollment and the distribution of
explanation codes, y*(6) = 18.2, p = 0.006, Cramer’s V = 0.17. A post hoc analysis of the results of
this chi-square test found that none of the cells strongly drove the significant association; that is, no
cells had a standardized residual greater than 2.58 in magnitude (Fig. 1.7). We then disaggregated
responses by OChem I learning environment enrollment and repeated this analysis (Fig. 1.8). A
significant association between OChem I learning environment enrollment and explanation code was
found, y*(6) = 36.4, p < 0.001, Cramer’s V = 0.25 (medium effect size). A post hoc analysis of the
results of the chi-square test showed that students enrolled in the low 3D learning environment were
substantially more likely than would be expected by chance to construct an explanation coded as “0”
while students enrolled in the high 3D learning environment were substantially /ess likely than would

be expected by chance to construct an explanation coded as “0” (Fig. 1.8).
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Figure 1.7. Distribution of explanation codes according to OChem II learning environment (top).
Contingency table for the ¥ square test examining association between OChem II learning environment
and explanation code (bottom). Standardized residuals and expected and observed counts are reported in
each cell. Standardized residuals greater than the critical value (£2.58) are in bold. Cells with positive
standardized residuals are shaded blue while cells with negative standardized residuals are shaded red.
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Figure 1.8. Distribution of explanation codes according to OChem [ learning environment (top).
Contingency table for the ¥ square test examining association between OChem I learning environment and
explanation code (bottom). Standardized residuals and expected and observed counts are reported in each
cell. Standardized residuals greater than the critical value (£2.58) are in bold. Cells with positive
standardized residuals are shaded blue while cells with negative standardized residuals are shaded red.

We hypothesize that the more substantive association between OChem I section enrollment and
explanation code distribution is due to the foundational nature of the first semester course. Most
broadly useful explanatory ideas are introduced in OChem I, including m conjugation,
hyperconjugation, and steric repulsion. In addition, although the reaction used in our diagnostic
assessment is revisited in OChem II in the context of benzylic reactivity, electrophilic addition to

alkenes is first introduced early in OChem I and could be explained at that time. We should note that



32

students who were enrolled in the low 3D learning environment for OChem I did not have the
opportunity to use T conjugation as an explanatory idea until the end of the course. It is conceivable
that these students might be less inclined to integrate m conjugation into their explanations on account
of having less experience doing so than other study participants.

Finally, we wanted to examine how learning environment enrollment over the two-semester
introductory organic sequence related to the distribution of codes describing student explanations.
Specifically, we looked at how the number of semesters students spent in the high 3D learning
environment related to the distribution of codes describing their explanations (Fig. 1.9). A significant
association with medium effect size was observed, y*(6) = 35.2, p < 0.001, Cramer’s V = 0.24. A
post hoc analysis of the results of this test revealed that the vast majority of students who were
enrolled in the high 3D learning environment for both semesters (82%) connected © conjugation to
intermediate or transition state energy in their explanation (Fig. 1.9). By contrast, students who spent
two semesters in a course that rarely (or never) emphasized explanations on exams (i.e., low- or mid-
3D learning environment) were substantially less likely to connect differences in m conjugation to

differences in transition state energies in their explanations.
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Explanation Code vs. Number of Semesters in High 3D Learning Environment
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Figure 1.9. Distribution of explanation codes according to number of semesters enrolled in the high 3D
learning environment (top). Contingency table for the y* square test examining association between number
of semesters enrolled in high 3D learning environment and explanation code (bottom). Standardized
residuals and expected and observed counts are reported in each cell. Standardized residuals greater than
the critical value (£2.58) are in bold. Cells with positive standardized residuals are shaded blue while cells
with negative standardized residuals are shaded red.

The differences in explanation code distributions among learning environments point toward the

importance of assessment emphasis in messaging course priorities. While the general format of the

learning environments was the same (i.e., recorded lectures, virtual instructor-led problem-solving

sessions, weekly discussions, four exams) and all sections made use of the same order of topics and
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textbook, the performances signaled as important differed markedly. To earn high marks in the high
3D learning environment, students were required to use models to predict and explain reaction
outcomes. By contrast, students could succeed perfectly well in the low 3D environment without
ever connecting structure- and energy- ideas to why phenomena happen. Given this difference in
what was emphasized and rewarded on exams, it makes sense that we found that students who were
enrolled in the high 3D learning environment were substantially /ess likely to receive a code of “0”
on their explanations. Conversely, students who enrolled in a lecture environment where they were
never asked to provide explanations for phenomena on assessments were significantly more likely
to receive a code of “0” on their explanations. While our study design prevents us from determining
if differences in assessments caused the differences in explanation code distributions, this work
supports the notion that assessments convey strong messages to students regarding the intellectual
work central to organic chemistry. If we want to support students in constructing explanations for
how and why observable events happen the way they do, we likely need to reward them for doing
so throughout the course.

Overall, most students were able to generate an explanation for the outcome of the focal benzylic
alkene hydrobromination reaction by using charge/electron delocalization to account for differences
in intermediate or transition state energies. Since many phenomena central to organic chemistry can
be explained, at least in part, by charge delocalization, it is encouraging that most students activated
these ideas when justifying their claim as to the reaction outcome. Whether the stabilizing influence
of electron delocalization is viewed as a useful explanatory resource in the context of other reactions
remains to be seen. Some of the other factors invoked by students, such as the stabilization from

increased substitution on a carbocation or the destabilizing influence of steric repulsion, demonstrate
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that many of the students who did not discuss m conjugation possess useful resources for

understanding other reaction systems.

Limitations

We cannot directly observe students’ thinking and must use their drawings and writings to
infer what they know and can do in a given context. Due to the inherent restrictions of a virtual
semester, we do not know how many of the students worked together to complete the assignment,
so not all responses may be indicative of an individual student’s thinking. Furthermore, this study
focused on student responses to a single prompt at a single point in the semester. If we were to
administer this prompt at a different time, under different conditions, or with different wording,
students may exhibit new patterns of resource activation. As an example, the potential energy
surface question (part 3) may have cued different resources for students in the high 3D learning
environment, which emphasized use of potential energy surfaces, compared to students in the other
learning environments, which did not. Similarly, if we were to repeat this study using a diagnostic
prompt focused on a different phenomenon, we do not know if we would observe the same
associations between learning environment enrollment and student explanations. Thus, we are not
suggesting that one learning environment is definitively “better” than another. Furthermore, our
analysis of the different learning environments only characterized assessment emphasis. While the
format of the courses were similar (e.g., video lectures, weekly discussion sections), we did not
examine the emphases instructors placed on 3D performances during lecture. It is possible that the
instructors differed in how they modeled the practice of constructing explanations, which may
have contributed to the differences we observed. Finally, we have no evidence as to how students
were framing their engagement with the assessment item. The way students understand the aim of

explanation construction, the appropriate sources of knowledge to draw from, and what constitutes
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a credible justification shape the degree to which they perceive the task as a “school science”
exercise versus an opportunity to make sense of a phenomenon (Chinn et al., 2011; Lemke, 1990).
Given that one’s framing is largely dependent on past experience, it is likely that students viewed
the diagnostic task in a similar manner to other problems given during the course, in which the
goal is rapidly producing a “correct answer” (Tannen, 1993; Hammer & Elby, 2002). Future work
will focus on methods for characterizing and influencing students’ frames in order to support

students in engaging more authentically with organic chemistry.

Conclusions

In this study, we identified the structure-energy connections students made to explain the
outcome of an alkene addition reaction, explored how their explanations related to their mechanisms,
and examined the relationship between course assessment emphasis and explanations. We found that
most students justified their outcome predictions based on the relative energies of intermediates or
transition states caused by differences in the extent of electron delocalization. Generally useful ideas
relating to steric repulsion and degree of substitution on carbocation intermediates were also
observed, illustrating that students who do not arrive at a canonically correct answer may possess
productive ideas upon which to build. Unsurprisingly, several of these ideas (e.g., steric repulsion,
carbocation substitution, activation energy) matched the concepts Bodé et al. (2019) found
embedded in students’ arguments pertaining to an Sx1 reaction, which also proceeds though a
carbocation intermediate. Our analysis indicates that we should not assume that students who draw
a correct mechanism understand why the reaction proceeds in the manner illustrated. In-line with
previously published literature, we found no substantive association between a correctly drawn
mechanism and any particular explanation code (Houchlei et al., 2021; Caspari, Weinrich, et al.,

2018; Bhattacharyya & Bodner, 2005). We did, however, find a significant association between
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learning environment enrollment and explanation code with a medium effect size. Students who
were routinely expected to construct explanations on assessments tended to connect electron
delocalization to intermediate or transition state energy in the context of our prompt.

Since constructing explanations is central to the work of chemists, we should design learning
environments to support students in this practice (National Research Council, 2012). Studies have
provided evidence demonstrating the positive impact curricular reforms can have towards achieving
this goal, but the impact transforming assessments in an otherwise traditional course cannot be
determined from these studies (Crandell et al., 2020; Crandell et al., 2019; Webber & Flynn, 2018).
Our study begins to address that gap in the literature. Based on our findings, we will continue to
probe the relationship between assessment emphasis and students’ propensity to construct productive
causal accounts for phenomena, as transformation of assessments appears to be a potentially
productive avenue for reform. In particular, we are interested in examining students’ reasoning
using structure-energy connections across multiple prompts over a year of introductory organic

chemistry instruction.

Implications for Research

This study lends further support to the oft-repeated claim that assessments signal to students
“what counts” in a learning environment (Momsen et al., 2013; Scouller, 1998; Scouller & Prosser,
1994; Snyder, 1973; Entwistle, 1991; Crooks, 1988). Relatedly, the measures researchers use to
determine the success of interventions or transformations message the sorts of performances those
researchers think are important. We argue that researchers should take the nature of assessments into
account when evaluating reform efforts. Noting some sort of improvement in course grade or exam
performance means very little if we do not know what “success” meant in the course or on the exam.

As the format and content of exams may vary considerably, the nature of the assessment items on
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those exams should be reported so that the reader knows precisely what sort of performances are
influenced by the intervention. Relatedly, we argue that researchers should prioritize use of
assessment items that have the potential to elicit detailed evidence of engagement in aspects of
“doing science,” such as constructed-response items that ask for the reasoning supporting a claim.
Items that require only a claim, including those that instruct students to draw a mechanism, cannot

support inferences as to why students claimed what they did.

Implications for Instruction

Assessments are powerful tools that instructors of chemistry can use to shape learning. We
urge instructors to reflect on whether the performances they award points to align with intellectual
work central to the discipline under study. Do assessment tasks promote construction of causal
accounts for phenomena or a reliance on pattern recognition? We also suggest that instructors who
want to improve students’ engagement in “doing chemistry” but are unable to implement whole
curricular reforms consider how they might modify their formative and summative assessments in
order to support a coherent emphasis on constructing explanations for phenomena. Although
assessment reform is non-trivial and may increase the grading burden, it is vital that “success” in
organic chemistry courses align with productive engagement in intellectual work characteristic of
the discipline.
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Supporting Information

The Supporting Information includes the following components: examples of 3D and non-3D
assessment items, a canonical answer to the assessment item used in this study, and a detailed
description of the explanation coding process.
Examples of 3D and Non-3D Assessment Items

An example of a 3D assessment item is shown below (Fig. 1.S1). This item meets the criteria
for “Developing and Using Models” (Fig. 1.S2). In this item, the following phenomenon is
presented: the relative amount of reactants (amide enolate and ketone) and products (ketone
enolate and amide) at equilibrium. A representation is provided in the form of line-angle drawings
of structures and WebMO-generated images of the orbitals containing the nitrogen lone pairs.
Students are asked to use the representations to explain the phenomenon, i.e., engage in scientific
modeling. Core ideas of Electrostatic and Bonding Interactions, Atomic/Molecular Structure and
Properties, Energy, and Change and Stability in Chemical Systems are needed to address the
questions in this prompt (Fig. 1.S2). Finally, the crosscutting concepts of Cause and Effect,
Structure and Function, and Stability and Change provide a broad frame for how students could
productively approach the problem (Fig. 1.S2). Because this item has the potential to engage
students in the scientific practice of modeling using core ideas related to chemistry underpinned

by crosscutting concepts, this item is characterized as 3D.
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Simple model systems such as the system illustrated below enable inferences about the relative
acidity of alpha positions on different carbonyl containing compounds. In this case, the product
system is lower in energy than the reactant system and thus the equilibrium is product-favored.

. e . 0 ..
0: :0: :0: :0

)k*%'hl]/f—‘%”)ﬁlq/

Explain why the product system in the example above is lower in energy than the reactant system.
Make explicit reference to how structural features of each system contribute to the relative energy
of that system. An image of the N-atom lone pair is provided.

If the amide nitrogen in the system depicted in part A is rotated 90°, the energy difference between
reactant and products systems changes (shown below). For the purposes of this problem, assume
the amide nitrogen is locked in place and cannot rotate. Explain why the product system shown
below is now higher in energy than the reactant system. An image of the N-atom lone pair is
provided.

6: :0: :0: :0

Figure 1.S1. An example of a 3D prompt taken from one of the exams administered during the Spring 2022
semester. This item has the potential to engage students in the scientific practice of Developing and Using
Models using core ideas of Electrostatic and Bonding Interactions, Atomic/Molecular Structure and
Properties, Energy, and Change and Stability in Chemical Systems as framed by the crosscutting concepts
Cause and Effect, Structure and Function, and Stability and Change.



Scientific Practice

Developing and Using Models

* Question gives an event,
observation, or phenomenon for
the student to explain or make a
prediction about.

* Question gives a representation
or asks student to construct a
representation.

* Question asks student to explain
or make a prediction about the
event, observation, or
phenomenon.

* Question asks student to provide
the reasoning that links the
representation to their
explanation or prediction.

Core Ideas

Electrostatic and Bonding
Interactions

Attractive and repulsive electrostatic
forces govern noncovalent and
bonding (covalent and ionic)
interactions between atoms and
molecules. The strength of these
forces depends on the magnitude of
the charges involved and the
distances between them.

Atomic/Molecular Structure and
Properties

The macroscopic physical and
chemical properties of a substance
are determined by the three-
dimensional structure, the distribution
of electron density, and the nature
and extent of the noncovalent
interactions between particles.

Energy

Energy changes are either the cause
or consequence of change in
chemical systems, which can be
considered on different scales and
can be accounted for by
conservation of the total energy of
the system of interest and the
surroundings.

Change and Stability in Chemical
Systems

Energy and entropy changes, the
rates of competing processes, and
the balance between opposing forces
govern the fate of chemical systems.

Crosscutting Concepts

Cause & Effect

Question provides at most two of the
following: 1) a a cause, 2) an effect,

and 3) the mechanism that links the

cause and effect, and the student is

asked to provide the other(s).

Structure & Function

Question asks the student to predict
or explain a function or property
based on a structure, or to describe
what structure could lead to a given
function or property.

Stability & Change

Question asks the student to
determine 1) if a system is stable and
provide the evidence for this, or 2)
what forces, rates, or processes
make a system stable (static,
dynamic, or steady state, or 3) under
what conditions a system remains
stable, or 4) under what conditions a
system is destabilized and the
resulting state.
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Figure 1.S2. Descriptions of the specific scientific practice, core ideas, and crosscutting concepts that the
assessment item in Figure 1.S1 has the potential to elicit. These descriptions are taken from the 3D-LAP

Protocol'.

An example of a non-3D assessment item is shown in Figure 1.S3. Note that students are only

asked to provide the products of the reactions. They do not need to explain how the products form

or why they are formed in greater amounts compared to other potential products. Therefore, this

assessment item does not meet the criteria for any of the scientific practices found in the 3D-LAP,

so it cannot be considered 3D.
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Predict the major product(s) of the following reactions or provide the reagents necessary to affect the chemical
transformation shown. Explicitly show all stereochemical outcomes.
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Figure 1.S3. An example of a non-3D prompt taken from one of the exams administered during the Spring
2022 semester. This item does not meet the criteria for potentially engaging students in any scientific

practice, so it is not 3D.

Canonical Answer to Assessment Item

The following figure provides a canonically correct answer to the assessment item

administered in this study (Fig. 1.S4). The prompt is in black, and the answers are in blue.
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Consider the reaction between hydrobromic acid (HBr) and the alkene shown below. You read a claim that Product B is the

major product of this reaction. )
N Hf‘%z’: iBr:
A B

1. Draw a mechanism for the reaction above that leads to Product A.
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(e

s Q%*’ [@)/N i
e I

O —

2. Draw a mechanism for the reaction above that leads to Product B.

N

( H-Br:

X 3
o T —O0F, — 0%
{ ..O Br:
\/:Br: -

3. The potential energy surface for the pathway leading from reactants to Product A is drawn below. Using a dashed line,
draw the potential energy surface for the pathway leading from reactants to Product B on the same axes. Label all

intermediates and products.

Energy

moduct A
Reaction Coordinate

4. Would you expect Product B to be the major product of this reaction? Explain your answer using the mechanisms and
potential energy surface you drew in parts 1-3.

| would not expect Product B to be the major product of this reaction. This is a kinetically controlled reaction (i.e.
irreversible), so the major product will be the one that has the lowest transition state energy for the rate-determining
step. For this reaction, formation of the high energy carbocation intermediate is the rate-determining step. Using
Hammond’s Postulate, we can estimate the relative energy of the transition states using the relative energies of the
closest energy species, which are the carbocation intermediates. The carbocation leading to Product A is lower in
energy than the carbocation leading to Product B because its positive charge is delocalized via pi conjugation with the
phenyl group whereas the positive charge on the carbocation leading to Product B is not delocalized via pi
conjugation. Since the carbocation leading to Product A is lower in energy, its transition state must be lower in energy,
so Product A must be the major product.

Figure 1.S4. The assessment item administered in this study with correct answers provided in blue.
Development of Explanation Coding Scheme

Coding of the student-generated explanations proceeded through five rounds, with Fleiss’s

Kappa calculated for each round (see Table 1.S1 for a summary). In the first round, KSD, CES,
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and NJE independently coded approximately 25% of the student assessment responses and
obtained a value of 0.56 for Fleiss’s Kappa. Discussion of disagreements led to several refinements
to the coding scheme. For example, we decided that if a student referred to the activation energy
or the energy barrier of the reaction, we would assume they were referring to the first elementary
step of the reaction (i.e., carbocation formation) unless they specified otherwise. Therefore, the
response that follows was coded as a “3.”
I would not expect product B to be the major product because it has a higher energy of
activation than product A and its carbocation intermediate is not delocalized via a pi
conjugated system. Product A's intermediate is stabilized via pi conjugation
We also decided to base our decisions on the substance of students’ responses rather than their use
of specific terms. For example, in the following response, the student uses the term “transition
state” but is clearly describing the structures of the two possible intermediates. Thus, we agreed to
code this response as a “2” rather than a “3.”
Yes, Product B would be the major product of the reaction. The main difference between
the formation of the two products is the position of the positive ion on the propyl carbon in
the transition state. The transition state of product A has the positive ion closer to the
benzene ring which can donate elections via pi bonding making the carbon less active. On
the other hand, the transition state on product B has the positive charge further away from
the electron rich benzene ring. This makes the molecule more active/electrophilic which
would increase the rate of the nucleophile (bromine) attaching.
A few responses described the relative rates of the two competing reactions. While the rate of a
reaction is related to the activation energy of its rate-determining step, we decided that a response
needed to specifically describe the activation energy, energy barrier, or energy of the transition
state to earn a code of “3.” Therefore, the following response, which identified formation of
Product A as the faster process but did not describe the transition state in any way, was coded as a

‘62 2

I would expect A to be the major product of this reaction because it has a lower energy
intermediate. This will make the reaction go faster (kinetic) and end up with more product
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A than B. Product A's intermediate is lower in energy due to resonance as the positive
charge on the carbocation can be donated around the ring for stabilizing effects that lower
the energy.

Table 1.S1. Inter-rater agreement for coding of student explanations.

Round Number of Responses Fleiss’s Kappa®
1 69 0.56
2 64 0.64
3 68 0.75
4 64 0.78
5 35 0.81

A value of 0.7 or greater is considered good agreement.

In the second round of coding, we analyzed another quarter of the data set, and Fleiss’s Kappa
was increased to 0.64. Further clarifications and refinements were made to the coding scheme
following discussion of discrepancies. For example, it was somewhat common for students to
compare the energy pathways leading to each potential product without referring to any specific
species (e.g., intermediate, transition state) along the pathways. In these cases, we decided to
classify them as “2’s”.

I wouldn't expect product B to be the major product since it would have a higher energy

pathway. This is because the carbocation cannot delocalize with the pi conjugation from the

ring as it would in product A.

Two more rounds of coding were performed, each consisting of approximately one quarter of
the responses. Fleiss’s Kappa for these rounds was calculated to be 0.75 and 0.78, respectively.
Since a value of 0.7 or greater for Fleiss’s Kappa is considered acceptable agreement, we made no
further alterations to our coding scheme.> However, we still met to resolve any discrepancies.
Thus, we ultimately achieved consensus codes for the entire data set.

Belatedly, we decided to only include the responses of students who had taken OChem I the

previous semester (Fall 2020) in our data set so that we could also test for associations between

OChem I enrollment and explanation code. We replaced the responses of students who had taken
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OChem I during a different semester or at a different institution with those who had taken it during
Fall 2020, which required us to code an additional 35 responses. Fleiss’s Kappa for this portion of
the data set was 0.81, indicating good agreement. As with the original data set, we discussed any

discrepancies and arrived at consensus codes for all the replacement responses.
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Chapter 2
Students’ Conceptual and Epistemic Resources for Predicting Reaction Mechanisms in a
Big-Idea Centered Introductory Organic Chemistry Course

This work was conducted in collaboration with Ryan L. Stowe.

Abstract

Recognition that chemistry courses are often perceived by students as bundles of disconnected
facts and algorithms has led to many initiatives to define “big ideas” central to the study of
atomic/molecular behavior. Historically, these lists of ideas have consisted of concepts expert
chemists thought all students should know. There is growing realization in the higher education
community that science learning environments should emphasize making sense of phenomena
rather than simply “knowing stuft”. Accordingly, “big ideas” should be those conceptual tools that
allow students to predict and explain a wide variety of chemical phenomena. Here, we seek to
describe “big ideas” in terms of small-grain intellectual resources that students commonly rely on
to construct explanations for the atomic/molecular cause for perplexing phenomena. Using data
from think aloud interviews focused on construction of predictive models, we explore the small-
grain knowledge elements that were activated in moments where students were uncertain as to the
“right answer”. Our analysis entailed 1) operationalizing “moments of uncertainty” in terms of
activation of epistemological resources inferred from interview audio and transcripts and 2)
characterizing the conceptual resources activated during these moments of uncertainty. Students
commonly invoked conceptual tools related to electrostatics and energy when figuring out the
likely outcome for a complex phenomenon. To support inferences as to why students expected
these conceptual tools to be productive for sensemaking, we examined the intellectual work
emphasized and rewarded on the assessments given in their organic chemistry course using the

3D-Learning Assessment Protocol. We found that course assessments placed substantial emphasis
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on use of ideas related to electrostatics and/or energy to explain and/or model phenomena.
Implications from this research suggest that, if students are to perceive certain concepts as broadly
useful for explaining chemical phenomena, they should be consistently engaged in and rewarded
for using those concepts to figure out how and why increasingly complex phenomena occur.
Introduction

Modern chemistry coursework has all too often become bloated with disconnected topics—a
mile wide and an inch deep (Cooper, 2010; Lloyd & Spencer, 1994; Nameroff & Busch, 2004).
Accordingly, “the typical course often appears to the novice as a disjointed, brisk trot through a
host of unrelated topics” (Cooper, 2010, p. 231). In an effort to combat the sprawling, disjointed
nature of most chemistry curricula, there have been a number of calls to structure high school and
college chemistry instruction around large-grain ideas (Table 2.1). Among the first efforts to
streamline the content of college chemistry courses were Gillespie (Gillespie, 1997) and Atkins’
(Atkins, 1999) definition of “great ideas” that, “form the basis of modern chemistry” and that
“every high school and college course should include” (Gillespie, 1997). There is a fair degree of
overlap between both lists of “great ideas” with both including “bonding” in some form as well as
substantial emphasis on energy. No literature from the learning sciences is cited in either Atkins’
or Gillespie’s manuscripts detailing “great ideas”—it is thus reasonable to infer that there was no

theoretical basis for either list.
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57

Gillespie (1997)
1. Atoms, Molecules, and Ions 4. Kinetic Theory
2. The Chemical Bond 5. Chemical Reaction
3. Molecular Shape and Geometry 6. Energy and Entropy
Atkins (1999)
1. Matter consists of about 100 elements 6. Molecules attract and repel each other
2. Elements are composed of atoms 7. Energy is blind to its mode of storage
3. The orbital structure of atoms accounts for 8. Reactions fall into a small number of types
their periodicity 9. Reaction rates are summarized by rate

4.
5.

Chemical bonds form when electrons pair
Shape is central to function

laws

ACS Exams Institute (2012)

1. Atoms 7. Kinetics
2. Bonding 8. Equilibrium
3. Structure/Function 9. Measurement and Data
4. Intermolecular Forces 10. Visualization and Scale
5. Chemical Reactions 11. Systems Thinking
6. Energy and Thermodynamics
CLUE (2013)
1. Electrostatic and Bonding Interactions 3. Energy
2. Atomic/Molecular Structure and 4. Change and Stability in Chemical

Properties

Systems

Recognition that expert knowledge appears to be organized around fundamental disciplinary

ideas (National Research Council, 2000) prompted several 21st century reform efforts to attempt

their own definition of “big ideas” in chemistry. Prominent initiatives include the Advanced

Placement reinvention project (The College Board, 2014), the American Chemistry Society’s

Examinations Institute’s Anchoring Concept Content Maps (Holme & Murphy, 2012; Murphy et

al., 2012), and the general chemistry curriculum Chemistry, Life, the Universe, and Everything

(Cooper, Posey, & Underwood, 2017). As shown in Table 2.1, there are many commonalities

between the big ideas arrived at by each of these initiatives—energy features prominently in all

lists, as does structure and bonding. However, lists differ markedly on the character of what they

categorize as a “big idea”. For example, “bonding” and “energy” are required to explain many
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phenomena, while “measurement and data” and “visualization and scale” have little to no
explanatory power. The different kinds of things that populate lists of “big ideas” stand as evidence
that the chemistry education community does not have consensus on the essential character of such
ideas.

Demarcation of concepts fundamental to the study of chemistry has historically been focused
on ideas experts deem “extremely important”. There has not, until relatively recently (Cooper &
Klymkowsky, 2013; Cooper et al., 2017; The National Research Council, 2012), been a
concomitant focus on explicitly defining how students should use their knowledge to engage in
practices characteristic of work in science. There is growing consensus in the science education
and discipline-based education research communities that science learning environments should
engage students in explaining and modeling aspects of natural and designed worlds (Cooper et al.,
2015; Schwarz et al., 2016; The National Research Council, 2012). Such engagement has the
potential to position students as knowers and doers of science and illumine the broad utility of
scientific ways of knowing. Chemistry education research scholars are beginning to operationalize
“sensemaking” in college contexts. For example, pioneering work by Cooper and colleagues
suggests that courses structured around the use of fundamental concepts to make sense of
successively more complex systems supports students in making sense of atomic emission spectra
(Minter, 2019), acid-base reactions (Cooper et al., 2016; Crandell et al., 2019), phase changes
(Noyes & Cooper, 2018; Stowe et al., 2019), and dissolution (Judd, 2018). Focus on making sense
of phenomena requires refashioning “big ideas” from concepts experts think are important to ideas
that students find broadly useful in explaining why things happen the way they do. The National
Academies’ consensus study 4 Framework for K-12 Science Education makes this shift explicit

by stating that disciplinary core ideas should, “Provide a key tool for understanding or
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investigating more complex ideas and solving problems” (The National Research Council, 2012,
p.31). However, stating that “big ideas should be powerful sensemaking tools” does not clarify
what it means for a student to weave such ideas together as they construct and critique explanations
and models for phenomena they do not yet understand. How can we know when students are
constructing an explanation de novo instead of reciting a memorized passage? What are the
qualitative signatures of students drawing on large-grain ideas as they make sense of observable
events? How do the ideas students expect to be productive sensemaking tools relate to those ideas
emphasized and rewarded on assessments? How can we support students in internalizing the broad
utility of disciplinary “big ideas”? If a central goal of chemistry learning environments is to support
molecular level sensemaking, we must have consensus and clarity on what it means for students
to leverage fundamental ideas in crafting explanations and models across contexts.
Research Questions

Here, we seek to describe “big ideas” in terms of clusters of small-grain intellectual resources
students can use to predict and explain perplexing phenomena in terms of atomic/molecular
behavior. Our perspective foregrounds the utility of certain conceptual tools for figuring out how
and why things happen rather than the opinions of domain experts as to which ideas are “extremely
important”. This shift is needed if we are to position chemistry-enrolled students as knowers and
doers of science instead of receivers of facts. We demonstrate how “big ideas” may be
operationalized as clusters of small-grain knowledge elements by analyzing the resources organic-
enrolled students call on and connect when asked to explain complex chemical phenomena. Our
analysis focuses on moments when students’ verbal and paraverbal cues signal that they are
uncertain of the “correct answer”. Subsequently, we examine association between the intellectual

“heavy lifting” emphasized in assessments and conceptual resources commonly cued in an
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interview setting. We argue that course assessments help structure student expectations as to which
conceptual tools will be useful in explaining chemical phenomena described by a written prompt.
The findings of this study can inform future work on supporting and assessing atomic/molecular
sensemaking grounded in “big ideas”.

Our work was guided by the research questions:

1) How can one infer that students are constructing, rather than recalling, an explanation for
a chemical phenomenon?

2) What conceptual tools do students call to mind and connect to make sense of unfamiliar
phenomena?

3) How does the intellectual work emphasized and rewarded on course assessments relate to
the conceptual tools students activate when figuring out the cause for perplexing
phenomena?

Theoretical Framework

In order to elicit evidence that students consider particular ideas as powerful sensemaking
tools, we must consider what is known about the character of student knowledge of chemistry. For
many years, studies in chemistry education research operated off an implicit theory of cognition
in which students were thought to possess coherent and stable “wrong theories” that could be
detected by “wrong” answers on concept inventories and overridden by instruction (Cooper &
Stowe, 2018). This perspective was an outgrowth of Strike and Posner’s work on conceptual
change published in the 1980s (Posner et al., 1982). More modern studies have found evidence
that students’ knowledge of atomic/molecular behavior is often not coherent or stable and is better
modeled as a dynamic conceptual ecology in which small-grain knowledge elements are strung

together in situ. The instability of students’ chemistry knowledge was persuasively demonstrated
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by Cooper and colleagues via a qualitative study in which students were asked to pick which
substance in a pair would have the higher boiling point and to explain their choice (Cooper, Corley,
& Underwood, 2013). Students employed inconsistent and idiosyncratic reasoning that varied
according to the structure of the substances being compared. Taber and Garcia-Franco also
observed such inconsistent reasoning when high school students were asked to explain observable
phenomena in terms of atomic/molecular behavior (Taber & Garcia-Franco, 2010).

The “pieces of knowledge” activated by students in Cooper and Taber’s studies may be
considered “conceptual resources” drawn from formal instruction as well as personal experience
(Hammer et al., 2005; Redish, 2004; Scherr & Hammer, 2009). Individual resources are not always
inherently “right” or “wrong” but rather may be activated in more or less appropriate ways within
a given context (Sayre & Wittmann, 2008). For example, the notion that “more effort begets more
result” (called Ohm’s p-prim by diSessa; diSessa, 1993; Hammer, 2000) may be invoked
appropriately to explain chemical phenomena (e.g., stronger bonds require more energy to disrupt),
or inappropriately (e.g., the molecule with more oxygens always has the higher boiling point).
Resource Theory grew out of diSessa’s “Knowledge in Pieces” perspective on conceptual change
(diSessa, 1988). Due to this lineage, many “resources’ described in the literature can be considered
“primitives” — that is, thoughts that cannot be consciously reduced down to constituent parts by an
individual (diSessa, 1993; Sherin, 2001). However, more modern literature has broadened the
meaning of “resource” to include constructs of a variety of grain sizes (Sayre & Wittmann, 2008).
This work defines “resources” as “small reusable pieces of thought” (Hammer, 2000) that may be
active or inactive in a given moment and may link to other resources deemed complimentary for
addressing a particular task (Sayre & Wittmann, 2008). Brown proposes a model in which

students’ conceptions emerge dynamically from interactions of conceptual resources. According
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to this dynamic systems perspective, it may not be possible to demarcate between a “conceptual
system” and a “conceptual fragment” (Brown, 2014). Here, we do not attempt to make claims as
to whether an utterance represents activation of a primitive or activation of some larger-grain
emergent structure. Our perspective on what makes a “resource” encompasses both. Our focus is
characterizing the conceptual resources students consider productive in explaining perplexing
chemical phenomena and how those align with “big ideas” rewarded by learning environment
designers.

The conceptual resources students consider “productive” are influenced by their sense of “what
is going on” in a particular scenario — that is, their frame (MacLachlan & Reid, 1994; Scherr &
Hammer, 2009; Tannen, 1993). The process of framing is shaped by past experiences and
expectations of what will be required in the future. A significant amount of research in physics
education has been dedicated to epistemological framing, or a students’ answer to “How should I
approach knowledge?” (Scherr & Hammer, 2009). For example, qualitatively different stances on
knowledge and knowledge construction have emerged from studies of physics students’ problem
solving (Chari et al., 2017). Crucially, framing is a dynamic and context sensitive process (Tannen
& Wallat, 1987). Students’ sense of appropriate knowledge construction work may change
moment-to-moment and be either stabilized or destabilized by various factors in their learning
environment (Berland & Hammer, 2012). Thus, students’ sense of the nature and appropriate use
of knowledge is best considered as a localized coherence of epistemological resources. As with
“resources’ generally, epistemological resources are re-usable, fine-grained knowledge elements
that may be activated and connected in-the-moment. Epistemological resources proposed in the
literature include ideas that relate to the nature of knowledge (Hammer & Elby, 2002), forms of

knowledge product (Collins & Ferguson, 1993)), processes of knowledge construction (Russ &
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Luna, 2013) and the goals of knowledge construction activities (Berland & Crucet, 2016). To
summarize, those conceptual tools students activate and link in response to a scientific
phenomenon are affected by their view of the nature and appropriate use of knowledge in that
moment, which is a function of their past experience.

“Big ideas”, as defined by The Framework, may be thought of in terms of collections of
conceptual resources that experts have found to be broadly useful in predicting, explaining, and/or
modeling phenomena. Stated differently, conceptual resources related to “big ideas” have a high
cuing priority for experts due to their utility in making sense of a wide variety of scenarios (diSessa,
1993). For example, various small-grain knowledge-elements related to Coulomb’s law are useful
in explaining the energetics of formation and breakage of intermolecular forces or the relative
stability of charged species. Examples of these resources might be “opposite charges attract” or
“more concentrated charge = more reactive”, the latter of which is likely a restatement of Ohm’s
p-prim (diSessa et al., 2004).

Chemistry learning environments with sensemaking as a central goal should help students
develop and activate core-idea related resources to make sense of a variety of phenomena in
instructional and assessments settings. The purpose of such environments should not be to “know
about big ideas”, but to figure out how and why things happen the way they do. As a student’s
sense of “what is going on” in a given moment is structured by past experiences they deem similar
(MacLachlan & Reid, 1994; Scherr & Hammer, 2009; Tannen, 1993), we hypothesize that there
will be substantial overlap between the conceptual resources students consider useful and those
ideas rewarded on assessments. In an environment focused on weaving together big ideas to make
sense of phenomena, students should receive a substantial amount of course credit for constructing

and critiquing explanations and explanatory models for observable events. The learning
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environment context for this work may be considered a prototype of what a sensemaking-focused
organic chemistry learning environment might look like.
Methods
Participants and Setting

Participants for this study were students enrolled in a second-semester organic chemistry
course at a research-intensive university in the Midwestern United States. At this university,
approximately 1,000 students enroll in organic chemistry per semester. The course study
participants were enrolled in is intended for non-chemistry STEM majors. Each course section
meets as a large (~350 student) group for 150 minutes/week. Enrolled students also have the
opportunity to engage in weekly discussion meetings which emphasize construction of models,
arguments and explanations under the guidance of a teaching assistant, and complete similar open-
ended homework assignments several times a week. Interviewees were volunteers who were
solicited by email near the end of the second semester of the course (N = 12). As our goal was
characterizing the conceptual tools successful students use when making sense of complex
unfamiliar phenomena, interviewees were selected from among the highest achieving volunteers,
as measured by their grades on the first two mid-term exams. Informed consent was sought and
obtained from all study participants prior to commencement of the interview in accordance with
the Institutional Review Board protocol approved for this study. Of the 12 participants, 5 were
male and 7 were female. All students interviewed were very successful in the course and went on
to earn an A or a B — their responses thus represent the “best-case scenario” in terms of resources
activated to figure out the cause for perplexing phenomena. Additionally, all participants intended

to take biochemistry following completion of organic chemistry. Table 2.2 lists each participant
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by pseudonym, sex, major, grade in both semesters of organic chemistry, and the prompt sequence
used to structure their interview.

Table 2.2. Demographic and achievement characteristics of interviewed students listed alphabetically by
pseudonym.

O-Chem1 O-Chem 2

Pseudonym  Gender Major® GPAP GPAP Prompt*
Adam Male Physiology 4.0 4.0 M-2
Alex Male Neuroscience 4.0 4.0 L
Aurelia Female Microbiology 4.0 3.5 M-2
Austin Male Biochemistry & Molecular Biology 4.0 3.5 L
Christy Female Human Biology 4.0 4.0 M-2
David Male Human Biology 4.0 4.0 M-1
Kim Female Neuroscience 4.0 4.0 L
Matt Male Physiology 4.0 3.5 L
Megan Female Human Biology 4.0 3.5 L
Melissa Female Microbiology 4.0 4.0 L
Rachel Female Zoology 4.0 4.0 L
Sadie Female Human Biology 4.0 3.0 M-1
z Students’ declared major at the end of the second semester of organic chemistry.

GPA is reported on a 4-point scale.

M-1 = variant 1 of more scaffold prompt, M-2 = variant 2 of more scaffolded prompt, L = less scaffolded
prompt (see Figure 2.1).

Student received prompts marked with an asterisk (*) depicted a trans-esterification under neutral
conditions with alcohol nucleophiles. These prompts are labeled Variant 1 in Figure 2.1.

o

All who were interviewed for this work enrolled in two semesters of a transformed organic
chemistry curriculum known as Curriculum A (Cooper et al., 2019). This course is designed
around scaffolded progressions of “big ideas” identified as part of a general chemistry
transformation effort at University A (Cooper et al., 2017). These include: “electrostatic and
bonding interactions”, “atomic/molecular structure and properties”, “energy”, and “change and
stability in chemical systems”. As with the core ideas defined in The Framework, Curriculum A
“big ideas” were selected due to their broad predictive and explanatory power. Students are to use
these ideas throughout both semesters of Curriculum A to make sense of increasingly complex
systems. We will examine how “making sense of increasingly complex systems” was

operationalized in Curriculum A via analysis of course formative and summative assessments. We

anticipate that student expectations as to the conceptual tools useful for making sense of unfamiliar
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phenomena will be informed by those resources useful in making sense of contexts assessed in
Curriculum A. Importantly, while the course was designed to emphasize use of ideas experts find
useful for sensemaking, there is as yet no evidence that Curriculum A-enrolled students tend to
use “big idea”-related conceptual resources to predict and explain likely outcomes in novel
contexts.

Interview Protocol

Semi-structured interview protocols were used to elicit evidence of students’ epistemological
framing (RQ 1) as well as the conceptual resources students used when making sense of chemical
phenomena (RQ 2). These protocols were centered around construction and justification of models
to predict the outcome of chemical processes. The prompts meant to initiate model construction
are given in Figure 2.1. In all prompts, students were to leverage a curved arrow mechanism to
predict and explain the outcome of a set of reactions. Mechanisms of this type are understood by
expert chemists to convey donor-acceptor interactions in which electrons are donated from filled
to empty orbitals. It is well-established in the literature that proper arrow depiction does not
necessarily indicate an understanding of the phenomenon being depicted (Grove et al., 2012). For
this reason, students were prompted by the interviewer to both predict the major product that would
result from a reaction system and to explain why.

Two sequences of prompts were used in this study, a “more scaffolded” sequence consisting
of prompts A-C given in Figure 2.1, and a “less scaffolded” sequence consisting only of prompts
A and C given in Figure 2.1. By “scaffolding”, we refer to prompt features that focus learners on
“critical features”(Reiser & Tabak, 2014; Wood et al., 1976) salient to productively addressing the
task. Both prompt sequences began with a straightforward bimolecular substitution (Snx2) reaction

analogous to many systems explored in both semesters of Curriculum A. This prompt served
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chiefly to familiarize students with verbalizing their thoughts — a notoriously unnatural experience
(Herrington & Daubenmire, 2014). The prompts shown in Figure 2.1B and C were meant to engage
students in making sense of complex, biologically relevant phenomena they had not seen
previously — transesterification of phosphate esters. Biological relevance was chosen as a focus
due to the intention of all study participants to enroll in biochemistry and the intention of many to
pursue careers in the healthcare sector. The system students were asked to model in Figure 2.1C
was meant to model attachment of an amino acid to tRNA. In biological contexts, this process is
catalyzed by aminoacyl-tRNA synthetase (Agarwal & Nair, 2012), though the principles of the
reaction may be understood in the absence of the enzyme. A canonical explanation for the
formation of the major product observed upon treating a phosphate ester with an alkoxide is
presented in the supplemental information for the interested reader. In this contribution, we seek
to characterize the small-grain knowledge elements students activate and connect when attempting
to predict and explain a phenomenon they do not yet understand. Accordingly, the impact of

prompt scaffolding is not the focus of the present study.
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A. Using a curved arrow mechanism, predict the major product that would result from adding
sodium ethoxide to a solution of ethyl bromide in DMF (ethoxide and ethyl bromide are shown

below).
N N

B. Using a curved arrow mechanism, predict the major product that would result from addition of
ethoxide (or ethanol) to a solution containing the phosphate ester shown below.

Variant 1:
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C. Many physiologically important molecules are synthesized in part through the reaction of species
similar to those shown below. Using a curved arrow mechanism, predict what might happen when
these two molecules collide.

Variant 1:
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:0:
H
R N
h :
0

Figure 2.1. Interview prompts administered to students. The more scaffolded version consisted of parts
A—C while the less scaffolded version consisted of only parts A and C. A few students received Variant 1
of parts B and C (shown in blue), which involved a neutral alcohol, while the rest received Variant 2 of
parts B and C (shown in black), which involved a negatively-charged alkoxide.

As students may frame an interview in a different manner than the interviewer, which may

affect those resources activated and linked in the interview context (Russ et al., 2012), participants
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were advised from the outset that our principle aim was to elicit evidence of how they think through
problems, not evaluate the correctness of responses. Statements such as, “you needn’t approach
this as an exam”, “we’re just interested in your process”, and “try not to feel like this is a high-
pressure situation because it really isn’t” were said by the interviewer in an attempt to stabilize a
frame in which reflective reasoning was seen as productive rather than maximally efficient
problem solving. Relatedly, in situations where students expressed that a particular answer was
“good enough” for an exam, the interviewer would respond that the interview was not a high-
stakes test and that students should aim for the best possible model-based prediction, without
worrying about time pressure or correctness.
Data Collection
Interviews

The second author conducted all twelve interviews analyzed for this study. The length of the
interviews varied from 15 to 30 minutes depending on the amount of information the students
provided. Interview audio was redundantly recorded using both a digital voice recorder and a
LiveScribe pen, which can replay both audio and student drawings in real-time (Linenberger &
Bretz, 2012). Prompts were printed on dot-matrix paper and annotations were made using a
LiveScribe pen. This enabled simultaneous capture of student writing and dialogue. Student-
constructed representations were collected at the end of each interview.
Assessment Forms

To get a sense as to the emphasis Curriculum A places on use of “big ideas” in
atomic/molecular sensemaking, all high stakes assessments and low stakes discussion activities
taken by the interviewees over both semesters of the course were collected and analyzed. Our high

stakes assessment dataset was comprised of: three mid-term exams and the final exam given during



70

the first semester course together with three mid-term exams given during the second semester
course. The final exam given during the second semester of Curriculum A was a test authored by
the ACS Examinations Institute, which has little potential to elicit evidence of student ability to
explain phenomena (Stowe & Cooper, 2017). Our low stakes assessment dataset consisted of 28
discussion activities, which were completed by small groups of Curriculum A-enrolled students
during each week of instruction.
Data Selection

As seven students received the “less scaffolded” prompt variant and five received the “more
scaffolded” variant, interviews included responses to 29 individual prompts. Intelligible recordings
were obtained from each interview and thus all prompt responses were included in our dataset. As
the emphasis of the present study is the conceptual tools students activate when predicting and
explaining perplexing phenomena, dialogue that did not pertain to relating big ideas to phenomena
was omitted from our analysis (e.g., conversation concerning the logistics of the interview,
narration of actions, reflections on the course). As an example of the sort of dialogue omitted,
consider the common occurrence of students narrating what they are drawing without subsequently
justifying why that drawing is reasonable (e.g., “an arrow from a lone pair on oxygen should go to
carbon”). Absent additional elaboration, describing the mechanics of drawing a representation
does not support inferences as to what, if any, conceptual resources underpin that representation.
Narration of actions followed by justification as to why those actions are reasonable was included
in our analysis (e.g., “I can represent donation of electrons from the negative oxygen to the partial

positive carbon by drawing an arrow from a lone pair on oxygen to carbon”).
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Dialogue pertaining to construction of explanations and/or explanatory models was sub-
divided into segments representing complete thoughts. These segments were typically one to three
sentences long. The following excerpt from Kim illustrates what we mean by a “segment”:

Segment 1:  Um, I guess just looking at what it’s attached to. So, this is attach-, like a
carbon bonded to an oxygen.

Segment 2:  Oh, well, I guess there’s a carbonyl right there too actually.

Segment 3:  So I didn’t look hard enough.

Segment 4:  But I would look at what it’s attached to, so like this carbon, how it’s attached
to an R group, like another C, like carbon, it wouldn’t be that, like there’d be
no really charge here because they’re the same amount of electronegativity.
But, with these carbonyls, since this has got two bonds to oxygen, that makes
this have even more partial positive.

The first two sentences concern the attachment of atoms; this passage begins with a general
statement, followed by a statement specific to this situation. Thus, these two sentences were treated
as one segment (Segment 1). In the following sentence, Kim paused her explanation to note a
feature of the prompt, so this was considered a new segment (Segment 2). The next sentence
(Segment 3) is a reflective statement that did not pertain to reasoning about the reaction, so it was
not coded. The remaining two sentences focus on the same topic (bond polarity) and were treated
as one segment since the latter sentence provides a counterexample to the example given in the
former sentence.

Data Analysis

Each segment of dialogue was characterized via two layers of coding. First, epistemological
resources that could be inferred from dialogue segments were coded via adapting the code
definitions put forth by Hammer and Elby (Hammer & Elby, 2002). Second, we inductively coded
for the small-grain reusable knowledge elements that represented conceptual resources students

activated when they made sense of phenomena presented by prompts. Transcript coding was

facilitated by NVivo 12 for Mac (QSR International Pty Ltd., 2018).
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Coding Epistemological Resources

To characterize aspects of students’ sense of what was going on with respect to knowledge,
each segment of dialogue was examined for evidence of the knowledge type and epistemic activity
students appeared to engage in (Table 2.3). Especial attention was given to paraverbal cues
(pauses, tone changes, transitions etc.), as these often served to demarcate between epistemic
activities. For example, engaging in the epistemic activity causal storytelling was marked by
smoothly relaying a causal explanation that was likely previously learned. By contrast, if a student
was forming an explanation from prior knowledge, they were dredging up and connecting ideas in
the moment to make something new — this was characterized by halting speech and tone changes
that signify uncertainty. It was crucial to listen to interview audio recordings while coding the
transcripts to detect changes in speech patterns.

To build a case for the reliability of our coding of epistemological resources, the first and
second authors independently coded two of the transcripts and subsequently met to discuss coding
inconsistencies. The codebook was refined in response to this discussion. For example, it was
decided that a statement did not have to explicitly name the source of information to be coded as
propagated knowledge. Independent coding of transcripts and subsequent discussion occurred
twice until acceptable agreement was reached (Cohen’s kappa of 0.70). The first author then coded
the remaining transcripts. In total, consensus codes were reached for five of the twelve interviews
while seven interviews were coded solely by the first author.

Coding Conceptual Resources

As the goal of RQ 2 was identification of conceptual resources cued when explaining a

phenomenon, our analytical approach began with detailed consideration of individual cases using

open coding (Strauss & Corbin, 1990) to identify phrases and/or drawings that appeared to reflect
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conceptual tools activated and connected to make sense of phenomena. Our analysis was refined
via iteratively revisiting the interview transcripts and student drawings using a process of constant
comparison between the two authors’ codes (Glaser, 1978; Taber, 2000). Our identification of
“resources” is based on the definition of Sayre and Wittman (Sayre & Wittmann, 2008) that they
are both “individual” — that is not necessarily coupled to a particular context — and “reusable” —
that is they might be productively used in many contexts. We do not assume a particular grain size
of “resource” in our analysis — those items identified thus range from “primitives” to fairly large-
grain ideas likely composed of smaller nested resources. These larger-grain knowledge elements
may be considered structures emergent from dynamic interactions between smaller-grain elements
(Brown, 2014). Interview transcripts were examined segment-by-segment for words or phrases
indicating use of discrete, reusable conceptual tools — these were tagged with a descriptive code.
These tools consisted both of primitives (e.g., “more means more”) and ideas related to more
sophisticated concepts (e.g., “opposite charges attract”). In instances where resources related to
several “big ideas” were invoked, multiple codes were used (e.g., “energy’ and “opposite charges
attract” would describe the phrase, “attraction between oppositely charged regions of two
molecules lowers system potential energy”). Use of multiple codes allows us to infer how students
connected multiple conceptual resources to explain aspects of the phenomena they were
examining. Transcripts were sub-divided by phenomenon (e.g., “bimolecular substitution”,
“simple trans-esterification”, “complex trans-esterification”) to aid in inferring which resources
students used across contexts.

To build a case for the reliability of our conceptual resource coding scheme, both authors coded
two interviews (one structured around the more scaffolded prompt series and one structured around

the less scaffolded prompts) and examined coding consistency paragraph by paragraph using the
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interrater-reliability tools within NVivo. Discussion of inconsistencies led to numerous
refinements of our codebook. For example, it became apparent that many codes could be expressed
as a statement as well as its inverse (e.g., “concentrated charge = more reactive” can also be
expressed as “delocalized charge = less reactive”). We settled on the five codes, described in Table
2.4, to describe the conceptual resources leveraged by students to reason across phenomena. Note
that each resource represented by a code is reusable in the sense that it does not require linkage to
a particular phenomenon. The two authors were able to independently code two interviews (~16%
of the total dataset), using the final elaborated codebook, with a high level of consistency (Kappa
= 0.8). Six of the twelve transcripts were jointly coded as part of establishing coding scheme
reliability. For these six, a consensus was reached as to which transcript segments corresponded
to activation of which resources. The first author coded the remaining six transcripts using our
established codebook. In order that others, should they choose, can evaluate the validity of the
claims we make from interview data, we have appended full, coded transcripts of all analyzed
interviews in the supplemental information. We recognize that codes are claims, not data, and that
it is important for the community to have the ability to double-check consistency between all
claims that we make here and the dataset informing those claims (Hammer & Berland, 2014).
Assessment Analysis

We hypothesized that the conceptual resources students default to when asked to make sense
of an unfamiliar phenomenon would relate to the intellectual “heavy lifting” emphasized on
formative and summative assessments. Assessments send strong implicit messages to students as
to the true focus of a learning environment (Crooks, 1988; Entwistle, 1991; Momsen et al., 2013;
Scouller, 1998; Scouller & Prosser, 1994; Snyder, 1973). In order for a course to truly emphasize

predicting, explaining, and modeling phenomena, atomic/molecular sensemaking must be allotted
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substantial points on course quizzes and exams. Stated differently, students’ expectations
regarding knowledge construction (that is, their frame) will be built from past experiences they
deem similar to the present context (Tannen, 1979, 1993). We would therefore expect students to
cue knowledge elements that have been useful for constructing explanations on assessments so
long as they see the interview prompts as similar to assessment prompts. Analysis of each
assessment leveraged the three-dimensional learning assessment protocol (or 3D-LAP; Laverty et
al., 2016). This protocol provides criteria an assessment item must meet to have the potential of
eliciting evidence that students are using what they know to predict, explain, and/or model
phenomena. Importantly, fulfilling these criteria does not guarantee that a prompt will in fact elicit
the evidence desired. The potential of each assessment item to elicit evidence of 3-dimensional
learning was coded independently by both authors. Following this initial coding, the authors met
and reached consensus on assignment of all codes. As the focus of this piece is the use of core
ideas to explain and model phenomena, especial attention was given to which core idea(s) might
be involved in addressing questions requiring an explanation or model. As will become obvious,
core ideas almost always co-occur in atomic/molecular explanations and models. All assessments
coded for this analysis are appended to as part of the supplemental information together with our
consensus codes for each assessment item.
Results and Discussion
Constructing an Explanation In-the-moment is Qualitatively Distinct from Recall

Discerning the conceptual resources students find useful when explaining perplexing
phenomena requires that we identify instances when students are constructing, rather than
recalling, explanations for events. Literature related to students’ epistemological framing suggests

that students’ perspective on “what is going on here” with respect to knowledge should differ
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depending on whether they regard a scenario as an opportunity to recall a “correct answer” or to
construct an explanation for something not yet fully understood (Odden & Russ, 2019; Russ et al.,
2012). Russ and colleagues found that students framing an interview as an oral examination saw
“their task as producing a correct answer to a prompt or question in a clear or concise fashion”
(Odden & Russ, 2019, p. 1058). The qualitative signatures of an oral examination frame included
clearly and confidently delivering a (very likely recalled) answer to an interview question that
often incorporates scientific vocabulary (Russ et al., 2012). Students constructing an explanation
in the moment, from prior knowledge deemed useful, often speak in a halting fashion with many
stops and starts (Russ et al., 2012). Students framing an interview activity as an opportunity to
engage in inquiry also tend to use hedging language (e.g., I think, maybe). Recent work has sought
to characterize the epistemological resources that are activated and connected to create a frame in-
the-moment (Shar et al., 2020). These include knowledge elements pertaining to the type of
knowledge (e.g., propagated, fabricated) and epistemic activity (i.e., how the knowledge was
obtained). An oral examination frame initiated in response to a prompt to “explain why” may
represent a local coalescence of resources including “knowledge as propagated stuff” and “causal
storytelling”, as the student relays a previously learnt explanation for a phenomenon. An inquiry
frame initiated in response to a similar prompt may come about, in part, via activation of
“knowledge as fabricated stuff” and “forming” as a student draws from prior knowledge to stitch
together an explanation on-the-fly.

Here, we demarcate between instances when students recalled a memorized response and
instances when they constructed a response in-the-moment by characterizing aspects of students’
framing throughout our think-aloud interviews. Drawing from prior work published by Hammer

and Elby (Hammer & Elby, 2002), we characterized activation of knowledge elements related to
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knowledge type and epistemic activity (Table 2.3). We argue that viewing an activity as an
opportunity to recall facts will result in activation of knowledge type and epistemic activity
resources in a manner distinct from the epistemological resources activated when students see a
scenario as a time to engage in in sifu explanation construction. We focused our analysis on
resources related to knowledge type and epistemic activity because we found these knowledge
elements straightforward to characterize and the activation of these resources sufficient to support

claims as to whether students were recalling or constructing explanations.
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Table 2.3. Themes that emerged from the interviews were summarized using the codes shown below. An
example response described by each code is provided.

Code Definition Example
Knowledge Type
“Because the oxygen will be able to
hold onto those electrons easier
Stated knowledee is fieured out b than the nitrogen would because the
fabricated . ge 15 118 y nitrogen would just want to pick up
student using their prior knowledge .
a hydrogen or something because
it's not as stable with extra
electrons.”
Stated knowledge comes from outside .,
source, such as a professor or textbook. We I?arned they ha.ve the same
propagated Note that the student does not have to oxidation states. I think that was
explicitly identify the outside source what we talked about in class.
Stated knowledge is readily apparent or “I ouess there’s a neeative over
directly perceived  obvious because it is directly given on & ” &
the page there too.
Stated knowledge is determined from a L feel like th.ls. is the best way to be
o . o . able to stabilize the oxygens and
intuited gut-feeling or sense that it’s true. It is make the whole entire thine overall
usually indicated by the phrase “I feel” e s
more stable than this.
Epistemic Activity
“So, I'm thinking [ don't know
Students is using their prior knowledge 1o o I would pick for where
forming to reason about how to solve an o ’

causal storytelling

accumulating

unfamiliar problem.

Students explains why something
happens by connecting a cause and an
effect.

Student notices a feature of the prompt
or recalls factual information.

be honest... Maybe this one? Er,
maybe that one because it's less
cluttered, it has less hindrance?”
“It's more electronegative, so it's
pulling electrons away from that
carbon, so with less negative
electron charge, then this becomes
more positive.”’

“A weak base is a good leaving

group.”

Knowledge type refers to students’ understanding of the nature of their knowledge; resources
of this type that were relevant to our analysis include knowledge as fabricated stuff (built from
students’ previous knowledge), knowledge as propagated stuff (received from another person or
authority), knowledge as intuited stuff (obtained from an inarticulate “sense’), and knowledge as
directly perceived stuff (gained through use of the senses). Epistemic activity describes how

students use their knowledge; of the many examples given, accumulating, causal storytelling, and
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forming were most applicable to our data. Accumulating describes instances where students are
“collecting” information, whether by using one’s senses, talking to another person, reading a book,
or through some other process. Causal storytelling describes instances where students know the
answer and are communicating their reasoning by relating causes and effects while forming
describes instances where students are constructing an answer to an unknown problem in the
moment. These are not exhaustive lists of epistemological resources but rather those that were
most useful in addressing our research questions. It is important to note that framing is a dynamic
process; a student may shift fluidly among several frames during a single interview. In our data
set, we observed episodes of epistemological resource activation ranging in duration from a few
seconds to several minutes. The following paragraphs will illustrate how we applied these codes
to our data.

After receiving the written prompts (Fig. 2.1), most students began by verbalizing prompt
features that caught their attention. These instances represented activation of knowledge as directly
perceived stuff and accumulating. For example, Megan’s first response to the complex trans-
esterification prompt (Fig. 2.1C) was to note, “There’s a negative charge on this oxygen.” These
instances were often followed up activation of one of two epistemological resource clusters:
knowledge as fabricated stuff and causal storytelling, or knowledge as fabricated (or intuited) stuff
and forming. If the student knew how a noticed feature related to a canonical answer they could
recall, they drew on their prior knowledge (fabricated) to describe the cause for the phenomenon
represented by the prompt (causal storytelling). For example, Rachel explained, “Because oxygen
is negatively charged, and I know that the Br [bromine] has a delta minus and the carbon has a
delta plus, that the negative is going to be attracted to the partial positive.” Rachel drew on her

prior knowledge of how charge is distributed between bromide and carbon and how charges
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interact to justify why oxygen would react with carbon. Rachel’s explanation was delivered
confidently and without hesitation, likely signifying that much of it was recalled rather than
constructed in that moment.

All interviewed students experienced one or more moments where they were unable to recall
and smoothly deliver a canonical answer to a prompt or interviewer question. During these
instances, study participants iteratively proposed and connected up ideas they thought would be
useful in addressing the task at hand. After identifying a negatively charged oxygen atom, Christy
said, “I think it's going to attack the carbonyl ‘cause this is partial negative and this is partial
positive. I don't know where else it would go. Yeah, I think it's going to go like this...” Her use of
the phrases “I think” and “I don’t know where it else it could go” suggests that she did not know
the outcome of this reaction and instead had to draw on her knowledge of how negative and partial
charges interact (fabricated) to predict what would happen (forming). Note that, even though
Christy included a cause-and-effect relationship in her reasoning, this transcript passage is better
described as an instance of on-the-fly construction (that is, forming) rather than recall of a causal
mechanism (causal storytelling). Paraverbal signatures captured by audio recordings, such as
uncertain tones and halting speech, were very useful in distinguishing between the epistemic
activities forming and casual storytelling. We also observed students attempting to figure out what
would happen (forming) based on a gut instinct (intuited) rather than prior knowledge (fabricated).
For example, Alex said, “So I see that there is an oxygen in both molecules with a negative charge
on it, which I feel like would react with something.” Alex sensed that negatively charged oxygens
were involved in the reaction, although he did not articulate what prior knowledge gave him this

SE€nse.



81

A final cluster of epistemological resources that was frequently observed was knowledge as
propagated stuff and accumulating. These codes describe instances where students were recalling
information that they had been told by someone or had read in a textbook. For example, when
Aurelia was asked why she thought the negatively charged oxygen made ethoxide a good
nucleophile, she responded, “Umm... It's a strong-ish base. It's a strong base,” a statement recalled
from class. As observed with the other clusters containing accumulating, these factual statements
were often followed up by students explaining in their own words why the recalled fact made sense
or how it related to the specific situation given in the prompt (fabricated + causal storytelling) or
an attempt to determine what it meant or how to apply it (fabricated or intuited + forming).

When predicting the outcome of the first phenomenon given during the interview (Fig. 2.1A),
most students activated the knowledge type/epistemic activity clusters propagated + accumulating
and fabricated + causal storytelling. That is, students frequently recalled information they thought
relevant to the prompt (propagated + accumulating) and used this information to deliver a recalled
causal explanation (fabricated + causal storytelling). This was expected, as the prompt was meant
to serve as a warmup to thinking aloud and foregrounded a phenomenon students had explained
many times previously. However, follow-up questions by the interviewer occasionally affected
students’ epistemological resource activation. For example, David readily identified the role of
bromine as a leaving group in the bimolecular substitution reaction because it could “support the
negative charge” (casual storytelling). However, when asked to explain why bromide could
support a negative charge, his pattern of speech changed noticeably, from relatively smooth and
fast-paced to halting and slower-paced, suggesting that he did not readily know how to answer the

question and was instead constructing an explanation on the spot from prior knowledge (forming).
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In contrast, most students were engaged in forming when predicting and explaining phenomena
given by the other two prompts. Student dialogue related to making sense of the transesterification
reactions (Fig. 2.1B and Fig. 2.1C) was often characterized by frequent long pauses, halting speech
patterns, and most telling, consideration of multiple possible solutions. These verbal and
paraverbal cues indicate an iterative process of calling to mind and connecting knowledge elements
to build an explanation on-the-fly. As an example, consider how Matt began contemplating what
might happen when a phosphate ester collides with a nucleophile:

I'm thinking it will take off an alpha hydrogen, because those hydrogens are acidic. And then

the bond from the alpha carbon and the alpha proton are going to go onto the alpha carbon,

giving it a full negative charge. And then I was thinking that it was going to do something

intramolecular, like this carbon was going to be attracted to something that was partial positive.
He voiced his reasoning for considering two possible first steps, which he then had to weigh as he
constructed his prediction. These types of forming instances provide rich insight into the
conceptual resources students utilized when asked to predict and explain the outcome of an
unknown reaction. In the next section, we turn to a discussion of students’ conceptual resources
and conclude with an extended example from one student in which we compare the conceptual
resources activated in causal storytelling instances with those activated in forming instances.
Students called to mind and connected knowledge elements related to electrostatics and/or
energy when constructing explanations for perplexing phenomena

Before we may consider the conceptual resources students activated when constructing an
explanation on-the-fly, it is necessary to define the small-grain knowledge elements that emerged
from our interview data. Five conceptual resources were observed in most or all of the interviews:
charge=reactive, bond polarity, opposite charges attract, more charge=more reactive, and energy

(Table 2.4). The activation of each of these knowledge elements across contexts supports the

argument that our codes represent “individual reusable thoughts,” or resources. In the following
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paragraphs, we will describe each code in detail and offer examples of how the resource that code
represents was used by students. We will finish by examining one student’s reasoning in detail to
illustrate a common sequence of conceptual resource activation and discuss how their framing of
an interview scenario affected the ideas the student called to mind. Before we delve into these
examples, it is important to note that we are not interested in students’ abilities to use proper
scientific vocabulary but rather the ideas underpinning their reasoning; thus, we accepted
colloquial or imprecise verbiage in lieu of more precise language when coding. Past work by
Crandell et. al. has shown that proper use of jargon is not associated with appropriate explanations
for atomic/molecular phenomena (Crandell et al., 2020). Similarly, because we are characterizing
the resources that students perceive as useful, we do not focus on the correctness of their reasoning,
although we recognize that developing explanations in line with scientific canon is a major goal

of higher education.
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Table 2.4. Codes for conceptual resources that emerged from the interviews are summarized below. An
example response described by each code is provided.

Code

Definition

Example Response

charge = reactive

bond polarity

opposite charges
attract

more charge =
more reactive

energy

Students use charge to identify reactive
part(s) of a molecule.

Students discuss bond polarity to rationalize
partial charges.

Students describe a negative charge being
attracted to a positive charge (or vice versa)
or an atom with a negative charge reacting
with an atom with a positive charge.

More charge can mean either a greater
magnitude of charge or a greater
concentration of charge. Student connects a
greater magnitude/concentration of charge
with being more reactive/less stable or a
smaller magnitude/more delocalized charge
with being less reactive/more stable.
Student describes the stability or reactivity
of a molecule or charge. Note that they do
not have to talk about energy specifically
(and most do not).

“So I guess the first thing that [
notice is the negatives on the
oxygens, they re not protonated. So [
feel like those are going to be the
starting point.”

“Because this bromine has a higher
Zeff or effective nuclear charge. It's
more electronegative, so it's pulling
electrons away from that carbon, so
with less negative electron charge,
then this becomes more positive.”
“causing this negatively-charged
pair of electrons on the oxygen with
the ethyl to be attracted to the partial
positive carbon”

“if you have a lot of negative charge
in one place, it tends to be unstable.”
and

“ifyou could delocalize the electrons
between different atoms in the

molecule, then it makes it more
stable.”

“Square structures that are a little
more unstable than, [ mean

obviously say like a cyclohexane, but
it all matches up.”

Charge=Reactive

Identification of electron deficient and/or electron rich regions of molecules in a reacting
system was very often the first step in students’ sensemaking, which led to the development of the
code charge=reactive. Every student used the presence of a charge to identify a reactive region on
a molecule at least once, and it was commonly the first verbalized “individual reusable thought”
expressed. David illustrated how charge can serve as a powerful cue to students as to where a
reaction is likely to occur. In the bimolecular substitution problem (Fig. 2.1A), David immediately
identified the reactive nucleophile as “the oxygen with a negative charge.” In the simple

transesterification reaction (Fig. 2.1B, Variant 1), he consciously applied the same strategy:
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“Similar to the last one, I'm going to use the oxygen with a negative charge as the nucleophile in
this case,” referring to the oxygen bonded to phosphorus, the only atom with a formal negative
charge present. David was then prompted by the interviewer to consider what would happen if
instead the oxygen in ethanol was deprotonated, giving it a negative formal charge as well. He
said, “In my opinion, we’re going to have competing reactions.” His use of charge=reactive is
clearly evident; only oxygen atoms with formal negative charges cued him into the possibility of
a reaction occurring. In the complex transesterification reaction, David demonstrated a slightly
different use of charge=reactive. After proposing a reaction step and drawing the resulting
molecule, the interviewer asked if anything else would happen. David responded, “Yes, definitely.
Because we have the two negative charges there.” To him, the presence of the negative charges
indicated that the molecule would react further. As Caspari has observed, students may be heavily
influenced by surface features such as formal charges (Anzovino & Bretz, 2015; Caspari et al.,
2018; Galloway et al., 2017; Graulich & Bhattacharyya, 2017). Our findings are consistent with
this work in that the presence of written charges prompted students to think about reactivity.
Explicit formal charges readily caught students’ attentions, but they also used implicit partial
charges to predict reactivity. For example, in both the simple bimolecular substitution reaction and
simple transesterification reaction, Christy drew partial positive charges on the starting materials
and provided her rationale for doing so: “When I first looked at [the problem], I didn’t know what
was going to attack what, but then [I] draw the charge, like the negative I knew would be attracted
to this partial positive. It just kind of solidified my thoughts, I guess.” It seems that Christy
considered identifying implicit charges as a necessary first step for predicting and/or explaining
reactivity. Christy was not the only student who looked for implicit partial charges; seven of the

twelve students interviewed also added them to the starting materials in at least one of the
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reactions. Thus, charge=reactive encompasses not only explicit formal charges but implicit partial
charges as well, and students seek out these implicit charges to help them predict and explain
reactivity.

As partial charges were not explicitly depicted in the prompts, students used the resource bond
polarity to predict and justify their presence. Bond polarity describes the distribution of electron
density within a bond and derives from the interaction of negatively-charged electrons and
positively-charged atomic nuclei. For example, Aurelia described the polarity of a carbon-oxygen
bond to explain why the carbon atom had a partial (delta) positive charge: “Oxygen is really
electronegative, so that means it's pulling electrons more towards it than the carbon in this bond,
so it’s going to put a delta positive on the carbon.” Interestingly, most students seemed to use this
resource unconsciously; they would describe or draw partial charges without verbalizing their
reasoning. However, when prompted for an explanation by the interviewer, most students readily
provided one. For example, after Kim stated that a carbon atom would have a partial positive
charge, the interviewer asked her to explain why. She replied, “Because this bromine has a higher
Z.fr or effective nuclear charge. It's more electronegative, so it's pulling electrons away from that
carbon, so with less negative electron charge, then this becomes more positive.” Thus, although
Kim did not initially describe how she thought about bond polarity when she first used it, she was
able to do so when the interviewer signaled to her that this depth of reasoning was desired. The
example from Kim and several other students has implications for how assessments are written,
which we will return to later.

Opposite Charges Attract
After using charge=reactive and bond polarity to identify where a reaction would occur, most

students then employed the resource opposite charges attract to rationalize how the charged
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molecules would react. Eleven of the twelve students interviewed utilized this resource at least
once throughout their interview. Matt relied extensively on opposite charges attract as he reasoned
through the given problems and reflected aloud on the value of this resource as a general tool in
organic chemistry. In the context of the simple bimolecular substitution problem, Matt used
opposite charges attract to justify why a bond would form between an oxygen atom and a carbon
atom, explaining that “this negatively charged oxygen with the ethyl [is] attracted to the partial
positive carbon.” Later, when asked to predict the outcome of a complex transesterification
reaction, he invoked opposite charges attract to identify several possible reaction pathways. He
suggested that the alpha carbon could be deprotonated, “giving it a full negative charge,” which
would then be “attracted to something positive.” Alternatively, he reasoned that “the lone pair of
electrons [on the oxygen] could be attracted to the carbonyl carbons because there’s a partial
positive on the carbonyl carbon.” Furthermore, Matt perceived activating opposite charges attract
as broadly useful in organic chemistry. When asked how he determined what could react with the
negatively charged oxygen (which he had previously identified as reactive), he said, “I always
think it’s attracted to something. The lone pair of electrons are going to be attracted to something
like an acidic hydrogen or something that has a partial positive charge on it.”” His use of the word
“always” suggests that he approached many, if not all, problems with this resource in mind. Matt
clearly believed that knowing opposite charges attract was central to understanding chemistry in
general and, like most of the students interviewed, he leveraged this resource to make predictions
about molecular behavior in a complex and unfamiliar reaction context.
More Charge = More Reactive

The more charge=more reactive resource summarizes the relationship between concentration

of charge and reactivity. This resource is typically expressed with comparative language and was
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often stated in opposite terms, such as “less concentrated,” “more stable,” or “more spread out.”
Note that more charge=more reactive may be a specific case of Ohm’s p-prim more means more
described by diSessa (diSessa et al., 2004). Ten of the twelve students interviewed used more
charge=more reactive, most frequently in the context of identifying the leaving group, a feature
that is common to many reactions in organic chemistry. For example, when Adam was considering
the outcome of a simple transesterification reaction, he made the following statement about the
phosphate group, which he had not seen before: “So it seems like a good leaving group to me
because it can stabilize that negative charge” through the “smearing of negative charge.” He
explained his reasoning further by discussing the converse: “if you have a lot of negative charge
in one place, it tends to be unstable.” The idea that more charge=more reactive allowed Adam to
predict that the phosphate group would be a good leaving group because the delocalization of the
added electrons across the molecule would make it more stable. The ease with which Adam
predicted the reactivity of the phosphate group demonstrates the broad utility a resource like more
charge=more reactive may have for making sense of new chemistry phenomena.
Energy

All but one of the students invoked energy at some point in their explanations. Usually, it co-
occurred with the previously discussed resources charge=reactive and more charge=more
reactive since energy is implicit in these, but it was occasionally observed independently from
charge in students’ reasoning. Three students considered an intramolecular reaction that would
form a four-membered ring, which led them to comment on ring stability. Sadie explained,
“Usually five to six membered rings are preferred over lesser-membered rings because... lesser
ones have a lot of strain in them, so they’re not as stable.” Similarly, David said, “I think this one

will be more likely to attack this because this is going to form the more stable product because you
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have the square cycle there and that’s a lot less stable than if we were just to attack here.” Neither
of these students were asked to explain why four-membered rings are less stable than five- or six-
membered rings, so we cannot determine whether they were invoking this as a rule or whether they
could explain the source of ring strain. Another example of energy activation occurred when Matt
considered which product would be formed in the trans-esterification reaction. He asked himself,
“What product can you get that'll be the most stable, that'll be at the lowest energy, the least
reactive?” The general way in which Matt described his strategy of looking for the lowest energy
product that can form implies that he viewed consideration of energy as a broadly useful tool for
predicting the outcome of unknown reactions. Although other students did not articulate this
strategy as explicitly as Matt did, most of them made at least one prediction based on the relative
stabilities (i.e. energies) of the molecules involved.
Case Study: Melissa’s Activation of Conceptual and Epistemological Resources

To illustrate how conceptual and epistemological resources were activated as students made
sense of multiple reactions, we will unpack the dialogue of one student: Melissa. Melissa was
chosen for the following reasons: 1) She was very explicitly prompted to unpack her decisions and
statements as she predicted the outcome of a bimolecular substitution reaction, giving us
considerable evidence of the conceptual resources she activated in the context of a familiar
reaction. 2) Melissa vocalized much of her reasoning while working through the complex
transesterification reaction. 3) Melissa’s use of conceptual and epistemological resources was
typical of several students interviewed for this study.

Melissa clearly viewed the bimolecular substitution prompt as an opportunity to recall a
previously learned, canonical explanation. She predicted and explained the reaction outcome

without hesitation or frequent restarts, indicating activation of knowledge as fabricated stuff and
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causal storytelling. When elaborating on her prediction as to the outcome of the bimolecular
substation reaction, Melissa occasionally shifted from recalling a previously learned causal
mechanism to remembering a fact from a source of authority. This frame shift represented
activation of epistemological resources including knowledge as propagated stuff and
accumulating. For example, she stated that good leaving groups were “typically things at the end
of the periodic table” that were “large and electronegative”; two facts about leaving groups she
had been previously taught.

When delivering a causal explanation for the outcome of a bimolecular substation reaction,
Melissa activated and connected nearly all of the conceptual resources we identified. As this
prompt presented a familiar context, invocation of conceptual resources may indicate prior success
rather than a view that resource clusters were useful in making sense of unfamiliar contexts. She
started by reasoning, “So this one, the oxygen has a negative charge on it. So I would then attack
this carbon, and move these electrons onto the Br because this carbon has a partial positive on it,
because the bromine is electronegative.” As part of this segment of dialogue, Melissa identified
both the negative charge and the partial positive charge (charge=reactive) and utilized opposite
charges attract to predict how they would react. She further elaborated on this idea, saying, “So
the electrons are negative obviously. So then those are going to be more likely to attack something
that's partially positive compared to attacking something that's already electron-rich.” She hinted
at bond polarity when she stated, “So this [carbon] has the partial positive on it because it's next
to the electronegative bromine,” but a deeper explanation was not prompted for. Finally, when
asked to justify why bromide was a good leaving group, Melissa invoked energy: “[Good leaving
groups] can handle the extra negative charge from the new electrons coming in.” As a reminder,

we are not concerned with the precise terminology used, so we interpret the phrase “handle the
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extra negative charge” as a stability argument. She further characterized good leaving groups like
bromine as “large and electronegative. So they can balance the negative charge more when they're
added on.” The inclusion of a size criterion is indicative of more charge=more reactive; a larger
atom has a larger area to spread negative charge over, which makes it more stable, or less reactive.
After predicting and justifying the outcome of a bimolecular substitution reaction, Melissa was
given the complex transesterification reaction to consider (Fig. 2.1C). She relied on the same
conceptual resources she used to explain the previous scenario but exhibited a qualitatively distinct
sense of “what was going on” with respect to knowledge. Most notably, activation of knowledge
as fabricated stuff and forming, which were not observed in the context of a bimolecular
substitution reaction, were common. Activation of this cluster of epistemological resources is
associated with students framing an interview scenario as an opportunity to construct (rather than
recall) an explanation in-the-moment from prior knowledge. This was consistent with our
expectation that the first reaction would be very familiar to students whereas the transesterification
reactions would be unfamiliar and require students to figure out reasonable paths forward.
Melissa began trying to make sense of the complex transesterification reaction by looking for
negative and positive charges (charge=reactive) that could react with each other (opposite charges
attract). However, it soon became apparent to her that this strategy was limited in the context of a
complex system. She said,
So, with the last one it was easier because it's a very, very simple system where, “Okay, here's
what's electronegative, it's going to attack something that's partially positive.” Whereas this
one, there's so many options for what could be partially positive or partially negative. Because
there's a negatively charged oxygen on both of them. So you don't which one’s going to attack
this one.

She ended up relying in part on an intuitive sense of what was reasonable grounded in prior

examples seen recently in-class. “I'm thinking this one will attack somewhere over here because
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this has carbonyl groups, which we've been reacting a lot with, where they'll like go and react at
the carbonyl center and kick up the electrons to the oxygen.” After determining that the negatively
charged oxygen on one reactant would likely donate electron density to a carbonyl carbon, she
drew on her knowledge (fabricated) of bond polarity and more charge=more reactive to determine
which carbonyl carbon had a greater partial positive charge and therefore which would be more
reactive (forming). “Then out of all the carbonyls, there's only two of them. I'm thinking it's going
to attack this one because it has the adjacent ... nitrogen group, which would make it more partially
positive, because that would also be withdrawing electrons.” After drawing out this proposed step,
she debated whether the oxygen would be protonated or the carbonyl would reform. “I know we've
used like ester-y looking things as leaving groups before, so I could also... maybe picture that
happening? But for me, I feel like the easiest thing to do would just be to like protonate this
oxygen.” In this situation, Melissa identified two possible outcomes and made a decision based on
a gut instinct about which would be “easiest” (intuited and forming).

After choosing to protonate the oxygen in a drawn intermediate, Melissa was prompted to
consider an alternative pathway: reformation of the carbonyl functional group. In reflecting upon
how a carbonyl could be reasonably reformed, Melissa considered which group attached to her
drawn intermediate would be most stable (that is, lowest in energy) were it to depart. As with her
prior explanation of bromide’s leaving group ability, she invoked an energy argument, noting that
a good leaving group “can stabilize the more negative charge more easily.” The topic of leaving
group ability seemed to return Melissa to familiar ground. She confidently concluded, “Yeah, so
then the oxygen is more electronegative, then that's more likely to leave because that can like
handle... The electrons will be more easily pulled to that compared to the nitrogen or the alkyl

group” (fabricated and causal storytelling). However, in following this reasoning, she ended up
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reforming the starting material, which she described as “not ideal.” This illustrates an interesting
epistemological shift from using her knowledge of chemistry to reason about the most likely
outcome of a reaction to using her knowledge to arrive at a “right” answer or “ideal” outcome.
After reforming the starting material, Melissa recognized that her initial proposed step was
inconsistent with her knowledge of electronegativity, and she proposed a different reaction instead.
This once again led her to a consideration of leaving group ability in which she utilized her
knowledge of energy and more charge=more reactive.
[The phosphate group] should be a better leaving group, because if the negative charge is in
all these different places and then you add more negative to it, it can kind of ... I feel like the
new negative can kind of move through the same system. Whereas if you have something
where the negative like has to go on the oxygen, I feel like that's going make the system less
stable because there's no potential for the negative to be shared in other places. But if you have
something with a lot of resonance forms possible, then that would be a good leaving group
because the charge could be more delocalized ... I think? Yeah.”
The phosphate group was unfamiliar to Melissa, but she was able to use her prior knowledge of
charge delocalization and stability to figure out how it was likely to react (fabricated and forming).
In these two contexts, one familiar and one unfamiliar, Melissa employed the same suite of
resources in roughly the same sequence. She started by identifying charges that signal reactivity
(charge=reactive), using bond polarity to determine where the partial charges were, and predicted
how they would interact using opposite charges attract. In both situations, she used ideas related
to energy and more charge=more reactive to predict and/or justify her choice of leaving group.

Melissa’s example suggests that she viewed the resources she activated to explain the bimolecular

substitution reaction as valuable for reasoning about unfamiliar reactions.
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Students’ Organic Chemistry Learning Environment Rewarded Use of Ideas Related to
Electrostatics and/or Energy on Assessments

Students’ sense of the conceptual resources useful in constructing predictions and explanations
for phenomena presented during our interview was likely influenced by prior experiences they
deemed similar. Given that Curriculum A was designed to support students’ construction of causal
mechanistic explanations for phenomena, we suspected Curriculum A assessments would present
prompts similar to those which structured our interview. As assessments send strong implicit
messages to students about what is of value in a course (Crooks, 1988; Entwistle, 1991; Momsen
et al., 2013; Scouller, 1998; Scouller & Prosser, 1994; Snyder, 1973), it is reasonable to suppose
that students would perceive patterns of resource activation rewarded on assessments as broadly
useful for sensemaking. Here, we characterize the intellectual “heavy lifting” assessed in
Curriculum A and relate the conceptual resources activated during our interview to the ideas
apportioned credit on homework and exams.

In order to describe the intellectual work rewarded on Curriculum A assessments, we analyzed
the multiple choice and short answers assessment items given on exams throughout both semesters
of the course using the 3D-LAP (Laverty et al., 2016). Since we focused on students’ ability to
explain phenomena, not their ability to recall facts or algorithms (e.g. nomenclature), we limited
our analysis to 3D questions— that is, questions which have the potential to engage students in
using core ideas in practices characteristic of science to make sense of phenomena. In total, 33%
of the points on examined assessments were allotted to 3D questions. This compares favorably to
organic chemistry assessments given at “elite” institutions, which often allocate greater than 90%
of assessment points to questions that cannot elicit evidence of student engagement in a scientific

practice (Stowe & Cooper, 2017). The majority (57%) of Curriculum A assessment items that met
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the 3D-LAP criteria for having the potential to elicit evidence of 3D learning required students to
use more than one core idea. This is unsurprising, given that most chemical phenomena can only
be understood through the use of conceptual tools linked to multiple core ideas. Indeed, linkage
between “big ideas” in the course is explicit in some of the codes we used to describe resource
activation observed during interviews (e.g., more charge=more reactive involves both
electrostatics and energy). A quantitative Venn-diagram depicting the percentage of 3D
assessment points allocated to items coded with one or more chemistry core idea is shown in Figure
2.2. This Venn Diagram was generated using the nVennR package in R (Pérez-Silva et al., 2018).
Of the four core ideas Curriculum A was built around, “energy” was the most frequently
emphasized by 3-Dimensional questions — 94% of the points Curriculum A allocated to 3D exam
questions asked students to weave energy ideas into explanations, predictions and/or models. A
requirement that students invoke “energy” almost always co-occurred with an expectation that
students leverage some combination of the other course “big ideas” (e.g., electrostatics and/or
atomic/molecular structure and properties). This makes sense as one cannot explain energy
changes at the particulate-level without saying something about forces, donor-acceptor interactions
and/or molecular structure. “Electrostatics” was the second most commonly coded core idea
among 3D Curriculum A assessments — 57% of points allocated to 3D items received this code.
Interestingly, all items coded as requiring students to use ideas related to “atomic/molecular
structure and properties” also required activation of electrostatic ideas. This is not surprising, as
many of the characteristics of molecular structure germane to reactivity can be thought of in
electrostatic terms (e.g., polarized bonds, partial charges on particular functional groups).

An important takeaway from our assessment analysis is that Curriculum A allocated substantial

points, in both semesters, to students applying a relatively small set of conceptual tools to explain
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why things happen. As assessments convey strong implicit messages to students as to the focus of
a course, if we wish for construction of models and explanations grounded in “big ideas”, we need
to allot points to these performances. As Curriculum A allots points for use of ideas clustered under
the headings of “energy”, “electrostatics”, and “atomic/molecular structure” to craft causal
explanations, we should not be too surprised that successful students find those ideas useful in
understanding new contexts that have similar features to in-class assessments. All of our
assessment prompts bore some similarity to 3D tasks the students have experience with in-class.
Importantly, emphasis on figuring out how and why chemical phenomena occur was found on both
high and low-stakes assessments. 61% of recitation activities, which were completed weekly by
groups of Curriculum A students working together, included at least one question that had the
potential to elicit evidence of 3-Dimensional learning. Grades on recitation activities were assigned
on the basis of effort rather than correctness and problems were not assigned a point value.
Accordingly, we cannot report the percentage of recitation points dedicated to assessing 3D

learning.
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Figure 2.2. Venn diagram showing the percentage of 3D points associated with each core idea on
Curriculum A assessments. Energy is shown in red, electrostatics is shown in green, and atomic/molecular
structure & properties is shown in yellow.
Limitations

One limitation of our study is the focus we placed on eliciting evidence of the epistemological
and conceptual resource activation of select, successful students. Given the high achieving
character of our study subjects, it is possible that the patterns of coordinating resources in situ that
we characterize here are not representative of the sensemaking strategies used by the bulk of
students enrolled in organic chemistry learning environments. However, Crandell and colleagues
have shown that a significant portion (>50%) of Curriculum A-enrolled undergraduates invoke
electrostatics appropriately when describing the cause of a bimolecular substitution, so it would
seem that conceptual tools related to Coulomb’s law are somewhat commonly used in core idea-
centered organic chemistry learning environments (Crandell et al., 2020).

Given the dynamic and context-sensitive nature of cognition, it is also likely that students

activate conceptual resources in ways that were not surfaced by our interview. Thus, one should

not read the themes we identified as the sum total of the sensemaking strategies students might
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employ to explain a phenomenon. It is quite likely that tweaking the prompt or verbal scaffolding
would result in activation of different resources. Relatedly, we have no evidence that students
would default to the same sensemaking strategies we observed when asked to think through the
cause for a phenomenon on a high-stakes, time-limited exam or quiz. It is possible the constraints
of such high-stakes assessment contexts foreground the activation of other resources associated
with quickly producing an answer.
Conclusions

In this study, we characterized the conceptual tools that high-achieving students activated when
predicting and explaining perplexing phenomena. We demarcated between moments when
students were recalling an explanation and moments when they were constructing an explanation
in situ by characterizing the epistemological resources related to knowledge source and epistemic
activity which were activated throughout the interview. Recall of a memorized passage was
signified by smooth, confident delivery of a causal story, while on-the-fly formation of an
explanation was often indicated by slow, halting speech and many stops and starts. When
explaining both familiar and unfamiliar phenomena, students very commonly invoked small-grain
knowledge elements related to electrostatics (e.g., “opposite charges attract”) and energy (e.g.,
“charge=reactive”). Discussion of electrostatic ideas, such as “charge”, very commonly co-
occurred with discussion of ideas related to energy, such as “stability” or its converse “reactivity”.
This co-occurrence may indicate that students see linkage of conceptual resources related to these
two core ideas as a productive sensemaking strategy. Students also were capable of providing a
nuanced analysis of competing pathways when prompted to do so.

It is worth mentioning that all students interviewed were capable of constructing more

sophisticated explanations than their first utterance or drawing would suggest. For example, while
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initial explanations of the bimolecular substitution (Fig. 2.1A) tended to be fairly simple, many
students were able to unpack the electrophilicity of the carbon attached to bromine via invocation
of electronegativity and bond polarization when prompted. Articulation of competing reaction
pathways almost always required explicit prompting from the interviewer, especially in the more
complex trans-esterification phenomenon students were asked to consider. All of this indicates 1)
students possessed a range of powerful conceptual tools and, when asked, were able to use them
to predict and explain the outcome of a complex chemical system, and 2) explicit prompting (either
written or verbalized) is often required to help students construct the most elaborated model and/or
explanation they are capable of constructing. An underdeveloped answer to a problem requesting
a model or model-based explanation should thus not be read to imply that students necessarily lack
an understanding of the phenomenon in question — it is possible that the way the question is
structured is not cuing students into which resources would be best employed. This perspective is
consistent with work by Cooper and colleagues which found that the way students were asked to
explain an acid-base reaction powerfully affected the sophistication of the responses constructed
(Cooper et al., 2016).

The learning environment our students were enrolled in placed substantial emphasis on
students explaining how and why processes occurred. Course exams dedicated 33% of assessment
points to items that had the potential to engage students in predicting, explaining, and/or modeling
phenomena. Additionally, 61% of recitation activities included at least one item with the potential
to elicit evidence of 3D learning. Those exam prompts which required construction of
explanations or models overwhelmingly emphasized energy and electrostatics, which were well
represented among the conceptual tools interviewed students used for sensemaking. This finding

highlights the importance of high and low stakes assessments in telegraphing what matters in any
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given course. Students who succeeded in Curriculum A were rewarded for their appropriate use of
tools linked to large-grain ideas and so seemed to internalize those tools as broadly useful in
engaging with prompts similar to exam tasks.
Implications

Implications from our study rest upon the presumption that a central goal of chemistry learning
environments is to support students in predicting and explaining phenomena in terms of
atomic/molecular behavior (i.e., sensemaking). We argue that, without sensemaking as a central
theme, chemistry coursework is often reduced to a collection of unimportant factoids and
algorithms. In a sensemaking-focused organic chemistry learning environment, central
disciplinary concepts should be regarded as those ideas that are useful for predicting and
explaining a broad swathe of phenomena. Students should have ample opportunities, during class
and on assessments, to figure out how and why events happen by leveraging fundamental ideas in
the construction of predictive and explanatory models. This study indicates that, in such a
phenomena-focused learning environment, successful students may internalize conceptual
resources that cluster under “big ideas” as commonly helpful and thus make use of those tools
when confronted with a new scenario to figure out. Notably, focus on explaining phenomena in
terms of electrostatics, energy, and atomic/molecular structure and properties started early in
Curriculum A and continued for both semesters of the course. This suggests that explaining and
modeling phenomena can be integrated throughout a course and that chemistry learning
environments need not focus on “skill building” exclusively prior to asking “why” questions.

There is growing evidence that students may be supported in weaving ideas together into
particle-level explanations and models by making sense of increasingly complex systems (Cooper

& Klymkowsky, 2013; Cooper et al., 2019; Stowe et al., 2019). This study suggests that coherent
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emphasis on figuring out why events happen on high and low stakes assessments plays an
important role in students seeing some conceptual resources as broadly applicable tools useful for
crafting explanations and models. If all aspects of a course (e.g., homework, in-class interactions,
exams) focus on engaging students in weaving “big ideas” together as they explain and model
phenomena, it is likely that students will internalize the broad utility of these ideas and call upon
them when attempting to figure out novel scenarios. Finally, we would like to emphasize that
building from simple systems is likely quite important to helping students make atomic/molecular
sense of observable events. There is no chance at-all that a student fresh from general chemistry
would have the tools needed to figure out the enzyme-catalyzed transesterification process we gave
in Figure 2.1C. It should be noted that we have no evidence the conceptual sequencing in
Curriculum A is the “best” way to build system complexity — indeed, we would hypothesize that
there is no “best sequence” but instead a variety of reasonable ways to engage students in
increasingly sophisticated sensemaking.
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Supporting Information
The contents of this supporting information include elaborated codebooks for characterizing
conceptual and epistemological resources and a description of the trans-esterification reaction.
Elaborated Conceptual Resources Codebook
The codebook refined by both authors and ultimately used to characterize the conceptual
resources students activated during interviews is described here.
General Coding Guidelines
e Stability and reactivity are inversely related, so codes that are expressed in terms of stability
can also be understood in terms of reactivity. For example, more charge = more reactive
was used whenever a student discussed something with more charge as being less stable.
e Attract and repel are also inversely related, so if a student said that like charges repel, this
was coded as opposites attract.
Opposites Attract
The code opposites attract was applied when students described a negative charge being
attracted to a positive charge (or vice versa) or stated that an atom with a negative charge reacts
with an atom with a positive charge. An example is provided in the following quote in which the
student stated that the oxygen with a partial negative charge would react with the partially positive
carbon.
I know that this carbon is partially positive because of the bromine, so then one of the lone
pairs from oxygen, because oxygen has a partial negative charge, is going to want to attack
this carbon.
In the second example (see below), the student stated generally that the negative charge would be
attracted to positive charges and then specifically identified where the positive and negative

charges were on the molecules given.
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So the negative charge would be attracted to something that's positive. And there's two

carbonyl carbons, and I know that those have a partial positive charge. So the negative charge

from the O, I'm guessing, would be attracted to the charges on the carbonyl carbon.
Charge = reactive

The code charge = reactive was applied wherever students used charge to identify a reactive
part of a molecule. In the following example, the student used the presence of the negative charge
to predict which part of the molecule would react: “So I see that there is an oxygen in both
molecules with a negative charge on it, which I feel like would react with something.” Students
also received this code wherever they described charges as unstable or a lack of charge as less
reactive or more stable, as shown in the following quote: “I feel like that's more stable. I don't see
any full partial negatives or partial positive.”
More charge = more reactive

More charge was defined as either a greater magnitude of charge or a greater concentration of
charge. Thus, the code more charge = more reactive was applied to segments in which students
connected a greater magnitude or concentration of charge with increased reactivity. The following
quote provides a good example: “When they're super concentrated, it would be more reactive just
because there's a concentration of charge on one thing.” The impact of greater charge could also
be expressed in terms of decreased stability rather than increased reactivity, as shown the in the
following quote: “If you have a lot of negative charge in one place, it tends to be unstable.” For an
example that invokes magnitude of charge, consider the following quote: “Yeah. But then the
phosphate would have two O minus if it was kicked off... So it would increase the potential energy
a lot in that molecule, which is really unstable, and un-stability is unfavorable.” Here the student
is arguing that because the phosphate has a greater magnitude of charge (two negative charges

versus one), it would be less stable. Finally, students could also express the concept more charge
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= more reactive in terms of its converse—a smaller magnitude of charge or a more delocalized
charge results in decreased reactivity or greater stability—as shown in the following quote: “If you
could delocalize the [negative] electrons between different atoms in the molecule, then it makes it
more stable.”
Bond polarity
The code bond polarity was used to describe segments in which students rationalized partial
charges using their understanding of bond polarity. The following quote provides an example of a
segment that was given this code.
Because this bromine has a higher Zefr or effective nuclear charge, it's more electronegative,
so it's pulling electrons away from that carbon, so with less negative electron charge, then this
becomes more positive.
Here, the student explained that the electronegativity difference between bromine and carbon
results in more electron density on the bromine, making the carbon more positive. Similarly, in the
next example, the student argued that a carbon bonded to more electronegative atoms, which are
“pulling electrons away,” is more positive.
In my mind the nitrogen was more electronegative, which is actually wrong. So I was basing
it off of that fact and that then the carbon would be more partially positive because there'd be
more things pulling electrons away from it.
Energy
The energy code was applied to any segment in which a student described the stability or
reactivity of a molecule or charge. They did not have to use the term “energy” specifically for their
words to receive this code (and most did not). An example invoking stability is shown here:
“Square structures that are a little more unstable than, I mean obviously say like a cyclohexane,

but it all matches up.” Here the student asserted that four-membered rings (i.e. “square structures”)

are more unstable, or higher in energy, than six-membered rings (i.e. cyclohexanes). In the next
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example, the student realized that the negatively charged CH2Br molecule would be quite reactive,
or high in energy. They said, “this would make this really reactive cause it would be CH2Br minus.”
Elaborated Epistemological Resources Codebook
Fabricated
Stated knowledge is figured out by student using their prior knowledge. In the following example,
the student predicted a reaction based on their knowledge of where partial negative and partial
positive charges were in the molecule.
I think that this is going to go and attack something. I think, let me see. I think it's going to
attack the carbonyl ‘cause this is partial negative and this is partial positive. I don't know where
else it would go.
In the next example, the student drew on their knowledge of charge delocalization to determine
that the molecule would be a good leaving group: “But if you have something with a lot of
resonance forms possible, then that would be a good leaving group because the charge could be
more delocalized ... I think?”
Propagated
Stated knowledge comes from outside source, such as a professor or textbook. Note that the
student does not have to explicitly identify the outside source. For example, in the following quote,
a student recalls a fact about oxidation states that they learned in class: “We learned they have the
same oxidation states. I think that was what we talked about in class.” In the second example that
follows, the student makes a factual statement about electronegativity that must have been learned

from an outside source at some point: “But I just know it's electronegative. Its affinity for electrons

is higher due to the trends from periodic table.”
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Directly Perceived

Stated knowledge is readily apparent or obvious because it is directly given on the page. For
example, a student identifies a negative charge that they see on a molecule, as demonstrated by the
following quote: “I guess there’s a negative over there too.” Similarly, in the next example the
student notices the carbonyl function group present in the molecule: “So, we have another carbonyl
on the larger molecule that can be attacked.”
Intuited

Stated knowledge is determined from a gut-feeling or sense that it’s true. For example, in the
following segment the student hesitates to kick off a group of atoms that were added earlier based
on the feeling that undoing a previous step would be “silly.” The students says, “You'd have to
kick something else off, but I feel like it wouldn't be this because we just put that on there, so that
would just kind of be silly.” Intuited knowledge is often indicated by the phrase “I feel.” For
example, consider the following quote: “I feel like this is the best way to be able to stabilize the
oxygens and make the whole entire thing overall more stable than this.” The student believes that
what they have suggested results in the greatest stability, but they do not articulate why they
believe so.
Forming

Students is using their prior knowledge to reason about how to solve an unfamiliar problem.
In the following example: the student is thinking through how either of the oxygen atoms could
react and what product would result from the reaction: “I feel like either one of these oxygens,
because they have a bunch of electrons on them too, could attack this carbonyl and maybe make it

like a ring and close it up.” In the next example, the student is attempting to figure out why a
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molecule may be stable: “There's a whole lot of oxygens, and um, maybe it might be able to
stabilize itself because it can have a lot of bonds.”
Causal Storytelling

Students explains why something happens by connecting a cause and an effect. In the following
example, the student is describing how a difference electronegativity affects electron distribution
in a bond: “It's more electronegative, so it's pulling electrons away from that carbon, so with less
negative electron charge, then this becomes more positive.” In the second example, the student is
explaining that having bromine on the molecule makes it electrophilic: “This looks like an
electrophile because it is attached to bromine, which is a good leaving group.”
Accumulating

Student notices a feature of the prompt or recalls factual information. An example of factual
recall is shown here (interviewer dialogue shown in brackets): [So do we have a name for these
sorts of things?] “Oh, a tetrahedral intermediate. [And what do those often do?] They collapse back

2

down.” The student recalls what type of intermediate they have drawn and what those
intermediates do. The next example demonstrates a student accumulating information from the
prompt: “I see there is a carbonyl there.” The student identifies a carbonyl group in the molecule
by looking at the worksheet.
Fabricated + Causal Storytelling

Students knows the answer and is confidently and smoothly explaining it to the interviewer. In
the following example, the student uses their knowledge of what makes a molecule stable to
explain why nitrogen would react with a hydrogen more readily than oxygen:

Because the oxygen will be able to hold onto those electrons easier than the nitrogen would.

Because the nitrogen would just want to pick up a hydrogen or something because it's not
as stable with extra electrons.
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In the second example that follows, the student uses their knowledge of nucleophiles to explain
that deprotonated oxygen makes it a good nucleophile:
Okay, so I would probably start from oxygen and draw my arrow to this carbon over here,
and that's because oxygen is deprotonated in this situation and it'd be probably a pretty
good nucleophile to attack here and Br is a good leaving group.
Fabricated + Forming
Student does not know the answer and is trying to figure it out based on what they do know.
In the first example shown below, the student draws on knowledge they have regarding acid-base
reactions as they attempt to figure out how the starting materials will interact.
I guess one of these hydrogens could get pulled off? If there was a really strong base in
the solution? Like, er, not. One of the ones attached to the alpha carbon, which, would be,
this is an alpha carbon, well, I guess it's the only alpha carbon left here. Well, maybe not
actually.
The next example shows the student utilizes their knowledge of leaving groups to predict what
would happen, although they are unsure as indicated by “potentially?”.
And since this is a pretty big group here with a lot of area to stabilize a charge, I think it
would be a good leaving group in this situation because I know the tetrahedral intermediate
isn't the most stable so it would most likely collapse back. So I think that I would then to
kick off that leaving group, potentially move this electron pair down there and then have
the electrons from this bond leave and go onto the oxygen there... potentially?
Intuited + Forming
Student is putting together a solution based on an intuitive sense or pattern recognition and
does not articulate any prior knowledge or reasoning as they do so but rather a “feeling” or “sense.”
In the following example, the student is trying to determine where the reaction will occur and is
basing it off a feeling of what the products should look like: “I feel like this is like one separate
phosphate molecule and this is ... this carbonyl is like bonded to two oxygens, and I feel like it

should be a place for ... a reaction.” In the second example, the student predicts an intramolecular

reaction but does not explain why they feel this is reasonable: “But in my opinion, I think this
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would be more likely to attack this because I feel like the molecule is going to favor an
intramolecular nucleophilic attack.”
Propagated + Accumulating
Student is making factual statements, often in response to direct questions from the interviewer.
Consider the following dialogue:
Interviewer: So what does it mean to be a good leaving group?
Student: It can handle the extra negative charge from the new electrons coming in. So
typically the end of the periodic table.
Interviewer: What sort of thing characterizes those?
Student: Just being large and electronegative.
The student recalls general features of good leaving groups in response to specific, direct
questions. In the following example, the student recalls a trend in leaving groups based on the
periodic table: “When we look at leaving groups, they get better as you go down the periodic table
as the molecule get bigger they become better leaving groups.”
Directly Perceived + Accumulating
Student is noticing features present on the molecules. These features must be explicitly
written/drawn, such as formal negative charges, not implicit, such as partial positive charges. In
the following example, the student perceives the negative charge in the prompt and “gathers” that
observation by vocalizing it: “I guess there's a negative over there too.” Similarly, the student in
the next example sees an oxygen in a phosphate group with a negative charge: “Okay, so this is an
oxygen that's part of a phosphate group, which has a negative charge on it.”
Description of Trans-Esterification of a Phosphate Ester
Formation of the major product that arises from treating the phosphate ester shown in Figure

2.SA1 with an alkoxide comes about via donation of electrons from the negatively charged

alkoxide oxygen to the partial positively charged carbonyl carbon. As a single bond forms between
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the alkoxide oxygen and carbonyl carbon, the carbonyl double-bond breaks, giving rise to the
tetrahedral intermediate pictured above. Formation of this tetrahedral intermediate is reversible;
the starting material may re-form. However, phosphate is a much lower energy species than an
alkoxide anion due to substantial charge delocalization. Collapse of the tetrahedral intermediate
and simultaneous departure of phosphate thus results in a lower energy system than existed at the
start of the process. For this reason, phosphate departure is functionally irreversible, and an ester
is the major product observed from this system. Charge delocalization on a phosphate anion is
often depicted via three resonance structures, shown in Figure 2.S1B. This is a useful model for
predicting species stability in this case, but the structure of phosphate is best represented as the

“major resonance contributor” listed (Suidan et al., 1995).

A
E(J(J)\ 2 R 3 Rf( g 2 j?\ R3 S o 2
‘0 —_— . + .. _Poee.
R153 o"?\o R? ‘0 R2 207 CO "?\o R R' .O: :o’||D 0 R
o O .o :O: oo
@ . @ ..@
phosphate alkoxide tetrahedral ester phosphate
ester intermediate
B
O.. O.. O..
-o@ 9 :Q: Q
o.. PE. R2 O.. P_.. R2? ...P_.:_R2 O.. P_.._R2?
GO0 opneak 50" GG
pta e Rxte
major resonance minor resonance contributers
contributer

Figure 2.S1. A) Mechanism of a simple trans-esterification reaction under basic conditions. The electron-
pushing arrows are shown in blue, and the partial charges on the phosphate ester are shown in red. “R-
groups” (i.e., R', R?) represent carbon chains with variable lengths, branches and functionality. B) The
major resonance contributor to the structure of the phosphate anion (Suidan et al., 1995) and minor
resonance contributors depicting the delocalization of charge among three oxygen atoms.
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Chapter 3
Modeling Students’ Epistemic Cognition in Undergraduate Chemistry Courses: A Review
This work was conducted in collaboration with Ryan L. Stowe.

Abstract

Thinking about knowledge and knowing (i.e., epistemic cognition) is an important part of
student learning and has implications for how they apply their knowledge in future courses,
careers, and other aspects of their lives. Three classes of models have emerged from research on
epistemic cognition: developmental models, dimensional models, and resources models. These
models can be distinguished by how value is assigned to particular epistemic ideas (hierarchy),
how consistent epistemic ideas are across time and/or context (stability), and the degree to which
people are consciously aware of their own epistemic ideas (explicitness). To determine the extent
to which these models inform research on epistemic cognition in chemistry education specifically,
we reviewed 54 articles on undergraduate chemistry students’ epistemologies. First, we sought to
describe the articles in terms of the courses and unit of study sampled, the methods and study
designs implemented, and the means of data collection utilized. We found that most studies
focused on the epistemic cognition of individual students enrolled in introductory chemistry
courses. The majority were qualitative and employed exploratory or quasi-experimental designs,
but a variety of data collection methods were represented. We then coded each article for how it
treated epistemic cognition in terms of hierarchy, stability, and explicitness. The overwhelming
majority of articles performed a hierarchical analysis of students’ epistemic ideas. An equal
number of articles treated epistemic cognition as stable versus unstable across time and/or context.
Likewise, about half of the studies asked students directly about their epistemic cognition while

approximately half of the studies inferred it from students’ responses, course observations, or
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written artifacts. These codes were then used to infer the models of epistemic cognition underlying
these studies. Eighteen studies were mostly consistent with a developmental or dimensional model,
ten were mostly aligned with a resources model, and twenty-six did not provide enough
information to reasonably infer a model. We advocate for considering how models of epistemic
cognition—and their assumptions about hierarchy, stability, and explicitness—influence the
design of studies on students’ epistemic cognition and the conclusions that can be reasonably
drawn from them.

Introduction

Ideas about knowledge and knowing underlie many of the behaviors people exhibit and the
decisions they make. Whenever people ask a question, they are pursuing some type of knowledge
product (e.g., factual information). When they engage in a particular behavior to answer that
question, (e.g., typing their question into a search engine), it is likely because they view it as a
reliable process for obtaining the desired knowledge product. During the process, they are also
relying on ideas regarding appropriate justifications for knowledge (e.g., obtained from a
trustworthy source). Importantly, given how often people need to reason with or about knowledge
on a daily basis, these considerations tend to be made subconsciously (Hammer & Elby, 2002;
Chinn et al., 2011).

Thinking about knowledge and knowing (i.e., epistemic cognition) is also part of student
learning in the classroom. Some ways of thinking are independent of subject matter, as exemplified
by the common course goal of improving students’ critical thinking skills (Tiruneh et al., 2014).
Each discipline also has its own norms regarding what constitutes good knowledge, how it is
obtained, what form it should take, etc. (Buehl & Alexander, 2001; Talanquer et al., 2015). These

norms may be communicated to students along with specific disciplinary practices and content
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(Louca et al., 2004; Rosenberg et al., 2006; Russ, 2018). For example, a teacher might respond to
a student’s answer with a comment like, “That is correct, but how did you arrive at that answer?”
Such a comment conveys that reasoning is equally or perhaps more important than a knowledge
claim. Like epistemic cognition in daily life, some of what constitutes appropriate use of
knowledge in class is communicated tacitly, for example, based on which questions are asked on
assessments and which responses to those questions earn points (Entwistle, 1991; Momsen et al.,
2013; Scouller, 1998; Scouller & Prosser, 1994; Snyder, 1973).

The epistemic learning that occurs in the classroom has implications for how students
understand and apply what they are learning in the course, in future courses, and in other aspects
of their lives. Hammer et al. (2005) argue that the conceptual knowledge a person activates in a
given context is influenced by the epistemic knowledge they are drawing upon. For example, the
role of epistemic knowledge as a “control structure” (Bing & Redish, 2009) was used to understand
why a student in an introductory physics class did not see her intuition and everyday experiences
as allowed sources of knowledge (Lising & Elby, 2005) and to explain the teacher-initiated shifts
in reasoning observed in a group of eighth graders discussing the rock cycle (Rosenberg et al.,
2006). These studies suggest that in order to support student learning and transfer of knowledge,
which are stated goals of virtually all STEM education reform efforts (National Research Council,
2012; American Association for the Advancement of Science, 2011; Cooper & Klymkowsky,
2013; Talanquer & Pollard, 2017), instructors and researchers need to attend to students’ epistemic
cognition.

To support further research on students’ epistemic cognition, we conducted a review of the
work that has been done so far in the context of undergraduate chemistry courses. We chose to

focus most of our attention on the model of epistemic cognition used, as this informs how data is
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collected and interpreted. We found, however, that most studies did not include an explicit theory
of epistemic cognition. Therefore, we compared three prominent models of epistemic cognition in
the literature and identified major differences between them that would likely be evident in a study.
We developed a coding scheme based on these differences and used it to infer models of epistemic
cognition in the articles we analyzed. We present the results of our analysis and, drawing on
scholarship the broader field of epistemology research, offer recommendations for future research
on epistemic cognition in chemistry education.
Literature Background
Models of Individual Epistemic Cognition

Personal epistemology research concerns how individuals think about, construct, and evaluate
knowledge. It draws on scholarship across several fields including philosophy, the learning
sciences, psychology, and discipline-based education. Several different terms have been used to
describe an individual’s ideas about knowledge, including “epistemic beliefs” (Hofer & Pintrich,
1997), “epistemic cognition” (Kitchener, 1983; Greene et al., 2008; Sandoval, 2016), “epistemic
resources” (Hammer & Elby, 2002), and “epistemic games” (Collins & Ferguson, 1993).

Given the variety in terminology, it is perhaps unsurprising that multiple ways of modeling
epistemic cognition have been developed. Below we describe the three classes of models that have
emerged, along with prominent examples for each (Table 3.1). For more detailed descriptions and

examples, see the reviews published by Hofer and Pintrich (1997) and Sandoval et al. (2016).
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Table 3.1. Models of Epistemic Cognition.

Type of Model Description Literature Examples
Developmental Development of a person’s epistemology Perry (1970)
Models proceeds through stages of increasing Kuhn (1999)
sophistication King & Kitchener (1994)

Dimensional Models A person’s epistemology consists of multiple Schommer-Aikins (2004)
aspects (e.g., simplicity of knowledge, Hofer & Pintrich (1997)
certainty of knowledge, sources of
knowledge, justifications for knowledge),
each of which can vary in sophistication
independently of the others.

Resources Models A person’s epistemology is constructed inthe Hammer & Elby (2002)
moment and the sophistication or utility Chinn, Buckland, &
varies according to the situation. These Samarapungavan (2011)
models typically organize epistemic ideas
into categories (e.g., epistemic aim,
epistemic form).

Developmental Models. Early models of epistemic cognition reported in the literature can be
classified as developmental. A frequently cited example is Perry’s scheme of intellectual and
ethical development (1970). Through interviews with male college students, he proposed a
developmental progression in which students initially view knowledge as objective and
unchanging and over time develop an understanding of knowledge as contextual and tentative.
Later scholars built upon Perry’s work and proposed similar developmental models. Based on her
work on reasoning in everyday life, Kuhn (1999) detailed three stages of epistemological
development: absolutist, multiplist, and evaluatist. The reflective judgement model developed by
King and Kitchener (2004) describes epistemic cognition for thinking about ill-structured
problems and contains seven stages grouped into three broad categories: pre-reflective, quasi-
reflective, and reflective. Underlying these developmental models is the assumption that different
aspects of epistemology (such as the nature of knowledge and sources of knowledge) are correlated
and progress in tandem.! Furthermore, as a person’s epistemology develops, it becomes more

sophisticated or expert-like.
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Dimensional Models. Later researchers questioned the assumption of correlation and
proposed models in which epistemology is characterized along separate, independent dimensions
rather than a single developmental sequence. For example, Schommer-Aikins proposed five
dimensions: simple knowledge, certain knowledge, source of knowledge, ability to learn, and
quick learning (2004).2 In their 1997 review on personal epistemology research, Hofer and Pintrich
synthesized ideas from developmental and dimensional models and arrived at a model consisting
of four dimensions: simplicity of knowledge, certainty of knowledge, source of knowledge, and
justification of knowledge. Although the dimensional models detangle various aspects of
epistemology, they still ascribe to the assumption that epistemological beliefs lie on continuums
of increasing sophistication.

Resources Model. More recently, Hammer and Elby rejected the idea that some epistemic
ideas are inherently more sophisticated than others (2002). In their proposed resources model, a
person’s epistemology is constructed in the moment from smaller-grained epistemological
resources (Hammer & Elby, 2002). Activation of these resources is dynamic and may change in a
matter of seconds in response to cues from the environment. While these epistemological resources
can be grouped into categories, such as form of knowledge or stance toward knowledge, the
resources within a category do not exist on a sophistication continuum. Instead, Hammer and
colleagues argue that some epistemological resources may be productive (i.e., useful in
progressing toward a goal) in one circumstance while a different set of epistemological resources
may be productive in another. Thus, epistemological sophistication, according to Elby and
Hammer (2001), “consists of having resources to sort out the complexity of knowledge in different
contexts” rather than having “a global, decontextualized opinion about [an] issue.” They point out

that while most developmental and dimensional models consider constructing one’s own
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knowledge more sophisticated than receiving knowledge from authority, there are times where this
is not necessarily true. For example, they argue that it is probably more worthwhile to accept the
biologists’ claim than cows have multiple stomachs rather than go out and dissect one yourself.
Likewise, Muis et al. (2006), Chinn et al. (2011), and Sandoval et al. (2016) have also argued for
a context-dependent view of epistemic cognition.
Key Assumptions in Models of Epistemic Cognition

Developmental and dimensional models can be distinguished from the resources model of
epistemic cognition by attending to differences in a few key assumptions (Table 3.2). These
assumptions manifest themselves in the way data is collected and analyzed, as described in the
following sections.

Table 3.2. Comparison of models of epistemic cognition with regards to hierarchy, stability, and

explicitness
Model of . - . .
Epistemology Hierarchy Stability Explicitness
Developmental hierarchical stable explicit®
Dimensional hierarchical stable explicit®
Resources variable utility unstable implicit

? Not inherent to model but consistent with how most studies using this model have been conducted.
Hierarchy. Approaches to evaluating students’ epistemic ideas can vary significantly
depending on the model of epistemic cognition. Developmental and dimensional models organize
epistemic beliefs in a hierarchical manner. Research conducted according to these models typically
seeks to assign students’ epistemic beliefs to levels or stages and evaluate interventions designed
to advance students toward more sophisticated or expert-like epistemic beliefs. The resources
model, on the other hand, contends that no epistemic idea is universally better than another. The
research focus is therefore on understanding the interplay between contextual factors and students’

epistemic cognition.
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Stability. A second point of difference between models concerns the stability of students’
epistemic cognition. Researchers employing a developmental model typically treat a person’s
epistemic beliefs as relatively stable over long periods of time. Dimensional models also treat
epistemic beliefs as having trait-like or theory-like characteristics and thus assume they are
relatively stable over time. This assumption is evident in the frequent collection of pre- and post-
test data, often at the beginning and end of a course. In contrast, resources models assume
epistemic cognition is often unstable and can shift rapidly in response to comments from a teacher
or peer, for example. Importantly, resources models do not preclude epistemic stability—if one
finds a set of resources is frequently useful in a given context, they may consistently activate these
resources in contexts that (implicitly) seem similar. Researchers employing a resources model thus
tend to collect data over short periods of time, such as one class period.

Assumptions of stability also manifest themselves in the implied generalizability or specificity
of epistemic ideas. Some researchers utilizing developmental or dimensional models expect
epistemic beliefs to be stable across contexts, as indicated by the domain-general descriptions
employed (e.g., absolutists believe in one knowable truth). They would expect students to answer
the same way whether a survey is given in a science class, a math class, or an English class. Others
have limited their claims to a particular area of knowledge. In fact, Nature of Science (NOS)
research has emerged as a somewhat separate field of study (Lederman, 1992). Resources models
go even further, contending that researchers should not assume the same epistemological resources
are activated in all chemistry classes. Thus, studies that use a resources model typically focus on
generating or expanding upon theories rather than obtaining statistically generalizable results.

Explicitness. One additional assumption worth highlighting regarding the nature of epistemic

cognition concerns how it can be studied. A resources model of epistemic cognition regards
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activation of epistemological resources as a largely subconscious process (Hammer & Elby, 2002).
As such, evidence for students’ epistemic cognition is best obtained by observing students’
behavior in the situation of interest (e.g., classroom interactions). Developmental and dimensional
models do not discuss whether epistemic cognition is tacit or not, but historically scholars ascribing
to these models have probed epistemic beliefs through surveys and interviews in which participants
are asked about their beliefs directly. It is assumed, often without strong or clear evidence, that the
correlation between self-reported epistemic beliefs and epistemic beliefs inferred from observed
behavior is strong.
Social Epistemology

Historically, researchers sought to characterize an individual’s epistemic beliefs. Like the
emergence of social constructivism from constructivism, epistemology researchers began to
emphasize in published research the role others, such as the classroom community or society more
broadly, play in shaping an individual’s epistemic cognition. This has given rise to social
epistemology, the study of how people collectively determine how knowledge is created and
evaluated (Schmitt, 2017). In the context of education, researchers draw upon social epistemology
to understand how classroom communities negotiate epistemic norms. Their emphasis is on the
interactions between individuals and between individuals and the wider cultural context in which
their education takes place, rather than on the individual’s thoughts and behaviors (Sandoval et al.,
2016).
Research Questions

Our first goal in this review, intended primarily for researchers, is to describe how studies on
undergraduate students’ epistemic cognition have been conducted. We were guided by the

following questions:
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1) What student populations are the samples drawn from?

2) Does the study focus on the epistemic ideas of individual students or groups of students?

3) What methodologies and study designs have been employed?

4) What means of data collection have been used?

Our second goal is to discuss the models of epistemic cognition that explicitly or implicitly
informed studies on undergraduate chemistry students’ epistemic cognition. Since most articles
did not report a model of epistemic cognition, we attempted to infer the model by addressing the
following questions:

1) Do chemistry education researchers characterize epistemic ideas as hierarchical in nature

or as varying in utility depending on context?

2) Is epistemic cognition assumed to be stable over time and/or across contexts?

3) Did researchers infer students’ epistemic ideas from explicit statements about knowledge

and knowing or from observations of behavior or interpretation of students’ statements?

We intentionally do not summarize the findings of the studies, largely, because there was so
much variation in what it meant to study epistemic cognition. It is difficult to compare, for
example, a study that characterized the class consensus on appropriate justifications for arguments
with a study that documented changes in individual students’ Likert-scale responses to items
describing the simplicity of knowledge. Without more consensus regarding the nature of epistemic
cognition and how it should be studied and measured, it seems unproductive, and in some cases

impossible, to synthesize results across studies.
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Methods
Selection of Articles

For this review, we chose to focus on undergraduate chemistry students’ epistemic cognition.
Therefore, we started by collecting articles published in the chemistry education journals Journal
of Chemical Education and Chemistry Education Research and Practice. We then expanded our
search to more general science education journals: Journal of Research in Science and Teaching,
Science Education, and International Journal of Science Education. Finally, we searched the ERIC
and Taylor & Francis databases.

We used several search terms to find articles that studied epistemology in the context of
chemistry courses. We used the search term “epistem™®” to find articles containing words related
to epistemology, such as “epistemic” and “epistemological.” We also searched “nature of science,”
as this research often looks at how people perceive scientific knowledge and how that knowledge
is obtained. We also used the more general search term “belief” because we anticipated that many
articles would describe students’ beliefs concerning chemistry knowledge and knowing without
using the term “epistemic” or “epistemological” to describe these beliefs.

Since some of these searches yielded a large number of hits, we applied a few filters to narrow
down the number of results. We decided to limit the scope of this review to papers published
between 2000 and 2022. For journals or databases that included multiple types of publications, we
restricted the search results to research articles (as opposed to publications describing activities,
for example). For the science education journals and databases, “chemistry” was also entered as a
search term. The ERIC database also contained the option to restrict results to those tagged as

“Higher Education,” which was helpful in eliminating articles focused on K-12 education.
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Similarly, we used the tag “Education” to narrow the scope of results obtained by searching the
Taylor & Francis database.

With these filters in place, the initial searches for “epistem*,” “nature of science,” and “belief”
yielded 693 unique articles. From here, we screened the articles manually through the iterative
process shown in Figure 3.1. Since the scope of this review is limited to undergraduate students’
epistemologies, articles that collected data from K-12 students, graduate students, and teachers or
faculty were removed. The first author then performed a keyword search on each article using the

29 ¢¢

terms “epistem,” “nature of science,” and “belief” to determine whether these were the focus of
the article or simply mentioned them in passing. For many of the articles, these terms were only
found in the titles of referenced articles or mentioned in passing. For example, several articles
utilized the resources theoretical framework, which encompasses both conceptual and epistemic

resources; if the article then went on to characterize only conceptual resources, it was not included

in this review.
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Il Phase 1: Initial search
= Search terms: epistem*, “nature of science”, belief*
= Journals/databases: JCE, CERP, JRST, Sci Ed, Int J Sci Ed,
Taylor & Francis, ERIC

. Filters: research articles, 2000—2022, chemistry education
N = 693

M First Pass: Quick skim
. Excluded studies on faculty/instructors and students at the
primary, secondary, or graduate education levels
= Excluded studies that did not characterize epistemology

N =163

Second Pass: Scope refinement
= Excluded studies on pre-service teachers’ epistemologies for
teaching chemistry rather than learning chemistry
= Excluded studies that did not characterize epistemology

N =127

M Third Pass: Closer read
=  Excluded studies that did not characterize epistemology

B Fourth Pass: Detailed read while coding
= Excluded studies that did not characterize epistemology

=  Excluded studies that primarily focused on instrument

N =54 development

Figure 3.1. Article selection process. * Because epistemic cognition was often intertwined with other
aspects of learning (e.g., conceptual learning, affective outcomes), we continuously refined our inclusion
criteria, resulting in an iterative selection process. See Supporting Information for more details.

Following the initial screen of search results, 163 articles remained. The first author skimmed
through these to determine if the studies sought to characterize or measure students’
epistemologies. Another 36 articles were removed during this phase, resulting in 127 articles. From
here, the first author read through each article in full to determine if it met the criteria described
above and reduced the sample down to 85 articles. From there, we started to code the articles, and
during this process, we eliminated an additional 31 articles. Some were eliminated because, upon
a closer read, they did not focus on characterizing students’ epistemic cognition. A few others were

eliminated due to a primary focus on instrument development. The total number of articles
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included in the analysis for this review is 54. A complete list can be found in the Supporting
Information.
Analysis of Articles—Descriptive Codes

The first part of the analysis involved coding for who was being studied and how they were
being studied. Five categories of codes were developed: study population, unit of analysis,
methodology, study design, and data collection. The codes within each category are summarized
in Table 3.3 and described in more detail below.

Table 3.3. List of codes used to describe methodological aspects of the studies.

Code Description
Sample
Intro chem Study participants were recruited from a first-year chemistry, introductory
chemistry, or general chemistry course for majors or non-majors.
Intro chem lab Study participants were recruited from a first-year chemistry, introductory
chemistry, or general chemistry laboratory course for majors or non-majors.
OChem Study participants were recruited from an organic chemistry course for majors
Or NON-Majors.
OChem lab Study participants were recruited from an organic chemistry laboratory course
for majors or non-majors.
PChem Study participants were recruited from a physical chemistry course or physical
chemistry laboratory course.
Non-course Study participants were recruited from multiple chemistry courses or were
specific studied as they progressed through multiple chemistry courses.
Chem for pre- Study participants were recruited from chemistry or science classes designed
service teachers for pre-service teachers.
Unit of Analysis
Individual Data was collected on individual students.
Group Data was collected on groups of students, ranging from pairs of students to
whole classes.
Individual and Data was collected on both individuals and groups.
group
Methodology
Qualitative Non-numerical data, such as words or images, was collected and analyzed for

themes, patterns, or features relevant to the research question.

Quantitative Numeric data was collected and analyzed via statistical methods to determine
relationships among variables.

Mixed methods A combination of numerical and non-numerical data was collected and
analyzed using both quantitative and qualitative techniques.
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Study Design
Exploratory A phenomenon was explored on a small sample with no comparison groups or
treatments administered.
Quasi- The impact of an intervention was assessed by:
experimental e comparing data collected before and after implementation of the
intervention on a treatment group;
e cvaluating data collected after implementation of the intervention on a
treatment group;
e Comparing data collected on two or more treatment groups before and after
implementation of an intervention;
e Comparing data collected on two or more treatment groups after
implementation of an intervention.
Longitudinal Data was collected at three or more timepoints over a period of time (semester
or longer) to understand and/or measure how an outcome variable changes.
Correlational The quantitative relationship between two or more variables was determined.
Data Collection
Method
Interview Researchers met with students and asked students to respond to questions orally
or complete tasks. Interviews could be conducted with individual students or
groups of students.
Open-ended Students were asked to respond to a written or electronic set of questions using
survey their own words.
Written artifact Written (or electronic) work that students created as part of their regular
coursework. These included laboratory reports, essays, worksheets, and exams.
Classroom Video and/or audio recordings of the whole class or small groups of students,
recording typically used to collect classroom dialogue.

Selected-response  Students were asked to respond to a written or electronic set of questions and/or
survey statements by selecting the response that best aligns with their thoughts.

Sample. A simple coding scheme was developed to summarize the different subsets of
undergraduate chemistry students represented in these studies. The code Intro chem describes
courses labeled as general, introductory, or first-year chemistry and encompasses variations for
chemistry majors, STEM majors, and non-majors. A separate code, Intro chem lab, is used for
general or introductory chemistry laboratory courses. The codes OChem and OChem lab describe
the organic chemistry lecture and laboratory courses, respectively, that students typically take
during their second year of college or university. A few studies recruited students from an upper-

level physical chemistry lecture or lab course; these were labeled PChem. No other upper-level
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chemistry courses were represented in our sample. The code Undergrad chem was applied to
studies that recruited students from across different chemistry courses. Finally, the code Chem for
pre-service teachers was assigned to studies that sampled students from chemistry classes
designed for pre-service teachers.

Unit of Analysis. The unit of analysis code was implemented to distinguish studies on personal
epistemology from those on social epistemology. Studies that collected data on each student,
consistent with personal epistemology research, were coded as Individual. Studies that collected
data on groups of students, consistent with social epistemology research, were coded as Group. A
third code, Individual and Group, was included to describe studies that collected data from both
individuals and groups of students.

Methodology. The articles included in this study were also characterized according to their
methodologies and study designs. Methodology was described as Qualitative, Quantitative, and
Mixed methods. Qualitative studies collect non-numerical data, such as classroom dialogue, that
are analyzed by looking for themes, patterns, or other features relevant to the research question
(Johnson & Christensen, 2020). Quantitative studies collect numerical data, such as exam scores,
that are analyzed via statistical methods (Johnson & Christensen, 2020). Mixed methods studies
utilize both types of data and analyses (Johnson & Christensen, 2020).

Study Design. As these methodology categories are quite broad, more specific codes for study
designs were employed. Exploratory studies were defined as those that collected data from a single
group, absent a treatment, with the goal of understanding some aspect of students’ epistemic
cognition. Quasi-experimental studies (Campbell & Stanley, 1963), on the other hand, seek to
determine the effects of a treatment on students’ epistemic cognition. We chose not to distinguish

between studies that involved a single treatment group versus those that included a control group
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or multiple treatment groups, nor did we separate studies that used a pre- and post-tests from those
that used only post-tests. We reasoned that all of these studies were united by a common goal-
assessing the impact of some curricular and/or pedagogical change and the particulars of how they
did so were not crucial to this review. Longitudinal studies focus primarily on understanding or
documenting change over time. White and Arzi (2005) define a longitudinal study as “one in which
two or more measures or observations of a comparable form are made of the same individuals or
entities over a period of at least a year.” We modified their criteria slightly when coding. We
required that a study collect data at more than two timepoints to distinguish longitudinal studies
from the many studies that used pre- and post-tests but were focused on the impact of an
intervention rather than the dynamics of epistemic cognition. We also lowered the duration to a
semester given that most undergraduate courses operate over a semester rather than a year. Finally,
Correlational studies sought to demonstrate a quantitative relationship, or lack thereof, between
two or more variables, at least one of which was epistemic.

Data Collection. We expanded upon the codes used by Rodriguez et al. (2020) when
describing the different ways in which data on students’ epistemic cognition was collected.
Interviews consist of verbal responses to questions posed by the interviewer. This code included
interviews conducted with individuals, pairs of students, and focus groups as well as various types
of interviews, such as think-aloud (Charters, 2003), stimulated-recall (Dempsey, 2010), and task-
based, cognitive clinical interviews (Ginsburg, 1997, Russ et al., 2012). Open-ended surveys
included any written or electronic form in which students responded to questions in their own
words. Selected-response surveys asked students to select a response from a given list. The code
Written artifacts pertains to any work students submitted as part of the course, such as exams or

laboratory reports. Finally, Classroom recording describes any audio and/or video recordings of
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the whole class or small groups of students. Because each study can collect data via multiple
avenues, a single study could receive multiple data collection codes.
Analysis—Model of Cognition Codes

Part two of the analysis focused on characterizing each article’s treatment of epistemic
cognition in terms of hierarchy, stability, and explicitness. Codes belonging to each category are
shown in Table 3.4 and described in detail below. When assigning codes, all sections in an article
were considered, but the sections that described data collection and data analysis proved especially
useful.

Table 3.4. List of codes used to describe the assumptions about the nature of epistemic cognition.

Code Description
Hierarchy
Hierarchical Certain epistemic ideas are considered more sophisticated, expert-like, or desirable than
others.
Variable Context determines the value of epistemic ideas.
utility

Ambiguous No indication of value or conflicting statements concerning the relative values of
epistemic ideas.

Stability
Stable Epistemic cognition is treated as stable across contexts and/or relatively long periods
of time (e.g., semester, year).
Unstable Epistemic cognition is treated as unstable across context and/or time (on the scale of
minutes).
Unclear No indication as to whether epistemic cognition is considered stable or unstable across
context and/or time.
Explicitness
Explicit Participants are asked to respond to statements/questions in which they would need to
be consciously aware of their own epistemic ideas.
Implicit Epistemic ideas are inferred from participants’ responses and/or behavior.
Both Data is collected in multiple ways, some of which require participants’ awareness and

some of which are inferred.

Hierarchy. The first category of codes concerns the hierarchical nature of epistemologies.
Some articles characterized students’ responses according to varying levels of sophistication in
which some epistemologies were deemed better or more desirable than others. These articles were
given the code Hierarchical. Typically, the most sophisticated descriptor was applied to responses

that aligned with those an expert chemist or scientist gave. For example, when developing the
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Colorado Learning Attitudes about Science Survey for chemistry, Adams et al. (2008)
administered the survey to chemistry faculty in order to define the expert response for each survey
item. Student responses were then scored in terms of how closely they matched the expert
responses. In other studies, the relative rank of descriptors seems to have been determined
according to the authors’ judgement. Other articles described epistemologies as more or less useful
based on the particular circumstance rather than being universally better or worse; these were
coded as Variable utility. Viewing epistemologies as of variable utility does not preclude situated
hierarchies. In a given context, one may find some ways of knowing and learning more useful than
others in advancing a particular aim. For example, one may find accumulating information from
public health authorities more useful than building a model of disease spread from experience if
one is trying to figure out whether to wear a mask to the supermarket. Variable utility does not
mean all epistemologies are equally useful across all contexts. Finally, the code Ambiguous was
used for articles that did not discuss the value of particular epistemologies or contained
contradictory statements regarding value. For example, an article could invoke a resources model
in the theoretical framework section but report a hierarchical coding scheme in the analysis.
Stability. The Stability category of codes was developed to describe how dynamic epistemic
cognition was assumed to be, especially as it related to the timescale of each study. The code Stable
was used for studies that seemed to view epistemic beliefs as relatively unchanging over long
periods of time or in the absence of an intervention (Table 3.3). None of the articles included in
our study directly stated an assumption of stability; rather, we inferred this from the methods used.
Many of these studies utilized a pre-post design in which pre- and post-measures were spaced
days, weeks, or months apart. Study designs of this sort, we argue, suggest that researchers

expected any changes to occur over a long time period (typically a semester). If they anticipated
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epistemic cognition was dynamic and subject to change over the course of a single class period,
they would likely collect data more frequently to distinguish signal from noise.

Views on stability (whether implicit or explicit) could also be inferred from how authors treat
the influence of context on epistemic cognition. If the authors described shifts in epistemic ideas
in response to different prompts or comments from peers, the articles were coded as Unstable.
Finally, if a study made no mention of how stable or unstable they considered epistemologies to
be across time and context, it was coded as Unclear. In a few cases, epistemic cognition was treated
as stable over time but unstable across contexts; these were also coded as Unclear.

Explicitness. The third category of codes, Explicitness, was used to describe how data on
epistemic cognition was obtained and interpreted. Some methods asked the participants to respond
to direct questions about their epistemic ideas, which required them to consciously consider their
own epistemic beliefs. The prompts often took the form of declarative statements, such as
“Knowledge is obtained from authority,” which requires little interpretation on the part of the
researcher. Other studies collected data in the form of written artifacts or classroom recordings,
from which the researchers needed to infer epistemic cognition indirectly. Although the amount of
inference required to make a claim about students’ epistemic ideas varies considerably, for the
sake of simplicity, each type of data was simply coded as Explicit or Implicit based on how it was
collected and analyzed. Since some articles utilized multiple data strands, the code Both was
applied if both explicit and implicit methods of data collection and analysis were used.

Inferred Model of Cognition. By considering the Hierarchy, Stability, and Explicitness codes
together, we were able to distinguish studies consistent with a developmental or dimensional
model from those that were consistent with a resources model. When assigning a model to each

study, we required all three codes to be consistent with that model. In addition, we tentatively
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assigned models to studies whose codes were mostly aligned with that model. For studies in which
two codes were consistent with a single model and one was not associated with any model (i.e.,
Ambiguous, Unclear, or Both), we tentatively assigned the model based on the two matching
codes. For example, a study coded as Ambiguous, Unstable, and Implicit was determined to be
mostly aligned with a resources model. Studies that were coded as Hierarchical, Stable, and
Implicit were considered mostly aligned with a developmental or dimensional model, since the
association of these models with the Explicit code was based on literature trends rather than
descriptions of the models themselves. For the remaining studies that did not fall into any of the
categories described above, we were unable to assign a model as we did not have enough evidence
or had contradictory evidence.

Establishing Trustworthiness

Initial coding was carried out by both authors. They individually coded ten articles at a time
and then met to compare codes, resolve any discrepancies, and clarify the codebook. This was
repeated three times. Subsequently, the first author read each article multiple times over the data
analysis period, highlighting and annotating the parts of the text that provided evidence for each
code assignment. The second author was brought in to discuss any codes the first author was unsure
of.

There is no agreed upon method for establishing trustworthiness in qualitative research (Rolfe,
2006). We chose to establish trustworthiness primarily by recording a detailed decision trail, as
recommended by Noble and Smith (2015). This was especially helpful for distinguishing codes
based on the presence of evidence (hierarchical, variable utility, stable, unstable, explicit, implicit,
both) from those based on lack of evidence (ambiguous, unclear). We chose not to report inter-

rater agreement statistics because reaching an acceptable level of inter-rater agreement typically
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involves several rounds of code refinement on new subsets of data, which was impractical with
our limited data set. Furthermore, this is consistent with several other chemistry education review
articles (e.g., Flaherty, 2020; Hunter et al., 2022; Bain et al., 2014). The full coded data set with
researcher notes may be found in the Supporting Information.

Findings

In the first part of our analysis, we sought to describe who was being studied and how they
were studied in chemistry education epistemology research. We will report our findings for each
category of codes and describe examples of each.

The majority of studies focused on students in first-year chemistry courses and pre-service
teachers.

Figure 3.2 displays the distribution of Sample codes, which describe the chemistry courses
from which study participants were drawn. First-year chemistry students were the most studied
population among the studies included in this review. Twenty studies sampled students from
lecture courses while seven sampled students from the lab component specifically. There was some
variation as to the students who were taking these first-year chemistry classes. Some were courses
designed for non-majors, some were designed for STEM majors, and others were open to all
majors. Pre-service teachers enrolled in chemistry or science courses for pre-service teachers were
the second-most common group studied (N = 7). Four studies recruited students who were studying
to become chemistry teachers specifically (Venessa et al., 2019; Aglarci et al., 2016; Celik, 2020;
Sendur et al., 2017). The other three studies sampled pre-service elementary (or primary) school
teachers enrolled in chemistry or science courses specifically designed for them (Crujeiras-Pérez
& Brocos, 2021; McDonald, 2010; Calik & Cobern, 2017). Several studies recruited participants

from organic chemistry lecture (N = 6) or laboratory (N = 3) courses. Just three studies involved



143

students from upper-level chemistry courses; interestingly, these were all physical chemistry
lecture or laboratory courses. Other studies sought to understand chemistry students’ epistemic
cognition outside of the context of a specific class and recruited students from all levels of
chemistry (e.g., Sevian & Coutre, 2018; Li et al., 2013) or compared students enrolled in
introductory and organic chemistry courses (e.g., Hofer, 2004; Mazzarone & Grove, 2013).

25
20
15

10

. - -

Intro chem Intro chem lab OChem OChem lab PChem Non-course Chem for pre-
specific service teachers

Number of Articles

Figure 3.2. Distribution of Sample codes.

The reasons offered for choosing a particular course to study varied. For studies focused on
assessing the impact of an intervention (see below), course selection depending on where the
intervention was being implemented. Sometimes these interventions were initiated by an
individual instructor; other times they were part of a larger department initiative (e.g., Chopra et
al., 2017). Some studies on pre-service teachers’ epistemic cognition were in part motivated by
the role of teachers in shaping students’ perspectives on chemistry and science more broadly. As
Aglarcietal. (2016) argue, “science education programs and teachers play a key role in [improving

citizens’ images of science], as they are mostly responsible for educating people.”
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Most studies examined personal epistemology rather than social epistemology.

As shown in Figure 3.3, most studies (N = 38, 72%) collected data from individual students.
Individuals responded to surveys, participated in interviews, or wrote their own lab reports or
essays. These were used to make inferences about the individual’s epistemic cognition. Ten studies
characterized aspects of epistemology that belonged to a group of students (Fig. 3.3). These tended
to be studies that focused on group dialogue, especially argumentation. Six studies collected data
on individuals as well as groups of students (Fig. 3.3). For example, Walker et al. (2019) studied
argumentation and included in-person argumentation (group dialogue) as well as written
arguments (individual lab reports). These results demonstrate that the interplay between students,
instructors, and the cultural context in which learning occurs is understudied in chemistry
education research on epistemology and may be a productive avenue for future research.
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Figure 3.3. Distribution of Unit of study codes.

Exploratory qualitative studies are the most common types of studies on students’ epistemic
cognition.

Nearly half (N = 24) of the studies surveyed were classified as exploratory (Fig. 3.4). Twenty
of these were qualitative while the remaining four used a mixed methods approach. The targets of

exploration varied considerably. Some focused on specific aspects of epistemic cognition such as



145

students’ epistemic stances when evaluating models (Kelly et al., 2021) or what students
considered acceptable justifications for their knowledge products (Crujeiras-Pérez & Brocos,
2021; Becker et al., 2013). Others characterized epistemic cognition more broadly by attending to
students’ perspectives on the nature of science (e.g., Agustian, 2020, Venessa et al., 2019).
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Figure 3.4. Distribution of Study Design codes, separated by Methodology code. Blue corresponds to
Qualitative studies, yellow corresponds to Quantitative studies, and green corresponds to Mixed methods
studies.

A large portion (N = 19) of studies were carried out to assess the impact of a curricular or
pedagogical intervention (Fig. 3.4). Ten of these were qualitative, eight were mixed methods, and
one was quantitative. Interventions included using explicit approaches to teaching nature of
science (e.g., Celik, 2020), incorporating inquiry-based laboratory experiments (e.g., Russell &
Weaver, 2021), and implementing a new curriculum (e.g., Bowen et al., 2022). Most used a pre-
post design in which data was collected from students before and after the intervention. Some of
these involved a control group and a treatment group while some only had a treatment group. A
few studies only collected data after the intervention.

Five longitudinal studies were present in the sample (Fig. 3.4). Three were qualitative, and two

were mixed methods. Two of these sought to understand how students’ understanding of
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argumentation, including epistemic aspects, changed as the students participated in an argument-
driven inquiry general chemistry laboratory course (Hosbein et al., 2021; Walker & Sampson,
2013). The remaining three examined students’ epistemic cognition more generally, either over
two semesters of organic chemistry (Grove & Bretz, 2010; Grove & Bretz, 2012) or over the
general chemistry and organic chemistry sequence (Mazzarone & Grove, 2013).

Correlational studies made up the remaining five studies (Fig. 3.4). In some, the epistemic
variable was general. For example, Lee et al. (2022) looked at the relationships among epistemic
beliefs, engagement in a flipped chemistry class, and learning outcomes. Other studies examined
epistemic variables grounded in chemistry. Li et al. (2013) compared students’ conceptions of
learning chemistry to their approaches to learning chemistry and found some correlation. Aguirre-
Mendez et al. (2020), measured the relationship between argumentation quality and gains in
chemistry content knowledge. All of the correlational studies were quantitative or mixed methods.
Data on students’ epistemic cognition was collected through a variety of methods.

No clear preferences for one method of data collection over others were found in the reviewed
articles, as shown in Figure 3.5. Interviews (N = 25) and open-ended surveys (N = 21) were the
most common approaches to eliciting data on epistemic cognition. Written artifacts (N = 14) and
classroom recordings (N = 13) were slightly less common, although both were still used in over a
quarter of the studies. Selected-response surveys (N = 6) were the least common means of data
collection. Thirty-four studies relied on a single method of data collection while 19 elicited data
using more than one method. Written artifacts were mostly used in combination with other data
sources while selected-response surveys tended to be used alone. Interviews, open-ended surveys,

and classroom recordings were used approximately evenly as the sole data source or in tandem



147

with other sources. Given the complex nature of epistemic cognition, considering the pros and
cons of what each data source can offer seems prudent when designing a study.
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Figure 3.5. Methods of data collection. The total number exceeds the number of articles because some
studies collected multiple types of data.

In the second phase of our analysis, we coded for assumptions about the hierarchy and stability
of epistemic ideas as well as the extent to which epistemic ideas asked for directly during data
collection or inferred during data analysis. We will report our findings for each category of codes
and describe examples of each.

Most studies characterized students’ epistemologies in a hierarchical manner.

The vast majority of articles (N = 39, 72%) interpreted students’ epistemologies using
hierarchical coding schemes (Fig. 3.6). The Views on the Nature of Science (VNOS) instrument
(Lederman et al., 2002) used in nine of the studies interprets responses as naive or informed (or
somewhere in between, depending on the particular study). Other studies employed Likert scale
survey items in which higher (or sometimes lower) scores were indicative of more expert-like
responses. For example, Shultz and Gere (2015) asked general chemistry students to respond to
the question, “When two different theories arise to explain the same phenomenon, what should
scientists do?”” The students were given several responses to this question which they were asked

to rate on a five-point Likert scale from strongly disagree to strongly agree. Students who strongly
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agree with the statement, “Scientists should not accept any theory before distinguishing which is
best through the scientific method because there is only one truth about phenomenon” were
classified as having naive views on the nature of science as it relates to the certainty of knowledge.
Conversely, students who strongly disagreed with the statement were characterized as having
sophisticated views related to certainty of knowledge.
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Figure 3.6. Distribution of hierarchy codes. Hierarchical (blue) aligns with a developmental or
dimensional model. Variable utility (green) aligns with a resources model.

Far fewer studies (N = 7, 13%) explicitly stated that different epistemologies were useful in
different circumstances. Three of these invoked a resources model of epistemic cognition as part
of their theoretical frameworks. For example, Rodriguez et al. (2020) used the framework of
epistemic games to analyze how students solve kinetics problems during think-aloud interviews.
In their discussion of the results, the authors state, “Thus, specific epistemic games are not
problematic on their own, but issues arise when students have difficulty switching between
games.” One epistemic game is not inherently better than another, but one might be more
appropriate for a specific use or type of problem than another. This attention to context and the
productive use of knowledge results in quite different implications for teaching. Instead of
channeling students toward a single epistemic belief or set of beliefs, the emphasis is on helping

students recognize which are appropriate for the problem at hand.
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Interestingly, all of the studies coded as Variable utility were qualitative, and most focused on
a single episode of problem-solving, either in a classroom or interview setting. While it is difficult
to imagine a quantitative study that would be coded as Variable utility, a mixed methods study
could in principle be useful for synthesizing these individual moments over the course of a
semester or comparing across classes.

There were also some studies (N = 8, 15%) in which no judgements were made regarding the
value of the epistemic ideas elicited. For example, Talanquer (2010) categorized students’
explanations in terms of their structures as non-causal, macrocausal (additive or interactive), and
microcausal (additive or static). It was unclear, however, whether particular types of explanation
structures were more desirable than others.

An approximately equal number of studies treated epistemology as stable versus unstable.

Stability was the second feature we looked for to aid in inferring the model of epistemic
cognition for each paper. We found less evidence on which to make claims about stability than we
found for hierarchy, resulting in 16 (30%) coded as Unclear (Fig. 3.7). Of the remaining studies,

19 (35%) were coded as Stable and 19 (35%) were coded as Unstable (Fig. 3.7).

Number of Articles
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Figure 3.7. Distribution of Stability codes. Stable (blue) aligns with a developmental or dimensional
model. Unstable (green) aligns with a resources model.
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Studies that utilized a pre-/post-test design made up the majority in the Stable category. Often
these kinds of study designs, which were common in our data set, are used to evaluate the effect(s)
of an intervention. Examples of interventions related to epistemology or the nature of science
include implementation of direct instruction on history of science or nature of science (e.g., Aglarct
et al., 2016), participation in argument-driven inquiry labs (e.g., Hosbein et al., 2021), and
metacognitive interventions (e.g., Saribas et al., 2013).

In the Unstable category, instability was often connected to the context sensitivity observed.
For example, Lazenby et al. (2020) conducted a study on students’ epistemic criteria for scientific
models and found that “although students’ conceptual resources are potentially productive, they
are highly sensitive to context, as evidenced by the variation in themes across domain-general and
chemistry-specific tasks.” They noticed that students invoked different criteria depending on the
type of model they were thinking about in that moment.

Studies that were coded as Unclear are somewhat difficult to describe as this code was largely
based on the absence of evidence rather than the presence of certain features. Typically, these
studies involved data collection at a single timepoint and did not discuss how context may have
influenced the data. A few studies that were coded as Unclear described epistemic cognition as
stable over time but unstable across contexts. For example, McDonald (2010) used a pre-/post-test
experimental design to explore students’ views on the nature of science, implying stability over
time. However, she observed that asking about nature of science in the context of socioscientific
versus scientific contexts elicited different responses from some participants. She interpreted this
discrepancy as evidence that students possess multiple epistemologies, some general and some

specific to science, implying instability across contexts.
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Data on students’ epistemologies was collected using an approximately equal number of explicit
and implicit probes.

Finally, we examined how evidence of students’ epistemologies was elicited to provide insight
into the model of cognition used. We asked ourselves, when reading about the method of data
collection, “Would a student have to think consciously about their own epistemology to provide
this data?” If the answer was yes, we coded it as Explicit and if the answer was no, we coded it as
Implicit. In doing so, it was helpful to consider the manner in which data was collected. Therefore,
we present the results accordingly.

Approximately half of the studies included in our sample collected data using only explicit
probes (N = 25, 46%). Most studies that collected data by administering surveys were coded as
Explicit (Fig. 3.8). Many selected-response surveys, like the CHEMX survey used by Mazzarone
& Grove (2013), asked students the extent to which they agreed with statements like “Knowledge
in chemistry consists of many pieces of information, each of which applies primarily to a specific
situation.” Other selected-response surveys asked students to choose the option that most closely
aligned with their views. For example, Venessa et al. (2019) used a mostly multiple-choice survey
to ask students about purpose of science, the nature of scientific knowledge, and the relationship

between science and technology.
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Figure 3.8. Distribution of Explicitness codes. Explicit (blue) aligns with a developmental or dimensional
model. Implicit (green) aligns with a resources model.

Explicit items were often found on open-ended surveys and in interview protocols as well. The
VNOS survey was used in nine different studies and contained explicit questions like, “What, in
your view, is science? What makes science (or scientific discipline such as physics, biology, etc.)
different from other disciplines of inquiry (e.g., religion, philosophy)?” Similar kinds of questions
were asked in interviews. For example, Havdala & Ashkenazi (2007) asked questions like “How
would you define science?” and “Is there any way to find objectivity or certainty in science?” in
their interviews with students enrolled in a general chemistry laboratory course. Like the selected-
response surveys, these questions require a person to consciously consider the ways in which they
think about and/or use knowledge.

Twenty-four studies (44%) were coded as Implicit (Fig. 3.8). These studies largely collected
data in the form of written artifacts or classroom recordings. Written artifacts included reflective
essays (e.g., Grove & Bretz, 2012), argumentative writing assignments (e.g., Moon et al., 2019),
and lab reports (e.g., Petritis et al., 2021). Classroom recordings typically captured student
dialogue as they engaged in problem-solving (e.g., Wickman, 2004) and/or argumentation (e.g.,
Walker et al., 2019). These sources of data typically provided information about the structure of

knowledge or justifications for knowledge. Scientific arguments, written or verbal, were
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commonly analyzed for the presence of and relationships between claims, evidence, and reasoning,
originally derived from Toulmin’s model of an argument (1958).

The Implicit code was also applied to some studies that used open-ended surveys and
interviews. These typically contained questions that asked students to reflect on their experiences
in class or engage in problem-solving. For example, one of the questions Bowen et al. (2022) asked
students was “What would you tell [a student thinking about enrolling in organic chemistry] is the
most difficult thing about organic chemistry?” Some of the responses to this question were
epistemic in nature and revealed challenges related to obtaining or using knowledge. Kelly et al.
(2021) conducted interviews in which they first asked students to watch a video on precipitation
reactions, then think aloud as they completed a card sort and modeling task to describe the
mechanism of precipitation, and finally critique three mechanistic animations for their scientific
accuracy. From these interviews, Kelly et al. inferred students’ epistemic activities, such as
comparing and modeling, and their epistemic stances, such as doubting or puzzlement.

Twenty-one studies collected multiple strands of data, but only five studies (9%) used a
combination of explicit and implicit methods of data collection and received the code Both (Fig.
3.8). For example, McDonald (2010) surveyed students about their views on the nature of science
using the VNOS (Explicit) but also looked at students’ written and verbal scientific arguments
surrounding scientific issues (Implicit). Grooms (2020) also combined students’ written scientific
arguments (/mplicit) with a survey that asked students explicitly about their epistemic ideas related
to argumentation (e.g., What is evidence?).

A model of epistemic cognition can be inferred for some studies.
As mentioned previously, most researchers did not frame their studies through the lens of a

particular model of epistemic cognition. By considering the set of codes each study received, we
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between codes.

acquired some evidence for what model was tacitly informing each study. Figure 3.9 depicts the
relative number of co-occurrences for each coding combination to help visualize the relationships

. Network

Unknown
. Developmental or Dimensional

Figure 3.9. Chord Diagram depicting connections between codes. The width of each link is
proportional to the number of studies that received the two codes connected by the link. Blue codes align
with a developmental or dimensional model. Green codes align with a resources model. Yellow codes do
not align with any model.

Developmental and dimensional models were characterized by Hierarchical, Stable, and

Explicit codes (Fig. 3.8). Fifteen studies received these codes, completely aligning with a

developmental or dimensional model. An additional eight mostly aligned with these models. Three

dimensional model (Fig. 3.9).

were coded as Hierarchical, Stable, and Implicit or Both, and five were coded as Hierarchical,
Unclear, and Explicit. In total, 23 studies seemed to be informed by a developmental or
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Figure 3.10. Models of epistemic cognition assigned based on Hierarchy, Stability, and Explicitness
Codes. Solid bars represent articles that align with a model in all three codes. Striped bars represent
articles that align with a model based on their Hierarchy and Stability codes.

The resources model asserts that epistemic cognition is context-dependent, dynamic, and
largely implicit. Thus, an article using a resources model to frame the study should receive codes
of Variable utility, Unstable, and Implicit (Fig. 3.9). Three of the seven studies that reported a
resources model were assigned these codes. Of the remaining four studies, two were coded as
Ambiguous, Unstable, and Explicit; one was coded as Ambiguous, Unstable, and Both; and one
was coded as Hierarchical, Unstable, and Explicit. Four studies that did not report using a model
of epistemic cognition received the codes aligned with a resources model (i.e., Variable utility,
Unstable, Implicit). An additional three studies were coded as Ambiguous, Unstable, and Implicit,
mostly aligning with a resources model. In total, seven studies aligned completely with a resources
model and three studies mostly aligned (Fig. 3.10).

The remaining 26 studies received coding combinations that did not clearly align with any
model of epistemic cognition. Fifteen of these studies were coded as Hierarchical and Unclear
with regards to stability. These were split approximately evenly between Explicit and Implicit

codes. Six studies were coded as Hierarchical and Unstable. The remaining studies were either

coded as Ambiguous and Unclear (N = 1), Ambiguous and Stable (N = 1), or Ambiguous and
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Unstable (N = 3). In total, a lack of evidence prevents us from inferring a model of cognition for
nearly half of studies on student epistemologies in undergraduate chemistry education research
published between 2000 and 2022.

Discussion and Implications

Some of the findings reported above are unsurprising. For example, our field tends to study
the epistemic cognition of individual students enrolled in introductory chemistry classes within the
confines of an academic semester. We suspect this tendency reflects some combination of access
to student populations, project timelines, and educational traditions that focus on individual (vs.
community) learning. However, just because these sorts of studies have been done in the past does
not mean that they represent the only, or best, way to approach exploring epistemic cognition. One
might persuasively argue for the importance of longitudinal studies of community epistemic
cognition — after all, people reason about scientific questions as members of their social and
cultural groups and with other members of those groups across many contexts (Feinstein &
Waddington, 2020). Such studies would of course require sustained funding and diverse expertise
(e.g., science education, science and technology studies).

Regardless of the sample and duration of epistemology-focused studies, researchers will be
faced with the choice of collecting data that requires conscious articulation/selection of epistemic
ideas or observing behavior to infer the epistemic cognition underlying that behavior. The roughly
equal distribution of Explicit and Implicit codes in our data suggests that researchers see
advantages and disadvantages to both approaches. Explicit survey or interview questions provide
information about the participants’ perceptions of their own epistemic cognition. Data analysis is
also relatively straightforward; it requires little interpretation of participants’ responses. This

allows researchers to collect data on large numbers of students and perform statistical analyses.
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Sandoval & Cam (2011) argue, however, that students may experience the context of an interview
or survey as substantially different from the context of behaviors researchers are interested in. As
such, ideas about knowing and learning activated when responding to a survey or interview
question may not map onto epistemologies that underlie behavior in class or in life. This makes it
difficult to make reasonable claims about student behavior or suggest classroom interventions
based on survey response data alone.

Implicit measurements inherently require the researcher to make more inferences. Rarely does
a student say something like, “My epistemic aim at this moment is to avoid obtaining false beliefs.”
Instead, they might say something like, “I don’t think that is right. Let’s check with the professor,”
from which we can perhaps infer an epistemic aim of avoiding false beliefs and the professor as a
source of knowledge. As a result, data analysis is more complicated and time-intensive for data
collected via implicit measurements. This makes study designs employing these approaches to
data collection and analysis less practical for large sample sizes and more difficult for a practitioner
to use to evaluate their classes. However, they can offer a more nuanced, context-sensitive picture
of students’ epistemologies than explicit measurements because they can capture epistemology in
use, i.e., “practical epistemologies” (Sandoval, 2005; Berland et al., 2016).

As with the Explicitness codes, we saw an approximately even distribution of Stability codes.
This category of codes was challenging to apply given that few researchers discussed their
assumptions of stability or instability, resulting in a large portion of studies coded as Unclear. We
argue, however, that this assumption influences the design of the study and the interpretation of
data. Administering pre- and post-tests before and after an intervention, for example, would be
reasonable if one assumes students’ responses indicate relatively stable epistemic ideas that were

expected to persist in the absence of the intervention. But if one assumes students’ responses
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indicate epistemic ideas invoked in the moment, which may or may not be deeply held, then one
would be cautious about attributing any changes in responses to the intervention. Thus, a major
takeaway of this review is that future researchers should address assumptions of stability with
regard to epistemic cognition.

The most striking finding, we claim, was that more than 70% of studies performed a
hierarchical analysis of students’ epistemic cognition data. We hypothesize that Hierarchical
studies are so prevalent because creating hierarchies seems intuitive and the results of hierarchical
analyses lend themselves to relatively straightforward interpretations. By placing students on a
continuum from “naive” to “expert” epistemic cognition, we can judge how/whether an
intervention was successful in supporting hoped-for improvements. We have two major objections
to employing context-invariant hierarchies: (1) The assumption that one set of epistemic ideas is
best in all circumstances is not reasonable, and (2) assembled hierarchies nearly always position
an idealized vision of White, Western norms as most sophisticated and de-value or ignore other
powerful and legitimate ways of knowing and learning.

Overemphasis on students advancing toward and achieving the “best” epistemologies may
overlook the ways in which other epistemologies could prove useful and act to marginalize whole
groups of students. In some articles, students were considered naive for thinking that there would
be a single correct answer. A quick reflection on how we use knowledge, both in chemistry and
everyday life, should reveal why equating binary thinking with epistemic immaturity is overly
simplistic. Sometimes it is useful to adopt a binary perspective, such as when assessing if you
made the desired pharmaceutical compound or its toxic enantiomer. The danger of an inflexible,
hierarchical view is that descriptors or measurements of epistemic cognition may be interpreted as

value-laden traits of the students themselves, creating difference among groups of students that
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can be used to justify inequitable treatments of those groups (Kirchgasler, 2017). One might, for
example, make claims that students who are identified as “less sophisticated” dualistic thinkers are
less capable of engaging in chemistry courses than students who are identified as “more
sophisticated” relativist thinkers. This could be used to justify separate tracks whereby “less
sophisticated” students are assigned to a “lower level” course. Thus, a rigidly hierarchical
viewpoint of epistemology may in fact lead to educational policies that restrict who is allowed to
continue studying science.

Furthermore, by defining a universal best epistemology, almost always based on White,
Western norms, we ignore or devalue powerful and legitimate systems of knowing that exist in
other cultures (Ladson-Billings, 2000). As a consequence, Bang and Medin (2010) assert, “In
education, most epistemology research makes the assumption that the epistemologies students
come to classrooms with are inferior, or less productive, compared with the one(s) that research
and educators (for our purposes, science education) are trying to assist students in learning.” They
go on to discuss how such a perspective devalues ways of knowing that Native American
communities possess. The prevalent use of hierarchical coding schemes in chemistry education
research is consistent with their assertion about science education research generally. Such a view
discounts the productive resources that all students possess, but especially those who are already
marginalized by our education systems and thus under-represented in science. Adopting a
perspective that values multiple ways of constructing and evaluating knowledge is one way that
chemistry educators can work toward creating more equitable learning environments.

Saying that “all epistemologies may have utility in some context” should not be read as
implying “all epistemologies are equally useful in all contexts”. Most scholars who ascribe to a

resources view of epistemic cognition acknowledge the existence of situated epistemological
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hierarchies, in which some ways of knowing and learning may be particularly useful in advancing
toward a particular aim in a given moment. This means that “evaluations of epistemological
sophistication must account for the appropriateness and utility of epistemological resources being
used in the current context” (Berland and Crucet, 2016, p. 10; Elby and Hammer, 2001; Hammer
& Elby, 2002). Theoretical and analytic work of this sort is far from straightforward. One must
grapple with questions such as: How should we make arguments that epistemologies are more/less
useful without an a priori set of “best epistemologies”? How might we define a “context” for the
purposes of this sort of analysis, given that epistemologies can shift over a very short time scale?
How should we think about the interplay between instructors’ epistemic learning goals, the design
of a learning environment, and ways of knowing and learning students experience as valuable in
that environment? Conversations around questions such as these are ongoing in the science
education community (e.g., Pierson et al., 2023; Warren et al., 2020), but still fairly rare in the
context of college chemistry learning. We are hopeful this article serves to spark more
conversations around how and why we define “epistemological sophistication” in the ways that
we do.
Limitations

In searching for and selecting articles to include in this review, it was necessary to make
decisions to restrict the scope. The search terms “epistem*,” “nature of science,” and “beliefs”
were used to find articles, but articles employing other terms to describe students’ thinking about
chemistry knowledge may have been missed. Searches were performed in prominent chemistry
education and science education journals, as well as a few databases, but nevertheless, some
relevant articles may have eluded us. Finally, we chose to restrict our analysis to articles involving

students in undergraduate chemistry courses. We do not know if studies on other populations, such
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as secondary school students, secondary school teachers, graduate students, or college instructors,
would exhibit the same trends.

Like all coding schemes, the coding scheme presented in Table 3.3 is a tool to summarize and
interpret the data, albeit at the cost of some resolution. With only three codes per category, much
of the variation is obscured. This was especially true for the coding category Explicitness. Among
articles coded as Implicit, the degree of inference required ranges depending on the exact nature
of the data collection methods. For example, an interview asking students to reflect on their
experiences in a course is not the same as observing them as they solve problems in a small group.

Furthermore, in applying our coding scheme, we needed to make decisions based only on what
was published in the articles. At the time of this writing, the field has not established agreed-upon
guidelines regarding what information should be including in publications on students’ epistemic
cognition. For example, assumptions about the stability of epistemic ideas are not usually stated,
resulting in a large number of articles coded as Unclear. Thus, much of our coding relied on
inferences drawn from the theoretical framework invoked, the data collection and analysis methods
used, and the conclusions drawn. It is possible our interpretations do not match the authors’
intended meanings.

In developing our coding scheme, we chose to attend to what we perceive as some of the
important assumptions embedded in the various theoretical models of epistemic cognition. Other
assumptions were not operationalized in our coding scheme. An example is the extent to which
epistemic cognition is domain general or domain specific. (These ideas were incorporated less

rigorously into our discussion of stability.)
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Conclusions and Future Directions

The model of epistemic cognition researchers employ informs all aspects of a study, from the
research questions that can be asked to the implications and conclusions that can be drawn. We
reviewed articles on students’ epistemic cognition in undergraduate chemistry courses and found
that very few articles described their model of epistemic cognition, so instead we looked for
distinguishing characteristics of developmental or dimensional models versus resources models
(i.e., assumptions about hierarchy, stability, and explicitness). From this analysis, we were able to
tentatively infer that one third of studies were informed by a developmental or dimensional model,
one fifth were informed by a resources model, and the remaining half remained too ambiguous to
infer a model.

Developmental and dimensional models have played an important role in enabling research
and discussion regarding the epistemic aspect of students’ education. We argue that a resources
model takes into account many of the ideas put forward in these models (e.g., kinds of epistemic
knowledge) but incorporates them into a more modern understanding of the dynamic and highly
context-dependent nature of cognition (diSessa, 1988; Hammer & Elby, 2005). Furthermore, not
only has a resources model been shown to better account for data (Hammer & Elby, 2002), but it
does not require the researcher to impose a Eurocentric value system when analyzing the data.
Rather, a resources model allows researchers to treat ways of knowing from marginalized
communities as valid and valuable. But employing a resources model brings its own set of
theoretical questions and methodological challenges. How do we collect and analyze data on large
samples in a nuanced way? How does individual resource activation influence collective ideas on

knowledge construction and evaluation and vice versa? Who decides (and who should decide)
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which epistemic resources are useful in a particular context and to whom? These are some of the

questions we hope future work on epistemic cognition will address.
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Supporting Information

The supporting information contains details on the articles included in the sample and the codes
assigned to them during the analysis phase. Table 3.S1 lists the articles in alphabetical order by
last name of first author and provides the author names, publication year, title, journal, volume,
issue, page numbers, and DOI where possible. Tables 3.S2, 3.S3, and 3.S4 provide details on the
analysis. The study population, unit of analysis, methodology, and study design codes assigned to
each article are recorded in Table 3.S2. Table 3.S3 lists the data sources and whether each
explicitly or implicitly prompted for students’ epistemic ideas. Table 3.S4 contains the codes from
part two of the analysis: hierarchy, stability, explicitness, inferred model of epistemic cognition,

and stated model of epistemic cognition (if applicable).
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Chapter 4
Beliefs versus Resources: A Tale of Two Models of Epistemology

This work was conducted in collaboration with Rosemary S. Russ, Prayas Sutar, and Ryan L. Stowe.

Abstract

Compelling evidence, from multiple levels of schooling, suggests that teachers’ knowledge
and beliefs about knowledge, knowing, and learning (i.e., epistemologies) play a strong role in
shaping their approaches to teaching and learning. Given the importance of epistemologies in
science teaching, we as researchers must pay careful attention to how we model them in our work.
That is, we must work to explicitly and cogently develop theoretical models of epistemology that
account for the learning phenomena we observe in classrooms and other settings. Here, we use
interpretation of instructor interview data to explore the constraints and affordances of two models
of epistemology common in chemistry and science education scholarship: epistemological beliefs
and epistemological resources. Epistemological beliefs are typically assumed to be stable across
time and place and to lie somewhere on a continuum from “instructor-centered” (worse) to
“student-centered” (better). By contrast, a resources model of epistemology contends that one’s
view on knowledge and knowing is compiled in-the-moment from small-grain units of cognition
called resources. Thus, one’s epistemology may change one moment to the next. Further, the
resources model explicitly rejects the notion that there is one “best” epistemology, instead positing
that different epistemologies are useful in different contexts. Using both epistemological models
to infer instructors’ epistemologies from dialogue about their approaches to teaching and learning,
we demonstrate that how one models epistemology impacts the kind of analyses possible as well
as reasonable implications for supporting instructor learning. Adoption of a beliefs model enables
claims about which instructors have “better” or “worse” beliefs and suggests the value of

interventions aimed at shifting toward “better” beliefs. By contrast, modeling epistemology as in
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situ activation of resources enables us to explain observed instability in instructors’ views on
knowing and learning, surface and describe potentially productive epistemological resources, and

99 ¢6

consider instructor learning as refining valuable intuition rather than “fixing” “wrong beliefs.
Introduction

It goes without saying that chemistry instructors at the undergraduate level have a great deal
of knowledge about chemistry. The content they teach is rich and complex and requires nuanced
understandings of an incredible array of phenomena. However, in addition to this knowledge of
chemistry, instructors also have a great deal of knowledge and beliefs—albeit potentially tacit—
about teaching and learning (Hora, 2014; Gibbons et al., 2018; Popova et al., 2020). For example,
consider two different instructors’ understandings of teaching and learning chemistry.

One of my most important roles as an instructor was to show people how the ideas

interconnected... I should be doing something that goes, I guess, beyond just following the

textbook because that’s information they already can get. -Liam

The process of learning what a model is, what it applies to, and going through the practice of

application of that model to explain an outcome and seeing that those things can be connected

is the powerful thing we want our science students to do. —James
From these quotes, we might infer that Liam conceptualizes knowledge as consisting of many
pieces of information that must be connected and that James sees learning as constructing,
applying, and connecting models to explain phenomena. But what can these quotes tell us about
their teaching?

Research in teaching and teacher education demonstrates that teacher thinking about teaching
and learning has a substantial impact on teacher practice (e.g., Pajares, 1992; Clark & Peterson,
1986; Mansour, 2009). Teachers’ implementations of curricular reforms are influenced by beliefs

about teaching and learning (Haney et al.,1996; Wallace & Kang, 2004; Roehrig et al., 2007) as

are smaller day-to-day decisions like how much time to spend on a particular topic (Cronin-Jones,
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1991) or their interaction with curricular materials (Remillard, 2005). The relationship between
beliefs and practice is complex and its strength may vary depending on contextual factors (Fang,
1996). Nevertheless, if we wish to support instructors in improving their teaching practices, the
literature suggests we should attend to instructor thinking.

In this work then, we examine and unpack existing research on instructors’ knowledge about
teaching and learning in chemistry. First, we recast that work in terms of what has been referred
to elsewhere in the science education literature as epistemologies (Hofer & Pintrich, 1997; Smith
& Wenk, 2006; Havdala & Ashkenazi, 2007; Lising & Elby, 2005; Oliveira et al., 2012; Sandoval,
2005) or, more recently, epistemic cognitions (Greene et al., 2016). Specifically, epistemologies
“consist of [people’s] systems of beliefs [tacit or explicit] about (1) the nature of knowledge and
(2) the processes of knowing” (Hofer & Pintrich, 1997). Second, we compare and contrast two
models of instructor thinking, particularly in regard to their underlying assumptions about the
stability and hierarchy of beliefs. We then analyze our interview data according to each model and
discuss affordances and limitations of each. Finally, we consider the implications of each model
on instructor professional development.

Literature Background

Education researchers have long sought to understand aspects of instructors’ thinking that give
rise to their teaching practice (Abell, 2008; Clark and Peterson, 1986; Kagan, 1992; Schoenfeld,
1998; Shulman, 1986). This approach to studying teaching practice is rooted in a cognitive
paradigm that “conceptualizes teaching largely in terms of [teachers’] mental life and focuses on
teaching as a way of thinking with a particular set of specialized knowledge and cognitive
processes” (Russ et al., 2016). Within this tradition, scholars of science education have examined

teacher’s knowledge, beliefs, identities, and goals in an attempt to get “under the hood” of teacher
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practice (e.g., Abd-El-Khalick et al., 1998; Avraamidou & Zembal-Saul, 2010; Lederman, 1999;
Loughran et al., 2004; Pajares, 1992; Remillard, 2005). Within chemistry education, scholars have
similarly focused on instructors’ attitudes, beliefs, and orientations toward teaching (e.g., Gibbons
et al., 2018; Mack & Towns, 2016; Popova et al., 2020).

Of specific concern within science education has been the set of knowledge and beliefs that
teachers possess that is associated with knowledge, knowing, and learning. For example,
participants may view knowledge as constructed from things they already know or knowledge as
transferred from authority. Further, they may view science learning as either an opportunity to
make sense of phenomena or to memorize information. Although researchers use a range of
constructs to conceptualize these knowledge and beliefs, here we follow work in science education
that characterizes them as epistemologies (Hofer & Pintrich, 1997) or, more recently, epistemic
cognitions (Greene et al., 2016).

Tracing back to the 1970s, scholars have worked both to identify participants’ epistemologies
and also to tie those views to classroom practices of teaching and learning. Both correlational and
case-study evidence suggests that epistemologies play an important role in school settings (Greene
et al., 2018; Liang & Tsai, 2010; Rosenberg et al., 2006). A range of researchers across both K-12
and undergraduate settings have explored how instructors’ tacit views of knowledge and knowing
impact the ways they engage in teaching (Wendell et al., 2019). For example, Russ and Luna
(2013) followed a high school teacher across multiple class sessions to identify how her teaching
practice shifted depending on whether she viewed teaching as an opportunity to Connect
Biological Ideas or Use Procedural Knowledge. Similarly, Chari and her colleagues (2019)
analyzed 50 episodes of upper-division, undergraduate physics instruction to demonstrate how

differing behavior of instructors was shaped by their two-dimensional epistemological
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understanding of problem-solving as being algorithmic/conceptual and mathematics/physics.
Likewise, within chemistry education, researchers have probed the link between instructor
thinking and practice. Gibbons et al. (2018) conducted a large-scale study of chemistry instructors
and found correlations between the instructors’ beliefs about teaching and learning and reported
pedagogical practices. Popova et al. (2020) focused specifically on assistant chemistry professors
and similarly found some alignment between beliefs and practices.

These findings from across science education bear out the assumption that epistemology plays
a strong role in shaping the teaching practices of instructors in science courses. As such, here we

<

take as a given that epistemologies are an important piece of what lies “under the hood” in
chemistry instructors’ approaches to teaching and learning. Further, given the importance of
epistemologies in science teaching, we as researchers must pay careful attention to how we model
them in our work. That is, we must work to explicitly and cogently develop theoretical models of
epistemology that account for the learning phenomena we observe in classrooms.
Theoretical Framework

In our review of the science education literature, we identified two distinct approaches to
modeling epistemology. In one approach, epistemologies are seen as “theories" that people
consciously possess and apply in their lives (Hofer & Pintrich, 1997; Hashweh, 1996; Davis, 2003;
Kittleson, 2011; Havdala & Ashkenazi, 2007). These are often referred to as “epistemological
beliefs” (Hofer & Pintrich, 1997; Schommer-Aikins, 2004). The other approach views
epistemology as constructed in-the-moment from “epistemological resources” —fine-grained

knowledge elements concerning knowledge and the nature of knowing (Hammer & Elby, 2002).

These models differ from each other in two key aspects: the extent to which epistemologies are
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assumed to be stable and whether or not epistemologies develop hierarchically over time. We
describe each model and its underlying assumptions in more detail below.
A Focus on Beliefs

Modeling epistemologies as beliefs is common across science education literature and is
especially prominent in chemistry education research. For example, Popova et al. (2020)
interviewed assistant chemistry professors about their beliefs and checked in two years later to see
how these beliefs changed (Popova et al., 2021). Mack and Towns (2016) focused on physical
chemistry instructors and interviewed them about their approach to teaching, which revealed
beliefs about the purpose of their courses and the nature of knowledge in their discipline. Other
studies have described instructors’ beliefs in the context of specific topics, such as systems
thinking (Szozda et al., 2022) and grading (Mutambuki & Fynewever, 2012).

Although studies on instructor beliefs have uncovered a variety of beliefs regarding teaching
and learning, many further classify their beliefs (and/or practices) as instructor-centered or student-
centered (e.g., Gibbons et al., 2018; Popova et al., 2020; Popova et al., 2021). Instructor-centered
beliefs are associated with a transmission view of learning and include beliefs that students learn
chemistry most effectively by taking notes during lecture or doing homework problems. In
contrast, believing that students learn chemistry most effectively by working in groups or making
connections between chemistry and everyday life is considered student-centered and is associated
with a constructivist view of learning. In their implications, the authors of these studies discussed
ways to shift instructors’ epistemological beliefs and their practice from instructor-centered to

student-centered.
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Modeling epistemologies as beliefs brings with it a set of common, if tacit, features. These
features include: 1) beliefs are stable and 2) beliefs develop hierarchically over time. We detail
these features below with examples from the literature.

Beliefs are stable.

Chemistry instructor beliefs are often treated as stable over time. We can infer this feature from
the methodologies — commonly longitudinal studies — used to study these beliefs. If beliefs are
assumed to be unstable over the period of minutes or hours, we would expect to see studies looking
at changes during this time scale. However, if beliefs are assumed to be stable over longer periods
of time (e.g., months or years), then it would be logical to collect data less frequently, perhaps
once a semester or once a year. In the chemistry education literature, we mostly observe the latter.
For example, Popova et al. (2021) conducted a study on assistant chemistry professors in which
they compared participants’ initial beliefs to their beliefs two years later, implying that changes
were expected to occur on a longer time scale. Similarly, using a pre/post study design, in which
beliefs are measured before and after an intervention, is reasonable if one assumes that the
participants’ beliefs would be essentially unchanged in the absence of the intervention for the
duration of the study. Stains et al. (2015) have conducted such a study to measure the impact of a
professional development program on assistant chemistry professors’ beliefs. Conversely, we are
not aware of any studies that characterize how chemistry instructors’ thinking changes moment-
to-moment.

Beliefs develop hierarchically over time.

In the tradition of Piagetian stages of the 1960s (Piaget, 1969; Piaget 1970) or the Expert-

Novice studies of the 1980s (Chi et al., 1988), beliefs are often modeled as moving through a

progression in which they become more sophisticated over long periods of time (Perry, 1970; King
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& Kitchener, 1994; Kuhn, 1991; Hofer & Pintrich, 1997). For example, in order to develop a
chemistry version of the Colorado Learning Attitudes about Science Survey (CLASS), originally
developed for physics education research, Adams et al. (2006) interviewed non-major introductory
chemistry students and chemistry faculty to establish the novice and expert responses, respectively,
for survey items. This method makes sense if one expects differences in beliefs between these
populations and similarities within each population. Furthermore, using their survey, the authors
observed a “regression in beliefs” over a semester of general chemistry. The use of the term
“regression” is consistent with a hierarchical, developmental model. Returning to the example of
student-centered and instructor-centered beliefs, Popova et al. (2020) identified a cluster of beliefs
they labeled “transitional and consistent,” which contained a mixture of student-centered and
instructor-centered beliefs. The label “transitional” implies an intermediate stage within a
progression. While this continuum could be utilized in a purely descriptive manner, it has typically
been presented in an evaluative manner. In their implication sections, the authors of these studies
discuss ways to shift instructors from instructor-centered to student-centered, communicating that
the latter is more desirable than the former.
A Focus on Epistemological Resources

In contrast to the model of epistemological beliefs commonly used in the chemistry education
literature, another model of epistemology contends that it is made up of a range of smaller units of
cognition known as resources (Hammer, 2000). Below we detail the features of this model,
presenting them in contrast to the features embedded in a beliefs model of epistemology.
Epistemological resources are unstable.

Rather than understanding epistemologies as beliefs that are relatively stable across time and

place, epistemological resources are taken to be unstable across contexts. As in the case with
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beliefs, this assumption shows up in the methods researchers use to study and document
epistemologies. Specifically, researchers use methods that allow them to capture rich data over
relatively short time spans on the order of minutes. For example, in a case study of a group of 8th
graders reasoning about the rock cycle, Rosenberg and his colleagues (2006) use classroom video
to demonstrate how students transition from one epistemology to another in a matter of moments
based on a single comment from their teacher. Similarly, transitions in epistemologies that occur
over minutes (rather than the hours, days, or years assumed in more stable models of cognition)
have been documented in short excerpts (as few as 5—10 lines of transcript) in college physics
classes (Scherr & Hammer, 2009; Modir et al., 2017; Irving et al., 2013; Dini & Hammer, 2017).
The “framework of epistemological resources, smaller and more general than theories or traits”
accommodates this dynamic contextual dependence (Hammer & Elby, 2002).

This unstable model of epistemology is rooted in a similar model of mind for conceptual
understanding that may be more familiar to the reader (diSessa, 1993). Although science education
began by comparing student thinking to scientific paradigms or robust scientific theories
(McCloskey, 1983; Strike & Posner, 1985; Hewson & Hewson, 1984), a commitment to the notion
of constructivism has demanded a move away from this (mis)conceptions model (Smith III et al.,
1994). Specifically, the field is now “skeptical of treating knowledge or abilities as things one
acquires and manipulates as intact units” (Hammer et al., 2005). Instead, we now think of
conceptual knowledge as a complex system of many “pieces” (diSessa, 1993) which students
unconsciously and dynamically assemble and disassemble in moments of thinking (Sherin, 2006;
Philip, 2011; Minstrell, 1989). An epistemological resources model assumes the same is true for
epistemology (Hammer, 2000; Hammer & Elby, 2002). Instead of people having “pre-compiled”

(Hammer et al., 2005) views of knowledge that they call up in learning situations, an
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epistemological resource model assumes people compile their view of knowledge dynamically in
real time by drawing on many small epistemological elements.
Epistemological resources are differentially useful in different contexts.

One of the key premises of a model of epistemological resources is that different situations call
for different epistemologies (Elby & Hammer, 2001). For example, while the NGSS (NGSS Lead
States, 2013) may encourage us to have students construct their own models for phenomena, we
do not necessarily want the lay public to construct their own models for the spread of COVID (in
fact the state of our public health may be drastically different if fewer people had done so!). In the
former context (the classroom) we may want students to adopt a view that they can be the authority
on knowledge, whereas in the sphere of COVID we want people to adopt a view that the scientific
community is the authority. But even this grain size is not sufficient; it is not the case that the
NGSS always wants students to believe they are the knowledge authority in classrooms. There are
times in which we want students to adopt a view of learning where their teachers, or the textbook,
are the authority—for example, when they are told a value like Avogadro’s number.

Given the diversity and variability of epistemological resources that can be useful across the
contexts of teaching and learning, researchers that adopt this model of epistemology explicitly
reject a hierarchical model of progressive sophistication. Instead, this model assumes that there is
no “more correct” or “more expert” epistemology but that instead epistemological resources are
differentially productive for learning in context. Sophistication then is not merely adopting a set
of expert views but is instead the ability to “explore and discuss the differences between knowledge
in multiple contexts” (Elby & Hammer, 2001). In the case of teachers, epistemological expertise
involves the “awareness and judicious use of” (Russ, 2018) a range of epistemological resources.

Stated differently, epistemological sophistication means possessing a suite of epistemological
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resources as well as a finely tuned mechanism for identifying which contexts call for which
resources.
Research Questions

In the proceeding sections, we have described assumptions that underpin two common models
for epistemology (epistemological beliefs and epistemological resources). Here, we take a look at
what these models let us infer about chemistry instructors’ epistemologies from dialogue about
their approaches to teaching and learning. Specifically, we examine whether modeling instructors’
epistemologies as resources supports different implications for instructor learning than modeling
instructors’ epistemologies as hierarchical, stable beliefs. The following research questions guided
our efforts:

1) What epistemologies do chemistry instructors articulate when talking about their

approaches to teaching and learning in undergraduate organic chemistry?

2) What are the affordances and limitations of modeling instructor thinking as beliefs and as

epistemological resources?

Our purpose here is to show that the model of epistemology researchers choose powerfully
influences the kind of analysis they conduct on their data and what they can infer about useful
approaches to supporting instructor learning.

Methods
Context and Participants

This study focused on introductory organic chemistry instructors at a large public university in
the Midwest. Although much of the chemistry education research focuses on general chemistry,
here we choose to focus on organic chemistry for two reasons — one opportunistic and one

substantive. First, many discussions were taking place in the department regarding changing and/or
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unifying the course. As a result, there was a pre-existing need to understand the goals instructors
have for their students’ knowledge construction and the means by which they believe these goals
can be achieved. Second, and perhaps more importantly for our argument here, organic chemistry
instructors have considerable autonomy in how they teach. Thus, we expected that more of their
decisions would be based on their own epistemologies rather than institutional constraints (e.g., I
do this because my department says I have to”). This autonomy allows us to examine
epistemologies more directly.

The introductory organic chemistry course at this university consists of two semesters (OChem
I and OChem II). As this is a required course for chemistry, biology, and chemical engineering
majors and anyone intending to pursue a career in the health field, it serves approximately 1,000
students each semester. Organic chemistry instruction is divided among tenured professors, pre-
tenure professors, and non-tenure track professors. The non-tenure track professors typically teach
both OChem I and OChem II while most tenured and pre-tenure professors teach only one of these
courses. All instructors use the same textbook and there is general agreement regarding the content
that should be covered in each course, but each instructor has the freedom to choose their own
teaching practices, author their own exams, and determine how points are allocated in their course.
Some instructors have chosen to teach jointly with shared course materials and exams.

Interview requests were sent to everyone involved in teaching introductory organic chemistry
over the last five years. We chose to restrict invitations to instructors who taught in the last five
years because presumably these people would still remember details of how they approach(ed)
teaching the course and would be involved in teaching it for several more years. Ten organic
chemistry instructors responded and consented to be interviewed. They included tenured

professors, pre-tenure professors, and non-tenure track professors with teaching experience
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ranging from one year to approximately thirty years. Four of these instructors teach both OChem
I and OChem II while the other six typically only teach one of these courses.

During data analysis, we utilized an intensity sampling approach (Creswell, 2007) to select
“information-rich cases that manifest [teacher beliefs] intensely but not extremely” (p. 159). This
approach allowed us to select a relatively small number of cases that provided in depth information
for analysis; here we focus on three of the ten professors interviewed (Table 4.1). These instructors
represent different roles within the department and exhibit a range of epistemological resources.
James is a non-tenure track professor whose interview elicited fairly frequent and consistent
epistemological ideas. Liam is a pre-tenure professor who demonstrated more inconsistency in his
epistemic cognition. Mark is a tenured professor whose interview was most notable for the focus
on logistical aspects of teaching rather than epistemological aspects.

Table 4.1. Relevant characteristics of instructors at the time they were interviewed.
Years of Teaching

Instructor® Position Courses Taught .
Experience
James Non-tenure track OChem I, OChem 11 8
Liam Pre-tenure OChem I 1
Mark Tenured OChem II 15

*Actual names have been replaced with pseudonyms to protect participants’ identities.

Data Collection

We chose to use interviews to infer instructor epistemologies. Interviews allowed the
instructors to respond to the questions in their own words and in a more detailed manner than
surveys typically allow. In recognition of the context-dependency of epistemic cognition, the
interview questions were written to elicit reflections on the instructors’ particular courses rather
than general thoughts on teaching. Instructors could also supply context through the use of
anecdotes and examples from their experiences. Additionally, the interview questions probed a
range of teaching activities and contexts, from planning to assessment to student performance.

However, such reflections are still filtered through the perceptions of the interviewees; thus, they
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are not equivalent to direct observations of the instructors as they lecture or author assessments
(Alshengeeti, 2014). Ideally, the interviews would be coupled with observations of the instructors
as they taught, wrote assessments, graded assessments, etc. In the future, we hope to collect this
data. Nevertheless, we believe that interviews can help us figure out productive ways to model
epistemology and can prompt instructors to consider multiple contexts for their teaching practices.

Semi-structured interviews were conducted over Zoom by the third author and lasted
approximately one hour. The interviews began with questions regarding how the instructor got
interested in chemistry and why they chose to stay in academia following graduate school (Q1 &
Q2). Then the instructors were asked why students should take organic chemistry, what the
students should learn from the course, and how the students can maximize their learning (Q3, Q4,
Q8). The interview also included a discussion of assessment: how the instructors evaluate learning,
what they aim to assess, and how they interpret assessment responses (Q6 & Q9). The interviews
concluded with questions about if and/or how the instructors make use of teaching resources,
including advice from peers and chemistry education research, and the role of evidence in changing
teaching practices (Q11-Q13). The full interview protocol can be found in the appendix.

The interviews were transcribed by Zoom, and the first author corrected these transcriptions as
needed to ensure they were accurate. The first author also broke up longer sections of dialogue
into utterances that focused on a particular idea. These served as the units of analysis while coding.
Data Analysis
Strand 1: Analyzing instructor beliefs

In our first strand of analysis, we sought to understand instructors’ epistemologies using a
beliefs model. To do so we developed an analytic scheme by looking across the work of multiple

authors who seek to characterize teacher beliefs from interviews or from their practice (Luft &
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Roehrig, 2007; Popova et al., 2021; Simmons et al., 1999). Although all of the authors identify a
range of beliefs (e.g., beliefs about student learning/actions, beliefs about the role/actions of
teachers, beliefs about content, etc), their analyses ultimately cluster teachers by patterns of
responses. Further, although they each have several different clusters, ultimately the clusters are
placed along a continuum where the two ends are student-centered and instructor-centered beliefs.
Synthesizing across the papers we identified some common key elements of these two ends of the
spectrum.

e Student-Centered

Instructors believe students learn by doing and not by listening; thus, the role of instructors
involves collaborating with, facilitating, and guiding students as they construct ideas that
are relevant to their lived experience from their prior knowledge.

e Instructor-Centered

Instructors believe that students learn by paying attention and listening to the instructor;
thus, the role of the instructor is to provide content and experiences so they can assess if
students know a set of pre-defined facts.
In addition to these two ends of the spectrum, researchers typically also included a transitional or
inconsistent category when an instructor evidenced beliefs from both ends of the spectrum.

In our work here, we used the two ends as a guide for our analysis; the first two authors read
through the transcripts and together assigned a code of “student-centered” or “instructor-centered”
to each utterance. (Recall that an utterance was a section of dialogue concerning a single topic,
typically 5-8 sentences). We restricted our analysis to questions 3—10 of the interview protocol
because these questions surfaced reflections on their own teaching rather than their perceptions of

the department and the field of chemistry education. Furthermore, we ignored utterances that were
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not epistemic in nature (e.g., “Say that one more time.”). For this analysis, we relied heavily on
which pronouns (“I” versus “they/them”) were used in the active voice and which were used in the
passive voice when referencing teaching and learning. If an utterance included both student-
centered and instructor-centered beliefs, it was labeled as “both.” Table 4.2 provides some
examples from our data for each of the two clusters.

Table 4.2. Examples of utterances coded as student-centered and instructor-centered.

Code Example

What we need to be as educators, as teachers, is people who set up the students
to have those experiences I just described. We need to be creating environments

Student-centered where somehow students are engaged in thinking about models, using models,
writing about them to explain why something happens.

I felt like one of my most important roles as an instructor was to show people
how the ideas interconnected. So whenever we introduce a new idea, be very
Instructor-centered clear about what is new in this idea... with kind of a very brief review of
whatever that concept is. So I think that's something that is much harder to do
when you're kind of working through, um, something kind of on your own.

Strand 2: Analyzing instructor resources
To describe the epistemological resources of chemistry instructors, we ground our analysis in
the five-dimensional model proposed by Chinn and his colleagues (2011). We chose this model
because it is, for us, the most comprehensive of all the existing models and is consistent with
insights and components from other prominent scholars of epistemology (Hammer and Elby, 2002;
Hofer and Pintrich, 1997; Schommer-Aikins, 2004). Below we will briefly describe each of the
five dimensions.
1) Epistemic Aims and Values
Epistemic aims are the goals relating to inquiry, and epistemic values describe the relative
worth of particular aims. Aims, or what others call goals (Berland et al., 2016) are an
important part of characterizing a person’s epistemology because they are the ends to which

other aspects of epistemic cognition are directed.



2)

3)

4)

211

Structure of Knowledge

The structure of knowledge refers to how knowledge is organized and answers questions
like “What kind of answer should our [learning] provide?” (Berland et al., 2016). They are
akin to epistemic forms (Collins & Ferguson, 1993; Hammer & Elby, 2002) which are
“target structures that guide inquiry.”

Reliable and Unreliable Processes for Achieving Epistemic Aims

Processes refer to the actions one takes to achieve one’s epistemic aims. Epistemic
processes are similar to Hammer and colleagues’ (Hammer & Elby, 2002; Rosenberg et
al., 2006) epistemological activities that help people (tacitly!) answer the question, “What
are you doing?” in terms of knowledge construction or use. Processes are also consistent
with what researchers in undergraduate physics education (Odden & Russ, 2018; Chen et
al., 2013; Tuminaro & Redish, 2007) have called the moves in an epistemic game (Collins
& Ferguson, 1993).

Sources, Justifications, and Stances

Sources of knowledge refers to where knowledge was obtained from, such as an expert,
authority figure, textbook, or one’s direct experience. Justifications for knowledge are the
criteria by which a person evaluates knowledge, such as coherence with prior knowledge,
logical consistency, or support with acceptable evidence. Stances toward knowledge
describe a person’s view on a given knowledge claim. Although Chinn et al. (2011) put
these together because they are tightly linked in practice, other scholars treat these
dimensions independently (Berland et al., 2016; Hammer and Elby; 2002; Tuminaro &

Reddish, 2007).
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Epistemic virtues and vices encompass personal characteristics that either support or hinder

epistemic endeavors. Few other scholars in science education discuss this dimension.

Using these categories as a guide for our coding process, the authors read each utterance of

dialogue and discussed whether they saw anything that would fall into the categories. Once this

was completed for the three interviews, the authors summarized their observations for each

category into a succinct list of resource codes. Once individual codes were defined, the authors

used the constant comparison method (Glaser & Strauss, 1967) to confirm that all utterances were

coded with a stable codebook (Table 4.3).

Table 4.3. Epistemic Resource Codes and Examples

Epistemic Resource Codes

Examples

Aims and Values
Memorization

Explanation

Problem-solving

Usefulness

The students then have to memorize these factoids and
memorize these patterns instead of understanding the model
where they don't have to memorize anything.

I'd like to do a better job of assessing, um, is, um, actually
getting some feedback myself about where they’re deriving
their explanations. So like when they say this would go
through SN2, um, basically how can it be explained, um, like
why, why did you say SN2, or what sort of factors do you
think are at play here?

So, uh, for somebody interested in, um, medicine, um, first
of all, I guess like a large fraction of people taking the class,
I think that, um, there are sort of aspects of the, the type of
problem solving we do in organic chemistry that’s really
important. So, um, and sort of as specifically as I can, I guess
what I feel like we're talking about is, uh, taking like a set
of, uh, I guess, kind of starting criteria, like sort of the simple
ideas, like steric bulk, um, electronic sort of perturbations,
that have these principles and then trying to figure out how
to sort of interconnect them to come up with an answer to a
new sort of problem.

Now I have no belief that most of my students will do a
distillation again after they leave my class. And I do not care
if they ever do a distillation again, that's irrelevant. But |
know that 100% of my students are going to apply models



Structure of Knowledge
Pieces

Connections

Hierarchy (building up)

Hierarchy (underlying)

Reliable Processes
Accumulating

Connecting (structural)

Connecting (functional)
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to explain systems. They're going to use models to predict
outcomes. They're gonna use models to rationalize
outcomes. We should have them engaged in doing that.

I think the important things for us to be actually getting from
[the students] are like connecting concepts and that's not
connecting any concepts. Um, but I think hitting at some of
the individual concepts on their own is also important. Um,
so making sure that they're getting those building blocks and
that we're not only assessing them on connecting the
building blocks. I find that’s also important.

And so I felt like one of my most important roles as an
instructor was to show people how the ideas interconnected.
So whenever we introduce a new idea, be very clear about
what is new in this idea and what is drawing on things
they've already learned, with kind of a very brief review of
whatever that concept is.

I think being able to connect independent concepts to
address a more complex question, um, I think that's sort of a
fundamental learning objective for organic chemistry.

And so, especially for these pre-professional students who
may never take another science class beyond second
semester organic chemistry, um, this teaches them how you
master a complicated topic that demands more than just rote
memorization, right? This, it really does kind of, uh, teach
you that, um, cramming isn't feasible at, um, you do have to
understand underlying mechanisms to really succeed in a
class like this.

But one of the challenges to, um, doing formative
assessment, in my view, is that because we put so much
content in the class, I think it, I found it very difficult to
adjust, to sort of respond to the students. Um, ‘cause I would
like to, if they're really struggling with the question, be able
to dig in a little bit more, um, and sort of give that a little bit
more time, and on some of the times that was okay and
possible. Um, there certainly were other times where that
wasn't going to be feasible because I had to get to the next
sort of set of content.

But even for those [students] who are reading the book, I
think that my job as an instructor is to, uh, put all of this
information into a, into a package that's digestible so that
they can see how the inferences get drawn, to see analogies
from one unit to another one.

But I'm trying to assess, uh, whether [students] can predict
reactivity or properties like acidity from molecular structure.
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Uh, and there, the sort of like a sub version of that, that's sort
of predicting relative behavior of different structures, so
being able to predict how two different mol-, how two
different structure will result in two different activities.

Forming Um, and that, I think, there's sort of a trap in organic
chemistry for those students because our content is, the
learning objectives are about figuring out which of these
principles to be thinking about and then thinking about them
properly. And stuff can seem clear when you have the
answer, where you really wouldn't be able to derive that
answer yourself... learning the process of actually solving
the problem is, I think, the most important thing for being
successful

Sources

Instructor In practice, I think most of [the students] use the lecture as
the main source of information, so, you know, as much as I
would like for them all to be reading the book, I think that I
am a primary source of information for them.

Textbook/online So I didn't feel like my role was to define what the content
was. And also there are very good resources; online
textbooks are pretty good. There are lots of places [students]
can get kind of that most basic information.

Data And so [ try to, I try to convey the point that this class is such
a conceptual one, such a theoretical one that that learning
modality [of cramming] is going to fail, and I show [the
students] data from previous years to show exactly why this
fails.

Justifications

Correctness And so then if they get [the question] right, or by and large
get it right as a class, um, then I feel like I'm safe to move on
[to the next topic]. If not, then that means I devote a little bit
more time in the lecture to trying to clarify whatever that
specific problem was.

Results and Discussion

In the section that follows, we consider the affordances and limitations of beliefs and resources
models of epistemology in describing instructors’ views on knowing and learning manifest during
our interviews. We begin by briefly describing the instructor epistemologies elicited during the
interviews, first using instructor-centered and student-centered descriptors. Then we will

summarize the epistemological resources we observed using Chinn et al.’s (2011)
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multidimensional framework. Then we will consider the extent to which epistemologies embedded
in interview dialogue were stable and the implications of treating these epistemologies as
hierarchical.

RQI: What epistemologies do chemistry instructors articulate when talking about their
approaches to teaching and learning in undergraduate chemistry?

When we coded our instructors’ beliefs as student-centered, instructor-centered, or both, we
observed three qualitatively distinct profiles for our three instructors (Fig. 4.1). Approximately
three quarters of Mark’s beliefs were deemed instructor-centered while the remaining were
student-centered. The reverse was observed for James; the vast majority of his beliefs were
student-centered while a few were instructor-centered. Liam’s beliefs were distributed almost
equally among student-centered and instructor-centered. Therefore, if we were to adopt this model
of describing instructor thinking, we would label Mark as instructor-centered, James as student-
centered, and Liam as transitional.

When we coded for epistemological resources and organized them according to Chinn et al.’s
(2011) multidimensional model, we identified several aims, reliable processes, sources, etc. These
epistemological resources are summarized, along with examples from our data, in Table 4.3. The
epistemic aims expressed by our instructors included memorization, explanations, and problem-
solving, along with the value of usefulness. Reliable (or unreliable) processes for achieving these
aims included forming (i.e., constructing one’s own knowledge based on prior knowledge),
accumulating, and connecting. Connecting could be further described based on whether the
instructor described how different topics relate (structural) or how causes give rise to effects
(functional). These different ways of connecting knowledge were closely related to how the

instructors discussed the structure of knowledge in their courses. They referenced “pieces” or
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“building blocks” of knowledge and articulated how making connections between them could
result in more complex knowledge structures. Other times they described how the complexity
could be reduced down to a few underlying pieces or fundamental ideas. Sources of knowledge
referenced included the instructors themselves, the textbook, and data. We identified correctness
as a commonly invoked justification for whether or not an aim had been achieved. Stances toward
knowledge and virtues and vices were not observed in our dataset. Although we have described
the epistemological resources observed amongst our instructors in aggregate, each of our
instructors activated a variety of resources over the course of the interview. We will characterize
each instructor’s ideas in more detail when we explore the extent to which they were stable in the
following section.

Mark James

Liam

® Student-centered
= |nstructor-centered
= Both

Figure 4.1. Pie charts showing the proportions of student-centered and instructor-centered beliefs expressed
by the instructors in this study.

RQ2: What are the affordances and limitations of modeling instructor thinking as beliefs and
as epistemological resources?
Throughout our interviews, instructors expressed epistemological ideas relating to course

design, lecture practices, assessment strategies, and interactions with students. This enabled us to
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explore instructor epistemologies across different topics over the span of the interview. For this
sort of analysis, we focus on each instructor individually rather than looking across them.
Stability

We begin with James, who repeatedly espoused student-centered beliefs during his interview.
James’ primary goal for his students is that they engage with the practice of scientific modeling.

So like the process of learning what a model is, what it applies to, and going through the
practice of application of that model to explain an outcome and seeing that those things can be
connected is the powerful thing we want our science students to do. Because what it finally
does is it gets people thinking scientifically in a meaningful way, in that they understand, “Oh,
people have seen data. People have generated models that explain those data. They have then
tested those models and refined them over time. And here's the best understanding we have
right now. Now, there might need to be some tweaks to that down the road, but this is the best
understanding we have right now. And I can take that understanding and apply it to these cases
and work out what's likely to happen. And I can then test that with spectroscopy. I can test that
with some tool.

In this description of modeling, James positions his students as the constructors of knowledge—a

9 ¢

hallmark of student-centered instruction. He wants his students to “think scientifically,” “to see

that... things can be connected,” and “take that understanding and apply it.”

When looking across James’ interview, he repeatedly expresses this goal for his students’
learning. When asked why students should take organic chemistry James’ answer mirrors the one
above.

The reason you should take organic chemistry...is that taking organic chemistry, if taught right,
will help you understand that we can use some very simple, straightforward models that are
accessible to students and to experts and they're the same model... We can use those same
models to explain why chemical reactions happen. We can use those same simple models to
rationalize why you get a particular regiochemistry or particular stereochemistry, why one
product is major and one’s minor, why one is seen and one is not observed in the data... That's
incredibly empowering use of models to explain outcomes.

James centralizes modeling again when referencing his role as an instructor.

What we need to be as educators, as teachers, is people who set up the students to have those
experiences I just described. We need to be creating environments where somehow students
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are engaged in thinking about models, using models, writing about them to explain why
something happens.

Both a beliefs model and a resources model of epistemology work quite well for making sense of
James’ thinking. James’ thinking about teaching appears to be consistently, and stably, student-
centered since students are positioned as the modelers. Alternatively, we can state that the
epistemic aim of modelling was repeatedly activated by James when reflecting on his course.
However, the other two instructors’ interviews demonstrate more instability. Liam said he did
not think it was his job to determine the course content and that students could obtain content from
a variety of sources.
We have, although we have some differences in what we teach across the different instructors,
we teach a lot of the same reactions and basic principles. So I didn't feel like my role was to
define what the content was. And also there are very good resources; online textbooks are
pretty good. There are lots of places [the students] can get kind of that most basic information.
Rather, he described his job as follows:
So my role was one, I guess, make sure [the students] got some of the basic information, so
sort of reviewing it a little bit, but more so than that, I thought my role was to show them how
to connect concepts.
His primary goal was not to deliver knowledge but to have students connect and use that
knowledge. This goal would be considered student-centered. However, moments later in the
interview, Liam shared the challenges he experienced with implementing clicker questions in
lecture. He said,
But one of the challenges to doing formative assessment, in my view, is that because we put
so much content in the class, I think it, I found it very difficult to adjust, to sort of respond to
the students. ‘Cause I would like to, if they're really struggling with the question, be able to
dig in a little bit more and sort of give that a little bit more time, and on some of the times that
was okay and possible. There certainly were other times where that wasn't going to be feasible
because I had to get to the next sort of set of content.

Liam felt pressure to—and in fact states that he does—cover the content in lecture. That goal is

part of an instructor-centered mindset. As a result of these two different statements, the beliefs
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model of epistemology might place Liam into a “transitional” or “inconsistent” category of beliefs.
Using the lens of a resources model, we would account for the instability by noting that Liam
possesses epistemic resources for understanding both himself and outside resources as sources of
knowledge and that these were activated at different times.

Liam is not an anomaly in terms of this instability. Mark similarly demonstrates instability in
his thinking about teaching and learning. For example, when talking about how students can
maximize their learning in his course, Mark defaults to a practical, rather than knowledge-based,
perspective.

And so I try to, I try to convey the point that this class is such a conceptual one, such a

theoretical one that that [cramming] is going to fail, and I show them data from previous years

to show exactly why this fails... And I also try to tell them that, you know, that they should
gear their, their studying around what the assessment is. And so if the assessment is, um, some
kind of problem and a certain kinds of problems, then they should be doing those problems
and those kinds of problems as part of their studying.
In this quote, learning looks like “time on task;” his focus is on students engaging in activities
(e.g., assessments) that he has designed for them, a hallmark of instructor-centered teaching
(Simmons et al., 1999; Popova et al., 2020; Luft & Roehrig, 2007). However, when asked why
students should take organic chemistry, Mark articulates the following:
...the reason that I think everyone ought to take it is that it teaches you how to deal in a more
sophisticated way with drawing influences, uh, inferences from data, uh, from using data to
support an argument...And so if everybody took organic chemistry, then it would sort of help
them to think about how you, um, how you, uh, use data to make informed decisions, which
seems like a really important thing just in general.
He believes organic chemistry enables students to make decisions outside of the classroom by
teaching them reliable processes characteristic of science such as using data. Further, he positions

students as authorities who can interpret data, craft arguments, and make decisions. Making the

class “relevant” for students who then engage in substantive intellectual work is a hallmark of
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student-centered instruction (Popova et al, 2021). Like Liam, these two quotes of Mark’s would
lead beliefs researchers to characterize him as “inconsistent” or “transitional.”

The resources model on the other hand expects this variability and treats it as a feature that can
provide insight into Mark’s teaching practice rather than a bug. For example, later in the interview
Mark describes his approach to writing assessments which he summarizes as consisting of three
general types of questions.

The lowest level [type of question] is simply, you know, if you have some starting molecule,
um, what reagents do you use to do some kind of a transformation?

... [The second type of question] is what I call circle-square, um, kinds of questions, which is
circle the most acidic compound, square the least, uh, acidic compound, circle the most
nucleophilic compound, square the least nucleophilic compound. Right? And so, so these sorts
of questions are trying to get students to think through structure-reactivity principles, to get a
sense of the character of the compounds.
...And then there are compound, there are, um, uh, questions that put everything together that
has people to, uh, essentially explain an observable phenomenon, whether that is showing them
a reaction and asking them to propose an arrow-pushing mechanism or giving them a
phenomenon and asking them to explain why that phenomenon occurs or to rationalize the
outcome. So it is very much along the lines of trying to model what a scientist does, right? If
you are given an observable piece of data, how do you use theoretical constructs to rationalize
that outcome?
The first two types of questions simply ask students for a claim, whether it’s providing the correct
reagents or circling the correct molecule. In the last type of question, students are asked to do
intellectual work of using data, drawing inferences, and making arguments. What we see here is
again instability in his epistemologies; he has resources both for seeing the epistemic aim of
knowing facts (i.e., obtaining true beliefs) and the epistemic aim of having a rational model for
how the world works. Rather than categorizing Mark as merely “inconsistent,” the resources model

encourages us to explore the range and depth of his thinking and to view that range as potentially

productive for his teaching practice (see below).
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Hierarchy

Recall that if we examine the instructors’ beliefs in aggregate, we see that James has mostly
student-centered beliefs, Mark has mostly instructor-centered beliefs, and Liam has a mix of both.
An implication of this analysis might be that James is the best instructor and that interventions are
needed to shift Mark and Liam towards more student-centered beliefs.

Using an epistemological resources model of instructor thinking, we would come to a different
conclusion. Since activation of epistemological resources is assumed to be context dependent, we
would not treat individual resources as “good” or “bad.” Rather, we would recognize situations in
which they might be more or less productive. For example, consider the following quote from
Mark:

In practice, I think most of [the students] use the lecture as the main source of information, so,

you know, as much as I would like for them all to be reading the book, I think that I am a

primary source of information for them. But even for those who are reading the book, I think

that my job as an instructor is to put all of this information into a package that's digestible so

that they can see how the inferences get drawn, to see analogies from one unit to another one.
Since Mark positioned himself as the source of knowledge in the course, he would be described as
instructor-centered and therefore less epistemologically sophisticated. Alternatively, we might
notice that Mark possessed an epistemological resource for the instructor as a source of knowledge.
Depending on the particular information Mark wanted to impart, this resource may be considered
productive or unproductive. For example, creating space for students to “figure out”
correspondence between features of spectroscopic traces and molecular structure may not be a
good use of time. Organic chemists and organic chemistry learners need to be able to effectively
analyze and interpret spectroscopic data (Stowe & Cooper, 2019), but they can do so by using

skills and rules they are told (e.g., the n+1 rule). The goal of pulling information from spectra is to

inform arguments about component(s) of a system under study. It would therefore be better to
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spend more class time considering consistency between possible claims and spectroscopic
evidence rather than, for example, “figuring out” the n+1 rule via numerous pattern matching
exercises. From this and related examples, we can conclude that viewing the instructor as a source
of knowledge is neither good nor bad but more or less appropriate depending on the particular
circumstances.

An epistemological resource model also allows for a much more detailed characterization of
instructor ideas, which enables us to recognize the variety of ideas each individual instructor holds,
rather than reduce them to a single dimension. Even though James would overall be considered
student-centered, some of his beliefs are more instructor-centered. For example, he states “[The
students] have to be explaining chemical phenomena using correct models, those models have to
be based on core ideas, it all has to tie together, they have to be able to do that on course-wide
assessments.” The standard of justification conveyed here is correctness, which based on our
knowledge of his course, means agreement with scientific canon (i.e., authority). A student-
centered approach to justifying models might be consistency with data as judged by the classroom
community. By labeling James as student-centered, we might not recognize the aspects of his
teaching that could still be improved.

On the other hand, consider Mark, who expressed mostly instructor-centered beliefs. A closer
examination reveals some student-centered beliefs. For example, when he articulated how he
thinks organic chemistry aids pre-med students, he said:

And so, especially for these pre-professional students who may never take another science

class beyond second semester organic chemistry, this teaches them how you master a

complicated topic that demands more than just rote memorization, right? This, it really does

kind of teach you that cramming isn't feasible, you do have to understand underlying
mechanisms to really succeed in a class like this. And I think that's important, especially for

the people who are going on to these higher education where they are going to have to start
learning things like medicine, where, you know, simply memorizing a list of, you know,
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characteristics of a disease is much less important than understanding the underlying
mechanism. So it really is the same kind of thought process.

In this response, Mark stressed the importance of understanding rather than simply memorizing
information. A resources model allows us to attend to these ideas.

The example of Liam arguably provides the most interesting case. Recall that Liam exhibited
a mix of student-centered and instructor-centered beliefs. One method of analysis might be to place
him in a “transitional” category. But treating the variability as “noise” ignores the interesting
tensions Liam himself identified and prevents us from gaining insight into how we could support
his teaching. For example, consider this quote from Liam.

I guess something I do a 